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ABSTRACT 

Direct measurements of airway tree and wall areas are potentially useful as a diagnostic tool and as an aid to 

understanding pathophysiology underlying of the airway diseases. Direct measurements can be made from images 

obtained using computer tomography (CT) by applying computer-based algorithms to segment airway, however, 

current validation techniques cannot  establish adequately the accuracy of these algorithms. Additional, the 

majority of the studies only include the airway from trachea to bronchi’s tree avoiding the upper respiratory system, 

because the main problems appears in the lower respiratory system, for example, asthma and chronic obstructive 

pulmonary (airflow obstruction or limitation, including chronic bronchitis, emphysema and bronchiectasis). 

Airway tree segmentation can be performed manually by an image analyst, but the complexity of the tree makes 
manual segmentation tedious and extremely time-consuming (require several hours of analysis), only including 

trachea and lower airway system. Airway segmentation in CT images is a challenging problem for two reasons, it 

is a complex anatomy and exists limitations in image quality inherent to CT image acquisition. This paper describes 

a semi-automatic technique to segment the airway tree (upper airway system and trachea), using CT images of 

head-neck and applying a fast marching algorithm. Additionally, a heuristic is proposed to determine the algorithm 

parameters without have to review manually all structures to segmentation. 
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1. INTRODUCTION 

Image analysis techniques have been broadly used 

in computer-aided medical analysis and diagnosis in 

recent years [3][4][5][6][7]. Computer-aided image 

analysis is an increasingly popular tool in medical 

research and practice, especially with the increase of 

medical images in modality, amount, size, and 

dimension. Image segmentation, a process that aims at 

identifying and separating regions of interests from an 

image, is crucial in many medical applications such as 

localizing pathological regions, providing objective 

quantitative assessment and monitoring of the onset 

and progression of the diseases, as well as analysis of 

anatomical structures [8][9][10][11][12]. A number of 

techniques have been developed for segmenting and 

analyzing the 3-D airway tree. Kitasaki et al. [13] used 

a voxel classification based on local intensity 

structure. Hirano et al.[14] used the cavity 

enhancement filter and the region-growing method. 

Park et al.  developed an integrated software package 

utilizing a new measurement algorithm called mirror-

image Gaussian fit (MIGF), that enables the user to 

perform automated bronchial segmentation, and 

measurement. In addition, MIGF permits to delineate 

the outer wall of bronchia. Bauer [16] used Gradient 

Vector Flow (GVF) method to produces accurate 

segmentation of the airway lumen. Aykac et al. [1] 

used grayscale morphological reconstruction to 

identify candidate airways. Park et al. [17] used 3-D 

confidence connected region growing (CCRG) 

method to extract lower and upper airways of the 

bronchi. 

Many researchers agree that the complex branching 

structure of the human airway tree can be examined 

using computed tomography (CT) imaging. 

Quantitative analyses can be performed on the three-

dimensional (3D) airway tree to evaluate tree structure 

and function [2][18][14][15][17]. It is important to 

note that most of segmentations are performed of the 

trachea and the lower airway tree, but in our case, the 

segmentation of the upper airway and trachea is 

necessary, since the results will be used to characterize 

the possible causes of sleep apnea in a series of 387 
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patients. 

In this paper we will use the level sets technique 

proposed for Osher and Sethian in 1988 [19], 

specifically, the fast marching method introduced by 

Sethian in 1995 [20][21]. As shown by Sethian, fast 

marching is a set of finite difference numerical 

techniques that were constructed to solve the Eikonal 

equation, which is a boundary value partial differential 

equation. These techniques rely on a marriage 

between the numerical technology for computing the 

solution to hyperbolic conservation laws and the 
causality relationships inherent in finite difference 

upwind schemes. Fast marching methods are Dijkstra 

type methods, in that they are closely connected to 

Dijkstra’s well-known network path algorithms [22]. 

2. MATERIALS 

Our proposed method has been applied to 70 patients. 

By each patient, two CT scan were acquired, one in 

awake and other in induced sleep. The dataset include 

the head and thorax, because we are interested in the 

upper airway and the trachea, specifically, from the 

lower trachea to the nasal conchae as illustrated in Fig. 

1. The paranasal sinus region contains several 

membrane-like structures, affected by partial volume 

effects, which renders the segmentation as a non-
trivial process. Additionally, poor contrasts are 

usually caused by existing metal parts (tooth implants 

or other implants) that appear in extremely high 

intensities relative to the actual anatomical structures. 

The image size of all patients dataset is 512×512 

pixels in each slice, 460 - 840 slices per image, 0.368-

0.586 [mm] in pixel spacing, and 0.299-0.301[mm] in 

slice spacing, respectively. 

 

The fast marching segmentation method is 

implemented in the Insight Segmentation and 

Registration Toolkit (ITK) and can be downloaded 

from www.itk.org [24]. ITK was funded by the 

National Library of Medicine (NLM), and it is open-

source software that was developed jointly by six 

principal organizations to support the Visible Human 

project of NLM. ITK includes several basic 

segmentation and registration techniques that have 

been implemented for a variety of medical image 

analysis applications. Additionally, the visualization 

was made using the Visualization Toolkit (VTK). 

 

3. METHOD 

Fast marching methods are finite difference 

techniques, more recently extended to unstructured 

meshes, for solving the Eikonal equation of the 

form[21]: 

|𝛻𝑇|𝐹(𝑥, 𝑦, 𝑧) = 1, 𝑇 = 0 on 𝛤 (1) 

This can be thought of as a front propagation problem 

for a front initially located at 𝛤and propagating with 

speed F(x, y, z,) > 0. The evolution of the function is 

controlled by a partial differential equation in which a 

speed term F is involved. In our case, we use the fast 

marching filter implemented in ITK as illustrated in 

Fig. 2.  

 

A typical speed image is produced by mapping of 

gradient magnitude of the original image. The 

mapping is selected in such a way that regions with 

high contrast will have low speeds while 

homogeneous regions will have high speed. In this 

case the mapping of gradient magnitude is made with 

a sigmoid function. The fast marching filter will 

propagate a front starting from the seed points defined 

for the user and traveling with the speed computed 

from the speed image. This should result in the 

contour slowing down close to object edges. The result 

of the filter is a time-crossing map which indicates for 

each pixel, how long it took to the contour to reach this 

pixel. 

 

3.1 Gradient magnitude 
Obtaining a good gradient magnitude is important 

to define the limits of the structures that you want to 

segment and thus be able to apply a sigmoid filter to 

obtain the speed function that the fast-marching 

algorithm will use. According to the above, it is 

necessary to determine the most appropriate algorithm 

and parameters to obtain the maximum gradient 

 

Fig. 1 Upper Airway Anatomy, adapted from 

[23] 

Fig. 1: Upper Airway Anatomy, adapted from 

[23]  

 

Fig. 2 Fast marching algorithm in ITK 

Fig. 2: Fast marching algorithm in ITK 
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magnitude. These algorithms are associated with edge 

detection achieving as indicated by Canny and 

Deriche [25][26], applying an efficient criterion for 

edge detection, which allows a good detection, 

localization and good response to a single edge. 

The good detection implies that there must be a very 

low probability of failure in detecting a real edge at 

some point and a low probability of scoring points that 

are not edges. This criterion as indicated by Canny 

[25], corresponding to maximize the signal-noise ratio 

(SNR), which means, find the maximum response of 

the detection criterion, which correspond to find the 

best operator to detect edges only. 

To detect sudden intensity changes in the image two 

approaches have been used. The first, location of the 

extremes (maxima and minima) of the first derivative 

of the intensity function (image), and the second, 

location of the zero crossings or transitions from 

negative to positive values, or vice versa, from the 

second derivative of the intensity function (image). 

Besides these detectors based on the gradient or 

Laplacian, others have been proposed by optimizing 

certain criteria related with edge detection, the most 

popular algorithms are the Canny [25][27] and 

Deriche [26]. 

In this case, Deriche’s algorithm which is based on 

the Canny will be used because proposes a robust 

formulation for the detection and location. In addition, 

using the Deriche-filter leads to a distortion of the 

amplitudes of the edges depending on their direction. 

The implementation presented by ITK for Deriche 

filter is called "RecursiveGaussianImageFilter" [24], 

the base class is defined to calculate the convolution 

of the IIR filter with a Gaussian kernel approach 

1

𝜎√2𝜋
𝑒

−(
𝑥2

2𝜎2)
 (2) 

This class, according to ITK documentation, 

implements the Deriche’s recursive filter proposed in  

his paper [26] and details or modifications presented 

by Deriche [28] and Farneback et al. [29]. Meanwhile, 

the magnitude of the gradient is calculated using the 

filter called 

"GradientMagnitudeRecursiveGaussianImageFilter", 

which convolved with the first derivative of a 

Gaussian function and invokes Deriche filter. In 

addition, the sigma (σ) parameter according with ITK 

is measured in spacing units of the image. 

 

3.2 Sigmoid function 
According to documentation provided by ITK [24], 

the sigmoid filter is commonly used as a 

transformation of intensity. Through this filter, for a 

specific range of intensity values is generated a new 

range of intensity obtaining a very smooth and 

continuous transition at the boundaries of the range. A 

sigmoid function is widely used as a mechanism to 

focus attention on a particular set of values and 

progressively reduce the values outside that range. It 

should be noted that this filter is a pixel operator, that 

is, for a given input generates a single output value. 

The implementation of the sigmoid filter in ITK 

includes four parameters that can be adjusted to select 

their range of input and output intensity. Equation (3) 

represents the sigmoid transformation applied to each 

pixel of the image [24]. 

𝐼′ = (𝑀𝑎𝑥 − 𝑀𝑖𝑛) ∙
1

(1+𝑒
(

𝐼−𝛽
𝛼

)
)

+ 𝑀𝑖𝑛 (3) 

The heuristic proposed by ITK to find the 

appropriate values to evaluate the sigmoid filter is: 

taking the image result to calculate the gradient 

magnitude, you must select the minimum value (K1) 

along the contour of the anatomical structure to be 

segmented. Then select the mean value (K2) of the 

gradient magnitude at the center of the structure. 

Under ideal conditions, K1 will always be greater than 

K2. This happens because K1 is located on the contour 

and K2 is located in the valley of the structure to be 

segmented. These two values indicate the dynamic 

range to be mapped to the interval [0, 1] in the 

resulting image, which will be used as the speed 

function for Fast Marching segmentation method. 

After other considerations, this mapping will produce 

a speed image such that the level set, it will march 

rapidly on the homogeneous region and it will stop on 

the contour. The suggested value for 𝛽 is (K1+K2)/2 

while the suggested value for 𝛼 is (K2-K1)/6, which 

must be a negative number. In our case, determine the 

appropriate value for K1 is quite difficult and tedious 

because the target structure is elongated and presents 

complex regions (upper airway), requiring much time 

to explore the contours per-slice.  

One important phase in the segmentation process is 

based on the adaptation (tuning) of gradient magnitude 

and sigmoid function parameters. The approach is 

based on define the parameters using visual 

information obtained from ideal behavior of the 

functions. This will reduce time-consuming due to the 

user-interaction required per-slice. 

 

4. RESULTS 

Pre-processing is first performed on the image, which 

includes denoising the dataset using an edge-

preserving smoothing filter (e.g. Anisotropic 

Diffusion). The use of such smoothing is preferable 
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since traditional blurring approaches tend to resolve 

thin, sharp structures that are important in our case. 

Then, "GradientMagnitudeRecursiveGaussianImageFilter" 

filter was applied to calculate the magnitude of the 

gradient.  

As the objective is to determine the best value for 
sigma (σ), various tests were performed. Table I 

presents the results for a CT image (patient No. 1), 

varying the value of sigma between 3.0 and 0.01 

(some intermediate results were omitted). As the value 

of sigma (σ) is reduced, the edges are appreciated 

more centered (focused) and localized, but this does 

not imply that they are of better quality (magnitude) to 

apply sigmoid filter and therefore obtain good 

segmentation of the desired region. 

Since the maximum value of the gradient magnitude 

is locally obtained, the maximum and minimum 

values for the entire dataset (70 CT) were taken. Fig. 

3 shows the behavior obtained by varying the sigma 

value between 3.0 and 0.01. The sigma value with 

which the maximum values for the gradient magnitude 

are obtained is 0.09, except in some cases whose 

maximum value is in sigma 0.1 and 0.08. These results 

are independent of the intensity range and spacing 

present in the images. 

Now, verification of obtained values from the 

gradient magnitude images is required, for this an 

axial slice of the 3D image located in the area of 

interest (airway) is taken. Fig. 4 illustrates the 

analyzed region between points 213-279. Values 

along the x-axis are extracted and then plotted as 

shown in Fig. 5. The value of gradient magnitude at 

the edge of the analyzed region is increased as the 

value of sigma is decreased. The maximum value at 

border points (edges at 228 and 262) is reached when 

sigma value is 0.09 and then remains stable. 

From the above, we can conclude that the best 

sigma value is located between 0.1 and 0.09, so the 

tests of the sigmoid filter will be made with a sigma 

value of 0.09. 

Sigmoid filter require values K1 and K2 that must 

be obtained from observing the gradient magnitude 

image. This is easier for regions to segment with 

certain characteristics, for example, small size and 

 

Fig. 3 Gradient magnitudes (70 CT) 

Fig. 3: Gradient magnitudes (70 CT) 
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easy navigation to extract these values accurately. But 

unfortunately, the above is not manageable for long 

structures that occupy a lot of CT slices, such as 

airways or blood system. The sigmoid filter was 

applied to the gradient magnitude images with values 

to K1 between 100 and 500 and K2 between 4 and 10. 

Just as for gradient analysis, a slice in the region of 

interest was taken and the sigmoid behavior was 

plotted as shown in Fig. 6. To small values of K2 

abrupt changes occur in the sigmoid function inside 

the structure. But according with the definition, it is 

expected that the speed function allows the 

propagation of level-set, thus, the speed function must 

go to zero smoothly on the structure boundaries, and 

this behavior was verified as shown in Fig. 7.  

Several curves cross with x-axis, which can generate 

an over-segmentation (overflows the propagation 

front). The behavior of the sigmoid should be smooth 

and should not cross x-axis in the boundary of 

structure. Based on the above, the user can select the 

set of curves that best satisfy the described conditions, 

achieving thus determine the most appropriate values 

for K1 and K2. In our case, the values for K1 and K2 

correspond to the interval 130-160 and 6-8 

respectively. 

 

Fig. 4 Axial slice of the airways 

Fig. 5: Axial slice of the airways 

 

Fig. 4: Gradient magnitude in edges 

 

Fig. 6: Sigmoid behaviors 
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Applying the fast marching algorithm with the 

parameters defined using the proposed heuristic, it is 

observed that as the parameter K1 is close to value 

150, the results generated are closer to the real 

boundary of the desired structure. This imply that the 

proposed values are suitable for segmentation, as 

illustrated in Fig. 8. Further, as indicated, when the 

value of K1 (minimum value on the structure 

boundaries) is high, it is obtained an over-

segmentation and vice versa a sub-segmentation. 

 

Fig. 6 Fast marching results for K1={170, 150, 

140, 130} and K2=6. 

With this new heuristic to determine the parameters to 

evaluate the gradient magnitude (K1, K2) and speed 

function defined for these values, the time-consuming 

to explore the structures to define K1 and K2 is less. 

This permit to eliminate the overall review of the 

structure to be segmented. 

5. CONCLUSIONS 

We have proposed a heuristic that can be split into two 

main stages: Gradient magnitude and speed function. 

The key point of the gradient magnitude is to use 
optimal recursive and separable filters as Deriche 

proposed to obtain approximate gradient or Laplacian. 

Select the maximum value reduces the possibility of 

fronts propagation overflow outside the structures to 

segment, which is associated with the second key 

point. The speed function can be defined using the 

desired behavior of sigmoid function and adjusting its 

values in the structure boundaries. This takes less 

time-consuming that search in all CT images that 

include part of the structure. 
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