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Figure 1: Scalable Spherical Harmonics Hierarchies used to generate global illumination.

ABSTRACT

Scalable Spherical Harmonics Hierarchies (SSPHH) is a real-time rendering solution to the global illumination
problem. Our novel method is a system of components that enables the computation of light probes and the
conversion to spherical harmonics coefficients, which are used as anisotropic time-varying light sources we call
Spherical Harmonics Lights (SPHLs). The SPHLs encode irradiance information that can be used for image-
based lighting. Our approach focuses on reconstructing scene lighting using diffuse illumination but is flexible
to allow specular details. Furthermore, we consider the light transport from neighboring SPHLs by computing
a transfer coefficient that estimates how much light from one probe is visible at another. SPHLs can be used
for physically-based lighting using rendering methods similar to point lights and shadow maps. We created a
reproducible testing methodology to compare our images with those of a commercial path tracer by automatically
generating the appropriate scene information which gets used with absolute error metrics to determine remaining
image defects. Our SSPHH method utilizes a scalable architecture to distribute the rendering of light probes
between client and worker nodes using the ZeroMQ Majordomo protocol.

Keywords
spherical harmonics, anisotropic point lights, physically based rendering, path tracing, local dynamic radiance
maps

1 INTRODUCTION

Real-time global illumination is a difficult problem to
solve and understand for practitioners with numerous
solutions proposed over the last several decades. Al-
though new hardware is posing to change the focus to
real-time path tracing, approximation methods will still
have relevance for years to come due to problem com-
plexity, power, space, and cost factors. Furthermore, it

is difficult to offer solutions that solve the problem gen-
erally. Our work is a novel way of simulating global il-
lumination using a network of light probes represented
by spherical harmonics that estimates the transport of
light from one node in the network to another. But let
us begin by way of an illustration.

Imagine for a moment a house on a sunny day with sev-
eral rooms, all with the doors closed and heavy cur-
tains drawn. If you were to open the curtains in room

A, photons immediately begin flooding the house and
spreading through every crack they can find. In com-
puter graphics, this room would be lit, and probably no

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit

or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

https://doi.org/10.24132/CSRN.2020.3001.14

light would leak through the cracks. Let us consider
room B which has no direct illumination from room A,
but now the door is open. If you were to open the door
to room A, even though no direct light can reach B, in-
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direct light is scattered from room A to room B. A path
tracer would likely scatter photons to room B, but a typ-
ical real-time renderer using shadow maps renders no
light in the second room. One typical solution for the
real-time renderer uses baked global illumination, but
baking forgoes the use of dynamic changes in scenery.
So what can we do?

Our method supposes that you could configure light
probes in each of the rooms and hallways and a set of
edges connecting them. Then we will determine a vis-
ibility or transfer factor between neighboring vertices
that would determine the amount of light that scatters
from one light probe location to another. We use spher-
ical harmonics to represent the visibility factor and the
light probes. We use a four-part method of initializa-
tion, light probe visibility determination, light probe
generation, and hierarchical spherical harmonic light
generation. These four parts are components of our
algorithm Scalable Spherical Harmonics Hierarchies
(SSPHH) [Met18]'. This paper is organized by review-
ing previous research in this area before we talk about
our theoretical framework, implementation, and results.

2 PREVIOUS WORK

Spherical harmonics (SH or SPH) are often used to rep-
resent low-frequency light probes because they act as
a low pass filter and have some useful convolution and
summation properties. In computer graphics, they rep-
resent the angular distribution of light. They are the
spherical analog to the Fourier series and are a set of
orthogonal functions. The spherical harmonics equa-
tion [Mer98] is given by

Y1,(6,9) = Kf, Pl,(cos®) e™?

K =(=1) \ 4m (I+m)’

P;"(cos 0) is the associated Legendre polynomials, and

where

e™® can be represented in real form by

ifo<m<¢
if—¢<m<o0’

; cosm
letmep| = i e
sinme
The spherical harmonics are orthogonal polynomials
which form an orthogonal set. This means that they
satisfy the property that

.4 27
=L;0d£=0

We abbreviated our algorithm SSPHH before realizing that
SPH could be confused with Smoothed Particle Hydrodynam-
ics, so we use SH for spherical harmonics and continue to use
SSPHH for our algorithm.

Y™(0,0) Y™ (6,9) sin® de d =061 Sy
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Figure 2: The degrees and bands of the
monics from 0 < ¢ < 10.
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Figure 3: A SH representtion of a light probe cube
map.

where &;; is the Kronecker Delta

0

We may now approximate a spherical function L(6,¢)
by calculating coefficients a;," for each degree ¢ and
band m with the integral

ifi#j,
ifi=j.

b4 2
a;," = f / L(6,p) Y;”(@,go) sinf do do,
6=0 Jp=0

and we can reconstruct the original function by sum-
ming the spherical harmonics for 0 < ¢ < N with the
equation

N ¢

L'@.9)=D, >, arY@®,p).

t=0m=—¢

We use the orthopoly package from Maxima [St82]
to calculate the equations for 0 < ¢ < 10 and optimized
those equations for calculation in our mathematics li-
brary. The number of SH coefficients is (£ +1)? so we
limit the highest degree to 10 since which require 121
coefficients. Figure 2 shows degrees 0 < ¢ < 10 and
Figure 3 shows an example of a light probe which has
been converted to a SH using the sampling approach
from Green [GreO3]. In this paper, we use the oper-
ator Q) to represent convolution and operator € to
represent summation which are component wise mul-
tiplication or addition of vector components. These are
common symbols used in digital signal processing di-
agrams. We want to avoid confusion with tensor prod-
ucts and set theory.
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(a) Radiance probes placed in environ-
ment (left) and then Delauney triangu-
lated for SH search (right).
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(b) Visibility SH created for every ver-
tex (left). The nearest light probes to
each vertex are interpolated (right).
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(c) Two examples show algorithm using
spherical harmonics based on visibility.
Figure 4: Demonstration scene showing Irradiance Vol-
umes and Precomputed Radiance Transfer (IR/PRT) al-
gorithm.

The use of the terms radiance probes, irradiance vol-
umes, environment maps, and light probes refer to the
same basic idea. The simple explanation is that they
are multispectral 360° photographs taken at a point in
space. The most common representation of image el-
ements are high dynamic range RGB pixels, but they
can be any single or multispectral representations. Irra-
diance volumes may be used to describe the hemisphere
or spherical angular distribution of light around a point
on a surface. A surface point may be shaded by using
interpolated surrounding light probes to estimate irra-
diance. Environment maps are used for simulating re-
flection or irradiance. Lastly, any of these light probe
images may be projected into spherical harmonics.

2.1 Path Tracing

Path tracing [Kaj86] and ray tracing [Whi80] are gen-
eral solutions to the problem. Newer classes of hard-
ware graphics processing units such as the NVIDIA
GTX 2080 Ti are capable of ray tracing a few rays per
pixel and couple it with image denoising [MMBJ17] to
reconstruct indirect illumination. As path tracing en-
joys the most recent industry support, we employ it in
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our method to construct light probes using Corona Ren-
derer [OK16]. These methods remain impractical for
the foreseeable future for use with real-time graphics
when dealing with low energy or low compute devices.
Our method falls into the category of a hybrid approach
which will be a popular approach for some time.

Kajiya’s rendering equation [Kaj86]

L,(x > w,)=L,(X— »,) +
ffr(wi,wo) Li(w; = x) (@;,0,) dw; .
Q
is often solved with Monte Carlo integration, but we

may eliminate the integral and process specific paths of
light with the Dirac-delta function

x=0
x#0’

+0o0,
o(x) =
wel:
where f_o; 8(x) dx =1 and the integral of f(x) which
is only non-zero at x = 0 may be directly calculated

f0) = f F0) 80x) dx = f fo) dx.

2.2 Precomputed Radiance Transfer

Irradiance Volumes [GSHG98, RHO1] and Precom-
puted Radiance Transfer [SKS02] (IR/PRT) modify
the rendering equation by utilizing transfer functions.
The first transfer function determines self-shadowing
or visibility from any direction. The second transfer
function determines how much light illuminates the
surface. Mathematically, this is the following operation

1
T(x— w,) = P / Lt o, ® Hsp o, dow;
Q

where T(Xx — w,) is the exit radiance at the point X,
Lgp , 1s the incident radiation at point X and Hgyy g, is
the cosine weighted kernel which maps visibility from
angle w; to point x. This particular example highlights
diffuse reflection and more sophisticated examples exist
for specular and refractive materials.

Figure 4 shows the process of precomputed radiance
transfer using irradiance volumes. Irradiance volumes
are sampled as a set of SH coefficients. Each vertex on
the world geometry gets a transfer vector that measures
the angular light that is received at infinity. The shape
of the SH looks like a measurement of the visible hemi-
sphere; hence, the transfer vector has values close to 0
for directions opposite to the normal and values close to
1 near the normal. The IV probes are placed manually
or procedurally in such a way that a Delaunay trian-
gulation can be created. Every visible vertex will be
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contained in a simplex of this triangulation, or extrapo-
lation could be used otherwise. The closest IV probes
are interpolated using barycentric coordinates to esti-
mate the illumination for that vertex. Lower performing
hardware often use second order spherical harmonics
(9 floats per RGB channel) or order four or five spher-
ical harmonics (25 or 36 floats per RGB channel). The
irradiance volumes may be produced dynamically, but
baking eliminates the real-time performance hit and en-
ables the use of higher quality path traced light probes.

2.3 Virtual Point Lights

Instant radiosity—more generically many light meth-
ods—are used to simulate global illumination in a 3D
scene by simulating a small set of “photons” and then
lighting the visible scene with those photons. Ritschel
et. al. [RDGK12] survey a wide class of global illumi-
nation algorithms of this sort. Typically, point lights or
spherical lights [HKWBO09] are used in these applica-
tions. Hot spots or fireflies can plague this class of al-
gorithms because of discontinuities due to the nature of
point lights especially if they are close to surfaces due
to the 1/r? inverse ratio, so clamping is used to control
this problem.

Figure 5 shows the process of virtual point lights. Vir-
tual point light locations are determined by scattering
photons into the 3D geometry. These point lights are
then used to simulate the indirect illumination of the
scene using shadow mapping. One key problem with
VPLs are hot spots near the location of the VPLs due to
the quadratic falloff of the point lights. To partially cor-
rect this defect, virtual spherical lights can be used. To
reduce the number of VPLs in a scene, light cuts may
replace close groups of lights with a single VPL.

2.4 Voxel Based Methods

Voxel based methods using a 3D Digital Differential
Analyzer (3DDDA) [FTI86] are also potential solu-
tions to the global illumination problem. Voxel cone
tracing [CNS*11] is a recent method which projects
lighting into a sparse octree and traces cones from sur-
face geometry using final gathering. Other methods
of 3DDDA use skip encoding to quickly march rays
through the data structure [SK97]. Memory is a big
problem with the voxel approach if you want high de-
tail lighting. And light leakage may occur near geome-
try which does not conform to the voxel grid.

Figure 6 shows the process of voxel cone tracing.
Rather than tracing rays, VCT proceeds by building a
spatial subdivision data structure in which to propagate
a light solution. The geometry is discretized into a
voxel representation using a sparse octree. Afterwards
the light is projected through the voxel grid to estimate
irradiance in each cell of the octree which includes a
filtering step to down-sample radiance. The camera
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(a) First two steps of VPL creation.
Photons are scattered throughout the en-
vironment.

(b) Third iteration of VPL creation and
a step showing that the lights are used
as point lights near surfaces.
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(c) Shadow maps determine visibility to
X (left) and resulting light contribution
(right).
Figure 5: Demonstration scene showing Virtual Point
Lights (VPL) algorithm.

pass then uses a normal direct illumination step and
a secondary bounce step. The secondary bounces are
traced through the octree using cone tracing which
gathers indirect radiance.

3 THEORETICAL FRAMEWORK

The SSPHH method solves the problem of global illu-
mination using anisotropic lights, which we call spher-
ical harmonic lights (SPHL). We begin by determining
the SPHL locations, or nodes. We need to determine the
amount of light scattered around an SPHL that reaches
neighboring SPHL nodes by simulating a light source
and measuring the light observed by the neighbor. The
graph relationship of each node to another is called a
hierarchy. We render the scene at each of the SPHL
nodes and project the images to spherical harmonics.
We construct the resulting SPHL coefficients by sum-
ming its own light probe with an adjusted version of
the neighbors. Figure 7 shows a visual progression of
our algorithm. In this section, we will discuss this idea
from several perspectives.
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(a) The light source is traced through
the voxel grid (left). The reflections are
propagated throughout the voxel grid

(right).

(b) Light transport between voxels
eventually arrives at objects (left). Dur-
ing rendering, the voxels are used to
shade surfaces (right).
Figure 6: Demonstration scene showing Voxel Cone
Tracing (VCT) algorithm.

Let us return to the earlier house example. We see that if
we place an SPHL in room A, place an SPHL in room
B, and calculate the visibility SH coefficients from A
to B, that room B will now have indirect illumination
from room A without requiring a full path traced solu-
tion. This is because we can estimate how much light is
transported from the SPHL in room A to the SPHL in
room B. The remaining problem is time. If we slowly
open the door to room A (or B), then we need to have a
way of providing time-based interpolation of SH coeffi-
cients to accommodate the change in visibility between
coefficients. We have not focused on this part of the
problem in this paper.

If we consider our problem using regular expression
notation [Hec90], we may use L{D|S}E for direct il-
lumination paths and L{D|S}*E for indirect illumina-
tion paths. The light path L{D|S}*E represents a chain
of scattering events. We can divide this light path into
three sections. The first is L{D|S}*S; which is the pos-
sible scattering event from a light source to the SPHL
node S;. The second section is S;{D|S}*S; which is
a chain of scattering events between SPHLs S; and S;.
Finally, we have the chain of scattering events S;{D|S}x
which is the scattering event from SPHL S; to the point
x we are lighting.

In our method, we handle direct light paths L{D|S}x
from various sources of lights including environment
maps, directional lights, point lights, irradiance vol-
umes, and SPHLs. The latter can be used to either sim-
ulate anisotropic time-varying light sources [MS12], or
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(b) Light transport is simulated between
SPHLs before determining indirect illu-
mination in final render.

Figure 7: Demo scene showing SSPHH algorithm.

light probes to perform image based lighting. Later we
call attention to this application, but for now we con-
tinue the discussion on light probes.

We can use an SPHL S; to estimate the irradiance at
point x using the radiance function Lg (6,p) where
(6,9) is the unit length direction Lg, from x to S;. The
vector (6,¢) is used as the input for the spherical har-
monic Y5,(8,¢). The limitation is that we need line of
sight from S; to x but we have a workaround for this
which we discuss shortly. Since diffuse illumination
of a rough surface is uniformly scattered by the BRDF
fr(w;,w,) = p at point X, the value

_ LSi(e’qD)
TN, Lg

is the irradiance of x which accounts for the {w;,w,)
term in the rendering equation integral.

We use a matrix H to store the SPHL coefficients of the
SSPHH hierarchy and a matrix P to store the transfer
coefficients P;; between SPHLs. The SH H;_,; is the
SPHL generated by the GEN step. The SH H;_,;,i # j
is created by the VIZ step. The GEN light probe S;
is composed of the light paths L{D|S}*S;. The visi-
bility coefficients H;_,; is composed of the light paths
Ly j{D}*S; where L; ; is a spherical light source of to-
tal intensity 1. We have chosen the name P;; because
we believe this represents the probability that light from
direction (6,¢) at SPHL S; will appear from direction
(6,9) at SPHL S;; hence, P;; = 1. So by convolving the
SH coefficients with the equation H;_,; ® S; and sum-
ming we get the resulting SPHL

N-1
S=S5:® >, H;.i®S,
j=0.ji
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Algorithm 1 Scalable Spherical Harmonics Hierar-
chies Algorithm

function INIT
SPHLs < NEWSH(0)
end function

function VIZ
for i < 0,dimS do
for j < 0,dimS,i # j do
H; ; < RENDERVIZCUBE(S;, S)
P; ; « COMPUTEVIZTRANSFER(H, ;)
end for
end for
end function

function GEN
for all S; € SPHLs do
S lightprobe < RENDERCUBEMAP(S;)
S; <« CUBEMAPTOSH(Si,thtpmbe)

H;; <S5
Pi,i «—1
end for

end function

function HIER(N)
for i — O,N’ do
Create sequence of pairs
Pairs are indexes and visibilities
Q = {(q’ p) € {07 1’ oo 9N - 1} X Pl}
Sort the previous sequence Q by visibility
Q" ={(gj>rj) €QIp; > Pj+1,0 < j <N}
S <8
i,self 1
Accumulate top N’ spherical harmonics
N’ « min(N,dim§)
’ N’
i,neighbor < ) j=0,j2i Hig; ®Sg;
/ / /
Si - Si,self ® Si,neighbor
end for

end function

where N is the number of SPHLs. This simulation of
light transport from one SPHL to another is called the
HIER step. We use the term hierarchy because we may
sort the SPHLs by P;; which rank the SPHLs by trans-
port probability.

Now, this may not be not a scalable approach because
we need an N X N sized matrix. We instead allow for
a sparse matrix approach where the connections can be
optimized to reduce memory and computational com-
plexity. This is accomplished with a hash map instead
of an array if the connection graph is not a complete
graph. We create a list Q which contains pairs (g;, p;) of
SH coefficients g; and the transfer coefficients p; which
can be sorted based on p;. We choose N’ neighboring
SPHLs instead and use p; as a heuristic. If p; is below
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Figure 8: Generating an SPHL Slf with GEN and neigh-
bor VIZ probes.

Figure 9: Image shows hierarchies and SH previews.

a certain threshold, or we choose N’ to be a specific
number, then our method is scalable. So if p; =1, as
all GEN nodes are, then those are included in the sum,
and if p; > 0, as all enabled VIZ nodes are, then our
resulting SPHL is

N'-1

/I

S=S/® ) Hy®S;.
J=0.j#i

Figure 8 shows a visual calculation of Slf and Figure 9
shows an example set of hierarchies. Finally Algo-
rithm 1 shows the complete four step process of the
SSPHH algorithm.

4 IMPLEMENTATION DETAILS

Our research graphics engine Fluxions was designed for
this algorithm and to work on a number of other graph-
ics problems. There are several components worthy of
mention. Our Unicornfish sub-library is an implemen-
tation of the majordomo protocol [Hin14] which is used
to coordinate a number of worker nodes using a reliable
request-reply pattern to help offload rendering tasks to
other computing nodes in a local area network. We use
it to send SH coefficients back to the main program
using the JSON schema discussed in [MS19]. JSON
schemata can be very helpful in client-server applica-
tions by adding validation to data interchange. JSON
provides a blend of convenience for editing and read-
ability. Figure 10 shows the process of converting a
cube map with Corona to a SH representation which
gets sent in JSON format for the renderer to use.

Processing HDR light probes require attention to data
layout especially with cube maps. In practice, there is
no consistency with how this data will be stored. The
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most useful way to use a single rectangular image—
rather than six individual images—is to store them in
the order (+X,—X,+Y,—Y,+Z,—Z) which is expected
with OpenGL and Direct3D. We will mention that com-
mon layouts include the 6 X 1 horizontal strip, 1 X 6 ver-
tical strip, 3 X 4 horizontal cross, or 4 X 3 vertical cross.
The strip approaches have the benefit of not wasting im-
age space.

Once we decided the best data formats to use in our
SSPHH algorithm, we worked on a data collection plan
to measure quality. There is no general consensus about
how to measure image quality. No two renderers will be
able to produce identical images in today’s market. This
is primarily due to the fact that every renderer is effec-
tively a combination of several algorithms chosen for
their application to a particular problem set. Even non-
biased path tracers can generate different results if the
authors chose to implement different BRDFs in their
algorithms. What is best at this point is to use sound
methodology in measuring image quality.

We chose to use Corona Renderer due to its usage of
physically based rendering algorithms. The renderer
needed to generate light probes and produce high qual-
ity images quickly—if any physically based path tracer
can be described as quick! We also use Corona Ren-
derer to generate ground truth images. We made some
non-obvious choices about features to include in our
rendered images. For example, we do not use bump
maps in the reference images because not every ren-
derer interprets bump maps equivalently. We believe
it is better to use scene geometry which use the least
amount of interpretable details as possible. So we limit
our material exports to Lambertian diffuse surfaces,
an optional specular roughness parameter, and texture
maps. The reason for allowing specular roughness to
be optional is to compare what highly varying BRDFs
might do to an indirect illumination process.

Our testing program allows us to generate an identical
ground truth image frame which we calculate absolute
error to determine image differences. Because absolute
error (or even RMSE) can have problems near polyg-
onal edge boundaries, we also produce a low resolu-
tion image where we sum all the pixel data in smaller
portions of the image. We do not take the average be-
cause we want to compare absolute differences. This
approach enables us to visualize the total energy differ-
ence from reference and test images which can be see
in Figure 13. This pixelated approach is used to help
us understand where we get the most deviation. How-

122

Figure 11: The two test scenes environments showing
the requirement for indirect illumination.

ever, unlike normal pixelation, we sum up the energies
in that area of the image rather than take the mean. We
do not include AE numbers in our paper, but we have
used them to focus our attention to why certain image
areas have larger energy differences and we discuss this
later in the analysis section.

The implementation of spherical harmonic lights is
similar to point lights and point light shadow maps.
A shadow map is dynamically generated for each
SPHL node. The shadow map is used to determine
whether to use the GI contribution. Since the SPHL
stores the irradiance, only one SPHL needs to be used.
If no SPHLs are available, then the closest one can
be used to estimate the irradiance by assuming that
the light probe is located around x. In other words,
instead of using the SPHL as a source of light, we
use it as an irradiance volume instead. This is the
case for surfaces where shadow mapping would cause
significant amounts of occlusion. Please note that if
you are using PRT or irradiance volumes, then you
would want to interpolate the irradiance volumes that
surround the vertex or shading fragment. The low
frequency nature of spherical harmonics makes this a
minor concern, and we save a deep analysis on defects
arising from this usage for future work.

S RESULTS AND ANALYSIS

Figure 1 shows two scenes with different objects. The
first scene is designed to test color bleeding and the
second scene is designed to test complex objects. Fig-
ure 13 show the comparison of the Corona renderer to
our method. We also compare a ground truth image
with a maximum ray depth of 3 since that represents
second and third bounces of light. The reader will no-
tice that there is a loss of energy (darkening) from a
max ray depth of 25 in the ground truth images.

Table 1 shows the times needed to perform the Refer-
ence (REF), SPHL generation (GEN), SPHL visibility
(VIZ), and hierarchical SPHL (HIER) steps. We com-
pare both the time it takes to create reference quality
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Figure 12: An SPHL could be used to represent com-
plex emission profiles such as fire or caustics.

light probes—max ray depth 25 and pass limit 25—
with normal quality light probes—max ray depth 3 and
pass limit 1. For a set of four to six SPHLs with a
resolution of 64 X 64 X 6, less than one minute is re-
quired. This is generated on the same CPU, but in a
different thread than the rendering thread. The minute
time frame is due to the CPU based Corona Renderer
which must load the geometry and materials and ren-
der an image. We are addressing this shortcoming by
working on an internal GPU based path tracer to avoid
the extra cost which we believe this can be done at 60Hz
using 12 samples per pixel and a GPU based ray tracing
framework.

We used our Majordomo protocol sub-library Unicorn-
fish to launch Corona. This process converts the scene
graph into the XML data format which Corona can
read. Because spherical harmonics are a type of data
compression, we are able to render the light probes on a
separate rendering node and send them back efficiently.
The size of those packets depend on the maximum de-
gree of the SH to encode. For example, a tenth degree
SH with RGB components is 3 X (10 4+ 1)? = 363. For-
matting this in JSON requires under 4KB of formatted
text with 5 digit accuracy. A binary form would require
significantly less space. However, SPHLs do not need
to be updated unless there is a significant change in the
lighting context such as a door opening or closing.

We believe these would be very useful in high perfor-
mance games. A secondary use would be to have a
game client generate an SPHL for their own players
and share that with a game server to distribute to neigh-
boring players. SPHLs do not need to only represent
global illumination, they can also represent anisotropic
lights. A space ship or hot rodded automobile with cus-
tom lights could be constructed as an SPHL by sam-
pling the emission profile of the player where

Ly(Xx = @,) = L(x = w,) .

Sending these to nearby players would result in object
to object light interactions. Using SPHLs to represent
dynamic local illumination from static objects such as
torches, magical effects, or even fish tanks would result
in more realistic experiences. Figure 12 shows complex
emission profiles from fire and caustics.

Path Tracer Configuration

The maximum ray depth (MRD), samples per pixel, and
pass count (PC) are three of the biggest factors in qual-
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Figure 13: Additional test scenes showing color bleed-
ing (top) and a complex model (bottom). Absolute error
from reference images are also shown.

ity and render time required for ray tracers. Maximum
ray depth deals with how many bounces of light are al-
lowed. Using the regular expression notation, L{D|S}E
is one bounce of light, L{D|S}?E is two bounces of
light, and so on. To prevent exponential growth of cal-
culation as in Whitted ray tracing (e.g. shadow rays,
refraction rays, reflection rays), only one path is chosen
for a single sample. This is determined using Russian
roulette and importance sampling. A path tracer which
utilizes this technique should see maximum ray depth
scale linearly with each additional bounce. The sam-
ples are scaled by the BRDF and averaged to create the
final pixel. Many samples per pixel must be used to ob-
tain a low-noise image. Pass count allows the image to
be constructed progressively. That is, rather than wait
for the appropriate number of samples to be recorded
before producing an image, we calculate a certain num-
ber of samples per pixel per pass and update the image
when each pass is finished.

The second major factor that affects light probe ren-
der time is the quantity of geometry and light prepro-
cessing before the image can be rendered. Intel’s Em-
bree library is a popular choice for accelerating ray-
triangle intersections. And this is mostly a fixed cost,
so there is not much that can be improved aside from
choosing to precompute some of the lighting with a
cache. Readers familiar with techniques like photon
mapping [Jen96] will relate to the idea of scattering
photons in a scene and reusing them to accelerate global
illumination. Corona Renderer uses a similar technique
called a UHD Cache which maintains similar quality
with unbiased path tracing especially for indoor scenes.
There is generally no benefit to turning the UHD Cache
off and made no significant impact in the generation of
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Table 1: Comparison of reference, GEN, VIZ, and HIER times for each scene.

Scene mrd pl REFtime (s) GEN time (s) VIZtime (s) HIER time (s)
Gallery 1 25 25 164.46 131.54 N/A 0.62173
3 1 15.03 48.40 197.46 0.91512
Gallery 2 25 25 176.10 141.39 N/A 0.62173
3 1 18.35 53.08 230.81 0.61695
Gallery 3 25 25 161.43 141.76 N/A 0.60576
3 1 16.37 56.25 234.89 0.69566
Sponza 25 25 220.20 151.12 N/A 0.47393
3 1 21.88 55.60 178.34 0.48255

Figure 14: Varying maximum ray depth and pass limits
for light probes. Left column uses a high pass count and
the maximum ray depths from top to bottom are 0, 1, 3,
and 25.

Figure 15: Varying maximum ray depth and pass limits
for spherical harmonic lights. Left column uses a high
pass count and the maximum ray depths from top to
bottom are 0, 1, 3, and 25. The center column shows
the difference between the left and right columns.

our light probe images. Instead, real-time performance
was hindered by the resulting increased rendering time.

Adjusting the maximum ray depth and pass limit affects
quality of the light probe images to varying degrees.
Figure 14 shows the difference between path traced im-
ages using various MRD and PL. Figure 15 shows the
effect of choosing different maximum ray depths and
pass limits for creating SH. By comparing successive
images, we determined that a practical depth of 3 pro-
vides enough light information while remaining suffi-
ciently close in quality as a depth of 25.

Image Energy Differences

Matching images between two different renderers is
challenging. We noted earlier that we use absolute error
to mark differences between our images and the ground
truth images as shown in Figure 13. Those deviations
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are primarily due to tone mapping, BRDF differences,
and indirect illumination in our rendering system.

Indirect illumination in real-time renderers is often en-
hanced with ambient occlusion which estimates the ac-
cessibility of a surface point to ambient light. We do
not simulate ambient occlusion in our images because
this was out of scope and we wanted to focus on how
well our algorithm worked on its own. So the reader
will notice that the darkening of edges is not well han-
dled in our approach. We expect that adding ambient
occlusion will benefit a production image.

Secondly, we note that our reflection models do not
match exactly with Corona Renderer. We utilize a bipo-
lar version of normalized Blinn-Phong and GGX for
specular reflection and a bipolar version of Oren-Nayar
and Disney’s BRDF [BS12]. We will not claim this is
novel, but our bipolar approach means that the rough-
ness parameter a maps from -1-1, where model A is
chosen if a < 0 and model B is chosen if o > 0. This is
different than Corona’s BRDF which uses SGGX and
Lambertian models. Our exporter simplifies the mate-
rials to a lowest common denominator of diffuse color,
specular color, index of refraction, and roughness. We
only support solid objects and thus do not handle trans-
parency effects or subsurface scattering (e.g. the cloth
on the the sailboat).

Lastly, tone mapping makes a huge difference in ren-
dering and there are several approaches to make high
dynamic range images fit inside the SRGB color space.
We utilized gamma scaling coupled with an exposure
control. Corona uses a similar adjustable gamma and
exposure control along with filmic highlight compres-
sion. We chose to limit our tone mapping to something
most likely to be used in real-time graphics, though
we would like to experiment with more elaborate ap-
proaches. We did not modify the original tone mapping
of the texture maps we loaded, while Corona does. This
explains the darkening of the textures in the reference
images versus ours. However, we perform tone map-
ping to render an SRGB image at the final stage. In the
future, we are working on changing this approach to
allow custom tone mapping properties on imported tex-
tures. Regardless, we always performed lighting calcu-
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lations in linear space to match current best practice in
physically based rendering.

6 CONCLUSION AND FUTURE
WORK

In this paper, we presented the Scalable Spherical Har-
monics Hierarchies method and how it can be used to
approximate global illumination in real-time applica-
tions. We use spherical harmonic light probes to deter-
mine surface irradiance which allow us to simulate low
frequency indirect illumination using local anisotropic
point lights called SPHLs. We estimate the global illu-
mination by determining the light transport from one
SPHL to another. Hence, we can solve the problem
of indirect light transport for solid objects in real-time
by precomputing the visibility between SPHLs to deter-
mine how much light is transported.

In the future, we see this as a great application for
client-server applications where global illumination in-
formation is dynamically updated for players in a video
game context. On-line streaming platforms could uti-
lize this concept to share global illumination between
players in resource constrained environments. Lastly,
we also want to investigate the use of our method for
participating media and time-varying effects.
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