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ABSTRACT 
Cervical cancer is the third most common cancer in women worldwide and the leading cause of cancer death in 

women of the developing countries. Cancer death rate can be greatly reduced by regular screening. One of the 

steps during a screening program is the detection of the abnormal cells that could evolve into cancer. In this 

paper, we propose an algorithm that automatically identifies the abnormal cervical regions from colposcopy 

image sequence. Firstly, based on the segmentation of three different image regions, a set of low-level features is 

extracted to model the temporal changes in the cervix before and after applying acetic acid. Second, a support 

vector machine (SVM) classifier is trained and used to make predictions on new input feature vectors. As the 

low-level features are very insensitive to accurate image registration, only a rough normalization step is needed 

to sample image patches. Our preliminary results show that our algorithm is accurate and effective. Furthermore, 

our algorithm only needs to sample patches from six image frames within a five-minute time period. Hence, the 

proposed algorithm also could be applied to improve the accuracy of the mobile telemedicine for cervical cancer 

screening in low-resource settings. 
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1. INTRODUCTION 
 

Cervical cancer is the commonest cause of cancer 

death among women in developing countries 

[QBP+12]. Cervical cancer is preceded by pre-

malignant cervical intraepithelial neoplasia (CIN). In 

order to prevent cervical cancer, the accurate 

diagnosis of cancer cells and abnormal regions 

followed by appropriate therapy is necessary. 

Colposcopy is a widely used diagnostic method to 

detect CIN and cervical cancer. Once the abnormal 

region is identified, the samples of cells are often 

taken from the cervix for an abnormal cytological 

screen (i.e., Papanicolaou smear). During the 

colposcopic exam, application of 3-5% acetic acid to 

the cervix can turn abnormal and metaplastic 

epithelia to white, while normal cervical squamous 

epithelia remain pink. It is believed that the amount 

of whiteness is positively associated with the severity 

of cervical intra-epithelial neoplasia (CIN) [GKL+11, 

QGR+11]. Therefore, the whiteness is considered as 

one of major characteristics to detect cancer and pre-

cancerous regions. Other features, such as 

morphologic characteristics around precursor lesions 

[Lan05] and vascular patterns, can also be used for 

identification. However, they may not be salient 

sometimes and thus may not be as effective as 

whiteness of cervical epithelia. 

 

In order to minimize subjective variability among 

physicians and improve reliability and repeatability 

of diagnosis, a sound computer aided image 

processing algorithm that could combine all possible 

features is highly desirable. Such a system can 

enhance the power of existing colposcopes and 

would make them immediately useful in low-

resource areas of the developing countries [SCN+09].  

 

In this paper, we propose an image processing and 

statistical learning procedure to identify abnormal 
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regions in colposcopy images. Firstly, we notice that 

the cervical surface has limited and very similar 

texture patterns. Some regions could also be very 

smooth. Thus, many image registration techniques 

that rely on detection of feature points could fail 

since feature points often cannot be detected and 

tracked over image frames consistently. Our 

algorithm is particularly useful for the situation when 

the accurate image registration cannot be achieved. 

Second, a set of low-level features is extracted to 

model color and thickness changes in the cervix. The 

Support Vector Machine [CV95] is applied for the 

classification. Based on our preliminary experiments, 

accurate classification rate can be achieved by 

sampling only six images within a five-minute time 

interval. We believe that the proposed algorithm 

could be adopted to improve the diagnostic 

performance of the mobile telemedicine for cervical 

cancer screening [QGR+11]. As number of current 

training data is limited and more data is often needed 

to improve robustness of classification performance, 

we also plan to label and train on a large set of image 

sequences in the future.  

  

The remainder of this paper is organized as follows. 

Section 2 describes related work. Our proposed 

algorithm is given in section 3. Experiments in 

section 4 show the success classification rates. The 

conclusion is given in section 5. 

 

2. RELATED WORKS 
 

The research in this area is limited and current 

methodologies [AK07, AKL11, SCN+09] follow the 

standard pipeline of medical image processing.  

 

The first step is the image registration. In [AK07], 

feature points are detected using the Harris corner 

detector.  This detector can detect changes in the first 

derivative of an image. Other similar feature points 

detector, such as SIFT [Low04] and MSER [FL07], 

also could be applied with similar detection 

performance. Matched feature points in two 

consecutive image frames are used to estimate a 2D 

transformation between them. However, many 

colposcopy images contain limited and very similar 

texture patterns, thus, matching of feature points 

often are not robust and accurate.  

 

The registration algorithm based on a rigid 

transformation including translation and in-plane 

rotation is described in [AKL11]. Since a larger 

image region is used for registration, the performance 

could be better than the algorithms based on 

detection of feature points. However, during the 

colposcopic exam, other rigid transformations of the 

camera are also very common, such as scaling and 

out-of-plane rotation. Moreover, the cervix itself 

could have nonlinear deformations. Hence, only 

translation and in-plane rotation are unable to model 

the transformations in all the image frames. If all the 

transformations are considered, the process could be 

time-consuming and often done offline. The speed of 

the registration algorithm in [AKL11] is 

approximately 10 minutes for two image frames. 

 

In the feature extraction step, whiteness is measured 

based on changes of saturation values in [AKL11]. 

Other features, such as morphologic features and 

vascular patterns, are not modeled and measured in 

most existing algorithms. 

 

3. OUR ALGORITHM 
 

According to [GZH04], the cervix area could be 

divided into three regions, squamous epithelium that 

remains pink after acetic acid application, columnar 

epithelium that is a dark and irregular region between 

endometrium and squamous epithelium, and the 

acetowhite region that is the region turned into white 

after acetic acid application. Figure 1 shows the 

structure of cervix area. The region of specular 

reflection is also large and keeps changing its 

position due to movements of colposcopy and cervix.  

 

Our algorithm can be divided into five modules: 1) 

Specular reflection removal; 2) Segmentation of 

different image regions; 3) Normalization; 4) 

Extraction of low level features; 5) Classification 

using Support Vector Machine. The normalization 

step is mainly used to sample image patches for the 

SVM prediction. For the training purpose, this step 

could be skipped. Figure 2 gives an overview of the 

                                                 

Figure 1: Image before acetic acid application (Left). Image enlarged 9 times and taken 2 minutes 46 seconds 

after acetic acid application (Right). 
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algorithm.  

 

3.1 Specular Reflection Removal 

 

Specular reflections are random patterns that would 

greatly affect the estimation of low level features. 

Therefore, it is important to remove them before any 

further processing. Specular reflections are the 

brightest pixels in the image and the region 

containing specular reflections usually is smooth.  

We use a bi-linear interpolation method to fill the 

reflections. First, we compute a binary reflection map 

by a threshold (i.e., 250 in our algorithm). For each 

reflection pixel        , we then search four envelop 

points that are outside the region of reflections,       
     , along vertical and horizontal directions. The 

reflection pixel is filled by 

 

        

 
                                           

                 
 

 

where                                 are the pixel 

coordinates of four envelop points. 

 

3.2 Feature Extraction  

 

Given an image patch, since the accurate registration 

is not easy to obtain, we employ the use of low-level 

features that are not sensitive to the accuracy of 

registration. As mentioned in section 1, there are 

mainly three characteristics used to determine 

whether the patch contain abnormal cells and cancer 

cells: whiteness changes of metaplastic epithelia, 

morphologic changes around precursor lesions, and 

changes of vascular regions. To model these 

characteristics, we propose six low-level features 

based on color, edge information, and texture 

information.  

 

3.2.1 SVM-based Region Segmentation 

 

In order to measure the color changes correctly, we 

need to separate the regions with bleeding tissues that 

often become worse after acetic acid application. 

Otherwise, these bleeding regions could skew the 

actual whiteness changes. We sampled dozens of 

pixels in bleeding regions, the dark region of 

columnar epithelium, and other regions. Figure 3 

shows the color distributions of three regions.  

 

Firstly, we build a classifier to separate bleeding 

regions and the dark region of columnar epithelium. 

Given training set of colors                 

and corresponding labels           (i.e., bleeding 

region and other two regions), the SVM training 

algorithm is used to find the best decision plane that 

separates the largest subset of the training colors 

correctly and maximizes the margin between sampled 

colors. A new color sample   is classified by the 

decision plane, given by  
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Figure 2: Outline of the algorithm. 
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where    denotes the Lagrange multipliers,   is a bias 

term,   is the number of training colors, and         

is the kernel function.    and   are estimated from 

the SVM training stage and a linear kernel function is 

used.  

 

Similarly, another SVM classifier is built to separate 

the dark region of columnar epithelium and the third 

region.  

 

 

Figure 3: Color distributions of three different 

regions. (Red) samples from bleeding regions. 

(Green) samples from dark region of columnar 

epithelium. (Blue) samples from other regions. 

 

3.2.2 Image Normalization for Prediction 

 

In order to obtain six temporal image patches for the 

SVM predication, which contain roughly same 

cervical area, a normalization step is used. Unlike the 

image registration, this normalization step only gives 

a quite rough alignment among six image frames.  

 

First, we use the SVM classifier learned in previous 

section to estimate the dark regions of columnar 

epithelium. The largest connected component in the 

central area of the image is considered as the dark 

region of columnar epithelium. The centroid of the 

connected component is used to compute the 

translation among image frames. The 1st principal 

component from principal component analysis (PCA) 

is used to compute the rotation and scaling 

parameters. Therefore, these image frames are 

roughly aligned together and we can easily extract 

feature vectors from corresponding image patches for 

predictions. 

 

 

 

3.2.3 Low-level Features 

 

After the separation between bleeding regions and 

other two regions, 1st quartile, median, and 3rd 

quartile of pixel colors are computed in both regions 

respectively. These two     vectors are used to 

represent colors of two regions in the image patch of 

each image frame. 

 

The edges are a strong clue for the morphologic 

changes around precursor lesions. A Canny edge 

detector [Can86] is applied to the image patch and 

the edge length, which is the number of edge pixels 

in the image patch, is computed.  

 

Texture feature could be used to measure thickness of 

boundaries of precursor lesions since these 

boundaries often become thick and obvious after 

acetic acid application. We compute the mean value 

of gradient magnitudes in the image patch, 
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   where   is the total number of 

pixels in the patch and     
    

  is the gradient for the 

 th pixel. If the cervix surface is smooth, then the 

mean magnitude is small in general.  

 

Figure 4 shows the temporal distributions of median 

color in the non-bleeding region, edge length, and the 

texture feature. These distributions are the average 

distributions of 20 sampled patches for each image 

frame. From these distributions, we can find that 

median of green channels of abnormal regions tends 

to increase after acetic acid application. The 

distribution of median of blue channels is also very 

similar to Figure 4(a). The medians of red channels 

tend to remain same for both regions as shown in 

Figure 4(b). As a result, the color of the abnormal 

region tends to turn into white. We also notice that 

edge length and texture features also increase in the 

abnormal regions as shown in Figure 4(c) and 4(d), 

which indicates the morphologic changes. Since the 

distribution for a single patch could vary, it is 

necessary to concatenate all the features together to 

form a more robust feature vector. Thus, there is an 

    vector for each image patch and 6 image 

patches; and thus, the size of the feature vector 

is     . 

 



 

(a) 

 

(b) 

 

(c) 

 

(d) 

Figure 4: Temporal distributions of different features. 

3.3 SVM Classification  

 

In the training stage, we sample a set of image 

patches that contain abnormal regions and normal 

regions. The image patch size is consistent with the 

actual size for the Papanicolaou smear. Due to the 

irregular shape of the abnormal region and scaling 

factor of each image frame, the resolution of the 

image patches varies. We manually select and crop 

the corresponding image patches in the six image 

frames. Every set of six image patches contains the 

same cervix tissues. As the accurate image 

registration is not required, these patches often have 

different image appearances with unknown in-plane 

and out-of-plane rotations, translation, and scaling. 

However, this would not affect the classification 

performance since our low-level features are not 

sensitive to these linear or nonlinear transformations. 

 

Given     training data           
            and observations           (i.e., 

abnormal region and normal region), the SVM 

algorithm estimates the hyperplane to separate two 

different results. Three different kernel functions, 

linear kernel, radial basis function (RBF) kernel, and 

polynomial kernel, are evaluated.   

 

4. EXPERIEMNTS 
 

4.1 Datasets 

 

We manually cropped 48 sets of positive rectangular 

patches from cervical lesion region from 12 patients 

with various degrees of cervical dysplasia. We also 

cropped approximately 40 sets of negative patches 

from normal cervical regions from these patients. 

Each set of positive or negative patches contains 

patches cropped from six temporal image frames. 

These data sets are used for the SVM training stage. 

The patch resolution ranges from       to 

       , which is caused by different zooming 

factor of the colposcopy and different distances 

between cervix and the colposcopy. The patch size is 

also selected so that the cells in this region can be 

sampled for the subsequent Papanicolaou smear. 

Figure 5 and Figure 6 show two sets of image 

patches. We can find that the patch resolutions are 

not exactly same. However, they cover roughly the 

same cervical region. As the low-level features are 

not sensitive to the accurate image registration, our 

classification performance is not affected. 

     

 

 

 



 

 

To evaluate prediction performance, we further 

sampled 30 sets of positive patches and 27 sets of 

negative patches.  

 

 

4.2 Classification Performance  

 

Table 1, 2, and 3 show the success classification rates 

when color features, edge features, and texture 

features are used separately. The performances are 

quite similar for three different kernels. Table 4 

shows the success classification rate when all the 

features are combined. The highest rate from the 

testing dataset is 94.6% when the linear kernel is 

used. These experiments demonstrate the 

effectiveness of our proposed algorithm. Moreover, 

the simple linear kernel gives the best performance.  

 

 

 

 

 

 

Table 1: Classification performances when only the 

features that model color changes are used. 

 

Kernel Success Classification Rate 

Linear 83.9% 

RBF 85.7% 

Polynomial 85.7% 

 

Table 2: Classification performances when only the 

edge features are used. 

 

Kernel Success Classification Rate 

Linear 81.9% 

RBF 85.1% 

Polynomial 71.4% 

 

 

Table 3: Classification performances when only the 

texture features are used. 

 

Kernel Success Classification Rate 

Linear 87.2% 

RBF 89.3% 

Polynomial 83.4% 

 

 

Table 4: Classification performances all the features 

are used. 

 

Kernel Success Classification Rate 

Linear 94.6% 

RBF 85.7% 

Polynomial 89.3% 

 

 

5. CONCLUSION AND FUTURE 

WORK 
 

In this paper, we proposed a classification algorithm 

that can detect the abnormal cells in the cervical 

region. Our algorithm requires no accurate image 

registration. The low-level features are extracted and 

used as input in the SVM classification. The 

experiments show that the success classification rate 

could reach 94.6%. In the future, we would like to 

continue labeling data and further evaluate our 

algorithm using a large scale database. Since our 

algorithm is efficient and can run in real time, it 

would be promising to implement a real-time 

interactive diagnose system. 

 

 

Figure 5: Example of one set of image patches 

with abnormal cells. They are arranged from left 

to right and from top to bottom in ascending 

order of time.  

Figure 6: Example of one set of image patches 

with normal cells. They are arranged from left to 

right and from top to bottom in ascending order 

of time. 
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