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ABSTRACT
Dynamic graph layouts are often used to position nodes in local views of large graphs. These layouts can be
optimized to minimize changes when navigating to other parts of the graph. Dynamic graph layout techniques
do not, however, guarantee that a local layout is recognizable when the user visits the same area twice. In this
paper we present a method to create stable and deterministic layouts of dynamic views of large graphs. It is based
on a well-known panorama-stitching algorithm from the image processing domain. Given a set of overlapping
photographs it creates a larger panorama that combines the original images. In analogy to that our algorithm
stitches pre-computed layouts of subgraphs to form a larger, single layout. This deterministic approach makes
structures and node locations persistent which creates identical visual representations of the graph. This enables
the user to recognize previously encountered parts and to decide whether a certain part of a dataset has already
been explored before or not.
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1 INTRODUCTION
Showing the structure emerging from the network con-
nections is one goal of graph visualization. However,
human’s visual intelligence can be used only if ade-
quate data displays are provided. Using node-link di-
agrams is a popular visualization technique that works
particularly well for small to medium-sized graphs. The
goal of our technique is to ease the exploration of local
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structures of large static graphs based on a node-link
diagram.

A typical user task is the exploration of the neighbor-
hood around a focal area of the graph. We consider such
an exploration as success if the user is able to mentally
chart the visible parts of the graph. Thus, it increases
the area the user is familiar with. To be precise, “fa-
miliarity” reflects two abilities to us: Firstly, the user is
able to recall a visible area upon revisiting. Secondly,
the user is able to mentally extend this area beyond the
visible part enabling the user to plan and predict nav-
igation. Revisitation has been identified by Lee et al.
[LPP+06] as one of the tasks to be supported by graph
visualization.

The tasks we support with our technique are character-
ized by the following two assumptions: The first one is



that the information on the local level is more important
than the global structure of the graph. The second as-
sumption is that movement along the edges is required
to gather required information. An example for such
tasks are investigations in citation networks or social
networks. We derive two conflicting requirements from

Figure 1: Identical network parts have been highlighted
in a global layout (left) and a local, independent lay-
out (right). The former display makes the impression
that the clusters were linearly connected. In particular,
it seems as if the shortest path from red to blue leaded
through green and yellow. However, the local view re-
veals that this is not the case.

these goals and task characteristics. In the following,
we will describe these requirements, show why they are
conflicting and propose a solution to resolve this con-
flict as the core contribution of this paper:

The first requirement is to show only the part of the
graph the user is interested in and to adapt the layout
to this visible subgraph. To give an example, Figure 1
shows a global layout with five clusters in a linear ar-
rangement. Instead, a local layout of the clusters ex-
poses the actual topology of these clusters. This re-
quirement is dealt with in a number of existing dynamic
layout approaches. Dynamic layout covers techniques
for the selection of interesting or important areas of the
graph, for the definition of incremental layouts and the
smooth transition between consecutive layouts of these
visible subgraphs during exploration. We will call these
visible subsets of the graph frames from now on. The
rationale for smooth transition is to minimize the users’
effort to keep track of the evolving layout. However,
this applies to consecutive frames only. Revisiting a
known area of the graph after extensive exploration usu-
ally results in very different layouts.

This fact leads to our second requirement. Whenever a
user revisits an area of the graph for a second time the
difference between the two layouts should be as small
as possible. We state that this requirement applies re-
gardless of the length or direction of the user’s explo-
ration path between any two visits of the same area. For
static graphs we argue that the visible layout is deter-
mined by the currently visible subgraph only. A simple
solution exists if only the second requirement were to
be considered: Compute a static layout of the complete
graph and toggle the visibility of nodes and edges as
needed. However, a static layout conflicts with the first

requirement, because it naturally does not adapt to local
features.

Our solution is a resolution of this conflict fulfilling
both requirements. We propose a dynamic layout that
adapts to the currently visible subgraph, but which is
independent of the exploration path. The main chal-
lenge is to keep the layouts “stable” during exploration.
We use a two-level-layout strategy to solve this prob-
lem. The first-level layout is done before interactive ex-
ploration: We compute a set of overlapping subgraphs
which covers the entire graph. The overlapping cover
guarantees that most of the nodes will appear in at least
two subgraphs. For every subgraph a layout is com-
puted independently to produce the first-level layout.
These layouts serve as “building-blocks” for the second
level layout that is used during exploration.

The challenge of the second-level layout is to combine
these layouts depending on a given visible area of the
graph. The node coordinates from different subgraph
layouts need to be merged in a deterministic fashion. To
achieve this goal we choose a technique that originally
comes from the field of image processing: Panorama
stitching is used to merge a set of overlapping pho-
tographs into a single, seamless image. We transfer this
technique to graphs. Depending only on the currently
visible frame, individual subgraph layouts are selected,
weighted and merged to produce the final, visible lay-
out.

To the best of our knowledge, these conflicting require-
ments have not been solved with a single technique be-
fore. Our contribution is a technical solution serving as
a proof-of-concept which fulfills both requirements. It
extends the notion of layout stability from “frame-to-
frame-coherence” to “frame consistency”. This means
that the layout of any subgraph looks the same or at
least similar for every visit. As a concept, it makes
use of existing approaches to create subgraphs and their
layouts, but it is not bound to specific approaches. In
fact, we believe that this concept offers a design space,
which is worth to be explored further in future.

The rest of the paper is organized as follows: Section 2
discusses related work in the area, before the concept
of our method is described in Section 3. In Section 4
we present test results for artificial and real datasets be-
fore we conclude with discussion and future work in
Section 5.

2 RELATED WORK
In this section we first describe fundamental work on
the preservation of the mental map for the navigation in
network visualization, especially with respect to design
considerations and criteria. After that, we present tech-
niques which have been developed to tackle this prob-
lem by improving layouts and/or interaction.



The preservation of the mental map of graph visualiza-
tion has become an important goal ever since its intro-
duction by Eades et al. [ELMS91]. In the literature,
dynamic layout techniques have been proposed to solve
two different problems: The first problem is the layout
computation of dynamic graphs, which has been for-
malized by North [Nor96]. The second problem is the
layout of a dynamic view of a graph, which has been
described by Huang at al. [HEW98]. A dynamic view
is basically a visible subgraph, which can be “moved”
interactively for browsing. This problem has been ap-
plied to static graphs, for example, by Huang et al.
[HEL05] and van Ham and Perer [vHP09]. Accord-
ing to North layout stability is achieved by minimizing
layout changes between consecutive frames. Interest-
ingly, the two problems are similar from the perspective
of this criterion alone. In fact, many existing techniques
could be used to solve both problems. Our definition for
layout stability, however, does not apply to consecutive
frames alone. In addition we require that the layout of
any given subgraph will be the same upon revisitation.
Hence we can only claim to solve the second problem
here; the dynamic view of a static graph.
We consider the layout stability as a means to augment
recall on recently visited regions of the graph. The re-
sults of Marriott et al. [MPWG12] suggest that lay-
out features have different cognitive impact, e.g. fa-
voring symmetry or orthogonality. In an earlier study,
Purchase and Samra [SP08] note that minimal node
movement may not be the most relevant criterion for
mental map preservation. Archambault et al. [APP11]
compare animation approaches to small-multiple ap-
proaches, but their effect on mental map preservation
are inconclusive. We have to note that especially recall
experiments are naturally limited to small graphs - and
schemes to transfer results to real world graphs have yet
to be devised.
Many dynamic layout techniques are modifications of
static layout techniques which impose specific con-
straints or quality objectives on the transition between
two consecutive layouts. Brandes and Mader [BM12]
compare different measures, especially with respect to
the trade-off between individual layout quality and sta-
bility between frames. They note that even slightly low-
ered requirements in quality often offer a significant
boost in stability. Virtually all elements of a graph vi-
sualization have been covered by previous approaches
to stabilize the mental model upon dynamic changes.
For example, Frishman and Tal [FT08] and Erten et
al. [EHK+04] propose approaches where quality ob-
jectives apply to the node movement. Frishman and
Tals approach fine-tunes the inertia of nodes between
consecutive frames. Erten et al. propose a natural ex-
tension to force-feedback techniques by using a (2+1)-
dimension layout using virtual edges connecting differ-
ent time-frames. Other approaches, like that of Dwyer

et al. [DMS+08] and Frishman and Tal’s [FT04] fo-
cus on the preservation of node clusters in the dynamic
layout. Additionally, Dwyer’s approach optimized the
arrangement of polyline-edges. Aside from spring-
embedding layouts, dynamic layout methods have also
been used in conjunction with other techniques. For ex-
ample, Görg et al. [GBPD05] use Sugiyama-style lay-
out techniques.

Among these approaches, our technique relates most
to cluster-preserving dynamic layouts. However, the
“clusters” in our approach are subgraphs, which are lay-
outed independently in a preprocessing step and merged
together depending on the current area of interest of the
user. Archambault et al. [AMA07] present a similar
strategy with the static multi-level technique Topolay-
out. Topolayout creates hierarchical partition layouts
with the most suited technique and merges them to min-
imize edge lengths and crossings. In contrast, our tech-
nique creates overlapping subgraphs which are dynam-
ically merged along the overlapping nodes.

Aside from techniques which aim to preserve the men-
tal map on a purely structural level, the role of interac-
tion and navigation cues must be considered as well. In
fact, Marriott et al. note in their study [MPWG12] that
node labels are more powerful cues for mental map-
ping. However, we think that layout stability supports
the effective use of local navigation cues like labels, be-
cause they need to be located in the view to be use-
ful. Moscovich et al. [MCH+09], van Ham and Perer
[vHP12] and May et al. [MSDK12] propose techniques
to ease navigation across larger distances. Their com-
mon idea is to provide visual cues pointing to otherwise
invisible nodes or regions of the graph.

3 CONCEPT
In this section we will describe how we derive a deter-
ministic global layout from a set of local layouts. We
therefore transfer the panorama stitching algorithm to
the graph layout domain. Before we can perform our
layout stitching algorithm, a set of subgraphs with over-
lapping node sets needs to be created. A local layout is
then computed for every subgraph - independent from
the rest of the graph. We refer to these subgraph layouts
as patches from now on. We then align these patches
to match the positions of all nodes that exist in more
than one subgraph as good as possible. The position
of nodes that exist in multiple patches are then merged
and a unified layout is created. The basic idea is illus-
trated in Figure 2. In the final step, we will explain how
to create a layout that consists of more than just two
patches.

3.1 Definitions
We define a graph G(V,E) comprising a set of vertices
V together with a set of edges E. Our method works



Figure 2: The green layout patch is aligned to the red
patch using the four shared nodes. Nodes that exist in
both layouts are merged, creating a unified layout of
both patches.

with both directed and undirected edges without limita-
tions. However, we will assume for the sake of simplic-
ity that the graph is connected, i.e. a path exists between
every pair of nodes in G. We also define a clustering
C(V ) as a mapping of V to a set of classes, so that every
vertex in G is linked to one or more classes.

3.2 Pre-processing
The series of visible frames is defined by the user who
is browsing this graph on a local level. We do not
define the means of interaction here, but we assume
that the set of visible nodes can be derived from the
user’s interaction. Our concept defines a local layout
for this subgraph. Given a set of visible nodes, the set
of layout patches that need to be merged can be derived.
The frame which was displayed during the last timestep
does not influence the layout of the current frame. This
ensures that the same picture is created – independent
from the exploration path.

If no set of patches for a graph is provided, we com-
pute a cover of overlapping subgraphs from a topology-
based clustering, so that every vertex of the graph is
contained in at least one patch. Our approach works
with basically any clustering algorithm. However, we
point out that the cluster size and content have an influ-
ence on their layout which in turn influences the cluster
shape that is used for the stitching.

The resulting clusters cannot be used directly as
patches, because the clustering typically creates a
partition of the graph, i.e. every node is contained in
exactly one single cluster only. A straight-forward
approach to make them overlap is to include neighbors
of the first degree. In other words: nodes from other
patches that are directly connected are added to the
node set of the patch. Larger sets are created by adding
neighbors of neighbors and so on.

We consider two clusters to be connected if they share
at least three nodes. This is the minimum number of
points that is required for the layout patch alignment
computation.

As soon as the subgraphs are created, a layout is
computed for each of them. This can be performed
completely independently which allows for using

different layout algorithms. Moreover, the computation
can be done in a pre-processing step, but also deferred
until the layout is actually needed which avoids
unnecessary computational overhead. Force-directed
algorithms such as that of Fruchterman and Reingold
appear to be a sound choice as they reveal local
structure and are flexible to integrate user-specified
requirements[Kob12].

3.3 Shape Matching
The sub-layouts are computed independently, therefore
the position of nodes is given in a local coordinate sys-
tem. Nodes that exist in more than one layout generally
have different positions in each of them. We will now
describe how two patches with overlapping node sets
can be aligned so that the distance in between is min-
imized. Individual node positions do not fit perfectly,
but this will be fixed in a later step.

The idea of stitching shapes is based on the work of
Brown and Lowe[BL07] who describe an approach for
automatic panorama stitching. The authors compute a
matching transformation for images based on distinct,
but overlapping point clouds. This process is far less
complex for graph layouts as no image post-processing
such as brightness compensation is required. Most im-
portantly, the point correspondences in the two point
sets is known in our setting which simplifies the algo-
rithm.

The second, important contribution comes from the
the shape-matching algorithm of Müller et al. which
works with identical point clouds but in a very differ-
ent context[MHTG05]. The authors present a method
that allows for elastic deformation of three-dimensional
objects. With the help of shape matching, the points
of the deformed object can be gradually transformed
back to their original position. For that, the two ge-
ometric point sets are compared and a transformation
that reduces the pair-wise distance between all points
to a minimum is deduced. Apart from translation and
scaling, their transformation scheme offers refinements
such as twisting and compression which are not present
in the work of Brown and Lowe.

We trivially acquire a set of vertices that exist in two
given layouts by computing the intersection of the two
sets.

As long as the set contains at least three vertices, we can
use the standard least-squares fitting method [AHB87]
to compute a deterministic matching transformation.
For the sake of simplicity, we will restrict this compu-
tation to rigid transformation, i.e. rotation and transla-
tion, but general affine transformations are feasible as
well. For every point p in sublayout A we specify its
counterpart p′ in sublayout B as

p′i = Rpi + t + εi



Figure 3: Rotating one of the two point clouds (green)
reduces the average distance between pairs.

Here, R is a rotation matrix, t a translation vector and ε

the measure of error. After solving for ε and accumu-
lating the error over all points, we get

ε
2 =

n

∑‖εi‖2 =
n

∑‖p′i− (Rpi + t)‖2

The error becomes minimal if both point clouds have
the same centroid [AHB87]. This can be achieved by
subtracting the centroid of their respective sets (denoted
as cp and cp′ ) from the point locations. The task is
now to find an optimal rotation matrix where the pair-
wise distance is minimal for all points. This matrix can
be deduced from a 2× 2 cost matrix H that measures
the distance between two point clouds. We subtract the
centroids from both datasets to bring them to the origin
and define this matrix H as

H =
n

∑
i
(pi− cp)(p′i− cp′)

T

Using singular value decomposition (SVD), the matrix
H can be factorized into two rotations U and V and a
diagonal scaling matrix S.

[U,S,V ] = SV D(H)

See, for example, the introduction by Wall el al.
[WRR03] for details on the mathematical background
of the singular value decomposition. The final desired
rotation matrix can be computed as:

R =VUT

The final result is a transformed point p̂i that represents
the point pi of sublayout A in the coordinate system of
sublayout B.

p̂i = R(pi− cp)+ cp′

The accumulated difference between p̂i and the original
point p′i relates to the previously computed error ε and
can be used as a quality measure for this transformation
process.

3.4 Combining multiple shape matching
transformations

The approach we presented so far works well for com-
bining two patches. However, in general, a frame con-
sists of more than that. We therefore describe how to

stitch multiple patches in one frame and how we create
a smooth transition between two consecutive frames.
The problem we solve here is to find a deterministic
order in which the patches are stitched. Therefore, we
create a meta-graph of the patches. Two patches are
connected, if two patches share common nodes (see
Figure 5 left and center). Thus, they can be stitched
together. For the remaining part of the paper, this graph
is referred to as patch graph.

If the patches that should be merged are connected di-
rectly, only a deterministic order of stitching operations
needs to be defined. Otherwise, also a connecting series
of patch stitchings must be generated to ensure that also
distant patches can be combined.

This series of stitchings of overlapping patches can
been seen as a path in the patch graph. Also, on this
level of abstraction, the interactive exploration can be
seen as a user-driven traversal of this patch graph.

Starting with a single patch, the user continues explor-
ing, eventually reaching a part of the graph, that can not
be visualized without including additional patches in
the visible subgraph. Adjacent patches are then added
until the requested graph region can be visualized. This
graph traversal must be stateless and therefore indepen-
dent of previously visible patches. If this was not the
case, different exploration paths would have different
stitching orders thus result in different global layouts.
Three possible setups are depicted in Figure 4.

Figure 4: Three patches (A, B, C) with correspond-
ing 1-to-1 stichtings (top row). If the patches would
be stitched in the order they become visible, differ-
ent stitched layouts would result. In this configuration
three different global layouts could be produced (bot-
tom row).

The reason for this is that the patch graph contains mul-
tiple paths that connect the visible patches. Reducing
the number of edges naturally leads to a reduction of
the number of paths. To enforce a stable matching or-
der, we remove all edges from the patch graph that are
not strictly necessary to keep the graph connected (see
the illustrations in Figure 5). What is left is a spanning
tree of the graph and can be computed by Kruskal’s al-
gorithm.



Figure 5: The original graph is reduced to a graph of
patches which is then reduced to a spanning tree. This
tree is used to define unique paths between any two
nodes.

It is also able to incorporate edge weights, thus com-
puting the spanning tree with lowest total weight – the
minimum spanning tree (MST). Starting with a graph
that has contains all nodes but no edges, edges with the
lowest weight are continuously added as long as they
don’t lead to cycles in the graph.
Although the error value of each matching seems like a
natural choice to maximize the quality of the whole lay-
out, several drawbacks lead us to the decision against
using it. First and foremost, using the matching error as
edge weight is possible only if the matching error was
known for all pairs of connected patches. Computing
the optimal affine transformation of all possible com-
binations of layout patches is rather time-consuming.
Furthermore, interactive manipulation of a single patch
layout would result in changing weights for its incident
edges, which in turn could cause changes in the span-
ning tree of the patch graph.
Instead, we define a similarity-based weight function so
that edges between pairs of patches with large overlap
ratios have lower edges weights. They are then most
likely to be stitched first. The Jaccard similarity coef-
ficient is a measure that indicates how similar two sets
are and is defined as:

J(A,B) =
|A∩B|
|A∪B|

This measure does not require the computation of the
matching error between all edges in the patch graph.
Similar to the distance function that is often used in
graph clustering, we can use this (or another) similar-
ity measure and assign this value to the edges of the
patch graph.
For every pair of layout patches in this spanning tree,
only one single path exists. These paths in the tree are
no longer the shortest in general when compared tot the
original patch graph, but this reduction in freedom re-
sults in consistent patch stitching chains. This also en-
sures independence of previous frames, as the stitch-
ing order is fixed. We use the root of the spanning tree
as end point for all paths. Thus, every visible patch is
stitched to its parent patch until the root node in encoun-
tered. This is a critical aspect as it ensures that patches

are always matched to the same neighbor patches. The
local position of a node is thus transformed by the se-
ries of affine transformations of the patches along the
path to the root patch.

Some nodes belong to multiple patches and would,
without additional correction, have multiple positions
on the drawing canvas. We therefore derive from all
these positions a commonly shared, unique position. In
such cases, we use a linear combination of the nodes’
weight factor to place the nodes depending on time and
the user focus. This ensures a smooth transition from
one layout frame to another.

4 PRELIMINARY TESTS
In this section we will present some test results of both
artificial and real datasets. First we demonstrate the
concept in detail using a basic test graph. Second, we
use a real dataset to demonstrate that different explo-
ration paths result in congruent layouts.

4.1 Concept verification
The first test run is based on a graph of the form of
a Venn diagram for three sets (see Figure 6). It con-
tains three node rings that overlap at the center. This
graph is small yet complex enough to test the correct-
ness of our approach. Its structure allows, on the one
hand, the extraction of three overlapping patches – the
rings – and ensures, on the other hand that their layouts
overlap only very little while having excellent matching
error scores.

Figure 6: From left to right: The Venn diagram (1) is
split into three overlapping subgraphs (2). These form
a patch graph (3) with 3 patches and 3 edges which is
reduced to a tree (4) to enable a stable interactive ex-
ploration.

We create the patch graph and compute a spanning tree.
Using the tree, we then merge one patch after another
in coordination with the interactive exploration compo-
nent. The green patch is shown first and thus forms the
root patch for rendering and remains as it is (Figure 7
left). The blue patch is flipped, rotated and translated
to the bottom of the green, minimizing the matching er-
ror between the green and the blue patch. The common
nodes are then merged, creating the layout in Figure 8
center). In the next step, the orange patch is aligned
with the blue, already aligned patch. This results in a
total transformation (Figure 8 right) of about 180◦ for
the orange patch. Lastly, the node positions are unified
where necessary and merged for the final, visible graph.
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Figure 7: Individual layouts of the three patches of the
Venn diagram graph.
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Figure 8: Initially, only the green layout is visible (left).
In the next step, the blue patch is matched against
the green patch (center). Finally, the orange patch is
matched to the blue patch (right).

The second test we performed was with a pair of star-
shaped subgraphs which has been extracted from a real
dataset. The layout of both subgraphs is strongly af-
fected by the high degree of the central nodes. The in-
tersection of the node sets contains only four elements,
but both star nodes are included. This leads to a signifi-
cant overlap of the patches, but the star patterns are still
visible (Figure 9).
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Figure 9: Two star-shaped patches (green, blue) are
stitched together forming a single graph layout (gray).
The common nodes (red) that form the base for the
matching are the only nodes that are distorted. Al-
though the central nodes are in both sets, both patches
are recognizable in the stitched layout.

In a similar dataset, two star-shaped graphs have been
extracted again, but this time, they intersect only at their
boundaries.

Figure 10: Two star-shaped patches (green, blue). A
clear outlier region in the green patch leads to a clear
separation in the stitched layout (right).

As can be seen in Figure 10, the patterns are stitched
with only very little deformation of the original shapes.
More importantly, the nodes that form the connection
between the two clusters are clearly distinguishable in
the stitched layout.

4.2 Exploration independence
The claim of this paper is to create a deterministic lay-
out which is independent of the exploration path. We
test this hypothesis by navigating through several clus-
ters of a larger graph in different order and compare the
generated layouts.

The dataset for this test is a network graph from the
medical domain [GCV+07] with roughly 1.5k nodes,
5.5k edges. Our clustering algorithm created 77 layout
patches. The size of the graph features a fair amount
of complexity while still being visually comprehensi-
ble when viewed as a whole (Figure 11). We used a
force-directed layout of the whole dataset to display the
exploration path as ground truth and compare the re-
sults. With only one single parameter – the number of
iterations – the chinese whispers algorithm [Bie06] ap-
peared to be a good choice for the clustering of this
graph.

Figure 11: The explored graph part in the global layout

Several different explorations have been performed to
verify the validity of our approach. They all started at
different points exploring the same clusters, but in dif-
ferent orders. As can be seen in the teaser figure on the
first page, the resulting stitched layouts are congruent.
The construction of two exemplary stitched layouts is
depicted in Figure 12 and Figure 13, respectively.

5 CONCLUSION & OUTLOOK
In this paper we presented a new approach that aims to
create dynamic graph layouts which are independent of
the exploration path. It works independent of specific
layout algorithms and thus also works for highly dy-
namic force-directed layout algorithms. When the user
explores large graphs with dynamic views, new nodes



Figure 12: The first exploration through five clusters in
the order 1, 2, 3, 4, 5.

Figure 13: In the second run, the clusters were explored
in the inverse order resulting in a congruent layout.

are typically added in the proximity of existing, linked
nodes.
This approach is thus highly dependent on the explo-
ration path – the layout can look very different even for
very similar explorations. Our method overcomes this
limitation with techniques from the computer vision do-
main where image stitching is used to merge multiple
photographs with overlapping areas into a larger im-
age. In analogy to that, our method uses pre-computed
layout patches that are sewn together in deterministic
order. Consequently, the resulting layout is stable, in-
dependent of the user’s exploration path and will, thus,
always look the same. In contrast to many other dy-
namic graph layout algorithms, a fair amount of com-
putational effort can be pre-computed which increases
the interactivity and reduces the workload at runtime.
Being able to work with different layout algorithms for
different patches makes it also very versatile.
Compared to conventional layout methods, the addi-
tional computational effort is also rather small. The
cost of layout computation is increased by the factor of
nodes that exist in multiple matches. Runtime costs are
limited to the creation a 2×2 cost matrix and its decom-
position which has a constant running time [MHTG05].
The layout stitching method we presented sees the sub-
graph as a disconnected point cloud and merges the
patches without respect to the topological structure.
Closely related to that, it also ignores the points that
are not in the intersection of the two nodes sets. As a
result, two layouts could be aligned so that the disjoint
parts overlap as well which is undesired.
We assume that more sophisticated approaches for the
computation of the patch overlaps could mitigate this
problem and improve the stitching quality. This in-
cludes the use of the graph topology metrics such as
connectivity to find and include the best-fitting nodes.
An ideal strategy would include nodes that emphasize

certain visual features of the cluster layout to make the
structure memorable. We are convinced that the in-
terpretation of layouts as images features a plethora of
concepts and approaches just waiting to be transferred
and applied to graph layouts.
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