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ABSTRACT
Motion simulation of an organ can be useful in some cases like organ study, surgery aid or tumor destruction.
When using a non-invasive way of tumor destruction through transcutaneous transmition of waves, it is primordial
to keep the wave beam focused on the tumor. When the tumor is not in movement, such a task is trivial. But when
the tumor is located in a moving organ like the kidney, motion simulation is necessary. We present here an original
method to obtain the kidney motion simulation: this is done using a mesh morphing (we consider the kidney has
already been segmented and reconstructed for three different phases of the respiratory cycle). Such an approach
allows a smooth transition between the different kidney models, resulting in a motion simulation. Thus, the method
is purely geometric and does not need any kind of markers or tracking device. It gives directly a full 3D simulation
and models are animated in real time. Finally, our approach is automatic and fast, so that it can easily be used in a
medical environment.
Keywords: Geometrical modeling, organ motion simulation, kidney modeling, mesh morphing

1 INTRODUCTION
Tumors can be treated by low-invasive approaches. The
goal is to minimize interactions between the surroun-
ding environment and the patient in order to limit the
consequences of surgery (incision treatment, convales-
cence) and their possible complications (nosocomial in-
fections). Kidney tumors can be treated by radiofre-
quency. Radiofrequency is a low-invasive, non-surgical
percutaneous heat treatment. The principle is to locate
the tumor through CT scan, and insert a radiofrequency
electrode in its center. An electric current is then deli-
vered, in order to destroy the tumor. However, there is a
chance of cancerous cell displacement when removing
the electrode.

The KiTT project (for Kidney Tumor Tracking, of
which we take part) is fully involved in the low-invasive
protocol. Its goal is to create a totally non-invasive new
approach by transmitting radiofrequency waves, in a
transcutaneous way until tumor eradication. The main
difficulty is to keep the wave beam continuously fo-
cused on the tumor while the kidney is deformed and
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moves because of the respiratory cycle. A kidney (and
a tumor) tracking is therefore necessary. Before this or-
gan tracking stage, we need to obtain a solid 3D model
of it. This work is described in our previous paper
[LMVD11].

What we propose here is a new method which has
two goals: the first one is the motion and deformation
visualization of an organ (the kidney in this case) un-
der the influence of natural breathing. The second goal
results directly from the first one and is the tracking of
a part of this organ: its tumor. The originality of this
method is that it uses a fully geometric approach: mesh
morphing. Thus it is fast and only needs three models
corresponding to three breathing phases: inhale phase
(when volume of air in lungs is maximal), exhale phase
(when volume of air in lungs is minimal) and the mid-
dle phase between the two previous ones, which we re-
fer as the mid-cycle phase. Moreover, the results ob-
tained are fully geometric; the output is an animated
3D model. Thereby general motion and all deforma-
tions can be studied at once where some methods only
offer the possibility of a 2D visualization. Finally, as
the tumor is also animated, it is possible to know its po-
sition at any time.

Section 2 of this article deals with the previous work
in organ tracking and mesh morphing. Section 3 in-
troduces the general process of our method: a brief re-
call of the kidney reconstruction is done, then the al-
gorithm used for mesh morphing is described in detail.



In section 4, we present the obtained results, their per-
formances and we discuss them. Finally in section 5,
we present the limits of our method, the possibilities to
overcome them and the perspectives of future work.

2 RELATED WORK
2.1 Organ tracking
Organ tracking methods are either based on mathema-
tical models which represent the respiratory cycle as a
periodical function, or on empirical algorithms which
predict future movements by observation and analysis
of previous ones.

The most intuitive way to track an organ is to put a
marker which is highly detectable by a classic medical
imaging acquisition near this organ [NUG+08, NPSA07,
OTW+05, SGB+00, SSK+00]. This formalism is also
used in all-in-one robotic radiosurgery systems such as
the Cyberknife [MCG+03]. This kind of method re-
quires a surgical intervention which is not suitable for
our problematic.

The following approaches assume the kidney has
been segmented and reconstructed previously for two or
more phases of the respiratory cycle. Most of the time,
only two models are needed, but three [SBMG06] or
even more [RMOZ01] are sometimes necessary. These
extra acquisitions can be used to improve the precision
of the organ deformation. In other cases, it is not an
extra acquisition of the organ that is needed, but other
kind of data essential to the method. Hostettler et al.
[HNS+08] use the diaphragm movement in order to re-
flect it on the abdomen organs. In [SBMG06], air, tis-
sues and lungs have to be segmented for three acquisi-
tions in order to get an organ tracking.

Deformation fields are used to understand the mo-
tion of an organ. This field computes the deforma-
tions necessary to apply on a given source model Ms
to deform it into a given target model Mt . The defor-
mation field can be computed using several methods
like Maximum Likelihood / Exceptation-Maximisation
[RMK+05], least squares [SBMG06] or approaches
based on Normalized Mutual Information [RSH+99].
Deformations can also be applied on a mesh through
a deformable superquadratic in order to get the move-
ment of an organ [BCA96].

Registration methods are also a good way to have
an organ tracking. Nicolau et al. [NPSA07] use two
acquisitions: on the first one, markers are used in or-
der to get the position of the organ of interest. Then a
second acquisition is done without these markers. By a-
nalyzing the difference of position of the spine for both
acquisitions, the registration is performed using the mi-

nimization of the Extended Projective Point Criterion.
In [RSH+99] two operations are done to compute the
registration: affine transformation is used for global
movements while Free Form Deformation is used for
local movements. Two registration algorithms based
on optical flow are implemented and accelerated using
GPU programming in [NdSE+08] in order to perform
an image-guided radiotherapy.

2.2 Principle of morphing
Mesh morphing is a method used to transform progres-
sively a source model Ms into a target model Mt . The
most usual method to perform a mesh morphing is to
find a common vertex/edge/face network for both mo-
dels in order to compute a metamesh Mm which con-
tains the topology of Ms and Mt . The common net-
work is obtained by mapping the mesh into arbitrary
shapes, using different kind of mappings based on the
resolution of a linear system. This approach was first
used by Kent et al. in [KCP92], where both models
are mapped onto the unit disk. In [ACOL00] Alexa
et al. perform a mesh morphing where the interior is
also considered. A 3D mesh is decomposed into a set
of tetrahedrons and a 2D shape into a set of triangles.
The interpolation of a tetrahedron is done using a ro-
tation and a scale-shear with positive scaling matrices.
In [GSL+98] both Ms and Mt are divided into an equal
number of patches P. Each patch is then mapped so
that the patch Pk of Ms is morphed into the patch Pk of
Mt . This approach is close to the one used by [KSK00]
since models are also divided into n arbitrary shapes.
These shapes are mapped onto a polygon, where ver-
tices of the border of a shape lie on the border of the
polygon. The position of the remaining vertices is then
computed by considering the shape as a spring-mass
system at rest, the border vertices being the the fixed
masses. In [LDSS99] Ms and Mt are simplified into M′s
and M′t using the MAPS method [LSS+98]. Vertices for
which vertex-vertex correspondences is already known
are kept. Ms and Mt are finally mapped in order to com-
pute the correspondences. Unfortunately, the previous
approaches always need either user interaction (which
can be very time consuming for some methods) or ver-
tices correspondence between Ms and Mt prior to the
mesh morphing. In both case, our constraints do not
allow to spend a lot of time on cutting up a mesh man-
ually or making vertex-vertex correspondences.

It is possible to fully automate a mesh morphing al-
gorithm by using an automatic mesh cutting up. In-
deed, such a process allows to separate a model into
at least two different parts which can then be mapped.
Several works can be found, although it is a difficult
problem: some methods are based on the use of a sin-
gle patch [KSK97], where others are related to graph



theory problem and aim at balancing the size of patches
[EDD+95, KK99]. However, our models are close to
each other, which does not justify such an advanced
approach. Another way to have a complete automatic
mesh morphing is to map models onto the unit sphere
[KCP92]. Indeed, there is no need to divide the models
anymore since they are homeomorphic to a sphere. On
the other hand, the model has to be star-shaped, which
is not the case of a kidney. Alexa [ACOL00] introduces
a variant for sphere mapping: as for barycentric map-
ping, each vertex is placed at the centroid of its neigh-
bors. Finally, a new approach for mesh morphing is
done by Lee et al. in [YHM07]. The principle is to
compute a constraints field C in order to deform Ms
into Mt . C is then interpolated in order to determine
a new constraints field C′ for an intermediate model Mi
between Ms and Mt .

3 GENERAL PROCESS
3.1 Overview
A general view of our entire workflow is presented
on Figure 1. It shows how to get the kidney motion
visualization from 3 sets of images. These sets result
from three CT-scan or MRI acquisitions. First, the kid-
ney and tumor are segmented for the three sets of im-
ages. Then, the organ is reconstructed in order to have
three 3D models (called M1, M2 and M3), each one cor-
responding to a precise breathing phase. Mesh mor-
phing between M1 and M2 and between M2 and M3 is
computed. Our mesh morphing approach is based on
an automatic mesh cutting up, unit disk mapping and
metamesh creation. Since models are relatively close to
each other, they can be divided into only two patches.
Moreover, the frontier between the two patches always
has the same orientation on the kidney, which allows
this step to be entirely automatic. Once the two patches
are defined for Ms and Mt , a unit disk mapping is per-
formed in order to overlay the two mappings of a cor-
responding patch of both models. We cannot use a
sphere mapping here as kidney models are not star-
shaped. Detections of mapped edge intersections and
mapped vertices positions allow to create a metamesh
which comprises the topology of both models. As an
initial and a final position are known for all metamesh
vertices, the metamesh is animated by linear interpola-
tion. The alternation between metameshes coming from
M1 and M2 and from M2 and M3 gives a full kidney
animation from inhale to exhale phase, i.e. the whole
respiratory cycle. The only part of our method done in
real time and during the whole tumor destruction pro-
cess is the metamesh vertices interpolation. Everything
before this step is done once and for all and takes less
than 2 minutes (from kidney segmentation to metamesh
creation).

Figure 1: Overview of our entire workflow: three sets
of images resulting from a medical imaging acquisi-
tion for the inhale, mid-cycle and exhale phase is done
(first line). The kidney and the tumor are segmented for
every images of these three acquisitions (second line).
The Poisson surface reconstruction is then applied to
the point cloud extracted from the segmentation of each
three different phases. We call the resulting models M1,
M2 and M3 (third line). Mesh morphing is computed
between M1 and M2 and between M2 and M3. The re-
sults are two metameshes which allow a smooth transi-
tion between M1 to M2 and M2 to M3 (fourth line). By
alternating the two metameshes, a full and smooth tran-
sition from M1 to M3 is possible, resulting in the kidney
motion visualization (fifth line).

3.2 Kidney reconstruction
A full description of the kidney reconstruction is de-
tailed in [LMVD11]. The method used to get the kid-
ney model is divided into two stages: the first one is
the kidney segmentation from which a point cloud is
extracted. The second stage consists in reconstructing



this point cloud in order to obtain a model.

A region growing approach is used in order to seg-
ment the kidney. Despite some methods exist to define
automatically the seed needed for initialization, our ap-
proach uses a minor user-interaction and needs a single
mouse click to define it. However, this is done only for
one image (since the whole kidney is present in at least
60 slices). The region segmented in an image Ik−1 is
used to get the seed for the next image Ik: the weighted
barycenter of the points defining the contour in Ik−1 de-
fines the seed for Ik. Results of this method are shown
on Figure 2

Figure 2: Final results using our kidney segmenta-
tion approach for left and right kidney on two different
slices.

The point cloud extracted from the segmentation stage
is reconstructed using the Poisson Surface Reconstruc-
tion [KBH06]. The principle of this algorithm is to
define an indicator function χ peculiar to a model M,
which is 0 for every point outside the model and 1 in-
side. Deducing χ directly from the oriented point cloud
is the major problem in this case. The solution is to use
the gradient of χ since the point cloud can be conside-
red as samples of

−→
∇ χ (see Figure 3). Indeed,

−→
∇ χ is a

vector field that is 0 almost everywhere except near the
surface. A vector field −→V which is an approximation of−→
∇ χ is found using the original normals. χ must now
be deduced from −→V , i.e.

−→
∇ χ =

−→V . This is done by
applying the divergence operator to express it as a Pois-
son equation: ∆χ ≡ ∇ · −→∇ χ = ∇ · −→V . The resolution
of this equation is a well known problem (especially in
physics) but will not be discussed here. The final re-
construction is then obtained from the extraction of an
appropriated isosurface (see Figure 4).

Figure 3: Overview of the Poisson surface reconstruc-
tion.

Figure 4: Final result of a kidney point cloud (left) and
its reconstruction using the Poisson surface reconstruc-
tion (right).

3.3 Morphing
The morphing stage must have very basic user- interac-
tions. The two models to morph are close to each other
since they both come from the same kidney. Thus, the
mesh morphing method uses an automatic mesh cutting
up in two patches, unit disk mapping and metamesh cre-
ation. We cannot map onto a sphere as kidney models
are not star-shaped. All these steps are described in de-
tail hereunder. For the rest of this paper, we will use
the following symbols: M represents a given model, Ms
is the source model and Mt the target model, as used
in the previous sections. C is the connectivity between
vertices, edges and faces of M. V = {v1,v2,v3, ...,vn} is
the position in R3 of vertices. Edges are represented as
a pair of vertices {i, j} and faces as a triplet of vertices
{i, j,k}. Finally, N(i) is the set of adjacent vertices to
vertex {i}, i.e. N(i) = {{ j}|{i, j} ∈C}.

Mesh cutting up: obtaining the tearing path

The first stage of the mesh dissection consists in com-
puting its principal axis. This can be done by consi-
dering only the vertices and using Principal Component
Analysis (PCA). Moreover, the PCA gives the 3 princi-
pal vectors of the mesh; the firsts two and the barycenter
of the mesh define the principal plane. Thus, the next
stage consists in computing the intersections between
edges of M and the principal plane, defining what we
call the intersected edges. In the same way, the vertices
{i, j} of an intersected edge are called intersected ver-
tices. This set of the intersected edges is the first stage
of the final tearing path (see Figure 5).

The tearing path must be a unique loop of edges in
C, i.e. {{i1, i2},{i2, i3}, ...,{in−1, in} , {in, i1}|{ik, im} ∈
C ∀(k,m) ∈ [1;n]; this set of edges is a subset of C
and is called c. Thus, two successive intersected edges
must share a same vertex. The purpose of the first
post-process of the intersected edges is to remove dead-
end edges from c. Such edge has one of its vertices
which is not shared with any other intersected edge, i.e.
{{i, j}|∀l ∈ N( j){ j, l} /∈ c}. To detect such edges, we



Figure 5: Intersection between the kidney model and its
principal plane (in blue). The resulting tearing path is
displayed in red.

first compute the partial adjacency list of each vertex in
c. This list is the set of adjacent vertices { j} in c to
a vertex {i}, i.e. {{ j}|{i, j} ∈ c}. A dead-end edge
is then simply detected when at least one of its ver-
tices has only one neighbor, i.e. its partial adjacency
list length is 1 (see Figure 6 - b). The second post-
process consists in removing local loops: the tearing
path must be a unique succession of edges and each ver-
tex must be shared by two and only two edges. Thanks
to the partial adjacency list, vertices from which the
tearing path separates are easily detected: such vertices
have, at least, 3 neighbors. Thus, local loops are re-
moved as follow. Starting from a 2-adjacency vertex we
choose arbitrarily one of its neighbors and so on, until
a 3-adjacency vertex is reached. During this step, each
vertex is skimmed only once so that it appears at most
once in the final tearing path. An arbitrary neighbor of
the current 3-adjacency vertex is still chosen, but every
other edges containing the current vertex is suppressed
from c. As such a process creates new dead-end edges,
every edge of each 2-adjacency neighbor is recursively
suppressed until the neighbor is a 3-adjacency vertex
(see Figure 6 - c,d,e). As the current 3-adjacency ver-
tex becomes a 2-adjacency vertex, the whole process is
repeated until we fall back on the first vertex.

Mapping mesh onto the unit disk

Once the tearing path has been computed, vertices are
tagged in three different way. We call them tag 0, 1 and
2. Tagging the mesh allows to define the two parts of it
which will be mapped later. Vertices defining the tear-
ing path are tagged as 0. A unique arbitrary neighbor
of a vertex tagged as 0 is tagged as 1. We recursively
tag all its neighbors, so that a whole part of the mesh
is tagged as 1. The other part is tagged as 2. Both

Figure 6: Whole example of the post-process of a tear-
ing path. Although this example cannot exist in a real
situation, it presents all the cases needed to under-
stand how the full post-process works. From top to bot-
tom: (a) Original tearing path - (b) 1-adjacency vertex
detection (diamond) and dead-end edges suppression
- (c) 3 (or more)-adjacency vertex detection (square).
Starting from the pointed vertex, an arbitrary neigh-
bor is chosen. - (d) For a 3-adjacency vertex, we still
choose an arbitrary neighbor, but every other edge is
suppressed. - (e) To avoid apparition of new dead-
end edges when edges are suppressed, recursive sup-
pression of every edges from 2-adjacency neighbor is
done. - (f) The final tearing path obtained after the
post-process.

meshes are then rotated so that their principal planes
are aligned with xz-plane. This way, it is possible to
check if parts tagged the same in the two models have
the same y orientation. If not, tags 1 and 2 of one model
are swapped. This step is essential since the part of Ms
tagged as 1 (resp. 2) will be morphed into the part of
Mt tagged as 1 (resp. 2) (see Figure 7).

Now that every vertex is tagged, they can be mapped
onto the unit disk. Although any kind of mapping is
applicable, we choose the discrete harmonic mapping
[Pol00] since it preserves as much as possible the topo-



Figure 7: Example of two models for which a same tag
has a different y orientation. Vertices in red are tagged
as 0, vertices in cyan tagged as 1 and vertices in ma-
genta tagged as 2.

logy of faces of both models. The most straightforward
step of this mapping is for the intersected vertices. They
are fixed on the unit circle in a way that arc length be-
tween each pair of successive vertices is proportional to
the original length of edge in mesh. For vertices tagged
as 1 or 2, discrete harmonic mapping (as well as other
mapping) amounts to solving a linear system described
as follow. Two distinct mappings are done, one for each
tag. Let Vi be the vertices to map with 0 ≤ i < n index
of vertices tagged as 1 (resp. 2) and n≤ i < N index of
vertices tagged as 0. Then, the linear system to solve is:

(I−Λ)


v1
v2
v3
...

vn−1

=


∑

N−1
i=n λ0,ivi

∑
N−1
i=n λ1,ivi

∑
N−1
i=n λ2,ivi

...
∑

N−1
i=n λn−1,ivi


where Λ = {λi, j} and λi, j is a coefficient depending

on the mapping used. Here, for discrete harmonic map-
pings, we have:

λi, j =

{
cotαi, j+cotβ i, j

∑ j∈N(i)(cotαi, j+cotβi, j)
if {i, j} ∈C

0 if {i, j} /∈C

with αi, j = ∠(i,k0, j) and βi, j = ∠(i,k1, j). Edge
{i, j} is adjacent to two and only two faces since M
is a triangular mesh. k0 and k1 are the two vertices that
define these faces. We call M′sN M′t N the mapping of Ms
and Mt for tag N. Similarly we call {i′} a mapped ver-
tex. Although such notation should not exist since only
the position of vertices (vi) changed during the map-
ping, this notation will make further expressions more
straightforward.

Metamesh creation and animation: computing in-
tersections and barycentric coordinates

The next step is to overlay M′sN M′t N for both tags in
order to compute the metamesh. The first stage is to
detect intersections between mapped edges. When two
edges {i′, j′} ∈ C for M′s and {k′, l′} ∈ C for M′t cross,
a new vertex is created. Two valid definitions of this

intersection point are v′i +α
−→
v′iv
′
j and v′k +β

−−→
v′kv′l . Coef-

ficient α and β are saved along with the new vertex.
These coefficients will be necessary for intermediate
models as they are sufficient to compute the coordi-
nates of the vertex, even when vi,v j,vk and vl are inter-
polated. These kind of vertex is called an intersection
vertex. Once an intersection vertex is created, appro-
priate edges and faces are created along with it in order
to build the topology of the metamesh Mm. These new
edges and faces will allow Mm to combine topology of
both Ms and Mt and to have a continuous interpolation
between the two models (see Figure 8).

Figure 8: Example of intersections between mapped
edges of Ms (solid line) and Mt (dotted line). Intersec-
tion points 1, 2, 3 and 4 are created, as well as appro-
priate edges (C1, 1D, C2, 2F, ...) and faces (C12, F23,
...).

The second stage of the metamesh creation is the
computation of barycentric coordinates (BC) for every
vertices of Ms and Mt . To do that, we first want to know
on which mapped face {i′, j′,k′} of M′t (resp. of M′s) a
mapped vertex v′m of M′s (resp. M′t ) lies on. The BC are
a unique triplet u,v,w such that v′m = uv′i + vv′j +wv′k.
The face where v′m lies on and its BC are saved. This
kind of vertex is called a mesh vertex (see Figure 9).

Figure 9: Mapped vertex of M′t , v′ lies on face
{v′1,v′2,v′3} of M′s. Its BC are computed so that v′ =
0.8v′1 +0.7v′2 +0.2v′3. Position of v on face {v1,v2,v3}
of Ms is then known thanks to these coordinates: v =
0.8v1 +0.7v2 +0.2v3.

Thus, the metamesh is completely built and com-
posed of a set of intersection vertices and mesh vertices.



Intermediate models can now be easily obtained by in-
terpolating positions of vertices. The interpolation is
possible since we know, for each one of them, an ini-
tial and a final position as following: for a mesh vertex
coming from Ms, the initial position is its position in
Ms. The final position is known by the combination
of its BC and the face of Mt it lies on. Inversely, for
a mesh vertex coming from Mt , the initial position is
known using its BC and the face of Ms it lies on. The
final position is its natural position in Mt . For an inter-
section vertex, the initial position is known thanks to its
α coefficient and the edge of Ms it lies on. The final po-
sition is computed using its β coefficient and the edge
of Mt it lies on.

3.4 Tracking the tumor
The tumor tracking is the second goal of our method.
It is important to know where it is located to adjust
the wave beam accordingly. From this point of view,
there are two main differences between the tumor and
the kidney. The first one is the tumor is not deformed
by the respiratory cycle, it only moves along with the
kidney. The second one is the tumor is similar to an
ellipsoid. In the segmentation step, the tumor is seg-
mented separately from the kidney and in a such way
that the center of the tumor is known. An other mesh
morphing to obtain the tumor movements (i.e. its track-
ing) would be inappropriate since its shape remains the
same from one breathing phase to another. Moreover, it
would cost useless computational time. A more conve-
nient way to do that is to interpolate the position of the
tumor since we have the coordinates of its center for
the inhale, exhale and mid-cycle phases. We can use
a quadratic Bézier curve interpolation, which gives the
tumor position for intermediate phases. In real condi-
tions, the patient will be anesthetized and on respirator,
allowing a full control on his breathing, i.e. the phase of
his respiratory cycle is known at any time. Therefore,
it is really easy to synchronize the metamesh and the
tumor interpolation along with the patient’s breathing.
Thus, the 3D coordinates of the tumor are known at any
time and correspond to its real position, resulting in the
tumor tracking.

4 RESULTS
Our method has been tested on a set of three kidney
models M1, M2 and M3 obtained as described in sec-
tion 3.2. Theses models correspond respectively to the
inhale phase, mid-cycle phase and exhale phase. Two
mesh morphing were performed: the first between M1
and M2 and the second between M2 and M3. Figures
11, 12 present several intermediate models obtained
while performing the morphing from M1 to M2 to M3.
As results are not very explicit with frozen models, an

animated version can be seen at the following URL:
http://www.youtube.com/watch?v=dhPqLp2X8NQ.

General movement and deformation of the kidney are
respected. The natural rotation of the principal axis of
the organ is present here, as well as its enlargement. On
the other hand, local deformations are not totally sa-
tisfying, especially for the tumor. The one on the mor-
phed kidney is absorbed into a part of the kidney and
reappear from a different part, right next to its origi-
nal location. The natural deformation would have been
a smooth displacement between theses two locations,
almost like a translation. This is due to the morphing
method itself. Although these false deformations are
not really noticeable, they become obvious when tumor
is displayed: it sticks out of the kidney model (Figures
10). Another drawback of our method is the cutting
of the mesh by a plane. In order to have a correct mor-
phing, the tearing path obtained from the intersection of
the mesh and this plane must be composed of one con-
nected component. Such a criterion is not always gua-
ranteed. From our experiment and analysis, computing
intersection between a kidney model and its principal
plane will result in a one connect component tearing
path (this is due to the shape of the organ itself), but
that would not be necessarily the case for another organ
or some kind of arbitrary models.

Figure 10: Highlighting local deformation problem. In-
termediate model with tumor (blue ellipsoid) presents
local inaccuracy, especially for the tumor region (en-
circled).

As the three models have more or less the same num-
ber of vertices, edges and faces, computation times for
one morphing are equivalent for the other.s The models
we have are composed by up to 2,300 vertices, 6,900
edges and 4,600 faces. A morphing is computed in 40s,
each step being repeated twice, one for each tag (data
was processed on a laptop with an Intel Core i7 proces-
sor and 4 Go of RAM). Although that does not allow
to compute mesh morphing in real time, this execution
time is acceptable for our medical environment, where
interventions used for our non-invasive tumor destruc-
tion (High Focused Ultrasound) are very long (up to 3
hours). Moreover, the whole computation time is al-
most needed only for the metamesh creation, which is
done only once. Its animation can be done in real time
as it is simply an interpolation between an initial and
final position of its vertices as seen in section 3.3.



Figure 11: Final results showing natural movements of the right kidney due to respiration. Source and target
models obtained from reconstruction are displayed in red. Intermediate models are displayed in grey. Morphing
from M1 to M2 is showed here (from left to right).

Figure 12: Morphing between M2 to M3 from a different point of view (rotation of 180 degrees around vertical
axis). Models are displayed in wireframe and the tumor is visible (blue ellipsoid).

5 CONCLUSION
We have presented an original and geometric approach
to obtain the natural motion simulation of the kidney
under the respiratory cycle. Starting from three medi-
cal imaging acquisitions of the organ, each one for a
different phase of the cycle, kidney is first segmented
then reconstructed in order to create one model for each
phase. Kidney is finally animated in 3D and respira-
tory movements are simulated through mesh morphing
among the three models we previously had (from first
to second model and from second to third). To do that,
it is first necessary to cut the mesh, which is done auto-
matically here. Then the two different parts of a mesh
are mapped onto the unit disk. This mapping is used
to compute a metamesh which comprises the topology
of two successive models. Soft transition between two
models, and thus the kidney animation, is finally ob-
tained by interpolating each vertex of the metamesh be-
tween an initial and a final position. Although general
deformation and movement of the kidney is well simu-
lated, local deformations are not precise enough, espe-
cially for tumors near the surface. A way to overcome
this problem would be to force regions with similar cur-
vature to morph into each other.
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