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ABSTRACT
This work presents a new approach towards parametrization of three-dimensional wireframe models. The method
is derived from a specific phenomenon of cellular development in nature. It recreates the effect of diffusion of
messengers through tissue, which leads to the formation of extremities and other anatomical structures depending
on the position on the tissue surface. This process of diffusion on the surface is analyzed and simplified for usage
as a parametrization of mesh surfaces. The presented approach uses the similarity of wireframe meshes and graphs
in order to carry out the mechanism of diffusion. For this it implements a specialized algorithm based on Dijkstra’s
algorithm for finding the shortest paths.
The results of this mechanism are saved and organized in a binary tree structure, which allows for simple and
efficient construction of correspondence between two distinct meshes. The paper concludes with an outlook on
possibilities of further development and enhancements of the approach.
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1 INTRODUCTION

Whenever computers analyze or display visual objects,
they need to represent these objects in a suitable mathe-
matical form that is appropriate to the processing tasks.
The typical representation of an object is a polygon
mesh, but for many purposes such as texturing, object
retrieval, shape comparisons, differential geometry or
for computing point-to-point correspondence between
pairs of objects, it is important to describe shapes as
parameterized surfaces. Hence, the purpose of this pa-
per is to introduce a new approach in parametrization
and its evaluation.

1.1 Parametrization

In the following, we give a short introduction on the
topic of parametrization, its applications and related
work. This is concluded by the analysis of the distinc-
tion of our approach in contrast to previous work.

Permission to make digital or hard copies of all or part of
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the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

Basics

An important aspect of 3D shape processing and anal-
ysis is the connection of objects with each other. By a
correct link between two objects, algorithms can trans-
fer knowledge and properties from one object to the
other. It is also possible to describe the similarity be-
tween these objects. This link is generated by a surface
parametrization that is consistent across different ob-
jects.

A parametrization of surfaces is defined as a mapping
from a parameter domain onto the surface. This is
also called Surface-to-Surface-Mapping, if the parame-
ter domain is a surface itself. The parametrization of a
parameter domain maps each point on the domain onto
a certain point of the surface.

Bijectivity is an important property of parametriza-
tions, as many applications rely on a complete cover of
the originating surface without introducing ambiguity.
That means each point on the surface maps to exactly
one point on the parameter domain and vice versa.

Possible applications in computer graphics

There are several possible applications for parametriza-
tions in computer graphics. The three most important
applications are briefly described in the following.



1.1.1 Transfer of detail:

One of the first times a parametrization of objects be-
came necessary was the application of texture mapping
in rendering (see Figure 1. As a part of the rendering
of a scene, texture mapping increases the detail of the
surfaces of objects by drawing a pregenerated image on
the surface.

Figure 1: Texture mapping

Further improvements of this approach include Normal
Mapping, which transfers the shading of a high qual-
ity mesh consisting of thousands of polygons to a mesh
with reduced polygon count to increase the detail on
the latter mesh without decreasing render speed. More
approaches like this are Bump Mapping and Displace-
ment Mapping, which – similar to Normal Mapping –
also apply more detail onto a mesh without significant
impact on the render time.

1.1.2 Remeshing:

Polygonal meshes are created by several methods like
scanning with lasers and modeling by hand in a special
software. This leads to meshes of different resolution
and different surface generation techniques (e.g. trian-
gles, quads, mixes of both). Sometimes an application
only allows for a certain kind of triangulation and reso-
lution.

This is where Remeshing becomes important. Remesh-
ing parametrizes a mesh and then maps a regular and
desired triangulation on the parameter domain to retri-
angulate the original mesh [13]. The application of sub-
division on the parameter domain can also lead to good
results in regard to desired mesh quality [17], [14].

1.1.3 Correspondence:

If two meshes should be analyzed, it is sometimes de-
sired to link those meshes to each other by means of
correspondence. The correspondence of two meshes
means that the relationship between a region A on the
first mesh and a region B on the second mesh is known.
This can be used to transfer details from one mesh to
the other.

To create this link, both meshes need to be mapped
to the same representation. By using a bijective
parametrization, an algorithm can map each point on
the first mesh to the corresponding point on the second
mesh simply by choosing the same parameter values.

Figure 2: Correspondence between two surfaces

1.2 Related Work
The increasing requirements for parametrizations on
surfaces have led to the development of different ap-
proaches with different pros and cons. The following
section summarizes these attributes.

Criteria for the evaluation of parametrizations

The attributes, by which parametrizations can be mea-
sured regarding their potential application, are:

• the degree of distortion

• the aspect of bijectivity

• the limitation on certain mesh types

Distortions in the parameter domain are a direct re-
sult of parametrization and can be of different type. It
has been proven by differential geometry that there is
no distance-preserving parametrization for generic sur-
faces [8]. The distortion can be minimized, but not fully
prevented.

Possible types of distortion are the distortion of distance
– an irregular distribution of parameter values in one di-
mension – and angular distortion. Type and degree of
distortion are important criteria in judging methods of
parametrization. It is often dependent on the specific
application which methods are more suitable than oth-
ers. This leads to compromises almost every time since
no parametrization is completely free of distortion.

The methods of parametrization also show different bi-
jective behavior. This can be separated into global and
local bijectivity. Global bijectivity is maintained over
the whole mesh, while local bijectivity is given only for
local regions on the surface. Not every parametrization
leads to bijectivity of one of these kinds.

The third criterion is the limitation on certain mesh
types. Some parametrizations need convex meshes,
while other approaches can also use more complex
meshes.

Approaches

Perhaps the oldest method of parametrization was de-
veloped by William Tutte in 1963 [27]. Tutte used
graph embedding as the basis of the approach, which
led to a bijective parametrization with distortion in dis-
tance and angular aspects. Using the same approach,



two algorithms developed by Floater show similar be-
havior, but at the same time reduce angular distortion
[10], [11].
Eck et al. use a parametrization for remeshing at differ-
ent resolutions [9]. This method is based on harmonic
maps and therefore preserves angular dimensions.
DCP is a different parametrization developed by
Desbrun et al. [6] and combines the already known
Dirichlet-energy [20] with a new quadratic Chi-energy
Eχ , which describes the inner angles of triangles. This
method is not bijective in every situation, but can be
used without limitations (e.g. only convex meshes).
Implementing the Least-Squares-method, the
parametrization called LSCM preserves the orien-
tation of each triangle and angle. It is independent of
resolution but cannot guarantee bijectivity for every
mesh [18].
Linear parametrizations like those mentioned above
tend to create an increased distance-based distortion
on meshes with sharp slopes. Using non-linear
parametrizations helps to reduce these distortions. An
example is MIPS [15], which divides the mesh into
several linear maps. A special functional reduces the
distortion map by map and creates a parametrization
which is bijective and can be used without limitation.
The parametrization ABF differs from the mentioned
methods, as it does no work on the vertices, but on the
angles of the triangles [22]. It reduces angular distor-
tion and shows local bijectivity. A variation of the al-
gorithm called ABF++ increases calculation speed and
stability on large meshes.
Kharevych et al. adopt a similar approach by defining
circumcircles on every vertex [16]. Cutting circumcir-
cles define the angles between vertices, which are then
minimized. This approach works best on Delaunay-
triangulations [5].
The introduced parametrizations are primarily based on
mathematical ideas and concepts from computer sci-
ence. These are the topics of differential geometry,
topology and graph theory, which are combined to rep-
resent a mesh in parameter domain.
In the past, several approaches to carry concepts over
from natural processes to computer science were suc-
cessful and lead to groundbreaking and novel meth-
ods, for example genetic algorithms, routing algorithms
and graph algorithms [19, 7, 1]. Other approaches that
use similar diffusion-based processes called reaction-
diffusion create textures automatically [26, 28].
In the topic of parametrizations, this transfer is yet to
be made.

1.3 Motivation
This work applies insights from biology and chemistry
to the problem of consistent surface parametrization.

Diffusion helps cellular development and differentia-
tion by giving hints on the position in the organism to
individual cells. The aim of this paper is to show that
the natural processes of diffusion can help in the devel-
opment of algorithms for parametrizations.

The proposed method guarantees local bijectivity on
convex mesh parts, which are constructed from the orig-
inal mesh. The parametrization retains the proportions
of distance of the mesh parts. Because the mesh is
viewed as a graph, already available and highly op-
timized algorithms from graph theory can be used to
achieve an efficient and stable parametrization.

In the following, the course of the paper is to present an
introduction to physical and biological diffusion, fol-
lowed by evaluation of algorithms which can be appro-
priate for serving as a basis for further development.
Later on, the modifications to the chosen algorithm are
explained. The paper concludes with a discussion and
and an outlook on possibilities for further research.

2 DIFFUSION

The basis of our approach originates from morphogene-
sis. Morphogenesis controls the differentiation and de-
velopment of cells in multicellular organisms to organs
and extremities, and it produces patterns on skin, fur or
shells of animals. Well-directed flow and diffusion of
activators through the tissue leads to specific develop-
ment of the stem cells depending on the structure they
are going to form.

The gradients of concentrations of specific substances
form a metric in the tissue and on the surface. On dif-
ferent shapes of the same type, these gradients and thus
the induced metric are similar, so they describe objects
regardless of position in space, scale, orientation and
resolution of the mesh.

2.1 Physical diffusion

Diffusion occures whenever particles – for example
atoms, molecules or charge carriers – are aggregated
in a carrier medium and there exists a concentration
gradient between these particles. The reason for this
movement is called pedesis or Brownian motion [3].
The atoms and molecules are in an undirected motion,
depending on temperature: Due to collisions, their di-
rection changes randomly over time. If there is a con-
centration gradient, there will be an overall net motion
along this direction, which forms the diffusion process
described by the following equation:

δu
δ t

= D ·∆u = D ·div(grad u) (1)



2.2 Diffusion in developmental biology
Diffusion plays an important role in biological pro-
cesses. By diffusion through membranes cells are sup-
plied with nutrients and metabolic waste products are
removed. Patterns on the skin or fur are also controlled
by diffusion of messengers.

This is described in detail by Gierer and Meinhardt,
who present a model which depicts the formation of
structures in biological cell structures [12]. The in-
teraction of two messengers – the so called activa-
tor/inhibitor pair – play a major role in position depen-
dent pattern formation. Both agents diffuse through the
tissue and lead to different concentrations depending on
position. This process – called morphogenesis – has
been described by Turing [25] and was specified further
by Gierer and Meinhardt. A gradient of concentration
values runs between the cells producing the activator
and between the cells producing the inhibitor. The re-
sulting patterns of cell differentiation are aligned along
this axis.

One special form of this mechanism is observable in
the polyps of the genus Hydra. Their heads and feet are
shaped depending on the concentration of the activator
[12]. Gierer and Meinhardt showed that the diffusion
of the morphogenes in Hydra takes a gradual course.
This gradient of source density gives orientation in the
tissue over the longitudinal axis of the animal’s body.
The gradient serves as an indicator of relative position
within the animal.

2.3 Formulation of the idea
Several criteria influence the parametrization and con-
struction of correspondence, depending on the geome-
try and quality of the mesh. These are:

• Scale of the mesh

• Position of the mesh relative to the coordinate sys-
tem

• Rotation of the mesh

• Internal geometry of the mesh (for correspondence
a rough similarity is sufficient)

There may be considerable variation in these parame-
ters and properties, which makes many surface anal-
ysis problems challenging. In many cases, surface
parametrizations help to find more simple and efficient
solutions.

Our diffusion-based parametrization is inspired by the
gradient of source density, which defines a polar ori-
entation. We will ignore most of the details of the
biological mechanism and develop the idea towards
parametrization of surface patches.

2.4 Diffusion as a description of surfaces
To successfully compute the diffusion on the surface,
the physical and biological model needs to be simpli-
fied. The first simplification is to consider the surface as
a two-dimensional carrier medium and discarding any
effects of diffusion into depth. Both complexity and
computational costs are decreased due to the fact that
only two dimensions are considered.

We assume a dynamic equilibrium where a substance
is produced in a source point or a line-shaped set of
sources, travels along the surface due to diffusion and
is diluted, washed away, absorbed or deactivated chem-
ically over time. Therefore, in our simplified model,
the concentration of the substance is proportional to the
distance from the source.

To obtain relative distances on the surface, independent
of the scale of the object, we introduce pairs of antago-
nist substances that have concentrations d1 and d2 and
are defined on each vertex of the mesh. To calculate the
relative distance between each of the reference points,
the following equation is used:

d̂ =
d1

d1 +d2
(2)

This formula makes sure that d̂ takes the value 0 on the
source points of the first substance and value 1 on the
source points of the second substance. It then increases
smoothly in between. The possible values of distance d̂
are clamped to the interval [0,1].

This operation is the necessary first step in parametriz-
ing the whole mesh. To get an even distribution of the
parameters, sets of points form the source points. This
leads to a smooth and near parallel distribution of the
isolines on the surface (see Figure 3).

Figure 3: An ideal distribution of isolines of d̂ is ob-
tained if sources for d1 (red) and d2 (green) are not only
single points, but sets of points along the edges

For a unique identification of each point a second axis
in parameter distribution is needed (see Figure 4). If
this second axis is orthogonal to the first direction of
diffusion, two linearly independent parameters result
and are able to describe every point on the surface by
a pair of the interval [0,1]2. We call these two axes the
gradients of diffusion ∇u and ∇v. The parameters are
called u and v and form pairs (ui,vi) for each point Pi
on the surface.



Figure 4: A 2D parametrization (u,v) is obtained by
two separate diffusion processes, one along the hori-
zontal and one along the vertical direction, with two
variables d̂u, d̂v

2.5 Organization of the parameter values
in a kd-tree

By simply saving the parameter values to each point,
one can easily retrieve the tuple (u,v) for every given
point. This is done in a linear array, which can be ac-
cessed in O(1). For an adequate use the other way
around is also important, therefore it is necessary to
have an efficient data structure for finding a point cor-
responding to a given value. Different data structures
exist, which help to find a given value in a set of points
quickly without comparing each point to the search
term. In our work we chose the kd-tree [2], which
scales well with a certain number of points. The com-
plexity of searching for a value lies in O(logn), where
n is the number of vertices of the mesh.

2.6 Viewing surfaces as a discrete point
set

Polygonal surfaces are usually intended to be approx-
imate models of smooth surfaces such as geometrical
primitives (spheres), vehicles, human faces or charac-
ters. The higher the number of polygons is, the better
the approximation of the surface can be. Because of
this approximation it is difficult to model the process
of diffusion, as it runs through a continuous substance.
The triangulated surface has no continuous nature, but
instead has gaps between discrete points.

The algorithm to solve this problem needs to simulate
the continuous progression of the diffusion along the
surface with special regard to the distance between the
points. One algorithm with these characteristic is Dijk-
stra’s algorithm for shortest paths. With a given starting
point, Dijkstra’s algorithm assigns each following point
the shortest distance to the starting point. It propagates
the distance values iteratively in a process that is similar
to diffusion.

We modified the algorithm in such a way that it takes a
complete set of points to start instead of a single point.
After a successful pass, each distance d1 between point
and start is measured. A second pass in the reverse di-
rection leads to the second value d2 of diffusion, which

is used in order to determine the value of relative dis-
tance d̂ in the calculation.

We deliberately decided to propagate the values along
edges. Alternatively one could choose the geodesics,
i.e. direct paths along the surface which are not con-
strained to points in the set. Geodesics, however, do
not respect the structure of the mesh. Interpolation is re-
quired to calculate the geodesic path through the poly-
gons. Because of this computational increase the idea
of geodesics had been discarded.

2.7 Segmentation
Whether global bijectivity of the parametrization can
be achieved at all depends on the topology of a mesh.
A mesh which is topologically equivalent to a disc can
be mapped to a parameter domain in the plane. These
simple meshes do not need to be partitioned and eas-
ily achieve global bijectivity. Other meshes with more
complex topology cannot be mapped to a plane and
therefore violate global bijectivity.

Consider the simple example of a sphere. From topol-
ogy, we know that we cannot find a homeomorphism
from parameter space [0,1]2 to the sphere, so we expect
singularities and ambiguities if we apply our algorithm
to the entire sphere. For the first parameter u and its
relative distance function d̂, consider a line from pole
to pole (half of a great circle) as a source for d1, and
the other half of the same great circle as source for d2.
This defines a diffusion which spreads over both hemi-
spheres. However, both poles will be singularities be-
cause they are sources of both d1 and d2. On the other
hand, if we use two opposite points as sources for d1
and d2, respectively, we violate the uniqueness criterion
as soon as both parameters u and v are computed: As
shown in Figure 5, two arbitrary isolines of each diffu-
sion cintersect twice, so these intersection points obtain
the same parameter tuple (u,v).

Figure 5: Ambiguity on certain points on meshes that
are not homeomorphic to a disc.

The solution to this undesired effect is the segmentation
of the mesh into hemispheres. Two passes parametrize
each hemisphere separately. This guarantees local bi-
jecitivity on each partial mesh. If the segmentation of
the mesh is adequate, the whole mesh can be partitioned
in topological discs with guaranteed uniqueness.



Global bijectivity is not given and therefore the direct
mapping of (u,v)-tuples from two meshes is not possi-
ble. A mechanism is required to assign regions of dif-
ferent meshes to the same or similar areas, which intro-
duces a new level of hierarchy.
The segmentation must lead to reproducible regions.
Only then is the parametrization useful, particularly in
regard to the correspondence between meshes. Several
criteria define the usefulness of the segmentation.
Besides the reproducibility these are the number of
segmented regions, similar segmentation on similar
meshes and interaction of the user to mark logical
areas.
To achieve a 1 : 1 connectivity between meshes, the
segmentation must separate both mesh A and mesh B
to each set of regions rA0 ,rA1 , ..,rAn and rB0 ,rB1 , ..,rBn .
Each vertex must be assigned to a region. Both sets of
regions can be related to each other if both meshes have
the same number of regions. To create a meaningful
correspondence, the regions must map to similar parts
on the meshes in the first place. This means that the
segmentation must follow a fixed orientation over the
mesh, which also adds to the reproducibility.
Meshes from different classes of objects should seg-
ment to semantic similarities of the same type. The al-
gorithm should react on the user’s input, which denom-
inates the points of interest regarding the logical areas.
This simplifies the finding of correspondence between
meshes and enhances quality.
Existing approaches for reproducible segmentations
lack the possibilities to work on a predefined number
of regions and only respect the user’s input marginally.
Therefore, we chose to implement a simple, but
efficient approach that gives the user the freedom of
choice in segmenting the mesh (see Figure 6).
The idea is that the user paints the regions on the sur-
face manually with an interactive tool. This defines the
segments of the patchwise parametrization. Moreover,
and this is the core idea of the user interface, the bound-
aries of the segments are a natural choice of source-sets
for the diffusion algorithm. Depending on the label of
the adjacent region, a boundary vertex will be a source
point of d1 or d2 for parameter u or v, respectively. The
goal of the segmentation is to produce patches with
closed and connected boundaries that can be divided
into 4 parts, similar to a rectangle.
Those parts which form the ends of extremities (e.g.
hands and feet in Figure 6) of the depicted mesh need
special treatment. They could be seen as single regions,
because they fulfill the topological criterion. The prob-
lem of this naive approach is the nature of their edges.
These edges overly stretch during the mapping to the
plane (as seen in 7). This leads to increased angular
distortion, with higher extremes in parts with longer
stretched edges.

Figure 6: Segmentation example

Figure 7: Edge stretching and angular distortion

Separating such meshes into two halfs helps preventing
these unfavorable results. By splitting the meshes in
question before mapping them to the plane a lower dis-
tortion is achieved, as the change of length of the edges
is reduced.

After choosing the regions carefully to avoid bad
segmentation, the next step is the selection of starting
and ending edges. As mentioned before, the process
of diffusion needs the four edges of the surface to
be parametrized. The edges resemble the sets of
starting and ending points for the modified Dijkstra.
Because the diffusion is not limited to four-sided
surfaces, it must be possible to choose four logical
edges on arbitrary convex surfaces, leading to edges
Eu1 ,Eu2 ,Ev1 ,Ev2 . The finding of suitable edges can be
based on the segmentation into regions, as the borders
between two regions already form suitable edges.

In the case that there is only one continuous border be-
tween two regions, the edge is simply the overlapping
part of both regions. In order to not include a set of
points in two edges at once, the method can choose to
include or exclude these vertices. This discrimination
is necessary if a point takes part in both regions as seen
in Figure 8.

A user who is familiar with the process of segmentation
can handle it very quickly. The segmentation in Figure
6 did not take longer than 10 minutes with the interac-
tive, mouse-based tool.



Figure 8: Overlapping of vertices in two regions

2.8 Process of diffusion
The diffusion processes each region on the mesh sep-
arately. This is done by separation and transformation
of the whole mesh into partial graphs. As all regions
are combined to the original mesh, the partial graphs
of each parametrized region form the whole graph that
represents the mesh.

The construction of partial graphs shifts the process of
diffusion away from the original mesh. Each partial
graph leads to an own uv-map, which in turn is indepen-
dent to the uv-maps of other partial graphs, thus solving
the global bijectivity problem. But as shown later, the
local bijectivity on each partial graph is given.

The modified Dijkstra algorithm is initialized just like
the original algorithm. Each vertex that does not belong
to the starting points is assigned di = ∞. Unlike the
original Dijkstra’s algorithm, which starts from a single
vertex, it is here the initial starting (source) set that is
initialized as diS = 0. After inserting each point of the
whole partial graph into a min-heap, the algorithm can
start.

Taking the first element out of the min-heap gives the
point with the minimal value of diffusion dimin . In
the first iterations this will be the whole set of start-
ing points, but later on this will govern all points in the
whole partial graph. Each extracted point is treated in
exactly the same way. Every edge of this vertex will be
relaxed, using the following equation 3.

dB =

{
dA +w(A,B), if dA +w(A,B)< dB

dB, otherwise
(3)

The function w(A,B) is the weighting function which
returns the length of the edge between vertices A and B.
Vertex A is the vertex that is currently being processed
and vertex B is the target of the edge that the algorithm
actually relaxing. Therefore, A stays the same for the
vertex that is processed and B changes to each of the ad-
jacent vertices during relaxation of the adjacent edges.

This relaxation leads to updated values of diffusion
in each adjacent vertex. By updating the value, the
process of diffusion iteratively spreads over the whole

graph, until reaching its end (see Figure 9 for an illus-
tration). Since the relaxation affects the value of dif-
fusion, which in turn is the key to the min-heap, the
residing vertices are sorted after each update to reflect
the correct sequence of increasing key values.

Figure 9: The process of diffusion illustrated with a
simplified mesh.

As soon as the min-heap is empty, the process of dif-
fusion finishes. At this point, each vertex holds its dis-
tance to the set of starting points. This distance is the
path to the closest vertex in the set of starting points.
This algorithm is run twice, once for d1 and once for
d2. From these, d̂ is computed, which is equivalent to
the parameter u. With another pair of source sets, the
parameter v is computed in the same way.

After the completion of the second two-pass, each ver-
tex holds the values du1 , du2 , dv1 and dv2 . These values
are the direct values of distance to their corresponding
starting edge. By inserting these into the two equations
4, we normalize the values into the interval [0,1]:

d̂u =
du1

du1 +du2

d̂v =
dv1

dv1 +dv2

(4)

These values of diffusion d̂u and d̂v are then saved in the
kd-tree. By combining the kd-tree with a simple linear
array, we get a uv-map that supports fast retrieval of
(u,v)-tuples for a given vertex and also grants an effi-
cient search for a vertex, which lies as close as possible
to a given (u,v).

3 RESULTS
We implemented the modified Dijkstra’s algorithm. We
parametrized a scan from a human and a cow and man-
ually developed a segmentation of the meshes. The hu-
man mesh (see Figure 10) containes about 11k vertices
with 3 to 5 edges adjacent to each vertex. The cow (see
Figure 11) is made up of ca. 3.1k vertices, also con-
nected to neighbors with 3 to 5 edges. The parametriza-
tions were done in 68 ms for the cow and 224 ms for the
human mesh on a Pentium i7-2600 3.40 GHz.

The parametrization of the whole mesh took place as
a sequence of parametrizations on the list of partial



meshes after the segmentation. Like the original algo-
rithm by Dijkstra our modified approach has a complex-
ity lying in O(|E|log|V |), where |E| is the number of
edges in the mesh and |V | is the number of vertices in
the mesh. We then applied a grid on the mesh, using the
parametrized values as texture coordinates (see Figure
10).

Figure 10: The parametrization visualized by a grid

From these pictures we can judge the quality of the
parametrization. The distribution depends on the mesh
structure and it is clearly visible that this leads to an
increased jitter of parameter values.

On the large areas like chest and back of the human
mesh (Figure 10) there is less distortion than on struc-
turally smaller areas. These areas (e.g. the arms and
legs) show a ratio between horizontal and vertical dis-
tribution which is not aspect-preserving.

The different length of the edges in a mesh is directly
visible in the grid. For example, the edges on the side of

Figure 11: Parametrization of another object

the cow are longer than the edges on other parts of the
mesh. The apparent gap between the isolines shows that
the edges on this side are almost double in length. Right
behind the right shoulder of the cow there is a loop that
continues on the bottom side of the mesh. This loop
is part of the isoline that moved downwards due to the
larger distance between the vertices on the side.

An important aspect is the examination of the bound-
aries between the regions. They show irregularities
which probably stem from the different parameter val-
ues that overlap on these vertices. Regardless of which
set of (u,v)-values is chosen, there will always be a
residual distortion, even though the algorithm contains
mechanisms that guarantee a continuous parametriza-
tion across boundaries of segments: Consider a seg-
ment pattern that looks like a distorted rectangular grid
on the 3D surface, and a boundary segment S between
two patches A and B. Let the parameter u be 1.0 along
the boundary in A, and 0.0 in B, while v varies from
0.0 to 1.0 continuously. Then v is determined by the
boundaries (source sets) adjacent to S in A and in B. If
these adjacent boundaries in A and B fit together as one
continuous curve, like in a rectangular grid, the param-
eter v on S will be the same in A and B, so the patch-
wise global parametrization is continuous across patch
boundaries.

3.1 Comparison
Based on Alla Sheffer’s work [24], we compared
our parametrization with other approaches. Table 1
shows various parametrizations [24]. We added our
parametrization in the last line.



The images show clearly that the algorithm does hardly
prevent distortion. Especially in parts with complex
curvature (e.g. the head and breast of the cow) angular
distortion increases. Deficiencies on the mesh (e.g. dif-
ferent edge lengths, jumps, doubled vertices) further in-
crease the distortion. Adding the evaluation of an error
metric before the parametrization can value the quality
that can be expected.
Especially the uniform, harmonic and mean-value
weighted parametrizations [27, 9, 11] show similarities
between different patches on the surface, e.g. the
breast region of the cow. Algorithms like DCP and
LSCM have similar problems preserving areas and
distances, but are better in preserving angles than our
algorithm. This is because they sacrifice the distance
preservation in favor of minimized angular distortion.
Our algorithm has problems with angular distortion in
specific regions.
Singularities like the ears of the cow show cycles
that are direct result of the diffusion process. Other
parametrizations handle such singularities more grace-
ful. Circle patterns [16] and stretch minimizing [21]
approaches excel at these parts.

4 CONCLUSION AND FUTURE
WORK

In this paper we showed the development of a new ap-
proach in parametrization, inspired from nature. Our
approach can lead to a patchwise bijective parametriza-
tion, which concentrates on local bijectivity. User inter-
action makes global bijectivity possible. The main tar-
geted application is the creation of correspondence be-
tween two objects. Our approach simplifies this by us-
ing a combination of a kd-tree and a linear array named
uv-map, which stores tuples of (u,v) and provides fast
and efficient two way searches.
The approach is limited by the heavy dependency on
the users input. The segmentation process is entirely
controlled by the user as is the assignment of regions
between two parametrized meshes. Here lies further
potential for improvement. A fully automated segmen-
tation method, which leads to reproducible partition and
comparable results between different, but similar ob-
jects, would enhance the application of this approach.
We will investigate current and future segmentation al-
gorithms for suitability.
Our limitation to convex patches is also subject to pos-
sible research, as other parametrizations do not depend
on convex meshes. By surpassing this limitation it
could be possible to completely omit the segmentation
and any user input. We will investigate this, too.
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