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ABSTRACT
Percentage Closer Soft Shadows is a popular technique to generate contact hardening soft shadows with shadow
mapping. Recent research in shadow generation for translucent objects makes it possible to realize shadows for
translucent objects in real-time environments. However, for multiple translucent blockers it is unclear how an
appropriate blocker depth can be calculated. In this paper, we propose a method to calculate a blocker depth for
multiple translucent blockers and therefore, enabling physically plausible soft shadows for opaque and translucent
objects in a single approach.

Keywords
Soft Shadows, Contact Hardening Soft Shadows, PCSS, Volumetric Shadows, AVSM

1 INTRODUCTION
Shadow Mapping is a popular method to generate shad-
ows for opaque objects in real-time rendering. The idea
is to realize a visibility test by comparing the depth
value as seen from the camera with the depth value
stored in a depth map.

As shadow mapping assumes point light sources, only
hard shadows will be produced. However, it is possible
to simulate soft shadows of area light sources by mak-
ing multiple shadow tests within a filter window and
averaging the result. However, these shadows are not
physically plausible as the shadows are uniformly soft.
In order to achieve physically plausible shadows, the
size of the penumbra must be adapted according to the
distance between a light blocker and a shadow receiver.
These shadows are called contact hardening soft shad-
ows, as the shadow softness increases with the blocker-
receiver distance. Contact hardening soft shadows can
be realized with shadow mapping by adapting the filter
window based on the blocker - receiver distance.

Recent work in shadow generation for translucent ob-
jects makes it possible to integrate shadows for translu-
cent objects in real-time environments, such as games.
In contrast to shadow maps, which only store the near-

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

est depth value as seen from the light, approaches for
translucent shadows store a transmittance function per
pixel (Figure 1). A transmittance function encodes the
light visibility at each depth value.

z

vis(z)

Figure 1: The light intensity is reduced as it passes
through a set of translucent blockers. A transmit-
tance function encodes the transmittance at each given
z value.

Analogous to shadow mapping, a transmittance func-
tion can be used to generate shadows. A shadow exists,
if the light intensity of a point light source is reduced by
one or multiple translucent blockers. However, these
shadows have hard boundaries, despite they appear to
be soft compared to opaque blockers since these shad-
ows have a reduced darkness according to the blocker’s
translucency. As with shadow mapping, it is possible to
simulate soft shadows of area light sources by making
multiple comparisons within a filter window. However,
contact hardening soft shadows requires the distance
between a blocker and a receiver to estimate the penum-
bra width which is used to adapt the filter window. For
multiple translucent blockers, it is unclear how an ap-
propriate blocker depth can be calculated.
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Figure 2: Our algorithm proceeds as follows. First, we sample a single transmittance function and calculate a
replacement blocker zRB (red) for each translucent blocker. Second, we compute a weighted average zT F (green)
for all replacement blockers of a transmittance function. We repeat these steps for each transmittance function
in a filter window and calculate a total replacement blocker zavg for the filter window. Finally, we use the total
replacement blocker to estimate the penumbra size.

In this paper, we propose a method to calculate a
blocker depth for multiple translucent blockers and
therefore, enabling physically plausible soft shadows
for opaque and translucent objects in a single approach.

2 RELATED WORK
We focus our review on publications closely related to
our work. See Eisemann et al. [Eis11a] for a compre-
hensive survey on other shadow algorithms.

Shadows from Opaque Blockers
Percentage-closer filtering (PCF) [Ree87a] is a popu-
lar method for generating soft shadows. The idea is
to build a shadow factor by making multiple shadow
comparisons within a user defined filter window. Fer-
nando [Fer05a] proposed percentage-closer soft shad-
ows (PCSS) in order to generate contact hardening soft
shadows with PCF. The idea is to first search for block-
ers within a given filter window and calculate an av-
erage blocker depth. A penumbra width can then be
estimated using a parallel planes approximation. The
penumbra width is used to scale the PCF window.

Shadows from Translucent Blockers
Deep Shadow Maps [Lok00a] stores nodes of a trans-
mittance function per pixel and compresses them to
guarantee a fixed absolute error. Salvi et al. [Sal10a]
uses in their Adaptive Volumetric Shadow Maps
(AVSM) an area based metric to compress a transmit-
tance function with a fixed number of nodes. Several
approaches use a basis transformation to compress a
transmittance function, e.g. [Jan10a, Del11a].
Depth peeling [Eve01a, Liu06a, Bav08a] uses multi-
ple render passes with dual depth comparison to ex-
tract the depth layers of geometry. However, this ap-
proach suffers from an unbounded number of rendering
passes for complex geometry. Stochastic Transparency
[End11a, McG11a] uses a randomized sub-pixel stipple
pattern to realize screen door transparency with a fixed
set of Multi Sample Anti Aliasing (MSAA) samples.

3 ALGORITHM
Based on the parallel planes approximation of Fernando
[Fer05a], we derive an average blocker depth for a list
of translucent blockers. We assume that the transmit-
tance functions have already been generated in each
frame using a translucent shadow technique, such as
AVSM [Sal10a].

The algorithm proceeds as follows (Figure 2). First, we
sample a single transmittance function in order to re-
ceive two pairs of transmittance - depth values, which
represent an extended translucent blocker (Figure 3).
From these values we calculate an infinitesimal thin re-
placement blocker described by a single transmittance
- depth pair. Second, we integrate over all samples of
a single transmittance function and thus over all block-
ers along a ray from the light source by computing a
weighted average of all replacement blockers. Third,
we process step one and two for a set of transmittance
functions within a filter window to estimate a total re-
placement blocker and calculate its depth value. Fourth,
we derivate a penumbra width with a parallel planes ap-
proximation [Fer05a]. Finally, we generate the shadows
by making multiple shadow tests and averaging the re-
sult.

Shadows from Translucent Blockers
In order to calculate a shadow factor for translucent
blockers with shadow mapping, a modification to the
binary shadow test function is necessary.

The intensity of the light is reduced by the transmittance
value of a blocker. For a single translucent blocker with
depth z and an alpha value α the translucent shadow test
function is given by:

ST (z) = (1−α)+αS(zL,zS)

where zL is the blocker depth transformed into light’s
coordinate system (light space), zS is the value in the
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depth map and S(zL,zS) is the binary shadow test func-
tion:

S(zL,zS) =

{
0, if zL > zS

1, if zL ≤ zS

For multiple overlapping blockers, the translucent
shadow test function can be applied using the over
operator [Por84a]:

ST (zi) = (1−αi)ST (zi−1)+αS(ziL ,ziS) =

=
i

∑
m=0

[
αi−mS(zi−mL ,zi−mS)

i

∏
n=i−m+1

(1−αn)

]

Estimate a Replacement Blocker for a Sin-
gle Transmittance Function

In contrast to standard shadow mapping approaches,
multiple translucent blockers are available for each
pixel and each would produce a different penumbra.
In order to calculate a contact hardening soft shadow
with a parallel planes approximation, such as in PCSS,
an average blocker depth must be estimated. Our idea
is to replace multiple blockers with one appropriate
replacement blocker. First, we show how a replace-
ment blocker can be calculated for a single translucent
blocker and then how they can be averaged for multiple
blockers.

Figure 3: Our idea is to replace a blocker of dimen-
sion hb with n thin layers and compute a replacement
blocker (depicted as a red dashed line) with the total
transmittance (1−αtotal).

We assume that a single blocker has a constant absorp-
tion with the coefficient α which reduces the light in-
tensity I0 (Figure 3):

IE = (1−α)I0 (1)

In a homogenous material, the reduction of the light
intensity can be expressed using the entry depth of a
blocker z0 and an absorption coefficient b:

I(z) = I0 · e−b(z−z0) (2)

Due to the exponential reduction, we place the replace-
ment blocker at the position where the light intensity is
reduced by half of the difference value:(

IE − I0

2

)
(3)

We choose this position for the replacement blocker, as
the mean squared error to a reference solution is smaller
compared to a medium position (see Section 3).

The depth of the replacement blocker is then given by

zRB = z0−
1
b
· ln
(

IE + I0

2 · I0

)
(4)

with:
b =− 1

zE − z0
· ln(1−α) (5)

We express the depth of the replacement blocker for a
single translucent blocker using the alpha value α:

zRB = z0− (zE − z0) ·
ln
(
1− α

2

)
ln(1−α)

(6)

In order to obtain a single replacement blocker depth
zT F for a transmittance function, which may consists of
multiple translucent blockers, we calculate an weighted
average of all replacement blockers:

zT F =
∑

n
i=1 ∆i · zRBi

∑
n
i=1 ∆i

(7)

where ∆i is a measure for the part of the light intensity
which is blocked by the i-th replacement blocker:

∆i = αi

i−1

∏
j=1

(1−α j) (8)

Analysis of the Approximation
One way to calculate PCSS for multiple translucent
blockers is to evaluate the PCSS function for each sam-
ple on a transmittance function T :

S f (zR)≈
∫

i∈T

αiPCSS(zR,zi)vis(zi)dz (9)
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Figure 4: Comparison of the shadow test of our approximation that uses a single replacement blocker against a
reference solution with n infinitesimal blockers. The plots at the bottom displays the resulting shadow factors at a
shadow boundary.

with:
vis(z) = ∏

z j<z
(1−α j) (10)

PCSS(zR,zB) =ωL
zR− zB

zB

k

∑
n=0

f (zn−zr)S(zn,zR) (11)

where f is a filter function, ωL the diameter of the light
source, zR the depth of the receiver and zB the depth of
the blocker. However, this solution requires a shadow
factor computation for each single blocker. Instead, we
approximate this integral by using a single replacement
blocker with total alpha:

S f (zR)≈

(
∑

i
αi

)
PCSS(zR,zT F) (12)

In Figure 4, we compare this approximation of the
shadow test function against a reference solution (Eq.
9) for different blocker sizes and alpha values. It can
be observed, that our approximation calculates a linear
transition between penumbra and lit regions and vice
versa where a smooth transition is correct.

Figure 5 compares the shadow test function when
choosing different depths for a replacement blocker.
By using a replacement blocker at half of the absorp-
tion, the mean squared error to the reference solution is
smaller compared to a shadow test function that uses a
medium depth for a replacement blocker.

0.2

0.4

0.6

0.8

1

Hard Shadows
Reference

Medium Depth
Half Absorption

Figure 5: We choose the position where the light in-
tensity is reduced by half of the difference value IE−I0

2
(half absorption), as it approximates the reference solu-
tion more accurate.

As our approximation is based on PCSS, we introduce
the same limitations, such as overestimating the penum-
bra area.

4 IMPLEMENTATION
We implemented our algorithm using Adaptive Volu-
metric Shadow Maps [Sal10a].

Our implementation proceeds as follows. First, we ren-
der an AVSM in each frame. Second, we sample the
AVSM within the given search radius to calculate an
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average blocker depth. We terminate the algorithm, if
there are no pixels with a transmittance smaller than
one. Otherwise, we calculate a replacement blocker for
each transmittance function in the given search radius
and calculate the average depth as follows:

zavg =
∑

n
i=1 ∆i · zT Fi

∑
n
i=1 ∆i

(13)

In the next step, we estimate the penumbra width using
the parallel planes approximation [Fer05a]:

ωPenumbra =
(zR− zavg)

zavg
ωL (14)

Finally, we generate the shadow factor by comparing
multiple samples and averaging the result.

5 RESULTS
We used 8 nodes for the transmittance function in the
AVSM implementation. The shadows of our algo-
rithm were generated using 25 Poisson samples for the
blocker search as well as in the final shadow factor com-
putation. The AVSM size was 1024 x 1024 and the
screen resolution was 1680 x 1050. Table 1 shows the
performance results and Figure 7 compares the visual
results. The reference solution is realized by replacing
the area light source with 128 point light sources. Fig-
ure 6 shows an example scene with opaque and translu-
cent blockers. The performance results were obtained
on an Intel Xeon E5620 CPU with 2.4 GHz, 8 GB RAM
and a NVIDIA GeForce GTX 680 graphics card with
2048 MB memory.

AVSM VPCSS
Hard Shadows Soft Shadows

Dragon (Fig. 7a) 5.1 ms 10.1 ms
(871K tris)
Particle (Fig. 7b) 3.8 ms 9.4 ms
(5K particles)
Hairball (Fig. 7c) 26.3 ms 33.4 ms
(2.88M tris)
Tank (Fig. 6) 4.3 ms 10.9 ms
(136K tris
5K particles)

Table 1: Performance results in milliseconds with a
screen resolution of 1680 x 1050. Note that these tim-
ings also include the generation of the transmittance
functions with AVSM.

6 CONCLUSIONS AND FUTURE
WORK

We presented a method to calculate an average blocker
depth for multiple translucent blockers. Analog to stan-
dard shadow mapping, a contact hardening soft shadow

Figure 6: Example scene with soft shadows resulting
from opaque and translucent blockers.

can now be generated by using a constant amount of
shadow tests. The results show that our algorithm cre-
ates physically plausible soft shadows for opaque and
translucent blockers.

For future work we wish to investigate how a
replacement blocker can be calculated for wavelength-
dependent transmissive blockers.
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(a)

(b)

(c)

Figure 7: Resulting shadows from the dragon (a), particle (b) and hairball (c) datasets. From left to right: Hard
shadows, our algorithm and reference solution. (a) The dragon was rendered with α = 0.3. (b) In the particle
dataset, the shadows resulting from a hard shadow test look already soft. However, our algorithm as well as the
reference solution softens the shadows further, as the blocker-receiver distance increases. (c) The hairball dataset
was rendered with α = 1.0.
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ABSTRACT 
This paper presents an approach for on-line video motion segmentation. Common methods were designed 
for off-line processing, where time to process one frame is not so important and varies from minutes to hours. 
The motivation of our work was an application in robotic perception, where a high computational speed is 
required. The main contribution of this work is an adaptation of existing methods to a higher computational 
speed and on-line processing. The proposed approach is based on sparse features, we utilized the KLT tracker 
to obtain their trajectories. A RANSAC-based method is used for initial motion segmentation, resulting motion 
groups are partitioned by a spatial-proximity constraints. The correspondence of motion groups across frames is 
solved by one-frame label propagation in forward and backward directions. Finally, an approximation of dense 
image segmentation is obtained by using the Voronoi tessellation. 

Keywords 
Motion segmentation, moving objects detection, KLT tracker, Voronoi tessellation.

1. INTRODUCTION 
The automatic pre-processing of digital content is 
getting high importance over the last decade. 
The growing importance is accelerated by the 
amount of video recordings, visual surveillance data 
or multimedia content that are easily acquired and 
shared. Such amount of digital data is of very limited 
use when only pixel-level knowledge is available. 
All mentioned scenarios are convenient applications 
for off-line processing. Present applications of digital 
content analysis are usually efficient data storage, 
indexing, image or video retrieval, content-based 
copy detection, semantic indexing, etc. Such 
solutions pre-process the data in off-line stage, when 
the computational performance has low priority. 
Developed techniques are then designed to work off-
line in general. The promising results of developed 
off-line techniques lead our research to design 

a method that processes the video stream in on-line 
manner. This is motivated by needs in applications 
like TV-broadcast monitoring, assistive systems 
utilizing a machine vision or robotic perception 
where operating in real-time is a crucial demand. 
Presented work is focused to develop and evaluate 
a pre-processing method for video segmentation. 
Based on state-of-the-art methods that were 
developed for off-line processing, we design 
an approach for on-line video-content segmentation 
by common motion constraints. The video content is 
usually described by set of key-frames and any high-
level processing is than applied to key-frames 
separately. The temporal attribute naturally included 
in video sequence is then suppressed or back-
projected by high-level methods for wide base-line 
matching. Our method is designed to describe the 
video content in on-line manner by i) spatial 
segments in each frame using common motion 
constraints and ii) correspondences of spatial 
segments in temporal domain. 
The rest of the paper is organized as follows: Section 
2 review of existing methods extracting 
the information from video sequences in spatio-
temporal domain. The segmentation method is 
introduced in Section 3. We illustrate 
the performance of the method and achieved results 

Permission to make digital or hard copies of all or part of 
this work for personal or classroom use is granted 
without fee provided that copies are not made or 
distributed for profit or commercial advantage and that 
copies bear this notice and the full citation on the first 
page. To copy otherwise, or republish, to post on servers 
or to redistribute to lists, requires prior specific 
permission and/or a fee. 
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in Section 4. Finally, in Section 5 the proposed 
method and its possible extensions are discussed. 

2. RELATED WORK 
The spatio-temporal segmentation and clustering 
of region trajectories is related to the research topics 
about interesting region detection, segmentation 
and tracking. Numerous existing methods dealing 
with video motion segmentation are designed 
to work off-line. The motion segmentation methods 
based on frame-two-frame optical flow [Shi98] 
[Cre05] [Won02] evaluate a motion difference 
between objects of two adjacent frames. The 
methods’ locality in temporal domain tends to over-
segment cluttered scenes or to lose the tracks when 
fast motion appears. The approach based on tracking 
of local patches has appeared in structure-from-
motion tasks [Fit00] [Rot07] where the focus is more 
on 3D object model building and only rigid objects 
are considered. The motion segmentation was 
applied for matching, recognition and retrieval tasks 
[Siv06] where not only rigid objects are considered. 
The existing approaches also widely differ in density 
of trajectories from quite sparse [Siv06] [Bas08] 
to highly dense [Fra09] [Che09] [Bro10] sampling. 
Some previous works are closely related to extract 
spatio-temporal segments of particular objects where 
the training stage takes place to adopt the method 
to particular object type and temporal behavior, e.g. 
pedestrians [Lei05] [Rod07]. The problem of object 
segmentation in changing environments and moving 
backgrounds has been addressed also in robotic field 
[Bea11]. Based on probabilistic models, the 
knowledge of the robot’s motion is used to determine 
the shape and location of objects. In contrary to our 
method, the knowledge of the robot’s motion 
constrains the usage of this method for robotic 
application only. 
The all previous related work are quite similar 
in the computational cost where most of the 
approaches work off-line and the time needed 

to process the frame range from minutes to hours. 
One of the promising works solving the problem 
of unsupervised on-line video segmentation [Vaz10] 
can effectively handle long sequences, create and 
terminate labels as the video is processed, and still 
preserve the photometric consistency 
of the segmentation across several frames. 

3. SEGMENTATION 
The proposed approach can be divided into these 
four consecutive blocks: i) feature detection 
and tracking, ii) initial motion segmentation, iii) 
object extraction and tracking, and iv) dense 
segmentation approximation. The method is based 
on a sparse feature tracking, because all image 
points cannot be processed, if a high computational 
speed is demanded. Trajectories of these features are 
input for the motion segmentation. At first, initial 
motion segmentation is estimated by a RANSAC-
based robust algorithm, which results to groups 
of tracks with a similar motion. Groups are then 
partitioned to satisfy spatial proximity constraints 
of associated tracks. These steps provide a local label 
for each track, which is valid for a particular frame 
only, so their frame-to-frame correspondence has 
to be solved. This is called object extraction 
and tracking. Finally, the Voronoi tessellation is 
used to obtain a dense image segmentation 
to overcome the low density of sparse features. 
A block diagram of the whole system is in Figure 1. 

Feature detection and tracking 
One of the most important parts of this approach is 
a robust tracking method, which provides “good” 
trajectories. This means that they are as long 
as possible and they don’t contain outliers. 
The length of trajectories has an influence on correct 
object tracking, while the low occurrence of outliers 
is essential for good motion segmentation. An outlier 
in this case means point of measured trajectory, 
which significantly differs from the actual position. 

 

Figure 1. A block diagram of proposed system for motion segmentation. 
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We found tracking with the KLT tracker [Tom91] 
based on optical flow very suitable for this task. It 
doesn’t match features from two frames, but it rather 
searches for a best occurrence in the image directly. 
This builds an invariance to the stability of used 
feature detector. Features are still detected in every 
frame, but they are used only for a continuous 
adding of new tracks. These aspects imply that any 
feature detector should be suitable. In the proposed 
approach, points provided by the Harris corner 
detector [Har88] are used. Features are detected 
on image scales of 1x, 1/2x, 1/4x and they are all 
merged and tracked together. This improves 
the ability to segment some moving objects, which 
are too fast for current shutter speed and appear 
blurred in the image – in undersampled image, 
the blurred structure becomes sharper and more 
features are detected. 
The disadvantage is that the accuracy decreases 
with the scale, so a point detected e.g. at scale 1/4x 
is projected on 1x with an error of 4px. This didn’t 
show as a problem, because the KLT tracker 
working on image pyramids handles these points 
correctly. In addition, matched features are checked 
by normalized cross correlation and if it’s below 
threshold (values of 0.8-0.9 are used), the particular 
track is terminated instead of being extended. That 
results to trajectories with no visible outliers. 
In opposite to [Siv06] [Bas08], there is no need for 
short-range track repair, we found KLT tracking 
sufficient. 

Initial motion segmentation 
The initial motion segmentation is performed 
by a RANSAC based algorithm [Siv06] [Bas08], you 
can see a block diagram in Figure 2. It progressively 
extracts groups of features with a similar motion, 
a one group is extracted in every iteration. Four-
tuples of tracks are randomly chosen to estimate 
a homography matrix that represents the motion 
between the current and the previous frame. A total 
reprojection error is then computed, that forms the 
criterion for suitability of found transformation – the 
goal is to find the homography corresponding with 
the lowest reprojection error. This is done iteratively 
until the maximal number of iterations is reached. 
In opposite to [Bas08], iterating can be stopped also 
when a desired reprojection error is satisfied (we use 
condition that average reprojection error is lower 
than 1.0px). This founds a sufficient transformation 
on average after 11 iterations. Compared to 100-200 
iterations (which is the maximal number), this 
significantly increases the computational speed. 
Inlying tracks (with reprojection error below 3.0px) 
are then removed as a single motion group and the 

rest of them goes through the same process in a next 
iteration. When a sufficient transformation is found, 
the corresponding homography is recomputed using 
inliers only. Every motion group is then divided 
to meet the spatial proximity constraint, that 
the distance between any point from this group and 
its nearest neighbour from the same group has to be 
lower than a threshold, so the group becomes 
spatially-compact. This step is not necessary, but it 

allows recognizing distant objects moving 
in the similar way. The spatial proximity constraint 
may cause an oversegmentation, but this is handled 
by the next stage, object extraction and tracking. 

Object extraction and tracking 
From the previous step, every track in a motion 
group has a local label, which corresponds 
with a motion segment in a particular frame. 
For moving objects tracking, the frame-to-frame 
correspondence of these labels has to be solved. This 
has to be considered to be 1:N, because several 
motion groups from the current frame can match 
a one group from the previous frame (this may be 
caused e.g. by oversegmentation). A motion group 
correspondence across frames is solved with label 
propagation. In [Bas08], authors developed a method 
of propagation in forward and backward direction, 
which can handle situations, when motion groups 
split and merge, and it labels them correctly. 

 

Figure 2. RANSAC motion segmentation. 
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Unfortunately, this violates the condition of on-line 
processing, so only a limited version of this 
approach can be used. 
The limitation consists in restricting the label 
propagation to a one frame, i.e. between the current 
and the previous frame, but in both directions. First, 
labels from the previous frame are propagated 
forwards, into the current frame. For every local 
label from the current frame, a corresponding label 
from the previous frame is found – that is the label 
of the group, which has the highest number 
of common tracks with the currently processed 
group. Subsequently, a new, temporary label for each 
group in the current frame is generated and 
propagated in the same manner, but in the opposite 
direction (backwards). Labels are then merged 
for each pair of groups from the current and the 
previous frames: The same label (from the forward 
labeling) is assigned only if both groups correspond 
together in both directions, otherwise a new one is 
generated (see Figure 3). New labels aren’t assigned 
immediately to motion groups, but only if the same 
new label is stably suggested for at least 2-3 frames. 
This helps to overcome the problem that a motion 
group can occasionally disappear (tracks are 
incorrectly assigned to another group with different 
label), which tends to be stable for max. 1-2 frames. 

Dense segmentation approximation 
The disadvantage of a sparse approach is the low 
density of points, for which an object label is 
provided. That information is known only for points, 
where one of the tracked features occurs. 
To overcome this problem, the Voronoi tessellation 
is used to obtain an approximate dense segmentation 
of the whole image. The positions of tracks 
in the current frame are used as a cell generators, all 
pixels in each cell are then labeled with the same 
label as the track that generated the cell. This 
divides the image into segments, where points are 
labeled according to their closest track, where the 
motion information is known. 

4. RESULTS 
The evaluation of motion segmentation is 
a relatively difficult task, because it needs videos 
with masks of all moving objects, which is very 
time-consuming to obtain. There are very few 
dataset available that can be used for exact 
comparison of motion segmentation methods. 

Dataset and evaluation description 
To evaluate the proposed method, we used 
The Berkeley Motion Segmentation Dataset [Bro10]. 
It consists of a total of 26 videos: (i) 10 sequences 
of cars, which are rigid objects with predictable 
movement (ii) 13 sequences of Marple detective 
stories, which contains mostly people. These are 
non-rigid, relatively slowly moving objects, which 
may event stop for a while (iii) 2 sequences of people 
and (iv) 1 sequence from tennis match. Most 
of the objects in this dataset are people, typical sizes 
are at least 20 % of frame area. Lighting condition 
doesn’t change significantly, but most of the videos 
are obtained by a moving camera. Sequences don’t 
contain cuts. 
This dataset consists of a 4243 frames, 189 frames 
are annotated with a pixel-precise mask. 
The annotation is dense in space but sparse in time, 
approximately every tenth frame is annotated. 
The resolution of frames varies from 350x288 
(detective stories) to 640x480 (cars, people, tennis). 
Examples are in Figure 5. 
Authors of this dataset also include methodology 
and tools for evaluation, which are even obligatory 
to use when evaluating on this dataset. This means 
that results are directly comparable to other 
algorithms. The following list is a free quotation 
from [Bro10] – for detailed information, please refer 
to it. The provided evaluation tool measures these 
parameters: 
Density – the number of points for which a cluster 
label is provided over the total number of image 

 

Figure 3. Label propagation in both directions and final labeling. Rectangles represent motion groups 
with their labels. New label (13) is generated, because groups assigned from both directions differ.  
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points. Higher density means that more information 
from the image is extracted. 

Overall clustering error – the number of bad labels 
over the total number of labels on a per-pixel basis. 
The tool automatically assigns clusters to regions 
from annotation, all points covering their assigned 
region are counted as good labels and all others 
count as bad labels. 

Average clustering error – similar to the overall 
error but averages across regions after computing 
the error for each region separately. It is usually 
much higher than the overall error, which is caused 
by incorrect detection of small regions. 

Over-segmentation error – corresponds with the 
number of clusters merged to fit the regions from 
the annotation. 

Number of objects extracted with less than 10 % 
error. A background region is excluded.  

Results 
Experiments with a different length of videos were 
made (only the first 10, 50, 200 or all frames were 
processed). In Table 1, the results are shown. 
The low density is caused by setting of the used 
feature detector. It can be set to detect more features, 
but this significantly slows the computation and it is 
not necessary, dense image segmentation by the 
Voronoi tessellation extends the density to 100% 
coverage. Although the results are presented without 
the tessellation, to show the performance of a motion 
segmentation itself. The high segmentation error is 
caused by the characteristics of the dataset. More 
than a half of objects include people, slowly moving 
non-rigid objects, which are relatively difficult 
to segment and track with this method. Slow 
movement causes that the object falls below 
the RANSAC threshold ant it gets merged with 
the background group. The on-line manner prevents 

to label the tracks according to knowledge if they 
will move faster and be part of different motion 
group in the future. By visual evaluation of videos 
containing moving cars only (they usually move 
significantly faster), the results would be better.  

 

 

 
Figure 4. Motion segmentation of scene with two 
moving cars. From top: tracks, bounding boxes, 

Voronoi tessellation of the whole image. 

Figure 5. Examples of frames and their annotations from the Berkeley Motion Segmentation Dataset. 
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The results in Table 1 show that the segmentation 
error is higher than other methods. The overall 
performance is comparable to the ALC, but the main 
advantage is the computational speed, which will be 
discussed further. The proposed method is more 
sufficient for detection of rigid and not too slowly 
moving (frame-to-frame motion larger than 
threshold for inliers estimation in motion 
segmentation part) objects. The Berkeley dataset 
mostly contains moving people, which are objects 
that violate these conditions and this causes the 
overall increase of the segmentation error. The high 
average error means that the method doesn’t work 
correctly on large amount of objects (people in this 
dataset), but it works reasonable on some types 
(cars). This method can better detect and larger 
objects, e.g. cars in the foreground, rather than 
smaller objects. Sometimes it can detect objects parts  

 
(wheels of the car, legs or hands of people), but it is 
capable to hold them only for a several frames. 
The dense segmentation obtained by Voronoi 
tessellation is only very approximate. Results 
in Table 2 show that the values are not dependent 
on the density of tracks. The most of approximation 
errors is caused by image areas with low density, 
where the Voronoi cells are large and inaccurately 
approximate image segments. 

Density Precision Recall F-measure 

0.06% 0.52 0.71 0.60 

0.13% 0.56 0.73 0.63 

0.46% 0.61 0.69 0.65 
Table 2. Precision, recall and F-measure of dense 

segmentation for different densities of tracks. 

 Density Overall 
error 

Average 
error Over-segment. Extracted 

objects 
First 10 frames (26 sequences) 

This method 0.14% 19.68% 40.37% 3.87 14 

Brox and Malik 3.34% 7.75% 25.01% 0.54 24 

GPCA 2.98% 14.28% 29.44% 0.65 12 

LSA 2.98% 19.69% 39.76% 0.92 6 

RANSAC 2.98% 13.39% 26.11% 0.50 15 

ALC corrupted 2.98% 7.88% 24.05% 0.15 26 

ALC incomplete 3.34% 11.20% 26.73% 0.54 19 

First 50 frames (15 sequences) 

This method 0.13% 20.22% 52.39% 2.40 3 

Brox and Malik 3.27% 7.13% 34.76% 0.53 9 

ALC corrupted 1.53% 7.91% 42.13% 0.36 8 

ALC incomplete 3.27% 16.42% 49.05% 6.07 2 

First 200 frames (7 sequences) 

This method 0.17% 19.39% 46.89% 4.29 3 

Brox and Malik 3.43% 7.64% 31.14% 3.14 7 

ALC corrupted 0.20% 0.00% 74.52% 0.40 1 

ALC incomplete 3.43% 19.33% 50.98% 54.57 0 

All available frames (26 sequences) 

This method 0.13% 19.41% 41.53% 3.54 13 
Brox and Malik 3.31% 6.82% 27.34% 1.77 27 
ALC corrupted 0.99% 5.32% 52.76% 0.10 15 
ALC incomplete 3.29% 14.93% 43.14% 18.80 5 

Table 1.  Results of the motion segmentaion on the Berkeley Motion Segmentation Dataset. The performance 
of other methods is taken from [Bro10], for their description, please refer to the original paper. 
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In [Bro10], authors state the computation time 
for the first 10 frames of the people1 sequence. 
Unfortunately, they don’t mention the parameters 
of used computer and 10 frames appear to be too 
little for reasonable comparison. The results are 
shown in Table 3. We measured the computation 
time on all sequences of the Berkeley dataset with 
several densities of tracks. With the low density 
of 0.13 %, the method could process about 
420 tracks/s, but this increases up to approx. 
823 tracks/s at a density of 2,0 %. The used 
computer has the Intel Core2 DuoT7100 CPU 
at 1.80 Ghz, 4 GB RAM, Windows 7 Professional 
x64, no GPU acceleration. We don’t know 
the computer used in [Bro10], so these numbers are 
not directly comparable, but they differ so much, that 
the speed difference should be obvious. 

 Tracks Time Tracks/s 

Brox and Malik 15486 497s 31.16 

ALC 957 22837s 0.042 

This method Up to approx. 823 tracks/s 
Table 3. Computation times for the first 10 frames 
of the people1 sequence from the Berkeley dataset. 
Results of other methods are taken from [Bro10]. 
The number of tracks and time for this method is 
not given, because of the different lengths of used 

sequences. This method was evaluated on all frames 
of all sequences of the Berkeley dataset. 

On the Berkeley dataset, the motion segmentation 
part takes average 64.2% of algorithm running time, 
feature detection takes 10.5% and feature tracking 
15.5%, which means that used features and KLT 
tracking are suitable for high performance motion 
segmentation. The spatial proximity partitioning 
takes 6.6% of total computational time and the 
Voronoi tessellation takes only a 2.9%. 

5. Conclusion 
The objective of the presented work was to design 
and evaluate a method for video on-line motion 
segmentation with demands for low computational 
cost. The solution is based on sparse feature tracking 
and RANSAC motion segmentation. The optical 
flow tracker proved to be very suitable for this task, 
the most time-demanding part is the motion 
segmentation, which makes the best candidate for 
further improvements. The results of evaluation 
show that the speed-up of this approach is a tradeoff 
for overall segmentation error. The Voronoi 
tessellation provides only a very approximate dense 
segmentation, it will be the one of the subjects of 
further improvements. But the number of extracted 
objects and oversegmentation appears to be usable. 
This method can process video of a standard TV 

resolution at approximately 1-1.5 fps, which is not 
yet sufficient for application in real-tim, such is the 
intended robotic perception. In the current state, this 
method could be used for example in the tasks 
involving moving objects detection, instance search, 
etc., when it is crucial to process to process the data 
quickly, but not in real-time. 
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ABSTRACT 
We propose a multi-touch interface for character motion control with which a user can control a character’s pose 
freely and make the character perform various actions by simply dragging the character’s body parts using a 
multi-touch input device. We use style-based inverse kinematics to synthesize a natural-looking pose that 
satisfies given constraints using a learned model of sample postures. However, the style-based inverse 
kinematics is suited to posture editing and not motion control. It cannot handle various types of actions and 
cannot generate continuous and physically valid motions. To overcome these limitations, we prepare different 
learned models for each action and choose an appropriate learned model according to the user’s input. More 
specifically, we use a single learned model for posing and different learned models for each type of action. We 
also use different motion generation methods for posing and action controls. Furthermore, we introduce tracking 
control as a post-process after posing and action controls to generate continuous and physically plausible motion. 
We implemented the proposed method using a Windows 7 Touch API on a multi-touch-enabled personal 
computer, and demonstrated the power of our interface. 

Keywords 
Motion control, multi-touch interface, example-based posture synthesis, physics-based control. 

1. INTRODUCTION 
The flexibility of character motion control in 
interactive applications is currently very limited. 
Since common input devices such as a gamepad, 
mouse or keyboard have only a small number of 
degrees of freedom, the user can do nothing but 
simply select an action from a few pre-defined 
actions by pressing an associated button and make a 
character perform a fixed action such as walking, 

punching, or kicking. It is impossible for users to 
pose the character freely or make the character 
perform various actions in the user’s own style. This 
is particularly a limitation in some interactive 
applications such as fighting games, dance animation 
and online communication using avatars. For 
example, users may want a character to perform 
various moves in fighting games and interactive 
dance animation or use various gestures in 
communication in a multi-user network environment. 

We propose a multi-touch interface for character 
motion control with which a user can control a 
character’s pose freely and make the character 
perform various actions by simply dragging the 
character’s body parts using a multi-touch input 
device (Figure 1).  

In theory, using inverse kinematics (IK), a user could 
control a character’s pose in detail. However, with 

    
Figure 1. Example of the multi-touch interface for character motion control.  

Permission to make digital or hard copies of all or part of 
this work for personal or classroom use is granted without 
fee provided that copies are not made or distributed for 
profit or commercial advantage and that copies bear this 
notice and the full citation on the first page. To copy 
otherwise, or republish, to post on servers or to 
redistribute to lists, requires prior specific permission 
and/or a fee. 
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conventional input devices, the user can control only 
one end effector at a time. Moreover, it is difficult to 
realize natural-looking motion using IK even with a 
multi-touch device because multiple body parts must 
be controlled in a coordinated way to execute an 
action. 

Our method uses style-based IK [GMH*04][SL06]. 
Style-based IK constructs a learned model of poses 
in advance by mapping a large number of sample 
poses onto a low-dimensional latent space. It then 
synthesizes a natural-looking pose that satisfies given 
constraints using the learned model. However, style-
based IK has several problems. First, it cannot handle 
many types of actions with a single learned model 
because appropriate poses depend on the type of 
action to be expressed. Second, it is difficult to 
generate continuous motion from given touch strokes 
of body parts because there is no guarantee that a 
continuous trajectory in Cartesian space is mapped to 
a continuous trajectory in latent space. Third, 
resulting motions that are synthesized using style-
based IK lack physical validity, since the character 
can take any pose at any speed without considering 
physical constraints. For these reasons, style-based 
IK cannot be simply used for the motion control of 
various types of actions. Basically, style-based IK is 
suitable for making a pose but not for interactive 
motion control. 

To solve these problems, we prepare different 
learned models for each action and choose an 
appropriate learned model according to the user’s 
input. More specifically, we use a single learned 
model for posing and different learned models for 
each kind of action. We also use different motion 
generation methods for posing and action controls. 
During posing control, a pose is generated simply 
using a learned model based on multi-touch inputs. 
When a touch stroke for a body part matches the 
initial trajectory of the primary body part of a 
prepared action model, the system switches to action 
control. During action control, we control time 
progression by considering conditions of sample 
postures with a learned model to generate continuous 
and natural-looking motion. We also introduce 
tracking control as a post-process for posing and 
action controls to generate continuous and physically 
plausible motions. Using physics simulation, 
physical effects such as the shaking of non-
controlled body parts by controlled body parts are 
calculated and applied.  

We implemented the proposed method using 
Windows 7 Touch API on a multi-touch-enabled 
personal computer, and thus demonstrated the power 
of our interface. 

The rest of this paper is organized as follows. In 
Section 2, we review related works. Section 3 

presents an overview of our method, while Sections 
4, 5 and 6 describe posing, action and tracing 
controls respectively. Results and a discussion are 
presented in Section 7. Finally, Section 8 concludes 
the paper. 

2. RELATED WORK 
Multi-touch Interface for Motion Control 
To our knowledge, there are only a few research 
works that use a multi-touch interface for motion 
control and generation. Krause et al. [KHS*08] 
applied conventional IK to a character model based 
on multi-touch inputs for animation. However, as 
explained in the previous section, it is difficult to 
realize complex motions with this approach. 
Moreover, animation takes a long time and 
interactive control is impossible. Kip and Nguyen 
[KN10] proposed a system to control one arm and 
hand of a character using a multi-touch interface by 
changing several parameters to blend arm and hand 
postures. However, their system is limited to the 
control of one arm and one hand and cannot be used 
to control full-body motion. 

Trajectory-Based Motion Generation 
Since the mouse and pen were common input devices 
well before multi-touch devices became available, 
there has been much research on the use of a single 
point or trajectory to control or generate character 
motion. 

A common way to use trajectory for motion control 
is to use a trajectory to specify a locomotion path 
[PSS02]. Many animation systems have a function to 
generate walking and running motions according to a 
trajectory drawn on the ground. However, with this 
type of interface, the type of motion is limited to 
walking or running motion. 

Throne et al. [TBvdP04] introduced gesture-based 
motion selection. Based on the gestures drawn along 
a trajectory, their system inserts predefined motions 
such as a jump or flip. Oshita [Osh05] proposed a 
stroke-based motion selection technique that chooses 
an appropriate action according to the initial and 
terminal points of a single stroke drawn on the screen. 
With these two systems, users can simply select 
actions by drawing a trajectory or stroke, but 
postures and the speed of actions are fixed and 
cannot be controlled. 

Igarashi et al. [IMH05] proposed a spatial 
keyframing animation technique. By placing key 
poses in the three-dimensional space in advance, a 
new posture is synthesized by blending the key 
postures according to the distances between the 
current mouse position and the key postures. By 
drawing a trajectory on the screen (moving the 
mouse cursor), a continuous motion can be generated. 
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However, to generate natural-looking and intended 
motion, the key postures must be placed at 
appropriate positions and at appropriate distances 
and the user must move the mouse cursor properly. 
This requires training and careful design. It is also 
difficult to generate various types of action with a 
single set of key postures when using this method. 
Dontcheva et al. [DYP03] used a physical three-
dimensional marker to specify body trajectories. 
However, since the user can control one body part at 
a time with their system, they need to repeat 
specifying trajectory for each body part. Their 
method is for off-line animation making and is not 
suitable for interactive control. 

Style-based IK 
As explained in Section 1, style-based IK generates a 
posture according to user input. The approach is not 
suitable for motion generation or control. Previous 
application of style-based IK is limited to posture 
editing [GMH*04] and motion generation based on 
trajectory in the latent space [SL06]. Motion 
generation based on trajectory in three-dimensional 
space or on a screen was not realized. 

Min et al., [MCC09] introduced a statistics-based 
model of motion instead of postures. Using a given 
trajectory of a specified body part, sample motions 
are blended to synthesize new motion. The method 
can be used with multi-touch devices. However, 
since entire motions are blended, detailed control 
such as time and speed control and changing postures 
is not possible. Moreover, the model must be learned 
for a specific type of action and the system does not 
allow the execution of combinations of various types 
of actions. 

Other motion control interfaces 
Various devices have been used for interactive 
motion control by researchers. Some physical sensors 
such as Wii remote (acceleration sensors) can be 
used with gesture recognition technique [LLZ*09] 
[BNT08]. By performing a specific gesture, the user 
can select an action from predefined actions. 
However, this type of gesture-based interface simply 
substitutes for conventional interfaces such as game 
pad and keyboard. Control of the character’s full-
body motion and executing action with user’s own 
style are not possible. 

Some researches combine physics simulation with a 
control of limited number of degrees of freedom. 
Laszlo et al. [LZS05] used mouse to control a few 
joints and generated full-body motion by using 
physics simulation. Shiratori and Hodgins [SH08] 
used Wii remotes to determine a few parameters for 
physics-based controllers of several actions such as 
walking, running, and jumping. By using physics 
simulation, physically plausible motion can be 

generated and controlled. However, the physics-
based controllers must be designed for each type of 
action in advance and realizing various types of 
actions and styles is difficult. 

Recently, low-price markerless motion capture 
devices such as Microsoft Kinect have become 
available. Using such a device, the character’s full 
body motion can be freely controlled [IWZ*09] 
[Osh06]. However, such a device requires a larger 
workspace. Moreover, to perform highly dynamic 
actions, the user must actually perform the actions. 
This is difficult for non-trained users. 

3. SYSTEM OVERVIEW 
The overview of our system is shown in Figure 2. 
The system generates a character’s posture in each 
frame according to multi-touch inputs. Any type of 
multi-touch device can be used with our system. 
When the user touches a body part of the character 
and drags it on the screen, each touch input is 
handled as a constraint to control the character. Note 
that each constraint is a two-dimensional position on 
the screen; that is, a half-line in the three-
dimensional space. 

Our system uses posing and action control modes 
with different learned models. Under the initial 
condition, the posing control mode is used to change 
the character’s posture according to multi-touch 
inputs. When the trajectory of the body part that is 
dragged by the user matches the trajectory of a 
predefined action, the system switches to the action 
control mode to generate an action that dynamically 
changes according to the multi-touch inputs. When 
the action finishes, the system switches back to the 
posing control mode. 

In addition to posing and action controls, tracking 
control is applied as a post-process to change the 

Multi-touch input

Learned models
（action control）

Posing control Action control

Target posture

Tracking control

Output posture

Learned model
(posing control)

Constraints
body part and position for each touch

 
Figure 2. System overview. 
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posture generated by posing and action controls so 
that the generated motion is continuous and 
physically plausible. 

Since our system handles only the touching and 
dragging of character’s body parts, other types of 
multi-touch inputs such as touching and dragging in 
another area, and multi-touch gestures including 
pinching and swiping, can be used for other 
functions such as viewpoint control depending on the 
application. 

4. POSING CONTROL 
The posing control is used to generate character 
motions that have no particular form such as a 
change in the standing pose or the free movement of 
hands and feet. For posing control, we use a method 
similar to conventional style-based IK. The problems 
of style-based IK are solved by combining action and 
tracking controls. In our implementation, we use a 
method similar to that used by Shin et al. [SL06]. 

As sample postures for the learned model in posing 
control, we use postures extracted from motion data 
for various poses. In addition, the initial period of 
motion data for action control is also used, since 
initial parts of actions are realized by posing control 
before action control is initiated. 

Learned model for posing control 
To apply style-based IK, sample postures are mapped 
on a low- (typically two- or three-) dimensional 
latent space to construct a learned model in advance. 
There are various ways to map example postures 
onto a latent space [SL06]. In our implementation, 
we employed multi-dimensional scaling (MDS). The 
sample postures are mapped to a latent space so that 
the distances between sample postures are preserved 
in the latent space. The distance between any two 
postures is calculated according to the sum of 
distances between all pairs of corresponding joints 
after two postures are aligned according to their 
pelvis position and orientation in the same manner as 
in [KGP02]. 

Posture synthesis during posing control 
From the given constraints, which are two-
dimensional positions of body parts, a posture is 
synthesized using the learned model by blending 
sample postures in the latent space. 

We divide the latent space into a grid and assign a 
representative sample posture to each grid in advance 
as shown in Figure 3, where each dot represents a 
sample posture. By comparing the representative 
sample postures with given constraints, the 
corresponding cell can be found efficiently. Since the 
constraints consist of a two-dimensional half line of 
selected body parts, the distance between given 
constraints and a sample posture can be calculated 
from the average of the distance between the half line 
of the constraints and the position of the 
corresponding body part in the sample posture. Once 
the corresponding cell is determined, the distance 
between each sample posture in the cell and given 
constraints is calculated to determine the blending 
weight of each sample posture. By blending the 
sample postures with the weights, a posture is 
synthesized. For posture blending, rotation of each 
join in the sample postures is blended using 
quaternions [PSS02]. For pelvis position and 
orientation, the relative position and orientation taken 
from the initial state in original motion data are 
blended. The blended position and orientation are 
added to the character’s original position and 
orientation when the posing control begins. 

The synthesized posture is generated by blending 
sample postures so that the posture satisfies the given 
constraints as much as possible. However, since the 
number of sample postures is limited compared with 
the number of possible posture configurations, there 
is no guarantee that the constraints are satisfied. 
Therefore, we further apply numerical IK to the 
synthesized posture. However, if body parts are 
moved a large distance, the modified posture may 
become unnatural. Therefore, we limit the distance to 

(a) Posing control (b) Action control

Figure 3. Example of latent space (two-
dimensional).  

Figure 4. Example of trajectories of action 
models. 
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within a certain distance (0.2 m). In addition, the foot 
positions of the synthesized posture may not match 
the current posture. We also apply conventional IK 
to fix the foot position when the foot is on the ground. 
In our implementation, we use cyclic coordinate 
descent (CCD) IK [Wel93]. 

5. ACTION CONTROL 
Action control is used to generate a character’s 
motion with a particular form such as punching, 
kicking, or jumping. We prepare a specific learned 
model for each action. An action model is selected 
depending on user inputs. During action control, we 
control time progression by considering conditions of 
sample postures to generate continuous and natural-
looking motions. 

Executing condition for action control 
The executing condition for an action model is 
determined according to the trajectory of a body part 
on the screen when the user drags the body part.  

Each action model has a primary body part (e.g., the 
right hand for a right-hand punching action) and its 
average trajectory, which is calculated from the 
motion data used to train the action model. The 
primary body part is manually specified. The 
trajectory of the primary body part taken from each 
action model is projected onto the screen and 
compared with the input trajectory.  

When the primary body part is dragged by the user, 
the distance between the user input trajectory and the 
trajectory of each action model is calculated to 
determine whether the action is to be initiated. A 
trajectory is represented by a series of pairs of the 
two-dimensional screen point and time. To calculate 
the distance between two trajectories, corresponding 
points from two trajectories are first determined 
using a dynamic programming algorithm. The 
average distance is then calculated from the 
difference in positions and difference in relative 
times for each pair of corresponding points:  

 
   

input, action, input, action,
, ,

i j i j
i j S i j S

D h t t
 

    t t , (1) 

where input, input, action, action,, ,i i j jt tt t  are the positions and 

times of the points for the input and action 
trajectories, S is the set of corresponding points for 
two trajectories, and h  is a scaling parameter. When 
the computed distance D is lower than a threshold, 
the action is initiated. This process is applied only 
when the input trajectory has certain length and 
S covers more than half the action trajectory.  

In our preliminary user test, we found that users tend 
to drag a body part quickly when they want to 
execute an action while they drag body parts slowly 
for pose control. Therefore, we change the threshold 

depending on the speed of the touch input. When 
body parts are moved quickly, an action is initiated 
even if the distance between the trajectories is large. 

The three-dimensional trajectory of each action 
model is projected onto a screen. Therefore, 
determining action execution is view-dependent. 
Depending on the current viewpoint, the trajectory 
may be normal to the screen and the projected 
trajectory may be too short. This makes the execution 
of action difficult and introduces recognition errors. 
For example, it is difficult to draw the trajectory of 
the hand for a punching action when the character is 
facing the viewpoint. To solve this problem, we 
compute a three-dimensional vector that represents 
the trajectory of the action model in advance and 
calculate the angle between the representative vector 
and viewpoint vector (eye vector). If the angle is 
smaller than a threshold (45 degrees in our 
implementation), the action is excluded from the 
action execution process. For example, when the user 
wants a character to perform a punching action, the 
user must control the viewpoint so that the user can 
see the character from the side or top before the user 
drags the character’s hand, because a punching 
action cannot be executed when the view is toward 
the front or back of the character. We believe that 
this is a reasonable constraint because it is impossible 
to draw a trajectory of punching action from the front 
or back anyway, and it is natural for the user to 
change viewpoint so that the user can draw a 
trajectory properly. Figure 4 shows the trajectories of 
action models. The red trajectories represent 
executable actions while the pink trajectories 
represent non-executable actions from the current 
viewpoint. 

Conditions on sample postures 
We also use style-based IK as a fundamental 
technique for action control. During action control, 
the generated motion must follow the particular form 
of action. For example, when the user drags the 
character’s right hand forward quickly during a 
punching action, the character should not suddenly 
move the hand to the specified position but should 

allowed to
still

automatic
direction

backward forward

allowed not allowed

 
Figure 5. Conditions during an action. 
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perform the punching motion until the right hand 
reaches the specified position. Moreover, action is 
not simply executed forward; it can also be stopped 
or executed backward depending on the user’s 
control. 

However, a stopping action should not be allowed 
when it results in a physically impossible motion. For 
example, a real human cannot stop still during a kick 
or jump. Even when the user stops controlling (i.e., 
all fingers are removed from the screen), a proper 
motion should be generated. The action should be 
either cancelled by being executed backward or 
finished by being executed forward automatically. 

To realize such control, each sample posture has two 
independent conditions: 

 a stillness condition that indicates whether the 
character is allowed to become still when the 
touch input stops moving but stays on the screen, 
and 

 an automatic execution direction that indicates 
whether motion is to be executed forward or 
backward when the touch input stops and leaves 
from the screen. 

To set these conditions, we specify the time segments 
of conditions on each motion as shown in Figure 5. 
For all motions associated with an action, the same 
types and order of segments are specified. Each 
sample posture is expressed in generalized time (0 to 
1). In Figure 3(b), the color of the dot represents the 
generalized time of the sample posture (blue to red). 
Although it may be possible to determine these 
conditions automatically, we currently chose to set 
this information manually, since it does not take 
much time. 

The learned model for each action is constructed in 
the same way as the model for posing control. 
Postures derived from motion data for the action 
model are used. In our implementation, we use a few 
(one to four) motions for each action model. An 
example of latent space for an action (kicking) is 
shown in Figure 3(b), where series of postures (dots) 
are connected and the color of the dots represents the 
generalized time (red to blue). 

Posture synthesis during action control 
During action control, the continuity of generated 
postures is considered. At first, in the same way as 
for posing control, the latent space coordinates are 
determined from given inputs (constraints on body 
parts). The constraints can include those on the 
primary body part and those on other body parts. 
Using a multi-touch device, positions or trajectories 
of several body parts can be specified. At the same 
time, the generalized time is computed from the 
sample postures near the coordinates and weights. If 

the generalized time for the synthesized posture is 
close to the current time, the synthesized posture is 
used as output. Otherwise, the current time is 
forwarded or rewound toward the synthesized time in 
a certain time interval. The interval is determined 
according to the execution frame rate (normally 
about 1/30 seconds). The same weights for sample 
postures taken from sample motions are used to 
generate a synthesized posture with the updated time. 

If the state at the current generalized time does not 
allow stillness, the time keeps being forwarded or 
rewound, even if the user’s finger is not moving on 
the screen. If the user’s finger is lifted from the 
screen, the time is forwarded or rewound depending 
on the state at the current time. During such 
automatic forwarding or rewinding, the last weights 
for sample motions are kept and used for posture 
synthesis. 

When the action control reaches the end of motion, 
the system switches back to the posing control. The 
discontinuity from switching control is fixed using 
tracking control. 

6. TRACKING CONTROL 
Tracking control is used as a post-process after 
posing or action control to generate continuous and 
physically plausible motion. We employ 
acceleration-based tracking to generate continuous 
motion and physics-based tracking to add a physical 
effect to the generated motion. 

Physics-based tracking control has been widely used 
in previous research [ACS*07][ZMC*05][HP97]. 
Proportional derivative (PD) control is a simple and 
popular method that calculates an output torque for 
each joint according to the current and target states 
of the character. A physics simulation then updates 
the character’s state according to the calculated 
torques. However, this approach has several 
problems. For PD controllers to work, appropriate 
gain parameters must be given for each joint. 
Appropriate parameters vary depending on motion 
and posture. Even though there are several methods 
for determining gain parameters semi-automatically 
[ACS*07][ZMC*05][HP97], it remains difficult to 
realize stable control, especially for highly dynamic 
motions such as jumping and kicking. Another 
problem is that the motions generated with this 
approach lag the target motion and are too slow and 
smooth. It is difficult to realize a target motion 
correctly while keeping the details of the target 
motion. To solve these problems, we only extract 
physical effects such as non-controlled body parts 
being shaken by controlled body parts from the result 
of physics-based tracking control. We use an 
acceleration-based method [Osh06] for more 
accurate and faster tracking control. By combining 
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the two tracking controls, continuous and physically 
plausible motions are generated. 

Acceleration-based tracking 
Acceleration-based tracking uses PD controllers to 
calculate rotational acceleration according to the 
character’s current state and the target posture 
calculated from posing or action control. The angular 
acceleration for each joint is calculated as 

  target, i i i ik d  q q q q  , (2) 

where , ,i i iq q q  are the joint rotational acceleration, 

velocity and rotation, respectively, target, iq  is the 

target joint rotation, and k and d are gain and 
damping parameters. We use a quaternion to 
represent joint rotations. The minus symbol denotes 
the calculated difference between two rotations. The 
scaling operation scales the rotation of quaternion. 
Since we use rotational accelerations instead of joint 
torques, we can use the same k and d for all joints. 

In addition to joint rotations, the spatial acceleration 
of the root segment (pelvis) is calculated: 

  target, root root root rootk d  p p p p  , (3) 

where , ,root root rootp p p   are the pelvis acceleration, 

velocity and position, respectively. 

From the calculated acceleration, the character’s joint 
rotations and rotational velocity are updated: 

 ,i i i i i it t      q q q q q q    , (4) 

where ,i i
 q q  are the values for the previous frame. 

Combining physics-based tracking 
In parallel with acceleration-based tracking control, 
physics-based tracking control is carried out. 
Physics-based tracking uses PD controllers and 
physics simulation at first. In our implementation, we 
use Open Dynamics Engine (ODE) for physics 
simulation. For tracking control, we apply forces to 
each body segment according to the difference 
between current and target positions: 

  target,i i i ik d  f p p p , (5) 

where ,i ip p are the position and velocity of the i-th 

segment, target,ip  is the target position, and if is the 

force applied to the segment. The positions and 
velocities are updated according to the forces 
calculated in physics simulation. Other physical 
properties such as gravity and contact forces between 
the feet and ground are considered during physics 
simulation. These forces are automatically handled 
by the simulation engine. 

As explained above, we extract physical effects from 
the results. Instead of using the posture generated 

from physics-based control, we extract velocities and 
apply the accumulation of the velocities with 
attenuation as physical effects. The physical effects 
are calculated as 

  1 2 sim, sim,i i i is s     q q q q , (6) 

where iq  is the relative rotation for the physical 

effect, sim,iq is the joint rotation calculated in the 

physics simulation, sim,,i i
 q q are the values for the 

previous frame, and 1 2,s s  are attenuation parameters 

(we use 1 20.2 , 0.5s t s t    ). Physical effects such 

as vibration caused by the movement of other joints 
are calculated using equation (6). 

We apply this physical effect to the body parts that 
are not controlled by the user and are not in contact 
with the ground. We divide the character’s body into 
five segments: two legs, two arms and the torso. For 
each segment, the above condition is evaluated to 
determine whether the physical effects are applied as: 

 output,i i i  q q q , (7) 

where output,iq is the output joint rotation, iq  is the 

joint rotation calculated by the acceleration-based 
tracking control (equation (4)), and iq is the 

relative joint rotation calculated by the physics-based 
tracking control (equation (6)). The same process is 
applied to the pelvis position and rotation. Afterward, 
for the legs in contact with the ground, we apply IK 
to fix the foot positions according to the changed 
pelvis position and orientation. 

7. RESULTS AND DISCUSSION 
We implemented the proposed method using a 
Windows 7 Touch API on a multi-touch-enabled PC. 
We are also developing an iOS (iPad/iPhone/iPod 
touch) version. Currently, our system has about 10 
action models such as models for punching, kicking, 
bowing, waving a hand, jumping, and walking. The 
accompanying video shows various motion controls 
using our interface. 

In a preliminarily user test, we asked a professional 
animator to trial our system to determine if our 
system can be used for animation. He understood the 
concept of our system and was able to use the system 
immediately, including the requirement of changing 
the viewpoint depending on the action. He noted the 
limitations mentioned below and that the generated 
posture was sometimes unnatural. This is basically 
due to a lack of postures that we used for learning 
models, and the system can be improved by adding 
more motion data. The professional animator agreed 
that a multi-touch interface is useful and noted 
especially that he was able to fix body parts by 
continuing to touch them. He commented that it 
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might be difficult to create final motions with our 
system in an interactive way because the creation 
requires editing that is more precise, but our system 
is a promising tool with which to generate initial 
motions to be edited later with other animation 
systems. 

In the trial, we found out that a single touch is almost 
enough to control various actions. In general, as 
several body parts must be moved in a coordinated 
way to realize an action, multi-touch control is 
considered to be necessary. However, because we 
introduced novel methods to realize actions such as 
techniques for the switching of actions and action 
control, various actions can be easily realized by 
moving a single body part. Nevertheless, multi-touch 
control is useful when the user wishes to add changes 
to postures during action by moving secondary body 
parts. It is also necessary to change posture 
specifically during posing control by imposing 
constraints on multiple body parts. The user 
sometimes wishes to fix some body parts during 
posing or action control, and our multi-touch 
interface can be used not only to move body parts but 
also to fix them. The beauty of our method is that it 
integrates single-touch and multi-touch interfaces. 
Many types of motion generation are possible with a 
single touch while detailed control is possible with 
multiple touching. Users can thus take advantage of 
both types of touch. 

Similarly to other pen-based or touch-screen-based 
interfaces [IMH05][MCC09][Osh05][PSS02][TBvdP 
04], our interface has several problems relating to the 
input device. First, when touching the screen, the 
screen is occluded by the user’s hands. Another 
problem is that the user cannot give a command for 
the next action while the character is still executing 
the previous action, since it is difficult to touch and 
drag a moving body part. These are fundamental 
problems that are difficult to solve. However, the 
problems can be reduced by introducing additional 
interfaces and methods. For example, the use of 
multiple screens can solve the occlusion problem. By 
displaying a virtual future posture on the screen and 
allowing input to the posture, the problem of input 
delay can be solved. 

A limitation of our method is that users can execute 
only predefined actions. By adding more motion data 
for new actions, our system can handle other types of 
action. However, it is difficult to combine two 
actions such as waving a hand while walking. To 
realize this type of combination, an additional action 
model for each combination must be given in 
advance. Blending of multiple action models during 
action control is future work. Another issue is the 
control of walking and running. As shown in the 
accompanying video, a cycle of walking can be 

executed in our current framework. However, to 
realize accurate control of continuous walking 
directions and paths, an additional method is required. 
There are animation systems that generate walking 
motions according to a given trajectory [PSS02], and 
they can be integrated with our system. 

Since there is no alternative system that allows 
various controls as our interface does, it is difficult to 
make comparisons with other methods. However, 
conducting a user test to determine whether novice 
and professional users are able to use our interface 
easily is future work. Application of our methods to 
software that uses full-body motion control of a 
character and testing the effectiveness of our method 
are also future work. 

8. CONCLUSION 
We proposed a multi-touch interface for character 
motion control. Unlike conventional interfaces with 
which the user can only select an action from pre-
created actions, our interface allows free posture 
control and the performing of various predefined 
actions with the user’s own styles. Our methods can 
be used in interactive applications such as computer 
games and online communication. Using our 
interface, users will be able to express themselves by 
moving in their own style. In addition, our methods 
can be used for animation. Recently, multi-touch 
devices such as smart phones, tablet computers, and 
LCD monitors with multi-touch sensors have become 
popular. We believe that our methods will be a 
powerful interface for applications on such multi-
touch devices. 
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ABSTRACT 
Mesh processing is a wide area which consists of several approaches, heavily specific for each task. We present 

a novel approach to mesh processing using the Local Projections method. The described method makes benefit 

of wide variety of image processing algorithms, very similar to 3D tasks, and implements a conversion 

mechanism to make possible use of these processes on  polygonal models.  We also designed, implemented and 

evaluated the curvature approximation algorithm to test and compare the proposed method usability on real and 

artificial data. Use of the proposed method brings significant benefits especially to noised mesh analysis. 

Keywords 
Local Projections, Curvature, Polygonal model, Mesh Processing, Image Processing 

1. INTRODUCTION 
Polygonal model processing techniques consist of a 

wide variety of approaches specific for each different 

task. Each of these methods is especially designed for 

its purpose, e.g. curvature approximation, mesh 

smoothing, simplification, matching or feature 

extraction. Such diversity leads to the separation of 

this field of study into several different domains.  

Even the problems stated above are handled 

separately, they need to overcome the same problems 

emerging from the polygonal mesh data structure 

itself. This includes irregularities of polygons, 

unconnected parts of the mesh or the polygonal 

surface approximation itself.  

In the computer graphics area, another widely used 

and well documented area exists with very similar 

operations. The image processing scope consists of 

well-known techniques for curvature approximation 

on raster images, smoothing kernels or feature 

extraction methods. The operations are very similar 

to these used in polygonal mesh processing. 

The main problem appears from different data 

structures. We present a consistent and robust way of 

polygonal model representation, where each vertex is 

described by its own tangent raster depicting its 

neighborhood. In this way, we can apply arbitrary 

raster operators right onto the mesh and extract the 

necessary information. We are able to approximate 

the curvature, extract specific features or apply other 

operators, such as smoothing, right on the tangent 

rasters resulting in smoothing for successive 

operations. All of these operations can be done only 

on tangent rasters without alternating the original 

mesh topology.  

As a usability demonstration, we have chosen 

implementation of curvature approximation, which 

can be easily evaluated by comparing not only with 

existing methods, but also with an analytical 

approach, which allows us to demonstrate the 

accuracy of our method. In the evaluation chapter, 

we demonstrate that this method brings significant 

advantages to the smoothing of largely noised 

meshes. 

 

In the first part of this paper, we describe deeply the 

Local Projections (LP hereafter) method to 

understand fully the proposed conversion. The 

second part is concerning with curvature 

approximation methods using the proposed LP 

method. In the concluding part, we present test 

results gathering the efficiency of LP and the 

accuracy of curvature approximation using this 

approach by comparison with today’s commonly 

used methods and analytically computed curvature. 

Comparison is done on both smoothed and noisy data 

sets. Last section is devoted to conclusions, future 

goals and possible improvements of LP. 

Permission to make digital or hard copies of all or part of 

this work for personal or classroom use is granted without 

fee provided that copies are not made or distributed for 

profit or commercial advantage and that copies bear this 

notice and the full citation on the first page. To copy 

otherwise, or republish, to post on servers or to 

redistribute to lists, requires prior specific permission 

and/or a fee. 

WSCG 2012 Communication Proceedings 223 http://www.wscg.eu 



2. RELATED WORK 
As we stated above, the mesh processing field 

of study is a wide area consisting of many different 

approaches. In this section, we describe today’s 

methods for curvature estimation on mesh structures 

in order to compare them with our LP curvature 

approximation. 

The most widely known algorithms for mesh 

curvature estimation are the discrete differential 

operators presented by Meyer et al. [Mey00a]. The 

authors describe operators for direct approximation 

of curvature from mesh structures considering angles 

of adjacent edges. The operators exist for both Gauss 

and mean curvature and it is possible to induce 

minimal and maximal curvature respectively. 

Although the computation is normalized by the 

Voronoi area of neighboring faces, the method fails 

when any triangle irregularities or unconnected faces 

occurs. On the other hand, the approximation is very 

straightforward which significantly influences the 

efficiency. A similar method of computing directly 

from mesh structure is described by Rusinkiewicz 

[Rus00a]. 

Another approach makes benefits from geometric 

fitting of spheres directly onto mesh structures. The 

algebraic point set surfaces method (APSS) was 

presented by Guennebaud and Gross [Gue00a] 

[Gue00b] as an algorithm for point cloud curvature 

estimation, but it was also adapted to point clouds 

with normals and polygon meshes. Due to the 

approximation of surface with spheres, triangular 

irregularity problem is overcome. The algorithm also 

partially solves the problem of unconnected polygons 

(we fit spheres with certain radii – the time 

complexity increases) and the mesh holds its 

curvature features even on noisy data. 

Simari et al. [Sim00a] presented a method for robust 

curvature estimation, which is based on regularly 

resampled polylines with intersections in current 

vertices and specified angular steps. From these 

resampled polylines (forming spider shape around 

current vertex), authors simply compute curvatures in 

specified directions given by each branch and imply 

principal curvature values and directions. It is clear 

that the authors also try to overcome problems of 

polygon mesh irregularities using resampling 

procedures. Unconnected polygons are not dealt with 

in the work presented. 

Page et al. [Pag00a] proposed another method aimed 

especially at noisy datasets. Their approach tries to 

find a geodesic neighborhood of a vertex with 

specified distance, which gives us the possibility of 

smoothing high frequency noise. It is necessary to 

underline the fact that the authors do not use an 

Euclidean distance to estimate geodesic 

neighborhoods, but the shortest geodesic path. 

Selected vertices then vote to Taubin’s curvature 

tensor [Tau00a] from which curvature is estimated. 

This method has proven to be very robust against the 

noise of meshes and due to possible resampling of 

vertices on geodesic neighborhood, robust against 

irregular triangulation. 

There exist several other approaches to curvature 

estimation, described e.g. in [Ozt00a][Mok00a]. The 

main traits of novel methods are always the same – to 

overcome mesh tessellation irregularities, 

unconnected elements, noise and polygonal 

approximation. It is also clear from these examples of 

curvature processing that each method is developed 

especially for its purpose, as stated in the 

introduction. We tried to approach this problem from 

the other, well documented field – image processing. 

3. LOCAL PROJECTIONS METHOD 
In this section, a method for the 3D – 2D problem 

conversion is presented. The main purpose is 

to create a novel approach to mesh processing by 

turning the problem of polygonal mesh analysis to an 

raster image problem. 

For vertex neighborhood representation in 2D image 

rasters, we have chosen to project distances from the 

tangent plane at a given vertex position. This 

operation results in a rasterized matrix of z-distances 

(depth image) attached to each vertex. However, it is 

possible to project arbitrary vertex information, e.g. 

color, curvature or other vertex specific values 

present in the mesh structure. In the following lines, 

we consider always depth image representation. 

Rasterization must overcome all of the problems 

stated above, such as unconnected polygons, holes in 

meshes etc. All of this must be done while 

conserving minimal time complexity to maintain 

usability of the whole procedure.  

 

 

Figure 1. Tangent raster with projected z-distance 

 

In Figure 1, an example of such a projection is 

presented. Tangent rasters are defined for each 

vertex and describe the vertex neighborhood. 
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Regarding this fact, size of matrices must be chosen 

appropriately to the specific task. For example when 

using LP method for curvature approximation, we 

choose smaller matrix size due to the definition of 

curvature – we expect the analysis of small 

neighborhood around pixel. On the other hand, when 

using the LP method for i.e. feature extraction on 

mesh structures points of interest, we can describe 

vertices with matrices of larger size and resolution.  

Tangent plane direction itself is computed for each 

vertex using its normal vector defined as:  

    ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗  
∑     ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  
      

|    |
   (1) 

where   is current vertex and      is a set of 

neighboring faces.      consists of not essentially 

adjacent faces to the current vertex – if larger 

smoothing is required, F can contain larger 

neighborhood. 

In the following sections, we mention two parameters 

of matrices. The resolution stands for matrix size in 

pixels (matrix is square) and size is the relative size 

of the tangent plane to the median of model edge 

lengths. E.g., if the median of edge lengths is equal to 

x in model coordinates and the matrix size is set to s, 

the real edge size of the matrix will be equal to xs.  

Matrix resolution and size is highly specific to the 

task we request from LP method. If LP is used for 

e.g. edge detection or curvature approximation, it is 

necessary to apply relatively small resolution (Sobel 

operators in image processing hardly exceed 9x9 

resolution) and small size of matrix (the larger matrix 

is, the larger smoothing occurs). On the other hand, 

SIFT descriptors need large pixel neighborhood to 

compare, so size and resolution can be much higher. 

In subsequent computations, each vertex matrix is 

treated individually – we can apply an arbitrary 

image processing operator to every vertex such as 

curvature computation, edge/blob detector, feature 

extractor etc. The value of raster’s center pixel is the 

value of the used operator for corresponding vertex. 

Rasterization algorithm analysis 
To achieve the exact projection on tangent plane 

multiple algorithms can be used. We consider three 

possibilities: 

1. Blind rasterization of the whole mesh on each 

raster 

This method rasterizes precisely even meshes 

with unconnected polygons and holes. It has, 

however, a high time consumption. On the other 

side, it is well parallelizable and we can imagine 

this solution in possible future hardware 

implementation. 

 

 

2. Rasterization of vertex neighborhood 

By rasterizing only a vertex neighborhood, we 

can achieve a very fast projection procedure. This 

approach works only for well-connected meshes 

and can pose problems when the holes occur in 

the proximity of the current vertex. 

3. Ray-casting rasterization 

Ray-casting of each matrix cell also accomplishes 

a total projection without problems. It has, 

however, the same problems as possibility 1 – an 

extreme time complexity. 

In order to fulfill all quality requirements of 

projection while maintaining time complexity as low 

as possible, a hybrid algorithm is proposed 

combining all three steps described above.  

In Figure 2, the final proposed algorithm overview is 

presented.  

 

 

Figure 2. Rasterization algorithm 

 

In step I, all neighboring vertices are found, which 

will be projected onto tangent raster. The maximum 

distance must be specified to prevent passing the 

whole mesh in the case when faces are perpendicular 

to the projection plane (see Figure 3). This step is 

followed by step II which is very fast and poses 

minimal computing and efficiency problems. 

Step III blindly rasterizes the borders of already 

found segments. This apparently useless step has the 

purpose of finding triangles which have all vertices 

outside projection plane (Figure 3 – yellow 

segments). Steps I-III can clearly be replaced by 

traversing triangles instead of vertices but this 

approach will increase extensively the time 

complexity – each triangle needs to be tested for 

possibility to project it onto the tangent plane - in our 

approach, we test only point projection.  

The blind border rasterization cannot, however, find 

all possible interfering polygons (e.g. border search 

rasterizes only one-neighborhood). In step IV, we 

ray-cast the rest of provisionally non- rasterized pixel 

to assure the certainty of all pixels rasterization. The 

ray-casting can be further accelerated by using some 

high-level search structure such as 3D R-Tree 

[Gut00a] etc. 

 

For each vertex: 

I. Get all neighboring vertices 

II. Rasterize triangles connected 

to them 

III. Rasterize borders 

IV. Ray-cast untouched pixels 
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Figure 3. Problems in rasterization, infinity 

projection  (left) and triangles having all vertices 

outside projection matrix (right) 

 

All of the four rasterization steps were chosen for 

maximum speed-up of the whole procedure. In the 

evaluation section, each of the steps is evaluated and 

diagnosed to provide the reason for necessity of each 

step. 

4. CURVATURE APPROXIMATION 
The rasters computed by our algorithm can be used 

for arbitrary feature extraction of the polygon mesh. 

We have chosen curvature extraction for the reason 

that it can be easily compared with the analytical 

approach, i.e. we can prove the feature conservation 

by conversion from a polygonal mesh to an image 

problem. 

The main goal of curvature extraction is to 

approximate the curvature behavior of an original 

model. It is necessary to accentuate that the real 

curvature on the polygon mesh cannot be taken into 

account because of null curvature on mesh faces and 

infinite curvature on edges. 

To approximate the curvature and its directions from 

depth map (i.e. our tangent rasters), we can apply the 

Hessian matrix analysis to approximate the curvature 

behavior. For continuous functions, the Hessian H is 

the Jacobian matrix of derivatives 
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The Hessian H is a simple matrix of partial second 

order derivatives of a continuous function. In our 

case of a discrete raster, we must define a second 

derivative operator to approximate the derivative 

behavior on raster image. For this purpose, we have 

chosen second order Sobel operators to compute a 

derivative estimation     by convolution with the 

input raster (equation 3). It is clear that the 

convolution is not necessary to be executed for all 

raster pixels, but only for the center, i.e. for the 

current vertex. 
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Taking computed partial derivatives, we can easily 

construct a discrete equivalent of Hessian (equation 

4). 
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where   is the derivation neighborhood (i.e. matrix 

size) and   represents a specific point in the image 

[Mik00a]. Corresponding curvatures and directions 

can be subsequently computed by eigen analysis of 

the computed Hessian (equation 5): 

 

                (5) 

 

Where λ is an eigenvalue and X the corresponding 

eigenvector. For a 2x2 Hessian matrix, we obtain 

precisely two eigenvalues and two eigenvectors 

corresponding to approximated curvatures on the 

tangent plane. The necessity of backward 

transformation to 3D coordinates is evident. 

By this technique, we can obtain a robust curvature 

estimation technique even on noisy meshes due to the 

possibility of off-line smoothing right on the tangent 

rasters. Off-line smoothing in this case means the 

smoothing only on raster representation, without any 

mesh topology change. Such smoothing can be 

achieved by application of one of the image 

smoothing kernels, such as median, Gaussian or 

mean. Smoothing can be also achieved by application 

of some polynomial interpolation which can easily 

break hard mesh edges and approximate the real 

object surface.  

Another noise cancelling feature of the LP method is 

the possibility of larger vertex neighborhood 

projection. Even this fact is against the formal 

curvature definition, it can be used on very noisy 

models when a larger neighborhood is necessary for 

real object feature extraction. The idea of a larger 

vertex neighborhood was also presented in [Gue00a] 

[Gue00b] [Sim00a] [Pag00a] as a means for noise 

cancelling. For LP, this feature produces another 

significant advantage – the polygon structure 

cancellation. By the rasterization of larger 

neighborhoods the image is normalized – each vertex 

is represented by a map of the same size. 
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Figure 4. Maximum curvature computed from 

7x7 size matrices of the size equal to the mean size 

of vertex one-neighborhood. 

The LP curvature approximation method can also 

yield several drawbacks emerging from the 

rasterization and 3D-2D conversion. 

The first produces problems when small tangent 

resolution is applied which can severely influence the 

output due to exceedingly coarse representation of 

vertex neighborhoods. In this case, we can observe 

e.g. significant deflection of curvature directions 

from analytically computed curvature. In the  

curvature computation case, it is recommended to use 

at least a 7x7 raster (This value was chosen 

experimentally as a compromise to the speed of 

rasterization process and accuracy of approximation). 

For other applications, such as SIFT or SURF 

descriptors, much greater resolution can be required. 

Another problem can result from highly curved 

meshes. The projection of these meshes can result in 

cropping of the real surface in projection into 2D 

(real surface can lie “behind” already rasterized 

pixels – see Figure 5, yellow section). Although this 

fact can lead to very imprecise representation of the 

original mesh shape, the tests on real datasets show 

that this phenomenon is extremely rare due to the 

size of matrices (which rarely exceed one- or two-

neighborhood). For curvature computation, we semi-

occasionally use matrices of such large 

neighborhoods – in our computations, we rarely 

exceed one-neighborhood of corresponding vertex. 

On the other hand, this effect can be applied for noise 

canceling and detail smoothing for coarse feature 

extraction. 

5. EVALUATION 
We designed multiple tests for the proposed methods 

evaluation. The evaluation section is separated into 

two major sections – evaluation of the rasterization 

algorithm and evaluation of curvature approximation.  

Local projections method 
On preceding lines, a robust projection method of 

the mesh onto tangent raster was presented. As a first 

evaluation method, we compare the number of 

projected pixels at each step of rasterization. 

 

  Average Median Std. dev. 

After step 2 91,59% 95,08% 10,36% 

After step 3 94,31% 98,25% 10,40% 

After step 4 95,20% 98,87% 10,19% 

Table 1. Pixels projected in each step 

 

In Table 1, the number of projected pixels at each 

step is presented. We tested our approach on various 

polygonal meshes. In the testing dataset, there are 

closed meshes, data with holes and non-connected 

vertices and other problematic cases described above.  

As tests have proven, a majority of pixels are filled in 

steps 1 and 2 (see the section Local Projection 

Method). These steps are the quickest part of the 

rasterization. Step 3 will rasterize up to 94,32% of 

pixels – it is clear that this modification plays an 

important role in efficiency improvement, because by 

simple blind rasterization we fill up a significant 

partition of unprocessed pixels. For ray-casting 

step 4, only 0,89% of pixels remain – this leads to 

minimal computing complexity – ray casting is used 

only if there is no possibility to find the polygon by 

neighbor search. The non 100% efficiency is due to 

the pixels which are projecting infinity – in the post-

processing step, these are filled by a chosen 

maximum value – we propose this value to be equal 

to the size of the tangent matrix (which is the same 

for all vertices). 

 

 

Figure 5. Problems on significantly curved mesh 
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By this modification, we assign a specific, non-

infinite value, to each uninitialized pixel. The matrix 

is then able of being processed by any image 

processing algorithms without creating infinity 

artifacts. We have chosen a “cube” maximum 

restriction due to the expected behavior of 

subsequent methods – a large, possible infinite value 

would cause a large perturbation in succeeding 

operator. In this case, LPM will lose its smoothing 

capabilities. We need then some value which 

represents a maximum possible value (size of tangent 

matrix) but does not cause such problems. The 

maximum z value can be however set as a parameter 

of computation. The right choice will surely 

influence the robustness of this method with respect 

to the mesh imperfections. 

 

The second test is a speed comparison between our 

method and the well-known curvature computation 

method by curvature operators [Mey00a]. We have 

chosen this approach to compare with our method 

due to similar neighborhood search and feature 

extraction. This operation is comparable with 

rasterization of 3x3 matrices of size equal to 2, 

because it takes into account approximately the 

vertex neighborhood of the same size.  

In Table 2, the time test results are presented. The LP 

method is clearly more time expensive than simple 

neighborhood search, which was expected. 

The effectiveness is dependent not only on matrix 

resolution or size, but also on mesh structure – on the 

number of pixels searched by ray-casting (mesh 

complexity), number of holes and inconsistencies.  

Even the software implementation is significantly 

slower than simple neighborhood search, 

the efficiency is redeemed by the wide possibilities 

of this method. The method is largely parallelizable, 

so hardware implementation is expected to be 

prepared in the near future. 

Curvature approximation 
Curvature approximation is the second type of test 

provided in this paper. We prepared a testing dataset 

consisting of both real world objects (created by 3D 

scanning or conversion from volumetric datasets) and 

artificial data. Artificial data are primarily analytical 

shapes, where curvature it is possible to compute 

analytically. Both types of data were also used with 

added noise.  

We compared our LP method with two common 

curvature approximations – the differential geometry 

operators of Meyer et al. and APSS (see Related 

work). Additionally, on analytical models, the 

curvature was also compared with analytical 

computations (AC hereafter).  

In Figure 6, a comparison of the               

surface is presented. To the model, some 

unconnected vertices were artificially added to 

demonstrate the method’s behavior in such case. 

Such unconnected polygons/vertices are common 

problem on polygonal meshes created by e.g. point 

cloud reconstruction. From this figure it is clear, that 

both Meyer’s and the APSS methods are more 

precise in curvature approximation on well 

triangulated surface (visible peaks are well aligned 

with analytically computed curvature). The LP 

method holds the progression of AC. 

A different testing schema occurs when artificial 

noise is added to the mesh (see Figure 7). The noise 

was added by the arbitrary fractal displacement 

method. In this case, the main advantages of the LP 

method are visible. Even the APSS holds major 

extrema due to the variable fitting radii, perturbations 

are still present on low curvature regions. The LP 

method holds all major progressions of the analytical 

computation. This fact makes this method very 

suitable for noised and incomplete meshes, where the 

curvature can be approximated very robustly. 

6. CONCLUSION 
A novel approach for mesh analysis has been 

presented along with one validation algorithm – a 

curvature approximation. The main contribution of 

this method is that it brings possible conversion of 

3D polygonal mesh problem to the raster image 

processing issue. By this modification, we are able to 

apply multiple operators well known from image 

processing area right onto the mesh structure and 

treat it like simple raster image. 

  

  Matrix resolution 3x3, Size 2 Matrix resolution 9x9, Size 9 Curvature Meyer et al. [Mey00a] 

No of vertices Average (ms) Median(ms) Average(ms) Median(ms) Average(ms) Median(ms) 

~20000 1478,71 1358,41 16546,2 14821,2 238,9 237,62 

~30000 2088,82 1674,32 20328,55 14824,65 372,94 377,02 

~50000 4433,09 2782,42 36448,18 18381,6 619,71 620,15 

~200000 17714,03 12355,1 101518,96 93521,2 2538,65 2546,08 

Table 2. Speed efficiency of LP method compared with Meyer et al.   
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As tests have shown, the LP method has a big 

disadvantage in efficiency because of multiple 

projections computed for each vertex of the mesh. 

These problems were partly solved by application of 

a robust rasterization algorithm which speeded up the 

projection process. Additionally, due to the proposed 

hybrid method, we are able to analyze an arbitrary 

mesh – even meshes with topological inconsistencies, 

holes, unconnected elements, noise etc. Due to the 

method’s simplicity, a hardware implementation is 

possible which is supposed to significantly speed up 

the computation of rasters. 

The main advantage of the LP method is that it 

allows us to apply an arbitrary image processing 

operator right on the 3D mesh structure, which is in 

our case represented as a set of vertex tangent rasters. 

It is then possible to apply e.g. curvature 

approximations or feature extractors from the well-

known image processing area. In preceding articles, 

multiple drawbacks associated with 3D to 2D 

projection were discussed. In tests on real and 

artificial data, these projection problems are 

irrelevant and they influence the subsequent 

computation minimally. 

We also presented a new curvature approximation 

method, which comes from the LP method and image 

processing. The curvature is computed using Hessian 

matrix analysis from arbitrary sized tangent matrices, 

which allows us (in combination with smoothing 

operators) to estimate curvatures on any mesh even 

with structural noise present. The smoothing and 

noise cancelling capabilities of method presented 

makes the LP method a perfect candidate in the field 

of feature extraction from damaged and noised 

meshes (Figure 8). 

 

Figure 6. Surface               – maximum curvature 

 

 

Figure 7. Surface               – maximum curvature, added random noise to triangulated model 
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Future work in this field of study can be aimed at 

already mentioned hardware implementation of the 

LP method, which can significantly increase the 

computation speed of all methods and make our 

method comparable in efficiency with other largely 

used vertex-neighbor searching algorithms. Another 

research tendency will aim at other image processing 

operators possibly usable with LP method, especially 

in the field of mesh matching and feature extraction. 
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and marching cubes created model (right) 
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Realtime global illumination using compressed
pre-computed indirect illumination textures
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ABSTRACT
In this paper, we present a way to render images in real time, with both direct and indirect illumination. Our
approach uses precomputed indirect illumination images, produced at certain intervals, which need not be constant.
When rendering a scene, the two closest images are then interpolated and added to the direct illumination to
produce the total illumination. Depending on the type of image produced, the algorithm allows a camera to move,
and even objects to be added or modified at runtime to some extent. Finally, we will see that the amount of data to
store and process can also be reduced using a dimensionality reduction algorithm such as PCA.

Keywords
Global illumination, Realtime Rendering, Principal Component Analysis, Phong Shading, Compression

1 INTRODUCTION
Rendering global illumination in real time is a challeng-
ing problem of today’s computer graphics. Although
several techniques exist to compute a full global illumi-
nation model, and hence produce a realistic scene, these
techniques are usually extremely expensive in terms
of computation time, and so are not usable in interac-
tive applications, even though effort has been made to
make these renders as fast as possible [WKB+02]. On
the other hand, algorithms than can achieve interactive
sampling intervals usually do not take into account the
whole illumination model for a dynamic scene and, in
the best cases, only compute a few bounces for light
rays [NPG03].

Current state-of-the-art techniques to render global il-
lumination include, but are not limited to, ray tracing,
photon mapping, and usual algorithms used for inter-
active applications such as the use of Phong shading
with an ambient term to simulate indirect light. Most
algorithms that aim at rendering indirect lighting ef-
ficiently, then use a combination of these techniques,
together with other machine learning elements such as
interpolation, clustering or neural networks. A method

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

using clusters to render efficiently global illumination
has been studied by Christensen et al.[Chr99]. For in-
stance, interpolating images characterizing a luminance
distribution can be done in a non-linear way, using the
data to train a neural network [DRP09]. In a similar
way, Christensen et al.[Chr99] has written about how
to make a faster photon map for rendering global illu-
mination, using a technique similar to clustering as it
will group together during one stage of the algorithm
photons having similar irradiance.

In this paper, our goal is to be able to render a scene
with daylight using precomputed indirect illumination
images. The technique we will explain allows for the
light source to change dynamically on a set path, and
the camera to move freely within boundaries, as well
as dynamic objects to be added and moved around the
scene, if we accept minor, probably unnoticeable inac-
curacies in the indirect illumination. Although this pa-
per will focus on daylight, considering the sun as the
only light source, this technique is actually applicable
to any scene where all the possible lighting conditions
are known beforehand.

The idea our algorithm is based on is quite simple:
we consider the fact that the illumination of a scene
is actually given by both the direct illumination, and
the indirect illumination. Since the direct illumination
changes frequently when it comes to daylight, and since
computationally efficient algorithms to produce it ex-
ist, we will just compute them in real time. In our test
program, we used Phong shading, coupled with basic
shadow mapping; any other model that gives realistic
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(a) 3DSMax render (b) Our render

Figure 1: Comparison between a render of total lighting done in Autodesk 3DSMax 2011 and with our technique.

results in real time would work of course. The indirect
illumination, however, will be precomputed at certain
time steps and stored into images used as textures. To
render a certain frame, we will then just compute the
direct illumination (without any ambient term), and add
the indirect illumination that we get by interpolating the
two frames the closest to the one we are rendering. The
interpolation to approximate results is a method that
has proved itself, for instance in [RGS09] where it is
discussed that computing an approximating physically
plausible illumination over physically correct illumina-
tion takes less computation time and gives, as the name
states, very plausible results. Other methods, includ-
ing [RGKS08], also include compressed pre-computed
information in order to speed up rendering (in this
case, precomputed depths and coherent surface shadow
maps).

So, the problem can be narrowed down to finding the
right sampling interval for indirect illumination, and re-
ducing the amount of data to process as much as possi-
ble by compressing the precomputed frames. Defining
a good sampling interval is important so that the pre-
processing is not too long, as we try to avoid rendering
similar images, but the quality of the interpolation is
still acceptable. Reducing the amount of data is impor-
tant both for disk space issues, and to reduce the loading
time.

In the next following sections, we will explain the
algorithm and the above-mentioned issues in more de-
tails. In section 2, we will give a general overview of
our algorithm. In section 3 we will explain our method
in further details, including the possible refinements
(compressing the data using PCA, and defining a dy-
namic sampling interval). Finally, section 4 will be
dedicated to some results analysis, and considerations
for future inspection. All our example images feature
an indoor scene inspired by the castle of Koldinghus
in Denmark, as the first application considered for the
method is a virtual tour of the castle.

*cbahns08 | adewil11 | cped08 | gtranc10@student.aau.dk,
cbm@create.aau.dk

2 OVERVIEW OF THE APPROACH
TAKEN

As explained before, the main idea of our algorithm
is to separate the direct illumination from the indirect
lighting. Since the direct illumination can be computed
easily and holds high-frequency data which makes it
hard to compress, we will use off-the-shelf algorithms
to calculate it in real time; in our demo program, Phong
shading coupled with basic shadow mapping. The indi-
rect illumination, however, will be precomputed at cer-
tain timesteps and stored in a compressed form. When
rendering a frame, we will then interpolate between the
two closest frames computed, and add that indirect il-
lumination to the direct light. Figure 1 shows the re-
sult we get, compared to a scene rendered in a standard
3D modeling program that uses ray tracing and photon
mapping.

However, as we would like to compress the indirect
illumination images, we would like to get rid of as much
high-frequency data as possible. This is the reason why
we also compute the contribution from the skylight sep-
arately. Actually, in our approach, we will consider the
skylight as being a constant contribution that just has to
be scaled depending on the time of the day. In our demo
program, we use a precomputed image for the skylight,
which we scale depending on the position of the sun.
This gives acceptable results for our application but,
of course, any other technique that gives good results
and can run in real time can be used, such as [NJTK95]
where a model of skylight is built and its illuminance is
calculated.

Figure 3 shows the different elements needed. The
final render of an arbitrary frame will then be the sum
of:

• The direct illumination, computed in real time.

• The indirect illumination without skylight. This is
obtained by interpolating between the two precom-
puted frames closest to the one we are rendering.

• The skylight, precomputed according to the lighting
model of your choice.
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Aside from compression issues, removing the di-
rect illumination from the precomputed frames also has
other advantages. For instance, it allows for dynamic
objects to be included into the scene with only minor
errors in indirect lighting. Depending on the type of
object, these errors might not even be noticeable to the
untrained, naked eye. However, compared to the scene
with the teapot rendered in a 3D modelling program,
the color bleeding and the blocking of indirect illumi-
nation of the teapot is absent in our render. Figure 2
shows an example of such a scene, where a teapot has
been added dynamically.

Figure 2: A scene with global illumination rendered by
our technique, where a teapot has been added dynami-

cally.

3 DETAILS ABOUT THE METHOD
USED

3.1 Basic idea
Implementing our approach in an application is done in
two steps: first of all, pictures for the indirect lighting
must be generated, at some point before the applica-
tion starts. Only after that step can we actually render
anything. In the next subsection, we will focus on the
issues related to the generation of the images. Let us
just assume that we were able to produce images con-
taining the indirect illumination (without skylight). We
will also assume for now that these images are uncom-
pressed and taken at regular intervals; we will deal with
compression and dynamic sampling interval issues in
the next section. In general, a value that produces high-
quality results while still keeping the number of pre-
computations reasonable, is a framerate of one picture
every five minutes – which, for a sequence of a full day,
gives 288 images to render.

So, let us assume that we have a set of images con-
taining information about the indirect illumination. In
our tests, we used bitmap images, which gives the ad-
vantage of being encoded over 24 bits, hence contain-
ing more information than compressed file formats. To
render the scene, we will use a custom set of shaders
that will compute the direct illumination, and “paste"
the indirect illumination and the skylight on it.

Loading images from disk takes a significant amount
of time. Because of that, loading the precomputed im-
ages on-the-fly results in a significant drop in frame
rate, while still achieving interactive frame rate though.
So, if the amount of data to load is acceptable (which
it should be once we introduce compression), and if the
application requires fluid animations, it might be bene-
ficial to consider pre-loading all the images in memory
at startup, keeping pointers to the different data, and ac-
cessing them when needed.

The next step is to take advantage of the GPU’s com-
puting capabilities to interpolate and render the scene.
Let us say that we want to render a frame for an arbi-
trary time. We will first find the closest precomputed
images (one before the current frame, one after), then
we will interpolate them to get the correct luminance
value. With pictures taken at a fixed frequency, the in-
dex of the image just before the current frame would
be

N = floor
(

H ×60+M
∆T

)
(1)

where H and M represent the time that is represented
in the frame, ∆T is the time between two precomputed
images, and N + 1 is the image right after the current
frame.

Once the two images closest to the current frame are
retrieved, they are then passed as textures to a spe-
cific fragment shader. This fragment shader calculates
the fragment color by interpolating the two frames and
adding the result to the direct illumination and skylight
contributions, as shown by Equation (2). In our test
renders, we used basic linear interpolation, which gives
plausible results since the indirect illumination has only
low-frequency information. Other kinds of interpola-
tion will be discussed in section 4.2. The equation used
to compute the total luminance of a pixel is:

L(t) = Ldirect(t)+Lsky(t)+(1−α)LN(t)

+αLN+1(t)
(2)

where LN and LN+1 are texels retrieved by sampling the
textures calculated in Equation (1). Since we currently
have a fixed interval between each precomputed frame,
calculating the value for α is quite straightforward. The
computation is given in Equation (3).

α =
(M mod ∆T )−offset

∆T
(3)

where offset is the time (in minutes past midnight) of
the first frame.

The next issue to consider is how to do the texture
lookup, and consequently how to generate the illumi-
nation textures themselves. Basically, three different
methods can be considered, depending on the type of
application:
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Figure 3: The different elements that make up the final result. Left: direct illumination (computed at runtime).
Center: indirect illumination (precomputed at several time steps). Right: skylight (precomputed once and scaled)

• If the camera cannot move at all inside the applica-
tion, simply pasting the texture onto the final render
might be enough. In that case, the illumination tex-
ture is a simple 2-dimensional render as shown in
Figure 4.

• If the camera can rotate but not move, using cube
maps might be an option. In that case, the illumi-
nation texture is a cubemap-looking texture or set of
textures (one for each direction).

• In the general case where the camera is allowed to
move freely, using texture atlases might be the op-
tion. In that case, the texture is "pasted" onto the
geometry, and the files are a list of textures.

All options, however, have their shortcomings. The
first option makes having reflective objects in the scene
difficult, as rendering the reflection cube map for such
objects would be tricky. Indeed, when rendering the
cube map for a particular object, the illumination image
for that specific render has to be used. In other words,
this technique needs 6 sets of images for each reflec-
tive object (unless indirect illumination is disabled in
the cube map of course). Furthermore, the illumination
cube map for that object has to be aligned with the ac-
tual render of the scene, which is not trivial.

Figure 4: Illumination texture used if the camera is not
allowed to move

The second technique has the same problem as the
first one, plus the fact that a cube map is also used for
the actual rendering of the scene. Furthermore, since
a cube map takes six times as much space as a regular

2D texture, the amount of data to precompute rises by
almost as much.

Thus, in the end, it turns out that the third method
should be the best suited in most of the applications. It
does not have problems of alignment, and the amount
of data to process is acceptable if the scale of the scene
is limited, as in this example. However, the amount of
memory for storing the frames will increase with the
complexity of the scenes and thus be an expensive so-
lution for dense scenes. In the specific case where the
camera is not allowed to move, then the first or second
method might be best.

In the case of our demo program (and hence all the
pictures of this article), we did not allow the camera to
move, and so chose to implement the first technique.
The results we got could easily apply to another tech-
nique though, as the main change is the way lookup co-
ordinates are computed, and illumination textures are
generated.

Up till now, we assumed that we had indirect illumi-
nation textures available for several time steps. It is now
time to define how to get those images. This is what the
next subsection will be about.

Tips and tricks for rendering images with indirect
illumination only

Obtaining pictures with indirect illumination only
has to be done before the program starts running. Since
our method’s only requirement is that indirect illumina-
tion pictures are available at runtime, the way these im-
ages are obtained is actually flexible: any method that
provides the right output would work – and finding the
optimal way to produce them might be an optimization
in itself. As finding such an algorithm is a different
subject, we will only present here the simple method
we implemented, and that gives good results, while it
might be overly simplified.

For producing the indirect illumination pictures the
commercial modeling tool Autodesk 3DS max® is used.
The model of Koldinghus used in the demo program
is modeled in this tool that can also produce rendered
images with lighting. The settings used are set up to
be as similar as possible to the demo program so as to
enable a comparison of the resulting illumination later
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on. These settings are with regards to light and material
color and intensity etc. A point light source is inserted
in the scene to act as the sun. A point light is chosen
to get the same shadow casting as in the demo program
where a point light is used in the shadow map pass and
in the direct light computations. The sun is animated
both in terms of movement where it’s following a path
resembling the sun’s passing on a chosen day, and in
terms of intensity to give a realistic sunrise and sun-
set. The skylight is added to render its contribution to
the global illumination. The images for the two light
sources are rendered separately as we want to add them
to the final illumination separately. Firstly a render with
the point light including only direct light is done, which
is a sequence of images corresponding to a day. Next
global illumination for this light source is rendered and
another sequence is produced. These two sequences
are subtracted to obtain the indirect illumination only,
which is the image sequence that will be used as tex-
tures.

One image is only rendered for the skylight as it is,
as mentioned earlier, a static light source which we
just multiply by an intensity value. All the render-
ing is done with the state-of-the-art Mental ray ren-
derer which gives physically realistic looking results of
global illumination using photon maps and final gather
to compute diffuse indirect illumination.

3.2 Refinements
Compressing the textures using PCA
We apply the principal component analysis (PCA)

on the indirect illumination frames in the time-lapse
sequence in order to reduce dimensionality and the
amount of storage required to save the individual frames.
With a resolution of 800×600 pixels and a frame every
five minutes, this results in a uncompressed file size of
about 400 MB for the total sequence. We use the PCA
to represent as much of the uncompressed information
as possible by maximizing the variance in the time-
lapse sequence onto a lower-dimensional subspace.

The PCA is implemented on only 180 of the total 288
frames to save computational time and requirements.
The discarded frames are all placed in the night and
evening and contain only immerse darkness. The im-
age vectors for the different frames are put together to
produce 480 000 vectors with 180 dimensions, a vector
for each pixel. When the PCA is applied on those vec-
tors, we get 180 eigenvectors with variance as shown in
Figure 5.

Taken into account that the variance is plotted onto a
semi-logarithmic plot, we see that the amount of vari-
ance contained by the single eigenvector is dramatically
decreasing as we go through the eigenvectors. With
only five eigenvectors, we may thus capture 95 % of the
total variance, and if we double the numbers of eigen-
vectors to ten, they contain 98.6 % of the variance in the
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Figure 5: Variance of eigenvectors used for PCA

time-lapse sequence. In this case, we get a compression
of 94,5%.

In order to get the image vectors onto the ten eigen-
vectors, the transposed of the assembled frame vectors
are projected on each eigenvector. To restore the im-
ages, the reverse process is simply executed. With ten
eigenvectors with a dimension of 180 and ten projected
vectors with a dimension of 480 000, we are able to re-
construct the image sequence. The 121st reconstructed
frame of this sequence is shown in Figure 7 on page 7
together with the original, with little noticeable differ-
ence. Further comparison of the frames is found in sec-
tion 4.3 on page 8.

Dynamically select the sampling interval depend-
ing on light changes

As mentioned we want to have a realistic looking
passing of a day with regards to the indirect illumina-
tion with the least amount of data. If we can discard
some of the images which hold the indirect illumina-
tion, and instead interpolate images to produce the illu-
mination, so that it is not noticeable for the user, then
we can achieve exactly this lower data amount that is
desirable. For this a algorithm has been produced which
can be explained in some simple steps;

1. First we have two equally big intervals with images
representing the day.

2. The first and the last image in each interval is lin-
early interpolated to a middle frame and the pro-
duced images is compared to the first and last one
of the interval.

3. If the interpolated image is noticeably different from
the first or last in the interval, the interval is split in
two, and a new frame is rendered for the time of
the interpolated image, the middle frame. This new
frame becomes the first and last image in the two
new intervals.

4. This continues for every interval produced until the
images needed are rendered. With this relative sim-
ple algorithm you save the computation time of do-
ing big and complicated renders of global illumina-
tion by only rendering the images needed to make
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(a) Reference scene (b) Our render. All the objects are taken
into account

(c) Perceptual difference between the
two results

(d) Reference scene (e) Our render. The teapot is added at
runtime

(f) Perceptual difference between the two
results

Figure 5: Differences between our render and a reference. Top: all objects are taken into account for the indirect
lighting. Bottom: dynamic objects are added

the indirect illumination look realistic for the se-
quence of the day.

The way the interpolated frame in an interval is com-
pared to the first, is by utilizing a tool called Percep-
tualDiff [YCS+04]. This tool uses knowledge about the
just noticeable difference [SJ10], in the field of color,
to calculate the number of perceivable different pixel in
the two images and then evaluates if a person is able to
see a difference between the two images.

For the demo program the algorithm is used on the
sequence of indirect illumination images which con-
tains images for every five minutes. This reduces the
sequence density and thereby the data loaded by the
demo program, which also reduces the loading time on
startup. Since the images now don’t have the same
spacing between them, an application like the demo
program, using them also requires this info to interpo-
late the sequence correctly.

On Figure 6 the result of applying the algorithm is
seen. The pictures at night are left out because they
are totally black. We see that there is a lot of activity
at sunrise and sunset, and also at two instances in be-
tween where the light source representing the sun goes
behind a wall with no windows (mimicking sunrise and
sunset). The peaks around 900 minutes are due to in-
creased activity at the right wall with the lamp posts.
The amount of images needed per hour varies from
twelve, meaning that every frame in the sequence needs
to be rendered, to intervals of 30 minutes which gives
only two per hour.
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Figure 6: The dynamic sampling interval through the
day

4 RESULTS AND DISCUSSION
The very first and most trivial way to analyze the re-
sults obtained is just to look at the rendered pictures
and judge, with the naked eye, how they look. Figure 1,
in section 2, shows a render of a random frame in our
program, and compares it to the same scene, rendered
in a state-of-the-art 3D program. At first glance, we can
easily agree on the fact that both images look similar.

This, however, is not a sufficient way of analyzing
results, and we will need a way to quantify the differ-
ence between the two techniques. In this section, we
will consider the state-of-the-art render as the standard,
and compare our results to this reference. For that, we
will, like in 3.2, use the notion of perceptual differ-
ence [YN04], which describes the difference between
two images in terms of how a human would perceive
it. First of all, we will just analyze our basic renders
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(a) Original frame (b) Perceptual difference of
restored frame with 10

eigenvectors

(c) Blow-up of region with 10
eigenvectors

(d) Blow-up of region with 20
eigenvectors

Figure 7: Comparison of information loss produced by PCA. A gamma correction of 2 has been applied to the
frames.

(with and without objects added dynamically), then in
the next sections we will analyze the impact of the var-
ious compression methods on the final result.

4.1 Perceptual difference between our
renders and a reference

As explained above, we will focus on the perceptual
difference, in normal conditions, between an image ren-
dered in our program and an image rendered using the
commercial program 3DSMax by Autodesk. For that,
we will use [YCS+04], a utility program that computes
the perceptual difference between two images. Its im-
plementation is highly based on [YN04].

Figure 5 summarizes the results for two types of
scene:

• The top row shows a scene where all the objects
have been taken into account during the preprocess-
ing stage, so that the indirect illumination is correct.

• The bottom row shows a scene where the red teapot
has been added during runtime, i.e. it hasn’t been
taken into account while calculating the indirect il-
lumination. In the reference picture, however, the
whole scene is subject to indirect illumination, and
so the teapot is included in it.

As we can see, in the first case, the perceptual differ-
ence is mainly due to minor differences in the way both
scenes are rendered, because the light’s intensities can’t
exactly match. The perceptual difference is then mainly
due to these discrepancies in direct illumination, as well
as a small geometrical mismatch in the areas covered by
shadows. All the regions in shadow, lit by indirect illu-
mination only, present no noticeable difference.

Unsurprisingly, results are similar when an object is
added dynamically. In Figure 5f, we see that there are
only few errors on the teapot itself as well as the nearby
floor where the indirect illumination is approximated;
the other discrepancies are due to the setup in both en-
vironments, as explained above.

4.2 Choosing the right interpolation func-
tion

One of the criteria to decide on when using our tech-
nique is: “what interpolation function to use?". In the-
ory, that choice should influence the quality of the final
render, and you might want to choose the most accurate
interpolation method, to get the best results. In prac-
tice, however, we observe that this is not the case, as
most interpolation functions need a lot of computation
in order to choose the non-linear parameters, for results
that are only slightly better than linear interpolation.

The main problem with most interpolation methods
is that they need to run on the whole dataset to com-
pute the parameters needed. In our work, that means
that most images must be preprocessed to generate the
interpolation function. Linear interpolation, however,
only needs two images to compute a third one, which is
the easiest function, albeit not very accurate.

Accuracy, however, is not really an issue with our
dataset. As explained in section 2, we weeded out all
the high frequency data from our images to only keep
the low-frequency indirect illumination. That means
that indirect illumination only present small changes
between two frames, and so interpolating them should
not provide major artifacts. Furthermore, if we use the
Just Noticeable Difference as a threshold, then the inter-
polation should present no noticeable artifacts. Figure
8 shows results for such an interpolation graphically. A
perceptual difference test on these images shows that
no pixel is visibly different, although the arithmetic dif-
ference between the two images shows some minor in-
terpolation errors.

4.3 Quality loss induced by PCA
In section 3.2, we described the method of reducing
the dimensionality of 180 frames into only ten vectors.
The 121’st frame in the sequence has been restored and
contains 99.6 % of the variance of the original frame.
However, as it might be seen from a the image of the
perceptual difference in 7b and as a closer inspection
of the frames reveals, differences in color nuances and
transitions appears. This is apparent at the back wall
of the church and on the floor where some transitions
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from light to darker grey is smoother in the original
than the restored frame and other transitions does not
appear. Further differences occur in the lamps when a
hardly visible, small pocket of white in the distant lamp
is converted to grey. A blow-up of this region is shown
in the third frame of Figure 7.

(a) Original frame (b) Interpolated frame

Figure 8: Comparison of a random frame and its inter-
polated counterpart.

In order to acquire a more vivid representation of
the frame with more transitions and nuances imminent,
the number of vectors used for compressing the frames
is doubled to 20. The overall improvement of the se-
quence may be small however, as the variance only in-
creases to 99.83%, a relative improvement of approx-
imately 0.23 %. This small improvement in the total
variance captured is visible on the blown-up frame on
figure 7d as the original, white ray of light on the distant
lamp now is apparent. Additionally, with this increase
in the number of eigenvectors, there are no longer a per-
ceptual difference between the precomputed and the es-
timated frames.

5 CONCLUSION
In conclusion, we see that our algorithm gives good re-
sults, and allows using total indirect illumination in an
interactive context. If combined with a texture atlas to
provide the indirect illumination, it allows for a camera
to move freely within boundaries, and if programmed
carefully, dynamic objects could also be added with
only minor errors. Furthermore, selecting a varying
amount of frames across the sequence, and compress-
ing them with an algorithm such as PCA, allows get-
ting similar results while greatly reducing the amount
of data to store and process.

The main area of improvement of our algorithm, that
could be the topic of another research work, is the
way the indirect illumination textures are precomputed.
Finding a way to have indirect illumination images pre-
computed as fast as possible might be interesting in
most applications.
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ABSTRACT
Current research is targeting the estimation and correction of lens imperfections. often modeled as a set of spatially
varying point spread functions (PSFs). One way to measure these PSFs is their calibration with checkerboard
patterns. Previous work, however, does not fully exploit all benefits of using a checkerboard. In particular, we show
in this paper that the pose of the checkerboard with respect to the camera can be exploited to yield information
on the circle of confusion, and thus the image blur of an ideal camera. By removing this expected blur, we can
estimate residual PSFs that are due to the deviation of the optical system from a thin-lens model. The residual
PSFs can then be used to sharpen images at comparable lens settings.
Practical side effects of our method are the design of a self-identifying pattern that can be robustly detected even
in the case of image blur, and a corresponding algorithm for its detection.

Keywords
spatially varying PSF, self-identifying markers, deconvolution

1 INTRODUCTION
2012June 25 – June 28

The optical resolution of camera images is often lim-
ited by the quality of the lens system used for taking the
picture. Even expensive lens systems show aberrations,
especially at high aperture settings (low f-number). Al-
ternatively, cheap plastic lenses are mass-produced and
show less then ideal imaging capabilities. The devia-
tion from perfect imaging is usually expressed by the
system’s point spread function (PSF). Though it is of-
ten assumed to be invariant with respect to shifts on the
sensor and the settings of the camera, this is in gen-
eral an invalid assumption. The space of PSFs is high-
dimensional, varying with position on the sensor, aper-
ture, focus and, potentially, zoom-setting of the camera.
Knowing the distribution of the PSFs enables the com-
putational removal of aberrations from the image via
deconvolution.

It is therefore important to calibrate the PSFs, ide-
ally for all possible combinations of camera settings.
Using the EXIF information of an image taken with
such a calibrated lens, it can be sharpened in a com-

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

putational post-process. Recently, the work of Kee et
al. [KPCW11] has introduced a method for estimating
the PSF variation for aperture and zoom changes. How-
ever, they do not address the focus-setting of the cam-
era. This leads to the problem that the calibration pat-
tern has to be kept in-focus during the calibration pro-
cess and thus, has to be moved.

In our approach, we take a different route. We exploit
the planarity of the checkerboard to estimate its pose
with respect to the camera. This, in turn, allows for
estimating the circle of confusion, the PSF of an ideal
thin lens. The observed calibration pattern is convolved
with a different PSF, which we consider to be a combi-
nation of the ideal PSF and the in-focus PSF due to lens
aberrations. Our goal is the estimation and removal of
the latter. The resulting images are approximations to
images that would be taken by a perfect lens system
with a finite aperture.

Our algorithm relies on the ability to detect blurred pat-
terns. For this reason, we design a checkerboard pattern
that is well suited to estimate PSFs and which can be
robustly detected in the presence of blur. We call the
resulting pattern and detection routines BlurTag.

2 RELATED WORK
The correction of image blur is content of much
research today. Usually, the goal is to correct for scene
related degradations like motion blur [SJA08], out-
of-focus blur [VBC+02], or camera shake [FSH+06].
Blur removal is a deconvolution problem which comes
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in two flavors: blind deconvolution e.g. [AD88, Car01]
and deconvolution based on a known kernel e.g.
[Ric72, Wie49]. Joshi et al. [JSK08] determine the
kernel by edge prediction using the rationale that
part of the blur kernel can be observed in a direction
orthogonal to the edge. Based on this approach, Kee
et al. [KPCW11] propose a non-blind approach to
estimate and remove lens aberrations. They employ
checkerboard-like patterns including circles that pro-
vide edges in all orientations to estimate the kernel.
As mentioned earlier, the pattern has to be in focus for
the method to yield unbiased estimates. Point spread
functions may change when the focus changes. If the
calibration image has been taken with a different focus
setting from the one that is to be corrected the results
will be inaccurate. Our work aims at relaxing this
requirement.

Our approach is based on pose estimation with re-
spect to a planar target, a standard problem in com-
puter vision [Zha00]. An implementation is available
in Bouguet’s calibration toolbox [Bou02]. The toolbox
estimates the common parameters related to a pinhole
camera such as focal length, camera orientation, as well
as radial distortion. In this area, it is common to use
uncoded checkerboards where the user has to define the
outer checkerboard corners manually.

In the field of augmented reality, tag-based systems
such as [GGSC96, ZFN02, dIMH02] are often em-
ployed. These methods address the automated pose
estimation problem, but do not consider the aspect of
calibration. The focus is on the automatic detection
and identification of markers. In general, the tags of
augmented reality can be adapted to checkerboards by
using them as codes. The approach of Atcheson et
al. [AHH10] places two-dimensional codes into the
squares of the checkerboard. To enhance the detection
quality in blurry regions, the authors introduce a new
design where codes are rotated and separated from the
feature points. Due to this, the resolution of the codes
is reduced. In addition, the pattern employs straight
edges which are not suitable to sample general two-
dimensional blur kernels densely. We therefore opt for
an alternative design.

Our goal is the automatic estimation of spatially vary-
ing PSFs which are distributed over a captured image.
We capture an image which provides a checkerboard
pattern. This checkerboard pattern is optimized for

1. automatic detection as in the CALTag implementa-
tion [AHH10],

2. accurate PSF estimation as in [KPCW11], and

3. blur robust detection for out-of-focus checker-
boards.

focused
checkerboard

unfocused
checkerboard
covering the
whole image

lens image
sensor

aperturecircle of confusion

Figure 1: In our setup a calibration pattern is imaged
at an out-of-focus position. The circle of confusion is
blurring our image in addition to the lens PSF at the
in-focus setting.

Further, we want to estimate the pose of the checker-
board. Knowing the distance of the focal plane as well
as the aperture and focal length, we are able to estimate
the circle of confusion of the image regions covered by
the checkerboard pattern. These circles of confusion
offer the ability to compute in-focus PSFs from out-of-
focus PSFs.
In summary, we combine and extend different aspects
of previous work in order to provide a practical solution
to spatially varying PSF estimation for lens-induced
aberrations.

3 OVERVIEW
The goal of our approach is the calibration of the spa-
tially varying PSFs for different focus settings of an op-
tical system using a static calibration pattern at a fixed
position. The main motivation for this setting is that it
is difficult to move a single calibration pattern to differ-
ent focal planes while maintaining a full coverage of the
image and a comparable apparent resolution of the tar-
get at different distances without changing the pattern
on the target.
We therefore choose to image the calibration pattern in
an out-of-focus position, see Fig. 1. Consider first the
checkerboard to be placed in the focal plane. In this
case, an ideal, finite aperture, thin-lens imaging sys-
tem would produce a perfect image since the system
response of the thin lens is Dirac. In a real system,
however, the system response is different and the ob-
served image IIF

obs is given by the object space pattern
Iob j, convolved with the system PSF p:

IIF
obs = Iob j⊗ p, (1)

where IF stands for “in-focus”. In general, the convo-
lution has a spatially varying kernel p(x,y). If the pat-
tern is placed in a different position, a finite aperture,
thin-lens system will produce out-of-focus blur which
is usually described by the circle of confusion, a spe-
cial PSF which is a scaled version of the aperture shape.
The ideal image IT LOF

obs under these circumstances is
given by

IT LOF
obs = Iob j⊗ pcoc. (2)
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Here, pcoc is the circle of confusion PSF and TLOF
stands for “thin-lens out of focus”. Again, as in the in-
focus case, a real system does not produce IT LOF

obs since
its PSF is not an ideal circle of confusion which would
have a pill-box shape (assuming a circular aperture). In-
stead, the out-of-focus PSF of the real system is given
by pcoc⊗ p. The observed out-of-focus image IOF

obs in a
real system is thus given by

IOF
obs = Iob j⊗ pcoc⊗ p. (3)

Our method aims at estimating p, given the observed
out-of-focus image IOF

obs and the pattern definition Iob j.
In order to make this problem tractable we need a re-
liable way of estimating pcoc. We also aim at relaxing
the condition that the pattern has to be placed parallel
to the image plane.
The above requirements can be fulfilled if the pose of
a (planar) target with respect to the camera can be es-
timated from the calibration image IOF

obs . Knowing the
pose, and the aperture and focus settings of the camera,
pcoc(x,y) can be computed at every position in the im-
age. This implies, that we can recover the PSF of the
in-focus plane p(x,y) by inverting Eq. 3.
In practice, we compute the orientation of the pla-
nar target by tracking a checkerboard coded with self-
identifying markers (tags). This automates the calibra-
tion process which is important if several focus set-
tings are to be processed, potentially for several aper-
ture/zoom settings of the camera. In this article, we
only discuss the computation of the PSFs from a single
image. Calibrating an arrangement of settings would
apply our method to each image independently.
The processing pipeline is shown in Fig. 2. First, we
detect the individual squares of the checkerboard pat-
tern and verify the contained tags. Then we estimate
the PSFs, which are blurred by the circle of confusion.
In parallel, we estimate the pose of the checkerboard,
which can also be regarded as the extrinsic parameters
of the camera with respect to the checkerboard. We
can extract the focal plane parameters from the EXIF
header provided by the captured image. The combi-
nation of pose information and focal plane parameters
allows us to compute the circle of confusion for each
position covered by the checkerboard pattern. Finally,
we deconvolve each PSF with the related circle of con-
fusion. The result is a full image covering set of PSFs
for an image in the focal plane of the camera.
In order for this process to work well, we have to regard
two aspects: First, a checkerboard design that is well
suited to PSF estimation. Second, a detection algorithm
that is robust to blur.

4 CHECKERBOARD DESIGN
Estimating the PSF distribution based on a captured
checkerboard pattern requires its initial detection. In
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1. Square detection
3. PSF estimation

2. Pose estimation
4. CoC estimation

5. PSF sharpening
Figure 2: Overview of our approach

our approach, the checkerboard detection fulfills two
goals at once: First, we want to estimate one PSF for
each checkerboard square, and second, we want to es-
timate the pose of the checkerboard for estimating the
circle of confusion. Based on these two goals, we can
derive criteria, which have to be met by our checker-
board design:

1. We seek to estimate accurate PSFs,

2. the detection must be robust to blur, and

3. the process should be automatic.

Based on these criteria, we derive a checkerboard
pattern (Fig. 5, upper left) providing a code for each
checkerboard square, for an example see Fig. 3.

For our initial tests we use a simple binary code. This
code could be made error-correcting as e.g. in [AHH10]
by sacrificing some bits. The codes, however, are not
only used to identify a marker, but also to serve as a
pattern for PSF estimation, i.e. Iob j in Eq. 3. It has been
observed in previous work that it is important to use
patterns that provide edges in every direction [JSK08].
We therefore choose circles as the basic elements of
our codes. Instead of coding a bit as circle present (1)
vs. circle absent (0) in a particular position, we use an
inner-/outer-circle hierarchy, where the presence of an
inner circle indicates a logical ’one’, see Fig. 3. This
measure ensures the presence of edges even for codes
that contain many zeros and thus improves the stability
of the PSF estimation.

WSCG 2012 Communication Proceedings 241 http://www.wscg.eu 



1 4

32

256

16384

Figure 3: Sample code with active bits 20, 22, 25, 28

and 214 leading to the ID 16677. The bits are using a
lexicographical order. Codes are unique under rotation
and mirroring.

Further, we decided to make the codes unique in terms
of rotation and mirroring by removing symmetric ones
from the list of available codes. This property is sim-
plifying the detection process. Knowing the orientation
helps when assembling a complete checkerboard pat-
tern from single detected squares. We are dealing with
two dimensional codes providing w horizontal and h
vertical code elements. For two reasons, we decided to
set w = h = 4. First, we are dealing with squares so we
set w = h to distribute the corresponding objects homo-
geneously. Second, regarding uniqueness with respect
to symmetries and robustness to errors, 3×3 codes of-
fer too few candidates to fill a reasonably sized checker-
board pattern with unique codes. On the other hand,
5× 5 codes become too dense for small resolutions in
the captured image.

5 IMPLEMENTATION
The implementation of our algorithm is split into sev-
eral parts. At first, we detect the checkerboard and iden-
tify the markers, Sect. 5.1. The important aspect in this
step is the robustness of the detection routine to blur.
Next, we compute the combined PSFs pcoc ⊗ p from
the image and the pre-defined pattern, Sect. 5.2. In or-
der to remove the influence of the circle of confusion
pcoc, we compute the pose of the checkerboard and es-
timate pcoc, Sect. 5.3. Finally, we compute the in-focus
PSFs p by deconvolving the combined PSFs pcoc⊗ p
with the circle of confusion PSF pcoc, Sect. 5.4.

5.1 Detection process
The critical aspect in the detection process is the
identification of the individual checkerboard squares
in the presence of blur. The main difficulty is the
apparent merging of neighboring regions of the pat-
tern [AHH10]. The main differentiating aspect of our
detection scheme is that we interpret the thresholded
image as a hierarchical tree structure: a connected

detect squares

identify squares sample and check codes

validate squares
#code objects

#shape corners

isolate squares split merged squares

remove codes

add codes

Figure 4: Overview of the detection process.

component is a child of another if it is completely
included in the other. This feature lets us remove
parts of the image (the codes) for the early parts of the
detection routine. This way, we can focus on separating
the checkerboard squares without fearing to damage
the codes inside, see Fig. 4.

An overview of the processing pipeline is shown in
Fig. 5. The number of the processing step refers to the
number of the subfigures in the pipeline overview. In
the following, we describe the individual steps in more
detail.

1. Thresholding the image
Checkerboard patterns are usually black and white to
simplify the detection process. During capture, ambi-
ent light, shades and light gradients lead to a gray-scale
checkerboard pattern. Our first step is to binarize the
image via thresholding. We use a median based adap-
tive thresholding algorithm [Jai89]. The definition of
the window size is the most critical parameter within
the process. Too small windows lead to noisy results
while too large windows may lead to shrunk, open, or
vanishing circles. In our implementation, we use a win-
dow width of about 4 to 5 percent of the image width.
After that we remove noise from the thresholded image.

2. Removing circles
In this step, we remove the circles that represent the
code of a square from the binary image. The result is
a binary image without code structures as in Fig 5 (2).
This leads to significant improvements in the following
splitting step because the fine detail of the code struc-
tures can be ignored. As discussed above, we interpret
the thresholded image as a tree of connected compo-
nents, Fig. 6. The tree construction is performed in
two steps. First, the binary image is decomposed into
connected components. Second, the connected compo-
nents are organized in the component tree [NC06]. The
component tree encodes the complete interrelations be-
tween the nested structures. Using it, we can remove
the circles by removing the corresponding nodes. In
our pattern, we remove the nodes which provide exactly
one leaf and the leafs themselves. After that, we draw
the tree again as a thresholded image, this time without
the circles.
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Figure 5: The tracking pipeline.
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Figure 6: Conversion from pattern to tree structure. The
hierarchy of the connected components is encoded as
parent/children relations in the tree.

3. Splitting adjacent squares

At this step we have a binary image of the checkerboard
without the circles. However, due to image blur the
initial thresholding step results in merged squares, i.e.
squares of equal color meeting at one corner appear as
a single connected component. The goal in this step is
to split these structures.

First, we determine the dominant points for each struc-
ture in the image by using the IPAN algorithm [CV98].

We use an angle threshold of 160◦. Now we search
for pairs of dominant points that only have a small dis-
tance from each other. To specify this distance we use
a threshold Tx. The goal is to identify point pairs on
opposite sides of a “bridge”, i.e. an area where squares
are merged. If Tx is chosen too large, squares can be
split diagonally which has to be avoided to preserve
their quadrilateral shape. For this reason we set Tx = 20
pixels which is related to the minimal diagonal size of
usable squares. A square is usable if each circle can be
detected. Consider the minimal case: the cross-section
along the diagonal of a square provides 4×2 outer cir-
cle edges + 4 inner circles + 3 spaces between the cir-
cles and 2× 2 parts between the outer circles and the
square border. Assuming that each part consists of at
least one pixel, the resulting minimal diagonal length is
2×4+4+3+2×2 = 19 pixels.

After having identified the candidates for splitting we
perform this operation by drawing lines between neigh-
boring dominant points. The resulting binary image
contains what our algorithm believes to be squares. In
order to avoid separate implementations for the white
and the black squares we work with two copies of the
image, one being the inverse of the other. In the follow-
ing, we describe the further processing for only one of
those images.
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4. Adding circles
At this point, we have a superset of square candidates.
Our goal is to filter out all false positives. We achieve
this by observing the inner structures of each square
candidate. For this, we add the circles that were re-
moved in the second step back into the image. This
can be done by taking the original thresholded image
(step 1) and the negated result of step 3 and performing
a logical ’and’ operation between the two images.

5. Filtering by number of circles
Our checkerboard pattern provides only squares with
16 circles. We take advantage of this fact by filtering
out all candidates which do not meet this requirement.
In our implementation, we convert the square candidate
image to a component tree as in step 2. Now, we can
traverse the tree and check the number of children of
all connected components. All squares which do not
provide 16 children are filtered from the tree. After that,
the filtered tree is converted back to an image.

6. Filtering squares by number of corners
In this step we filter out all shapes that do not have
four corners. They tend to be no squares. We com-
pute the potential corners by a variant of the IPAN al-
gorithm. We then identify the point with the steepest
angle less than 135◦. This threshold is used to avoid
treating edges that have accidently been split by a dom-
inant point. These points usually make angles close to
180◦ with their neighbors. In addition, if a perspective
projection is so strong as for the 90◦ corner to project
to an angle of larger than 135◦, then the internal code
of the square is likely to be of very low resolution and
thus unusable. The output of this step is an image that
contains square candidates with exactly 4 corners and
16 code objects.

7. Sampling the codes and verification of the squares
Next, we estimate the homography between the de-
tected quadrilateral and an ideal two-dimensional [0,1]2

space, [HZ10] which is used for sampling the code.

However, the corners computed so far are of low quality
since they have been computed from the binary image.
We increase the quality of the estimated points by merg-
ing close points of different squares to their mean posi-
tion. It is important to ensure, that these points share the
same real point. In addition we apply the Harris corner
detector [HS88] on the gray value image.

5.2 PSF estimation
As outlined in Sect. 3, we can compute the combined
PSF pcoc ⊗ p by deconvolving the observed image
IOF
obs with the definition of the pattern Iob j. For this

it is necessary to remove the perspective projection
of the recorded pattern, or, alternatively to warp the
pre-defined pattern into the pose of the checkerboard.

We choose the latter option to compute the PSFs
directly in screen space. We do this by applying the
inverse of the homographies computed in step 7 of the
detection scheme to the pre-defined pattern. This pro-
cess is performed independently for each square of the
checkerboard. We use Wiener deconvolution [Wie49]
to solve for pcoc⊗ p.

5.3 Pose and CoC estimation
As outlined above, the pose of the checkerboard al-
lows for the estimation of the circle of confusion, the
PSF of an ideal finite aperture camera system. Comput-
ing the checkerboard pose is equivalent to determining
the camera’s extrinsic parameters. We re-use the es-
timated homographies for this purpose. Coupled with
the known real world size of each checkerboard square
and the camera intrinsics, we derive the position and
orientation of the checkerboard with respect to the cam-
era [HZ10].
Based on the pose of the checkerboard, we compute the
distance d between a selected point on the pattern and
the camera. With the known distance of the focal plane
S, the aperture diameter A and the focal length f we can
compute the circle of confusion as

c = A
|d−S|

d
f

S− f
(4)

The circle of confusion diameter c needs to be con-
verted to pixel size. Therefore, we need to regard the
pixel dimensions of the camera sensor (e.g., Canon
EOS 5D Mark II: 6.41 µm). The circle of confusion es-
timation can be applied at each position within the im-
age, which is covered by the captured checkerboard pat-
tern. The information on aperture size and focal length,
and focal distance can be extracted from the EXIF tags
accompanying the captured images.

5.4 In-focus PSF estimation
Once the circle of confusion pcoc and the combined PSF
pcoc⊗ p are known, the in-focus PSF p can be recovered
by deconvolution. We again employ Wiener deconvo-
lution for this task. A validation example of our proce-
dure is shown in Fig. 7. In the first row we show ground
truth PSFs obtained by applying Eq. 1. The checker-
board is placed in the focal plane which is placed at a
distance of about 2.5m. Due to the large field-of-view,
the checkerboard cannot cover the complete image. In
the second row we have moved the checkerboard to a
much closer distance of about 30cm. Here, the checker-
board covers the full image but appears blurry. The in-
sets show the same region on the checkerboard. Cor-
respondingly, the estimated combined PSFs are much
larger than in the first row. The third row of the figure
shows the estimated circles of confusion as well as the
in-focus PSFs computed using our method. They agree
quite well with the ground truth of the first row.
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Figure 7: Estimation process of in-focus PSFs
1. Well focused, checkerboard in focal plane (~250cm)
2. Estimated PSFs from 1. incl. close-up
3. Same focus as in 1., but differently positioned checkerboard (~30
cm)
4. Estimated PSFs of 3.
5. Estimated circles of confusion of 3.
6. In-focus PSF estimated from 3.
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6 RESULTS AND DISCUSSION
We perform a number of tests to evaluate our algo-
rithm. First we verify the detection process. Each
square, which we fail to detect leads to a missing PSF.
So the quality of our detection algorithm is critical. Fur-
ther discussion about interpolating missing PSFs can be
found in [KPCW11]. As mentioned in the overview
section, we tend to capture blurry images which are
challenging to process. For this reason, we implement
tests to compare its stability with recent work.

6.1 Robustness to blur
Our first test compares our BlurTag with CALTag,
the recent approach of [AHH10]. We generate syn-
thetic images using our pattern and the one proposed

Figure 9: Detected squares in CALTag vs. BlurTag.
Left: Detected squares of CALTag-based checkerboard.
Right: Result of BlurTag-based checkerboard.

in [AHH10]. Both synthesized images provide the
same amount of squares and the same perspective
transformation. During the test, we successively
increase the blur. The number of detected squares
versus the size of the blur kernel (sigma) is shown in
Figure 8.

We see that CALTag and BlurTag have comparable
detection results when the kernel size is small. Ini-
tially, BlurTag’s performance decreases earlier than
CALTag’s due to the increase complexity of the circle
pattern as compared to the squares of CALTag. Circles
require a higher resolution to work properly compared
to square based codes. With larger blur kernels, how-
ever, we see that CALTag’s results deteriorate more
quickly as compared to BlurTag. The conclusion of
this test is that CALTag is preferable when the camera
resolution is limited and the amount of blur is small.
BlurTag shows its strengths with an increasing amount
of blur at sufficient image resolution.

This observation is also manifest in a real-world test,
Fig. 9. Large variations in square resolution, combined
with significant amounts of blur lead to a reduced per-
formance. However, The impact on BlurTag’s perfor-
mance is smaller than for CALTag. Whereas CALTag
is able to detect 29/70≈ 41% squares, BlurTag extracts
52/70≈ 74% squares.

6.2 PSF quality for blurred capture vs.
ground truth

The major goal of our approach is the estimation of cir-
cles of confusion to avoid their impact on the estimated
PSFs. In Fig. 7 we show the final, in-focus PSFs (6) as
compared to PSFs estimated from a pattern recorded in
the focal plane (2). We see that the in-focus PSFs are in
close agreement with those, which we estimated with a
well focused checkerboard. It is important to keep in
mind, that the focus was not changed during the exper-
iment.

For numerical comparison, we compute the RMS er-
ror between the ground truth PSFs p of the in-focus
recorded checkerboard (computed via Eq. 1) against
the combined PSFs pcoc ⊗ p as well as the estimates
in-focus PSFs using our method, Fig, 10. We see that
the quality increase obtained from our method becomes
better with an increasing diameter of the circle of con-
fusion, i.e. the larger the blur, the more benefit to using
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our method. Another insight is that our computed in-
focus PSFs have an approximately constant quality with
respect to the ground truth over the tested blur sizes.

6.3 Video rates
While our main focus is on improved and more flexi-
ble PSF estimation, our method is fast enough to run at
interactive rates and could thus be of interest for blur-
resistant tracking in applications where AR-markers are
traditionally used. We run on a test on a video with size
640× 480 pixels. We achieve a mean speed of 13.04
fps. Our unoptimized implementation runs in a single-
threaded process on an AMD Athlon(tm) 64 X2 Dual
Core Processor 4600+. It should be possible to paral-
lelize the algorithm on a GPU to achieve real time per-
formance.

6.4 Application
Finally, we show results for sharpening a given target
image using our estimated PSFs. Fig. 11 shows the
application to a 22 Mpixel image taken with a Canon
5D mark II camera and a 50mm f/1.4 lens. We see
that blur can be removed and the final image becomes
sharper. Especially structures with high gradients like
the handrails and the flowers improve in sharpness.

7 CONCLUSIONS AND FUTURE
WORK

In this work, we introduced a new checkerboard pat-
tern which is well suited to PSF estimation. Further,
we introduced a new tracking algorithm, which is ro-
bust to resolution variations and large amounts of blur.
In addition, we exploited the planarity of checkerboards
to estimate out-of-focus blur of the calibration pattern.
This allowed us to generate ’sharp’ PSFs independent
of the focus setting of the camera.

Our tracking approach is directly tailored to the
designed checkerboard pattern. Therefore, changes
in the design require different detection algorithms
as well. In general, it would be possible to analyze
the checkerboard patterns automatically to derive an

Figure 11: Results after deconvolution
Top: Target image with marked regions ( best viewed in color )
Left: Blurred captured image regions
Right: Corresponding deconvolved image regions

appropriate tracking algorithm by analyzing its tree of
connected components, as we did in the second step of
our pipeline.

Further, it would be interesting to analyze the shape of a
PSF under varying focus settings. This could help man-
ufacturers to enhance the quality of their lens systems
with respect to different focus settings.
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ABSTRACT
3D models have become an essential part of many applications ranging from computer games to architectural
design, virtual heritage, and visual impact studies. Traditionally, 3D model creation is done using modelling
systems such as Maya or Blender. However, these systems have a steep learning curve and require a considerable
amount of training to use. Thus, there is a critical need for tools which allow non-expert users to easily and
efficiently create complex 3D scenes. To answer to that demand, a number of commercial image-based modelling
packages have been introduced recently. Such software offers a very intuitive means to create 3D models from a
sequence of images. However, the algorithms employed by these systems are usually kept secret, which makes
it difficult to compare them algorithmically and identify common underlying concepts. This paper evaluates the
most promising 3D reconstruction software packages with regard to efficiency, accuracy, limitations, constraints
and compares them with a system developed by us in order to give an insight into their performance. To achieve
that, we first describe our own 3D reconstruction system as a reference in order to make deductions about common
concepts and differences. Then, we use a set of benchmark datasets to evaluate all considered systems, and gage
their limitations with regard to the number of input images they need and the image resolution. Our evaluation
shows that as the number of input images decreases, the geometry of models created using correspondence-based
approaches contains more holes. However, the structure and geometry still reflect the original model. In contrast,
silhouette-based methods produce coarse and distorted geometry as the number of input images decreases. Models
obtained using silhouette-based methods from few input images are often unrecognizable.

Keywords
image-based modeling, correspondence-based reconstruction, silhouette-based reconstruction

1 INTRODUCTION
Creating 3D models of a scene has long been an im-
portant task in computer graphics. While conventional
geometry-based modeling approaches enable the con-
struction of highly realistic and complex 3D models via
interaction with 3D meshes, they have a steep learning
curve and require a considerable amount of training to
use. These restrictions render them unsuitable for non-
expert users. The recent advancement in hardware spe-
cialized in 3D model reconstruction has made it pos-
sible for non-professionals to reconstruct 3D scenes.

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

However, tools such as laser scanners and structured
lighting systems are often costly, have a limited range
and resolution, are not very portable and flexible to use.
Additionally, they have constraints with respect to ma-
terial properties and environmental conditions such as
string sunlight.

Digital cameras overcome many of these limitations
and their ubiquitous use and integration into comput-
ing devices such as smart phones is making them an
increasingly attractive proposition for 3D scene recon-
struction. Recovering 3D structure from photographic
images is an efficient and intuitive way to create 3D
digital models of objects. Compared with conven-
tional geometry-based modeling and hardware-heavy
approaches, the image-based modeling method can be
employed to extract original texture and illumination
directly from images for visual 3D modeling, without
the need for complicated processes, such as geometry
modeling, shading and ray tracing. The techniques are
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usually less accurate, but offer very intuitive and low-
cost methods for reconstructing 3D scenes and models.

The past few years have seen significant progress to-
ward automatic creation of 3D models. There are now
a number of software packages that offer the ability to
acquire 3D models from a set of images without any a
priori information about the scene to be reconstructed.
Once supplied with the input images, these systems au-
tomatically process and produce a 3D model. As the al-
gorithms used by these systems to reconstruct 3D mod-
els are usually kept secret, it is difficult to identify fun-
damental limitations and commonalities, and hence to
compare them on an algorithmic level. The objective
of this paper is to give an insight into the performance
of the currently best-performing systems by evaluating
them using benchmark datasets. We use the following
methodology to provide some insight into the current
state of image-based modeling: we include a reference
system that allows us to make grounded assumptions on
algorithmic differences, and we systematically vary the
number of input images and their resolution to identify
the current limitations.

After a description of related work on image-based
modeling, a brief overview of our reference system
is presented. In the second part, a set of benchmark
datasets is used to stress test these systems under vari-
ous conditions.

2 RELATED WORK
Ideally, image-based modeling algorithms can be cat-
egorized depending on the visual cues employed to
perform reconstruction, i.e. silhouettes, texture, trans-
parency, defocus, shading or correspondence. Tradi-
tionally, the most well-known and successful visual
cues have been shading, silhouettes, and correspon-
dence [HVC08]. Silhouettes and correspondence offer
the highest degree of robustness due to their invariance
to illumination changes. The shading cue requires more
control over the illumination environment, but can pro-
duce excellent results [HVC08]. However, the require-
ment for strict constraints over lighting conditions ren-
ders shape from shading impractical for general appli-
cations.

The shape from silhouette class of algorithms is very
efficient and has been proved to be stable with regard to
object surface properties (color, texture and material).
It is, however, very limited in the object geometries it
can handle [FLB06, MBR+00, NWDL11]. The earliest
attempt of using silhouettes for 3D shape reconstruc-
tion was made by Baumgart in 1974. In his pioneering
work [Bau74], Baumgart exploited silhouette informa-
tion from four input images to compute the 3D shapes
of a baby doll and a toy horse. Following Baumgart’s
work, many different variations of the shape from sil-
houette paradigm have been proposed

Grauman et al. [GSD03] presented a Bayesian ap-
proach to account and compensate for errors introduced
as the result of false segmentation. The approach has
been shown to produce excellent error-compensated
models from erroneous silhouette information. The dis-
advantage of this method is that it requires prior knowl-
edge about the objects to be reconstructed and large
ground-truth training data. This makes them imprac-
tical for general applications.

Cheung et al. [CA84, mCBK05a, mCBK05b] proposed
a method that aligns multiple silhouette images of a
non-rigidly moving object over time in an attempt to
improve the quality of the constructed visual hull. Their
method showed a significant improvement in recon-
struction quality over previous methods.

Amongst the vast body of literature available on image-
based modeling techniques, recent work on multiple
view reconstruction has become a growing area of in-
terest with many different techniques achieving a high
degree of accuracy. These techniques are based mainly
on correspondence cues and focus on producing models
that resemble the original 3D scene from a sequence of
calibrated or uncalibrated images. The concept under-
pinning these techniques is the extraction and combi-
nation of information from several overlapping images
taken from distinct locations at different instants to de-
duce the relations between those images. When rela-
tions between images are properly established, the 3D
structure of the observed scene can be inferred.

One of the most famous and successful reconstruc-
tion systems is the Façade system, which was pro-
posed by Debevec et al. [DTM96]. The Façade system
was designed to model and render simple architectural
scenes by combining a hybrid geometric and image-
based approach. The system requires only a few images
and some known geometric parameters. It was used
to reconstruct compelling fly-throughs of the Berkeley
campus and was employed for the MIT City Scanning
Project, which captured thousands of calibrated images
from an instrumented rig to compute a 3D model of the
MIT campus. While the resulting 3D models are often
impressive, the system requires considerable time and
effort from the user to decompose the scene into pris-
matic blocks and manually select features and their cor-
respondence in different views, followed by the estima-
tion of the pose of these primitives. Consequently, the
system is impractical for reconstructing large scenes.

More recently, Xiao et al. [XFT+08] developed a
semi-automatic image-based approach to reconstruct
3D façade models of high visual quality from a se-
quence of street view images. Their method employed
a systematic and automatic decomposition scheme
of façades for both analysis and reconstruction. The
decomposition is achieved by a recursive subdivision
that partitions the whole façades into small segments,
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while still preserving the architectural structure. Users
are required to provide feedback on façade partition.
This method demonstrated excellent results.

Brown et al. [BL05] presented an image-based mod-
eling system that aims to recover camera parameters,
pose estimates and sparse 3D scene geometry from a
sequence of images. Snavely et al. [SSS06] introduced
the Photo Tourism (Photosynth) system which is based
on the work of Brown, with some significant modifica-
tions to improve scalability and robustness. Agarwala
et al. [AAC+06] proposed another related technique for
composing panoramas of roughly planar scenes. Al-
though these approaches address the same SfM con-
cepts as we do, their aim is not to reconstruct and vi-
sualize 3D scenes and models from images, but only to
allow easy navigation between images in three dimen-
sions.

3 DESIGN OF 3D RECONSTRUCTION
ALGORITHMS

Ideally, 3D reconstruction algorithms can be catego-
rized depending on the visual cues employed to perform
reconstruction, i.e. silhouettes, texture, transparency,
defocus, shading or correspondence. The best-known
and most successful visual cues have been shading, sil-
houettes, and correspondence [HVC08, Qua10]. Sil-
houettes and correspondence offer the highest degree
of robustness due to their invariance to illumination
changes. The shading cue requires more control over
the illumination environment, but can produce excellent
results.

In this section, we review and analyze the two most
popular reconstruction techniques: silhouettes and
correspondence based methods. In order to be able
to reconstruct a 3D scene without any a prior knowl-
edge, the intrinsic and extrinsic parameters of the
camera being used must first be estimated. This
process is further divided into three sub-steps: feature
extraction, feature matching, and camera parameter
estimation. 3D scene geometry can then be recovered
by either back projecting and interpolating 3D points
(correspondence-based), or using silhouette informa-
tion (silhouette-based). Figure 1 depicts several stages
of the reconstruction process.

3.1 Feature Detection and Extraction
The objectives of this step are to identify features of in-
terest in each image and to match the features across
views. The accuracy of the entire reconstruction pro-
cess relies on the features of the scene that can be iden-
tified, extracted and automatically matched. Conse-
quently, occlusions, illumination variation, limited lo-
cations for the image acquisition and reflective sur-
faces are problematic. However, recent invariant fea-
ture detector, such as SIFT [BL05], have proved to

Figure 1: Stages of the reconstruction process.

be fairly robust under large image variations. Feature
points extracted by SIFT are highly distinctive and in-
variant to different transformations and changes in illu-
mination, as well as having a high information content
[BL05, HL07].

The SIFT operator works by first identifying potential
points of interest. This is achieved by isolating points
located at the extrema of the Difference-of-Gaussian
(DoG) function in scale space. The location and scale
of each key point is then computed and key points are
selected based on measures of stability. Unstable ex-
tremum points (key points with low contrast or edge re-
sponse features along an edge) are rejected as they are
too sensitive to noise for accurate localization. Each
detected key point is then assigned one or more consis-
tent canonical orientations based on local image gradi-
ents. The key point descriptor is then described relative
to this canonical orientation, thereby achieving invari-
ance to rotation. Finally, using local image gradient in-
formation, a descriptor is produced for each key point
[SSS06]. Figure 2 shows an example of detected key
points from the Queen Victoria statue dataset (Auck-
land, New Zealand) before and after localization.

Figure 2: Left: Candidate key points detected from the first
stage. Middle: After discarding low contrast key points.
Right: After discarding key points located on edges (key-
points near the edges and corners of images are now re-
moved).

WSCG 2012 Communication Proceedings 251 http://www.wscg.eu 



3.2 Feature Matching
Once features have been identified and extracted from
all the images, they are matched. This is known as the
correspondence problem. Given a feature in an image
I1, what is the corresponding feature (the projection of
the same 3D point) in the other image I2? This can
be solved by defining a distance function that compares
the two feature descriptors. All the detected features in
I2 are tested and the one with the minimum distance is
selected [CA84]. The Euclidean distance is employed
to measure the similarity between two key points A and
B.

A small distance indicates that the two key points are
close and thus similar. However, a small distance does
not necessarily mean that the points represent the same
feature. For instance, a scene can contain many similar
features such as corners of windows in an large build-
ing. It merely indicates that the two features have the
highest resemblance of all processed features. In or-
der to accurately match a key point in the candidate im-
age, we identify the closest and second closet key points
in the reference image using a nearest neighbor search
strategy. If the ratio of them is below a given thresh-
old, the key point and the closest matched key point are
accepted as correspondences, otherwise that match is
rejected [Low04, Low99].

Since multiple images may view the same point in the
world, each image is matched to the nearest neighbors.
During this process, image pairs whose number of cor-
responding features is below a certain threshold are re-
moved. In our experiment, the threshold value of 20
seems to produce the best results.

As the matching procedure is subject to errors and mis-
matches, many of our matches are spurious. It is pos-
sible to eliminate many spurious matches by enforcing
a geometric consistency. This is predicated on the fact
that, assuming a stationary scene, not all correspond-
ing features between two images are physically resiz-
able, regardless of what the actual shape of the scene
is. This geometric constraint is known as the epipolar
constraint. The epipolar constraint requires that a pair
of corresponding features, (x1,y1)→ (x2,y2) between
two images satisfies the equation:

[
x2 y2 1

]
F

 x1
y1
1

= 0 (1)

Where F denotes the Fundamental matrix, which de-
fines a bilinear constraint between the coordinates of
corresponding image points. Thus, for a given image
pair, only matching features that agree with the epipo-
lar constraint are admissible. All other matches are re-
jected.

3.3 Camera Parameter Estimation
Given a set of matching images, the goal of this stage
is to recover the geometry of the scene and the motion
information of the camera (camera parameters) simul-
taneously. The motion information includes the extrin-
sic (position, orientation) and intrinsic parameters of
the camera for the captured images. This is accom-
plished using the Structure from Motion (SfM) tech-
nique [SSS06, Sze, COM+11].

The reconstruction process begins by estimating param-
eters for an initial pair. The selection of the initial im-
age pair to be reconstructed is highly critical. If the
reconstruction of this initial pair gets stuck in undesir-
able local minima, the optimization is unlikely to ever
converge. To avoid such cases, the initial pair must be
selected carefully. The chosen images should have a
large number of correspondences, but also have a rela-
tively large baseline (the distance between camera op-
tical centers). This is to ensure that the location of the
3D observed point is well-conditioned, so that the ini-
tial two-frame reconstruction can be robustly estimated.

The estimation of the extrinsic parameters for this ini-
tial pair is as follows [SSS06]: First, the Essential
matrix is approximated using the five-point algorithm.
Next, the projection matrix can be retrieved by decom-
posing the Essential matrix. Feature tracks visible in
the two images are then triangulated, giving an ini-
tial set of 3D points. Once the structure of the scene
and the motion information have been estimated for the
first pair, they are further refined using Bundle Adjust-
ment. Bundle Adjustment refines a visual reconstruc-
tion to produce the optimal 3D structure and motion in-
formation. This last step is critical for the accuracy of
the reconstruction, as concentration of pairwise homo-
graphies would accumulate errors and disregard con-
straints between images. The recovered geometry pa-
rameters should be consistent. That is, the reprojection
error, which is defined by the distance between the pro-
jections of each key point and its observations, is mini-
mized (Figure 3).

Figure 3: The reprojection error is the distance between the
projected image point p and the observed image point p̃ .
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Subsequent images are added to the optimization one
at a time, with the best matching image being added at
each step. Best matching images are those that share
the largest number of tracks whose 3D locations have
already been estimated. Each new added image is ini-
tialized with the same orientation, and focal length as
the image that it matches best. This has proved to work
very well even though images have different rotation
and scale. Next, Bundle Adjustment is applied to refine
the solution. This procedure is repeated, one image at
a time, and terminates when no more images can reli-
ably be added. The reliability test is determined based
on the number of correspondences. A camera is only
added when it shares a sufficient number of correspon-
dences. In our system, we use a threshold value of 25,
which was empirically selected from our experiments.
Figure 4 demonstrates several stages of the SfM algo-
rithm.

Figure 4: Several SfM stages of the reconstruction of our
Rooster dataset. Left: the initial two-frame reconstruction.
Middle: an intermediate stage after 20 images have been
added. Right: the final construction with 42 images.

3.4 Correspondence- and Silhouette-
based Reconstruction

Once the camera parameters have been successfully es-
timated, the 3D scene geometry can be computed. For
correspondence-based approaches, the final steps in-
volved triangulating correspondences to obtain a sparse
set of 3D points. This initial sparse set of points then
undergoes a refinement process which often involves
denoising and resampling. Surfaces are then applied
onto the point clouds to produce the final 3D model
[ASG, SSS06, HL07, NWDL11, FP09].

For silhouette-based approaches, the 3D model is pro-
duced by exploiting silhouette information to create in-
tersected visual cones, which are subsequently used to
derive the 3D representation of an object. The con-
struction of these cones requires the coordinates of a
set of silhouette contour vertices for a given camera,
and the coordinates of the camera’s optical center as
input. Rays extrapolated from the camera’s optical cen-
ter through the contour image points and beyond de-
fine a silhouette cone for that view, which is guaran-
teed to contain the original object. The intersection
of silhouette cones from different viewpoints defines a
polyhedral visual hull as an approximation of the object
[HVC08, Lam02, FB10, LW10].

4 EVALUATION
In this section, we present an evaluation of four 3D
reconstruction systems. These include two systems
that seem to be correspondence-based (our own
correspondence-based system and Hyper3D) and two
reconstruction systems that seem to be silhouette-based
(Agisoft and 123D Catch). These systems were chosen
because they are among the best with regard to the
quality of reconstruction. Our goal is to evaluate their
efficiency, accuracy, constraints and limitations in order
to provide insight into the current state of image-based
reconstruction in general.

In order to evaluate a system we used a repository of
40 objects. After an initial tests using different objects
we selected one object which reflected the capabilities
of all tested algorithms and used it to investigate the ef-
fect of image acquisition parameters. For this selected
object, we created eight different datasets. Some of the
input images are shown in Figure 5. The datasets vary
in the number of input images they contain and the res-
olution of the input images.

Figure 5: Four input images from four distinct viewpoints.

All images are taken with a Logitec Webcam in an in-
door environment. Some input images are intentionally
captured with other unrelated moving objects, to test
how different algorithms handle unrelated moving ob-
ject in the scene. The original model has a bumpy sur-
face with a reasonable number of distinctive features.

4.1 Effect of the Number of Input Images
The objective of this test is to determine the effect of
the number of input images on reconstruction quality.
We evaluated 4 datasets of the bird model with a con-
stant resolution of 1600 × 1200 and varying numbers
of input images: 30, 20, 12 and 7. Figure 6 shows
the reconstruction results for all the evaluated systems.
The perspectives in which the reconstructed models are
shown in the table were chosen so that reconstruction
deficiencies are most visible.

30 Images For this dataset, our system, 123D Catch,
and Agisoft produce a qualitatively good model. There
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Figure 6: Reconstruction results of the first test suit. Last row: Close-up screen shots of the reconstructed models from 30
images.

is a slight deformation (on the side) in 123D Catch’s
model, but overall the resulting reconstruction is visual-
pleasing. Our reconstruction has a more blurry texture
than that generated using 123D Catch. This is because
we generate the texture by performing color interpo-
lation between 3D points while they use a projection-
based texture. However, in terms of geometry, our re-
construction bears the highest resemblance to the origi-
nal model. Hyper3D was only able to construct a partial
model.

20 Images Agisoft’s system produced a reasonably
good model, although there is a slight disruption in
the geometry in the chest of the bird model. 123D
Catch’s model is not as good. There is a large chunk of
the background glued to the model. This is probably
caused during the background subtraction process in
which the object was not properly segmented. The

model produced from our system has the best geometry,
however the texture has become even more blurry. This
is understandable as there are fewer distinctive features
in the input image sequence leading to fewer 3D points
generated. Hyper3D, again, was only able to produce a
partial reconstruction.

12 Images For the third dataset, Hyper3D was unable
to produce any result. Agisoft model’s geometry was
disfigured. There is a large bit missing on the side of
the model. 123D Catch has reasonably good geometry,
although similar to the previous case there is a bit of
the background attached to model (Figure 6). For our
model, there is a small missing region at the top of the
model. Apart from that, the geometry still retains the
highest resemblance to the original model.

7 Images For this dataset, the reconstruction results
from our system and 123D Catch are shown in Figure
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Figure 7: Reconstruction results of the second test suit.

6. Agisoft and Hyper3D system were unable to produce
any result. Both 123D Catch and our system were only
able to construct a partial model. Although the geom-
etry of 123D Catch model seems more complete, it is
almost unrecognisable and does not share much in com-
mon with the original model. In contrast, the model cre-
ated using our system still has some resemblance to the
original model. This test indicates that our system and
123D Catch are amongst the most robust with regard to
limited number of input images.

The result of this test clearly differentiate
correspondence-based from silhouette-based ap-
proaches for a decreasing number of input images.
Correspondence-based approaches, although produc-
ing models with good geometry, tend to have more
missing geometry when the number of input images
decreases. Additionally, textures generated from this

approach are often blurry as the result of interpolation.
Silhouette-based approaches do not create holes, but
they show coarse and distorted geometry for small
numbers of images. The resulting models become more
refined with an increasing number of input images.
To be able to construct a reasonable quality model of
a small sized object, today’s systems would need at
least 20 input images from a standard consumer-level
camera. Adding more than 30 images does not im-
prove the reconstruction quality significantly. Models
reconstructed from 12 images or less are usually
unsatisfactory.

4.2 Effect of the Input Image Resolution
We aim to evaluate the performance of these systems
with regard to image resolution. For this test suit,
we reduce the resolution of the input images. There

WSCG 2012 Communication Proceedings 255 http://www.wscg.eu 



Our System 123D Catch Agisoft Hyper3D
Speed Medium Fast Slow Medium

Geometry Good Good Good Average
Texture Average Good Good Good
#Images Small Small Medium Medium

Resolution Small Small High High
Constraints None None None None

Min #images 12 12 12 20
Min resolution 400×300 400×300 800×600 1600×1200

Table 1: Summary of the four system’s performance.

are four datasets in this test suit, each contains 30
input images with resolution of 1600 × 1200, 800
× 600, 400 × 300, and 200 × 150 respectively.
The objective is to stress the systems further to
determine how well each system performs in the
case of low resolution input images. Figure 7 illus-
trates the resulting reconstructions from all the systems.

1600 × 1200 Due to the large resolution of the input
images, most resulting models are well reconstructed.
Hyper3D produces the worst model, which has a large
missing region.

800× 600 For this dataset, 123D Catch’s system yields
the most qualitatively accurate model which has its
texture properly recreated, although there remain many
missing regions in the final model. Our model has
the most complete and well-reconstructed geometry
of all resulting models. Our texture, however, is
noisy. Models from Agisoft and Hyper3D are mostly
disfigured. One half of the reconstructed models has
completely vanished. This is mostly due to the fact that
their systems are not able to register views when there
only a limited number of features in each input images.
In the case of Agisoft, the texture appears very blurry.

400 × 300 For this test, Agisoft’s model is completely
unrecognizable. There is a large bit missing from the
reconstructed model. Our system, 123D Catch and
Hyper3D were able to produce some outputs. Although
the resulting reconstructions are only partial. This is
also the result of insufficient number of distinctive
features, which leads to failure to establish global
image correspondence. Models from our system and
Hyper3D are reasonably reconstructed. The resulting
models still reflect the structure of the original object.
In the case of 123D Catch, the resulting model bears
almost no resemblance to the original

200 × 150 In this test, all the systems were unable to
register images due to insufficient overlap between im-
age features.

The results show that silhouette-based approaches
seem to be less robust for low resolutions. This
is probably because silhouette-based methods are
naturally deterministic and do not account for er-
rors that might be present in views. The errors are
typically caused by inaccurately estimated camera
parameters. For silhouette-based systems, resolution
significantly below 1600× 1200 does not seem to yield
satisfactory models anymore. Correspondence-based
approaches are slightly more robust with regard to
image resolution.

Models reconstructed with low-resolution images us-
ing correspondence-based approaches often have noisy
surfaces, but appear more complete. However, for
correspondence-based approaches, a resolution below
800 x 600 does not seem to produce satisfactory mod-
els anymore.

5 CONCLUSION
We described the overall design of image-based re-
construction algorithms, and evaluated a number of
3D reconstruction systems. The evaluation shows that
there are general differences between the different algo-
rithms, particularly between correspondence-based and
silhouette-based algorithms.

Correspondence-based algorithms produce good details
for larger numbers of input images (≥20), but tend to
produce missing geometry (holes) as the number of in-
put images decreases. The textures they generate are
often blurry because of interpolation. They are fairly
robust with regard to image resolution and still produce
models with fairly complete geometry for low resolu-
tions, although the surfaces become noisy.

Silhouette-based approaches do not create holes, but
they show coarse and distorted geometry for small num-
bers of images. They tend to produce better textures
because they backproject the original images as the sil-
houettes are constructed. However, they tend to be less
robust for low-resolution input images, as they are more
sensitive to camera parameter estimation errors. A sum-
mary about various aspects of the four systems is shown
in Table 1.
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To gain a deeper understanding into today’s reconstruc-
tion algorithms, it is necessary to investigate the effect
of other parameters such as illumination, distortion, oc-
clusion and object types.
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ABSTRACT 
The rate-distortion performance of wavelet-based mesh compression algorithms is usually only evaluated in a 
purely geometric sense, by measures such as the Root Mean Square Error and the Hausdorff distance, which do 
not capture the human visual perception of distortion.  This lack of quantitative information about the perceptual 
effects of wavelet compression has prompted us to present a more complete evaluation of a classic wavelet-
based mesh compression algorithm, by measuring its rate-distortion performance both with geometric metrics 
(the Hausdorff distance and Root Mean Square Error) and perceptual metrics (the recently introduced Mesh 
Structural Distortion Measure 2 (MSDM2) and the Mean Opinion Scores (MOS) that we obtained by conducting 
a subjective experiment with human observers), where the rate is measured as the percentage of wavelet 
coefficients used in reconstruction.  The MSDM2 has already been proven to outperform other existing 
perceptual metrics for several different types of distortions, but this is the first time that it has been tested for this 
type of geometric distortion in a real-use case scenario.  We found that, in this context, the MSDM2 generally 
correlates well with the MOS but seems to under-estimate the perceptual error in cases of low-frequency (large 
scale) shape distortion.  Due to the disparities in the distortion values produced by the tested distortion metrics, 
we also conclude that a complete evaluation of any mesh compression algorithm should include several different 
distortion metrics, to allow the developers and users of these compression algorithms to make more informed 
decisions about the applicability of those algorithms in different application areas.    

Keywords 
Distortion metrics, quality metrics, wavelets, mesh compression, rate-distortion evaluation. 

1. INTRODUCTION 
Since the influential work of Lounsbery [Lou94], 
who introduced the notion of multiresolution analysis 
on surfaces, wavelet-based mesh compression has 
been a topic of much interest in the research 
community.  This is reflected by the variety of 
wavelet-based mesh compression algorithms 
proposed in the literature, notably [HP05, KG02, 
KSS00, SS95, VP04].  The main idea in wavelet-
based mesh compression is to decompose a high-
resolution input mesh into a coarse representation 
called a base mesh and a set of detail coefficients 
termed wavelet coefficients, which can be used to 
refine the base mesh at multiple levels of detail 
[Lou94].  Geometry compression may then be 

obtained either by discarding small (unimportant) 
wavelet coefficients at each resolution level, and/or 
by quantizing and entropy coding the remaining 
coefficients that are to be transmitted.  The aim in 
wavelet-based mesh compression is to optimise the 
trade-off between data size and approximation 
accuracy, which is measured by the rate-distortion 
(R-D) curve.  The rate refers to the amount of 
information transmitted in a compressed mesh, and 
the distortion refers to a quantified measure of 
difference between the reconstructed and original 
meshes.  While the rate is a relatively straightforward 
measure to quantify (usually represented as the 
number of bits transmitted per vertex, or the number 
of wavelet coefficients transmitted), the term 
distortion still lacks a formal definition.  Without 
such a definition, it is difficult to claim that any lossy 
mesh compression algorithm developed to date 
(including wavelet-based algorithms) has been fully 
evaluated.  While wavelet-based mesh compression 
has shown some very promising results and is still an 
active area of research, the performance of existing 
algorithms has usually only been reported based on a 
single error metric.  In addition, the distortion metrics 
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that are currently used to evaluate these algorithms 
are normally purely geometric measures, such as the 
Root Mean Square Error and the Hausdorff Distance, 
which are not designed to capture the visual disparity 
between two 3D models.  Due to the previous lack of 
availability of an objective perceptual distortion 
metric, the visual distortion caused by discarding 
wavelet coefficients in a wavelet-based mesh 
compression system has not yet been documented in 
a quantitative manner.  However, this information is 
important for many graphics applications where the 
ultimate judge of the transmitted model is a human.  
The surge in recent years to design perceptually-
based distortion metrics (a survey and extensive 
comparison can be found in [LC10]) has produced 
some promising perceptual metrics, particularly the 
Mesh Structural Distortion Measure 2 (MSDM2) 
recently introduced by Lavoué [Lav11].  While the 
MSDM2 has been proven to outperform other 
existing perceptual metrics for several different types 
of classical distortions [LC10, Lav11], it has not been 
tested in a real-use case and has not been investigated 
for the type of geometric distortions that result from 
discarding wavelet coefficients in a wavelet-based 
mesh compression system.   
 
The objective of this paper, therefore, is twofold: (1) 
to evaluate how the MSDM2 metric compares to 
human perception of distortion, in the real-use case 
of wavelet-based mesh compression, where the 
distortion is caused by discarding different 
percentages of wavelet coefficients in mesh 
reconstruction; and (2) to offer a more complete 
evaluation of the effects of discarding wavelet 
coefficients in a wavelet-based mesh compression 
system.  The latter is achieved by measuring the rate-
distortion performance of a classic wavelet mesh 
compression algorithm with several different error 
metrics - two commonly used geometric measures 
(the Hausdorff distance (dH) and the Root Mean 
Square Error (RMSE)) and two perceptual metrics 
(the subjective Mean Opinion Score (MOS) from a 
group of human observers, and the objective visual 
distortion metric, MSDM2).  In this way, we also aim 
to demonstrate that, due to the disparities that exist 
between the performance results generated by these 
distortion metrics, a complete evaluation of a lossy 
mesh compression algorithm is not possible with 
only one distortion metric.  We use our investigation 
of the wavelet compression technique as a case study 
to suggest how an appropriate error metric may be 
chosen for evaluating a lossy mesh compression 
algorithm based on different application needs.   
Section 2 of this paper introduces the wavelet-based 
compression method that we have implemented and 
describes our evaluation procedure, Section 3 
discusses the basic concepts behind the distortion 
metrics that we have investigated, Section 4 

describes the perceptual distortion test that we carried 
out, Section 5 presents our results and discusses the 
insights gained in relation to our objectives, and the 
conclusion ties up the key messages of this paper. 

2. WAVELET COMPRESSION CASE 
STUDY 
The progressive compression algorithm that we have 
investigated is an own implementation of the 
fundamental Lounsbery subdivision wavelet method 
[Lou94].  We only cover here the basic concepts of 
this method that are necessary for an understanding 
of our investigation.  For further details, we refer the 
interested reader to the original thesis [Lou94].     

2.1  Background and Implementation 
The subdivision wavelet method applies the notion of 
multiresolution analysis to subdivision surfaces.  The 
basic idea is that we can take a high-resolution input 
mesh with subdivision connectivity and decompose it 
into a lower-resolution mesh, together with a set of 
detail coefficients that can be added to the lower-
resolution mesh to reconstruct the higher-resolution
mesh.  This decomposition, or analysis, is done by 
two separate filtering operations on the original 
mesh: a low-pass filtering where we compute 
weighted averages of the vertices in the higher-
resolution mesh to obtain the (sparser) set of vertices 
in the resulting lower-resolution mesh (we call this 
lower-resolution mesh an approximation of the 
higher-resolution mesh that it was obtained from), 
and a high-pass filtering where we compute weighted 
differences of the higher-resolution mesh vertices to 
obtain the detail coefficients, called wavelet 
coefficients.  If we continue these filtering operations 
on each successive, lower-resolution mesh, we 
eventually obtain the coarsest possible mesh (called 
the base mesh), together with wavelet coefficients at 
multiple levels of detail.  If we add back the wavelet 
coefficients to the corresponding mesh at each level, 
we can progressively refine the base mesh and 
thereby obtain a multiresolution representation of the 
original mesh.  Figure 1 illustrates a simple example 
of this process, where the mesh on the left is the 
input mesh, the mesh on the right is the base mesh, 
and the middle mesh is the model at an intermediate 
resolution level.    
 
 
 
 
 
 
 

Figure 1: Illustration of wavelet decomposition. 
LPF=low-pass filter, HPF=high-pass filter. The 
reconstruction process proceeds in reverse. The 

purple and green circles represent vertices added at 
the midpoints of edges in the refinement process. 

LPF LPF

HPF 

Wavelet coefficients 

HPF 

Wavelet coefficients 
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The reconstruction, or synthesis, process involves 
two more filtering operations: a refining operation 
where each triangular face of a lower-resolution 
mesh is subdivided into four sub-triangles by 
introducing new vertices at edge midpoints, and a 
perturbing operation where the new vertices are 
perturbed (displaced) to their new positions 
according to the wavelet coefficients.  Figure 1 
highlights the refinement process of one face of the 
base mesh (outlined in red), by showing how the new 
vertices (purple) are added to the midpoints of that 
face and are connected together in the next higher 
resolution level (the middle mesh), in order to refine 
the one base mesh face into four smaller sub-faces.  
Similarly, in the middle mesh in Figure 1, the next 
set of vertices (green) is added at the midpoints of the 
edges of the new faces, and these vertices are 
connected together to produce 16 sub-faces in the 
next higher resolution level (leftmost mesh).  Each 
new set of vertices is, in this case, projected onto the 
surface of a sphere (perturbing operation), which is 
how we get from an octahedron base mesh with flat 
faces (rightmost mesh in Figure 1) to an n-sided 
figure (leftmost mesh in Figure 1) that begins to 
approximate the shape of a sphere.  Since the 
connectivity of the mesh at each resolution level is 
obtained by a common refinement process, we only 
need to transmit the base mesh and the set of wavelet 
coefficients in order to reconstruct the original mesh 
geometry.  Due to the orthogonality property of the 
wavelets (see [Lou94] for an in-depth explanation), 
the mesh approximation at each resolution level is 
guaranteed to be the approximation at that level that 
is the closest to the next, finer-level mesh in a least-
squares sense.  The orthogonality property also 
means that the wavelet coefficients are a good 
indicator of where the approximation is not close to 
the finer-level mesh that it is approximating.  For 
example, if a wavelet coefficient is zero, this means 
that the approximation is locally perfect as it 
indicates that there is no information (detail) missing 
in that region.  If the wavelet coefficient is large, 
however, then it indicates that there is a large amount 
of information missing at that position and scale.  
Since the approximation at each resolution level is 
guaranteed to be the best possible approximation for 
that level, however, most of the wavelet coefficients 
are usually distributed around zero (not much 
information missing), so we can discard many of the 
(small) coefficients (thereby achieving compression) 
and still be able to reconstruct a close approximation 
of the original mesh.   
In our implementation, we order the coefficients by 
magnitude and then select the largest wavelet 
coefficients at each level.  The percentage of chosen 
coefficients at each level constitutes our rate of 
transmission.  The wavelet coefficients are 
deliberately not quantized or entropy coded, in order 

to isolate the distortion effects (and compression) that 
are caused solely by eliminating wavelet coefficients.  
Our implementation also incorporates a naïve 
reconstruction, where every location on the mesh is 
refined in a uniform manner (every face is split into 4 
sub-faces), regardless of whether or not additional 
detail is ever added to that location.  This means that 
the reconstructed mesh always has the same number 
of triangles as the input mesh, but the quality of 
geometry reconstruction (the accuracy of the final 
vertex positions) depends on the number of wavelet 
coefficients that we use in the reconstruction.   

2.2  Experimental Procedure 
We tested the rate-distortion performance of the 
subdivision wavelet compression method on six 
different meshes with subdivision connectivity - 
shown in Figure 2, along with their associated base 
meshes.  The base meshes are presented in faceted 
form, to demonstrate their different levels of 
complexity. 
 
 
 
 
 
 
 
 
 
 

2.2.1  Choice and Preparation of Test Models
The models were chosen based on the amount of 
complexity, in terms of visual detail, that they 
possessed.  We wished to investigate a range of 
models, from those that have very smooth surfaces 
(e.g., the Sphere) to those with quite a large amount 
of visual detail on the surface (e.g., Mannequin and 
Bunny).  We also chose the models so that they 
would possess different types of details (e.g., smooth 
corners in the Rounded Octahedron, sharp points in 
the Star, sharp curves on the Bunny’s ears and 
thighs) because we wished to see how the wavelet 
method would handle these different features as 
measured by the different distortion metrics. The 
associated base mesh for each model was chosen as 
the simplest (lowest-resolution) version of that mesh 
available in the model library.  Each base mesh is 
therefore considered resolution level 1 in our 
experiments, and the resolution level for the 
corresponding input model is always considered 
relative to its base mesh.  The resolution levels for 
each of the input models, relative to their base 
meshes, are stated in the caption of Figure 2. 

Figure 2: The subdivision models used for testing, 
and their associated base meshes (underneath each 
model). From left: Sphere (res. level 4), Rounded 
Octahedron (res. level 4), Torus (res. level 3), Star 
(res. level 4), Mannequin (res. level 3), and Bunny 

(res. level 6). 
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2.2.2  Rate-Distortion Testing  
Each of these test meshes was first decomposed 
(similar to Figure 1) to obtain its corresponding base 
mesh and wavelet coefficients.  Then the 
reconstruction process was carried out at 11 different 
rates, where the rate is defined as the percentage of 
largest wavelet coefficients used at each resolution 
level, from 0% to 100% coefficients inclusive, in 
10% steps.  The mesh distortion at each of these rates 
was then measured separately with four different 
error metrics, which are discussed below. 

3. STUDIED DISTORTION METRICS 
We selected two traditional geometric error metrics - 
the Hausdorff distance (dH) and the Root Mean 
Square Error (RMSE) - and two perceptual error 
metrics - the MSDM2 metric and the subjective Mean 
Opinion Scores (MOS) obtained through a subjective 
experiment.  The basic concepts behind each metric 
are discussed below. 

3.1  Hausdorff Distance (dH) 
The Hausdorff distance represents the maximum 
distance between a point on one mesh and the surface 
of another mesh.  It is formulated as follows: 
The distance, , between a point  in 3D space 
and a mesh surface , is defined as:  

 

where is the Euclidean distance between 
points  and  and  is a point on surface .  Then 
the one-sided (asymmetric) distance between two 
surfaces (or meshes),  and , is defined as:  

. 

A two-sided (symmetric) distance, which is termed 
the Hausdorff distance, , is defined as the 
maximum of  and :  

. 
We used the Metro tool [CRS98] with the default 
settings, to compute the symmetric Hausdorff 
distance in all our experiments.  The obtained dH 
values were then normalized to fit into the range 
[0,1], to enable a comparison between the rate-
distortion trends obtained from the different error 
metrics.  The normalized Hausdorff distance, dHNi 
for distorted model i, was computed as: 

 

Where Current dH
i is the current (un-normalized) dH 

value for mesh i, and Minimum dH
M and Maximum 

dH
M are, respectively, the smallest and largest 

Hausdorff values produced for any of the distorted 
versions of mesh M.  

3.2  Root Mean Square Error (RMSE) 
The Root Mean Square Error (RMSE) measures how 
far, on average, the difference between the original 
and reconstructed vertex positions is from 0.  The 
RMSE between two meshes,  and  is computed 
as:  

 

where  is the number of vertices in the meshes (both 
meshes must have the same number of vertices), and 

 is the vertex in mesh corresponding to vertex 
 in mesh . 

The RMSE was also normalized in our experiments 
to fit into the range [0,1], in a similar way to the 
Hausdorff normalization.   

3.3  Mesh Structural Distortion Measure 
2 (MSDM2) 
The Mesh Structural Distortion Measure 2 (MSDM2), 
descendant of the earlier Mesh Structural Distortion 
Measure (MSDM) [LGDBE06], was recently 
introduced by Lavoué [Lav11] as a multiscale metric 
for objective visual quality assessment of a 3D mesh.  
The MSDM2 is based on the 2D image metric, SSIM 
(Structural SIMilarity index), from Zhou et al. 
[ZBSS04], and works by measuring the differences 
in curvature statistics between two meshes, which are 
computed on local corresponding spherical 
neighbourhoods.  These neighbourhoods vary in size 
according to the scale, h, which is related to the 
maximum length of the bounding box of the model.  
For example, for 3 scales, , where 

 of the maximum length of the bounding 
box.   
The symmetric MSDM2 measure between a reference 
mesh, , and a distorted mesh, , is computed as 
the average of the two asymmetric global multiscale 
distortion (GMD) measures,  and 

, where  is defined as: 

 

  is the multiscale local distortion measure 
defined as: 

 

which is the average of local distortion (LD) values 
at single scales.  The LD at a given scale h is defined 
for each vertex v from Md as: 
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where and  are set to 1, 1 and 0.5, respectively, 
and Lh(v), Ch(v) and Sh(v) are, respectively, the 3D 
mesh equivalents of the luminance comparison 
function, the contrast comparison function, and the 
structure comparison function defined for images in 
[ZBSS04].  Lavoué defines these functions for 
meshes in [Lav11].  
In our experiments, we obtained the symmetric 
MSDM2 values and the associated distortion maps 
from the MEPP platform [LTD12], using 3 scales.  
These values are in the range [0,1], where 0 indicates 
that the reconstructed mesh is identical to the 
original, and values closer to 1 correspond to 
increasingly larger visual differences between the 
two meshes. 

3.4  Mean Opinion Score (MOS) 
The Mean Opinion Score (MOS) is a subjective 
measure of distortion, where a group of human 
observers is asked to give a score to some distorted 
objects, which reflects the observer’s degree of 
perceived distortion on these objects, in relation to an 
original, undistorted object.  The MOS for a distorted 
model, i, is computed as: 

 

where  is the mean opinion score of the ith 

distorted model, n is the number of test observers, 
and mij is the distortion score given by the jth observer 
to the ith model. 
The next section describes the subjective experiment 
that we conducted to obtain these MOS values. 

4. SUBJECTIVE EXPERIMENT 
Due to a lack of information in the literature about 
the perceptual effects of discarding different 
percentages of wavelet coefficients, and from a 
desire to evaluate the MSDM2 in this context, we 
carried out our own perceptual distortion test on three 
of our test models.  The details of this test are 
explained below. 

4.1  Assessment Procedure 
A group of 13 human observers were shown 3 
different 3D models (the Torus, Star and Bunny – see 
Figure 2), where each original model was printed on 
paper together with its 11 distorted versions 
(reconstructions with 0%-100% wavelet 
coefficients), and the printouts were given to each 
individual observer.  The original model was 
labelled, but the 11 distorted versions were arranged 
in random order around the original.  The observers 
were asked to give a distortion score between 0 and 
10 to each distorted model (using whole numbers 
only), which would reflect the degree of perceived 
distortion on this model in relation to the original.  
Participants were told that a score of 0 meant that, in 

their opinion, the distorted model was identical to the 
original (i.e., they could not perceive any distortion 
on this model) and a score of 10 was the worst case 
scenario (i.e., the distorted model was “very 
different” to the original).  Participants were not told 
to assign a 10 to the worst model and then assign 
lower scores to all the other models; in fact, the 
observers were told that if they felt that no model 
“deserved” a 10, for example, they did not need to 
use the full range of distortion scores.  The observers 
were also told to consider the distorted models 
together and give them relative scores.  They were 
further asked, for all the models to which they gave a 
score greater than zero, to circle the area(s) on those 
models that they thought were the “worst distorted” 
areas.  There was no specific time limit for the test, 
but the task took approximately 20 minutes for the 
whole group. 

4.1.1  Choice and Preparation of Test Models 
The Torus, Star and Bunny were chosen for the 
subjective experiment because these models have a 
range of interesting surface details: the smooth 
curves on the Torus, the sharp points on the Star, and 
the curves of varying degrees of sharpness on the 
Bunny.  We wished to investigate how the MSDM2 
compares with the MOS for capturing such different 
types of surface detail.  The viewing angle for each 
model (same viewing angle as in Figure 2) was 
chosen so as to portray that model in what we 
subjectively judged to be both its most discriminative 
angle and the angle that offered the most familiar 
viewpoint of the object.  The lighting and surface 
reflectance conditions were also chosen specifically 
for each model, based on the selected viewpoint, so 
as to produce what we believed was the best visibility 
of the shape and surface detail of each model, for the 
test observers.  For all three models we used 
interpolated shading and Phong face lighting, but the 
strengths of diffusion, ambient lighting and specular 
highlights were chosen individually for each model 
so that, for the chosen viewpoint, no surface details 
(or, as little as possible) would be hidden by the 
specular highlights or shadows.  The printed models 
were made to be of similar size, so that 6 models 
could fit on one side of an A4 sheet of paper in 
landscape orientation, organized side by side in two 
rows and three columns.  While this use of a fixed 
viewpoint and fixed viewing distance for the test 
models does limit the generality of the obtained 
results, this step was an attempt at reducing the 
amount of variance between the test subjects.  If the 
observers were free to zoom in and out of the models 
and rotate them, it would have been difficult to 
ensure that all observers saw the same parts of each 
model; perhaps some people would have used more 
viewpoints than other people, or a wider range of 
viewpoints, to make their decision.  Having a fixed 
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viewing angle and distance ensured that this type of 
variation between the subjects was eliminated and so, 
since everyone was looking at exactly the same 
images, this made it easier to isolate the features of 
each model which were responsible for the different 
distortion scores given.  This was ultimately the goal 
of the subjective experiment: to determine how the 
MOS compares to the MSDM2 for different models 
with different types of features, distorted in the same 
way. 

4.2  Normalizing the Distortion Scores 
Before computing the MOS for each distorted model, 
the individual distortion scores were normalized to be 
in the range [0,1].  This was simply done by dividing 
each score by 10.  Since the observers were 
instructed to only use the entire available scoring 
range (0-10) if they actually saw the need for it (i.e., 
if they could see enough difference between the 
different levels of distortion to require them to use 
the entire scoring range), they did not necessarily 
have to assign a 10 to the worst model and a 0 to the 
best model.  Rather than scaling all the scores to fit 
into the 0-10 range, we were interested in the 
differences in the actual range of values that would 
be assigned for each model (a discussion of this is 
provided with Table 1, opposite).  For this reason, it 
was not appropriate in our experiment to correct for 
the differences in gain and offset among the 
observers (as was done in [LC10], for example).  The 
suitability of our experimental protocol was assessed 
by computing three Intraclass Correlation 
Coefficients (ICC), each of which measures the 
variation between the different observers in their 
subjective ratings of all the distorted versions of one 
of three test models (Torus, Star, and Bunny), 
respectively.  The ICCs were computed from a two-
way ANOVA test with no repetitions, and using the 
ICC equation related to Model 2 in [SF79].  The ICC 
value for the Torus models was computed as 0.81, for 
the Star models as 0.79, and for the Bunny models as 
0.94.  Since ICC values close to 0 indicate poor 
agreement while values close to 1 indicate almost 
perfect agreement, the computed values show that 
there was strong agreement between the observers on 
the distortion scores they assigned to the Torus and 
Star models, and almost perfect agreement on the 
distortion values assigned to the Bunny models.  
These high levels of agreement indicate that our 
subjective experiment protocol was correct as it 
produced meaningful, consistent scores from the test 
observers.   

5. RESULTS AND ANALYSIS 
The rate-distortion curves for all six models were 
plotted and are displayed in Figure 3.   

5.1  Variability between the Observers 
While the ICC values reported above suggest strong 
agreement between the overall subjective distortion 
scores given to all three test models, looking at the 
distortion scores for the models at each rate of 
wavelet coefficients individually leads to some 
interesting observations.  In particular, for the Torus 
model, only 4 out of 13 observers used the full 
distortion scoring range (0-10), for the Star 5 out of 
13 used the full range, and for the Bunny 9 out of 13 
used the full range.  Table 1 shows the distortion 
scores provided by the 13 observers for the Torus, 
Star and Bunny, at a rate of 0% wavelet coefficients, 
which is where the highest distortion scores were 
given.   

Observer Distortion 
score for 
Torus 

Distortion 
score for 

Star 

Distortion 
score for 
Bunny 

1 6 7 10 
2 10 10 10 
3 10 10 10 
4 8 7 10 
5 7 8 10 
6 8 8 10 
7 8 9 9 
8 5 8 10 
9 7 6 10 
10 10 10 10 
11 10 10 10 
12 10 10 10 
13 9 10 10 

Table 1: Subjective distortion scores for the 
Torus, Star and Bunny models reconstructed with 

0% wavelet coefficients. 
At a rate of 0% wavelet coefficients, the mesh 
reconstruction just produces the base mesh shape 
(but with the same number of triangles as the input 
mesh, due to the naïve reconstruction).  Since the 
Bunny’s base mesh is perceptually much more 
different to the input Bunny (see Figure 2) than the 
Torus and Star base meshes are to their respective 
originals, this explains why for a rate of 0%, the 
Bunny received the highest possible distortion score 
(10) from 12 out of 13 observers, whereas the Torus 
at this rate received a 10 from only 5 observers and 
the Star from 6 observers.  This observation indicates 
that the choice of base mesh is a critical factor in the 
perceptual quality of the reconstructed mesh, 
especially at low rates of wavelet coefficients.  
Furthermore, the table above shows that the range of 
distortion scores for the Torus model at a rate of 0% 
coefficients is the largest (10-5=5), the Bunny the 
smallest (10-9=1), and the Star in between the two 
(10-6=4).  A similar relationship holds for other low 
rates – from 10% to around 40% wavelet coefficients 
– but this is not shown in Table 1.  The wider ranges 
for the Torus and Star indicate that the observers 
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found it more difficult to decide on appropriate 
distortion scores for these models, especially at the 
lower rates of wavelet coefficients.  The greater 
agreement between the scores for the Bunny in 
general (indicated by both the smaller range and the 
higher ICC value) implies that the different levels of 
distortion were perceptually more obvious on the 
Bunny than on the Torus or Star.  In fact, when the 
13 observers were asked which model they found it 
the easiest and hardest to judge different levels of 
distortions on, the Bunny was almost unanimously 
selected (by 12/13 observers) as the easiest, and the 
Torus and Star were both said to be equally difficult.  
The observers felt that this was because the Bunny is 
quite a familiar, natural object, and so it was easy to 
tell when the model looked ‘wrong’.   

5.2  Comparison of MOS and MSDM2  
We were able to make several important comparisons 
between the MOS and MSDM2 distortion results for 
each tested model. 

5.2.1  Bunny  
The most significant difference between the MOS 
and the MSDM2 R-D curves for all three tested 
models is that the MSDM2 has a more stable, almost 
linear rate of decrease with increasing percentages of 
wavelet coefficients, whereas the MOS curves are 
more irregular.  The most obvious example of this is 
in the Bunny R-D plots, where the MOS curve 
indicates a sharp drop in perceived distortion 
between 40% and 50% wavelet coefficients, but the 
MSDM2 curve does not reflect this as a large change.  
Indeed, the MSDM2 curve seems to decrease at a 
nearly constant (slower) rate, from 0% right up to 
around 70% wavelet coefficients.  If we compare the 
Bunny reconstructions with 40% and 50% wavelet 
coefficients (see Figure 4) and compare these to the 
original Bunny model (see Figure 2), we notice that 
the Bunny at 50% looks much more similar to the 
original model than the Bunny at 40% does.  
Perceptually, the worst distortion in the 40% model 
(as judged by the majority of the test observers) is the 
area circled in Figure 4, and this distortion is not 
present in the 50% model.  The reason why the 
MSDM2 does not perceive this as a large difference 
between the two models may be because the MSDM2 
is designed to capture differences in curvature, but 
the circled area in the 40% Bunny and the 
corresponding area in the 50% Bunny have almost 
the same curvatures (i.e., the Bunny ‘bulges out’ in 
nearly the same places).  The perceptual difference, 
as reflected by the MOS, is purely geometric – the 
circled area bulges out much further in the 40% 
model than in the 50% model, which makes the 
Bunny look out of proportion and unnatural, whereas 
the 50% Bunny looks much closer to what we might 
imagine a bunny to look like and it is much closer, 
visually, to the original Bunny model.  

 
 
 

Interestingly, the opposite result occurs for the 
Bunny at 50%-60% wavelet coefficients: the MOS 
curve in this range changes very little (it is nearly 
flat), while the MSDM2 has a sharper rate of 
decrease.  Looking at Figure 5, which shows the 
reconstructed Bunny models with 50% and 60% 
wavelet coefficients, we can see that the most 
noticeable difference between them is the area circled 
in red (almost all observers circled this area as 
looking the most distorted).  The MSDM2 indicates 
this as a large distortion (see the area circled in red in 
the MSDM2 distortion map in Figure 5, where 
“warmer colours” indicate higher distortion [Lav11]).  
This is because this ‘bump’ consists of rather a sharp 
curve compared to the smooth corresponding area in 
the 60% model (notice the corresponding area in the 
MSDM2 distortion map for the 60% model, which 
indicates a considerably smaller error).  However, the 
human observers did not perceive the removal of this 
bump in the 60% model as a very significant 
improvement, presumably because this was only a 
small ‘glitch’ on an otherwise good-looking bunny.   
 
 
 
 
 
 
 
 
 
 
 

5.2.2  Star 
In the case of the Star model, the MOS curve seems 
to follow the MSDM2 curve more closely than in the 
Bunny’s case.  A good reason for this might be that 
the perceptual distortions in the Star are mainly due 
to the changes in curvature, which is what the 
MSDM2 is designed to capture.  For example, 
comparing the Star models reconstructed with 10%, 
20% and 50% wavelet coefficients (see Figure 6), it 
appears that the perceived distortions on all these 
models are due to the differences in the sharpness of 
the Star’s points and in the concavity of the Star’s  

Figure 4: Bunny reconstructed with 40% wavelet 
coefficients (left) and 50% coefficients (right). 

Figure 5: Bunny reconstructed with 50% wavelet 
coefficients (top left) and 60% wavelet coefficients 

(top right). Corresponding MSDM2 distortion 
maps are beneath each model.  
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surface (circled on the 20% model, below, as an 
indication).  These are the areas that the 13 observers 
circled as having the worst (most noticeable) 
distortion on most of the Star models.  The 
corresponding MSDM2 distortion maps indicate that 
the worst MSDM2 distortions are in the same regions.  
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
5.2.3  Torus 
The Torus model seems to have the largest disparity 
out of the three models tested, between the MOS and 
MSDM2 rate-distortion curves, especially at the 
lower rates.  A reason for this might be that, because 
the perceptual distortions in the Torus usually 
manifested themselves as small ‘bumps’ on the 
surface (for example, see the Torus reconstructed 
with 30% wavelet coefficients, in Figure 7), the 
MSDM2 does not perceive these as very large 
differences in curvature to the original model, as 
these distortions are, in fact, not very sharp curves.   
This can be seen in the MSDM2 distortion map in 
Figure 7, where the areas of the Torus with the worst 
perceived distortion (circled in red) do correspond to 
the areas of highest distortion in the MSDM2 colour 
map, but these colours are mostly still in the lower 
(blue-green) range of distortion values, which, 
compared with the bright reds in the distortion map 
for the 10% Star model in Figure 6, are not very 
high.  However, because the human eye expects a 
smooth, uniform shape, any small ‘bumps’ on the 
surface are readily visible and annoying as they 

Figure 6: Star reconstructed with 10% wavelet 
coefficients (top left), 20% coefficients (top middle), 

and 50% coefficients (top right). Corresponding 
MSDM2 distortion maps are beneath each model. 
Red circles indicate areas of worst distortion, as 

judged by the majority of the test observers. 

Figure 3: (Left) Rate-distortion curves for the 3 models used in the subjective test, and 
(Right) Rate-distortion curves for the remaining 3 models.  
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interrupt the smooth flow of the surface.  This 
observation was confirmed in the perceptual 
distortion test, where people seemed so aware of the 
little bumps that they even perceived the Torus 
models reconstructed with 100% wavelet coefficients 
as being different to the original (the two models are, 
in fact, geometrically identical).  Only 5 observers 
out of 13 gave the Torus model at 100% a distortion 
score of 0, compared to the 10/13 zeros which were 
given to the 100% Star model and the 9/13 zeros 
which were given to the 100% Bunny model.  
 
 
 
 
 
 
 
 
 

5.2.4  Overall Performance of MSDM2 vs MOS 
Even though there are disparities between the MOS 
and MSDM2 rate-distortion curves, the locations of 
various distortions on our test models and the general 
levels of distortion have been captured well by the 
MSDM2, compared to the human perception of these 
distortions.  Evidence of this can be seen in Figures 
5, 6 and 7, where the human-circled areas of “worst” 
distortion correspond to the highest error values on 
the MSDM2 distortion maps, and in the R-D curves 
in Figure 3, where the MSDM2 values, like the MOS 
values, gradually decrease as the percentage of 
wavelet coefficients increases.      
In general, the largest differences between the MOS 
and MSDM2 rate-distortion curves for all the three 
test models in our experiments seemed to occur at the 
lower rates (smaller percentages of wavelet 
coefficients).  Because the largest wavelet 
coefficients are responsible for reconstructing the 
overall, global shape of a model, and the smaller 
wavelet coefficients are used to reconstruct the 
details, these results seem to suggest that the human 
eye is more critical of large-scale distortions (which 
affect the overall shape of a model) than the MSDM2 
predicts.  On a low-detail model like the Torus, the 
human eye notices differences in local distortions 
more easily.  This is to be expected, as this detail is 
not masked on a smooth surface whereas it might be 
masked on a highly-detailed surface.  This last point 
agrees with the observations of the visual masking 
effect demonstrated by Lavoué [Lav11].     
The disparities between the MOS and MSDM2 for 
different models are an indication that human 
observers use more visual cues than just curvature 

differences to perceive visual distortion.  For the type 
of distortion that we investigated, the removal of 
low- or medium-frequency wavelet coefficients 
produces large-scale localized distortions that have a 
high impact on the visual quality (see the left Bunny 
in Figure 4).  However, the MSDM2 metric fails to 
detect them; it underestimates these degradations, 
especially on very smooth, low-detail models like the 
Torus. 

5.3  Using a Combination of Distortion 
Metrics for R-D Performance Evaluation 
The performance of a wavelet-based mesh 
compression algorithm has not previously been 
reported with a combination of geometric and 
perceptual error metrics, and our investigation 
resulted in four main observations: 
1. Both the geometric and perceptual distortion 

values decrease with increasing percentages of 
wavelet coefficients.  This confirms that both the 
geometric and visual quality of a mesh improve 
with a greater number of wavelet coefficients. 

2. The dH and RMSE curves are quite closely 
correlated with the MOS curves for the Torus 
and Star models, but for the Bunny model the dH 
drops more rapidly than the MOS at low rates.  
This suggests that large-scale distortions on 
detailed models like the Bunny affect perceptual 
quality more than geometric quality. 

3. Across all six test models, the dH curves 
generally seem less stable than the RMSE curves.  
This shows that the quality of maximum error 
induced by the surface reconstruction (measured 
by the dH) is not always proportional to the 
average quality of vertex reconstruction 
(measured by the RMSE) as the number of 
wavelet coefficients increases. 

4. The R-D performance of a wavelet-based mesh 
compression algorithm, and the suitability of a 
distortion metric to measure this performance, is 
dependent on the 3D model used as input. 

More generally, we are able to conclude that, due to 
the disparities in distortion measurements produced 
by the different error metrics, it is not sufficient to 
evaluate the rate-distortion performance of a lossy 
mesh compression algorithm, such as the wavelet 
method, with a single error metric.  The use of 
multiple distortion metrics for evaluation would 
benefit both the developers and users of mesh 
compression algorithms.  The developers would 
benefit as it would be easier to accurately compare 
the performance of different algorithms, and the 
users would benefit because it would be easier to 
select the right compression method based on their 
application needs.  For example, users that are only 
concerned with the look of the reconstructed model 
may choose a compression method with the best 

Figure 7: Torus reconstructed with 30% wavelet 
coefficients (left) and the corresponding MSDM2 

distortion map (right). Red circles indicate areas of 
worst distortion on this model, as judged by the 

majority of the test observers.  
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MSDM2 or MOS performance, users that desire a 
close surface reconstruction (geometrically) within a 
certain tolerance regarding the original surface may 
be interested in the Hausdorff performance, while 
users that require the mesh vertices to be 
reconstructed exactly may consider the RMSE values.  
Our evaluation of the classic wavelet mesh 
compression method with several different error 
metrics aims to provide the first small step in this 
direction.  

6. CONCLUSION 
We evaluated the rate-distortion performance of the 
Lounsbery wavelet mesh compression scheme by 
using four different distortion metrics – the 
Hausdorff distance (dH), the Root Mean Square Error 
(RMSE), the Mesh Structural Distortion Measure 2 
(MSDM2), and the Mean Opinion Scores (MOS) 
obtained through a subjective experiment.  We used 
the MOS to evaluate how well the MSDM2 metric 
compares to the human perception of distortion 
caused by discarding different numbers of wavelet 
coefficients in the mesh reconstruction.  The MSDM2 
has been found to correlate well with the MOS in 
terms of capturing the locations and general levels of 
these distortions, but has been shown to under-
evaluate the perceptual effects of low-frequency 
(large-scale) shape distortions, especially on very 
smooth, low-detail models.  We have further shown, 
through our evaluation of the wavelet compression 
method with different error metrics, that there exist 
disparities between the performance results produced 
by the existing distortion metrics, and for this reason 
it is important to measure and report the performance 
of a (lossy) mesh compression algorithm with several 
different distortion metrics.  This would make it 
easier for developers and users of these compression 
algorithms to make more informed decisions about 
the applicability of those compression algorithms in 
different application areas and for different types of 
3D models.    
Promising future work in perceptual distortion 
metrics for wavelet-based mesh compression might 
include an investigation of the visual optimization 
tools used in JPEG 2000 [ZDL02], to determine 
whether some of the perceptual models used there to 
steer 2D image compression might be useful for 3D 
mesh compression.   
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ABSTRACT
Emotional Expressions are an integral component of the reliability when animating virtual characters. But the sheer
amount of possible emotions and the complexity in their selection makes it difficult to develop an intuitive way of
controlling arbitrary facial expressions interactively in real-time. This work aims at finding a decent representation
of emotions and their expressions, as well as their interactive control by suitable tools. It develops a valid cultural
spreading system to classify emotions and thus control emotional expressions interactively. Different complexity
stages are presented and evaluated for being able to satisfy different application scenarios.
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Synthesis, Emotion and Personality

1 INTRODUCTION
Realistic facial animation is one of the most difficult
tasks for computer animators. The face is the main
instrument for communication and defining a person’s
character. Animating human-like faces is typically
done either by using keyframes or through Motion
Capturing. Keyframing descends from 2D hand-drawn
animation techniques. The usage of Motion Capturing
and the evolution of modern graphics cards have led
to the possibility of animating human-like faces in
real-time. The sheer amount of possible motions
requires new methods for controlling these animations
in real-time. There are some approaches on defining
scripting-languages or parameterized facial models but
the field lacks an intuitive way of controlling arbitrary
facial expressions interactively in real-time.

The main goal of this research is to find a reasonable
model for controlling the state of a character rather than
animating the face itself. We introduce a method for
interactively controlling the emotions (and thereby the
emotional expressions) of virtual characters in real-time
which is modelled on the real-life interaction between

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

director and actor. In order to achieve this, we have an-
alyzed existing classifications of emotions and deduced
methods and prototypes to control emotional expres-
sions, interactively. Finally an experimental evaluation
was performed.

2 RELATED WORK
Controlling human-like faces means basically control-
ling atomic movements. Such movements depend on
the geometric model. The idea behind this work is to
decrease the amount of possible movements or actions
needed to be done by an animator by providing an ab-
straction layer which employs different interdependen-
cies and metaphors.

The AMA-System [TMPT88] uses "Abstract Muscle
Actions" to simulate muscle movements with single
vertices that form the face. Those atomic expressions
form so called tracks, which are a chronological
sequence of keyframes. Tracks can be subsequently
mixed like sound tracks in a recording studio.

Prem Kalra developed the SMILE-System at the
University of Geneve. Different abstraction layers
are defined to separate muscles, "Minimum Percep-
tible Actions" (MPAs), phonems and expressions
as well as words and emotions from each other
[KMMTT91, KMTM+98]. MPAs contain informa-
tions about the frame number where to start, the
minimal action to be animated and the intensity to
which the minimal action shall evolve. The System
provides a High Level Script Scheduler (HLSS)
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which allows the user to build emotions and words
out of those MPAs and arrange the whole animation
[MTM00]. The general syntax would be:
while <duration> do <action>.

Different approaches have been made to define such a
scripting language which enables the animator to act as
a director. But in this case a scripting language is not
an interface for intuitive interactive work because the
process of animating needs flexibility and responsive-
ness. However, the idea of creating an abstraction layer
which enables the user to control a large number of pa-
rameters intuitively seems quite convenient though.

The MPEG-4 standard [Koe02] includes a set of Fa-
cial Definition Parameters (FDPs) describing the face
and 68 associated Facial Animation Parameters (FAPs)
which control rigid rotation of the head, eyeballs, eye-
lids and mandible. The standard also defines parame-
ters that indicate the translation of corresponding fea-
ture points. FAPs are also used to describe the most
common facial expressions and the visemes. In 2009
Rodrigues et al. developed a dynamic emotion model
to facial expression generation using the MPEG-4 stan-
dard [RSV09] which was designed to work for the aut-
matic synthesis but not for interactive, intuitive control.

The Facial Action Coding System [EF78] is a widely
used standard to systematically describe all observable
facial actions that are independent from each other.
Ekman and Friesen found 46 so called Actions Units
(AUs).

The Facial Expression Repertoire [BW10] is a set of
atomic face movements which is based on the Facial
Action Coding System but extends it with asymmetric
movement. The main contribution is the mapping of
Basic Emotion to a list of Action Units.

In 2004 Helzle et al. [HBSL04] developed a system for
mapping captured Motion Curves onto the vertices of
a humanlike head. For each existing Action Unit there
are 100 captured timesteps that describe the movement
from a neutral position to the Action Unit at its extreme
value. The Adaptable Facial Setup (AFS) is a a stan-
dardized facial rig, driven by a set of nonlinear defor-
mations. In 2007 Schmidt developed a system for ani-
mating all possible Action Units via the Adaptable Fa-
cial Setup in realtime. [Sch07]

Motivation
Finding a reasonable model for controlling the emo-
tional state of a character and therewith his emotional
expressions interactively requires a reasonable classi-
fication of emotions. The sheer amount of possible
atomic movements (46 in FACS, 68 in MPEG-4, 120
in AFS) - not to mention their intensities - yields the
need for an abstraction layer. By controlling the emo-
tions of a virtual character we provide the user with an

intuitive abstraction. To satisfy different needs we used
different models and developed different interfaces for
working with them respectively.

The Adaptable Facial Setup works with 120 Facial Ac-
tions multiplied by 68 Influence Points which results in
8160 datasets (Motion Curves) with 100 timesteps each
and provides us with the opportunity to render human-
like characters in real-time, and thus explore and evalu-
ate different interfaces and interaction techniques.

3 EMOTICON
The idea of manipulating emotions instead of directly
manipulating the face itself provides the user with an
abstraction such that an intuitive real-time interaction
is possible. But there are two open questions: How can
the user control the emotional state of the figure in a
way that as many emotional expressions as possible can
be achieved? And how are these emotions mapped to
emotional expressions or Facial Actions?

Classification
Basically there are two approaches to classify emotions.
The Dimensional Classification was developed in 1896
by Wundt [Rei00] and describes an emotion by a set of
coordinates in a n-dimensional space. In 1986 Russell
developed a circumplex model [Rus80, Rus86, Rus02,
Rus03], in which all possible emotions can be defined
in terms of a pair of xy-coordinates on a plane described
by the axes arousal and pleasure (see Figure 1). The
origin marks a neutral state and an emotion results from
mixing different states of arousal and pleasure.

pleasuredispleasure

high arousal

low arousal

frustrated

neutral

annoyed

angry
afraid

alarmed

surprised

excited

happy

pleased

content

calm

relaxed

sleepytired

bored

depressed

sad

Figure 1: Classification according to James A. Russell

The Categorical Classification proposes some basic
atomic emotions which can form more complex ones
when they are mixed together. Different authors state
different sets of Basic Emotions. But it can be shown
that the field agrees in at least eight Basic Emotions.
Table 1 shows the usage of the 14 most considered emo-
tions in this scientific field whereas "‘+"’ indicates the
usage and "‘-"’ indicates the rejection of the emotion
respectively.

WSCG 2012 Communication Proceedings 270 http://www.wscg.eu 



Emotion McDOUGALL PLUTCHIK EKMAN

Fear + + +
Anger + + +

Disgust + + +
Joy + + +

Sadness + + +
Interest - + +
Surprise + + +

Contentment - + +
Compliance + - -
Tenderness + - -
Contempt - - +

Amusement - - +
Pride - - +
Relief - - +

Table 1: Different Basic Emotions according to differ-
ent authors

We state that there is a more or less consensus in at least
eight Basic Emotions: Fear, Anger, Disgust, Joy, Sad-
ness, Interest, Surprise and Trust. Robert Plutchik used
particularly these eight Basic Emotions for his classifi-
cation of emotions [Plu62, Plu80]. Figure 2 shows a top
view of Plutchiks model. The eight Basic Emotions are
represented by eight petals which are subdivided into
three different intensity levels respectively. Surprise for
example increases to amazement and decreases to dis-
traction. Related emotions are adjacent and polar ones
are opposed. Mixing different Basic Emotions leads,
depending on how far they are away from each other, to
primary (Trust + Joy = Love), secondary (Anger + Joy =
Proudness) or tertiary dyads (Fear + Disgust = Shame).

Figure 2: Classification according to Robert Plutchik

Interaction modes
On the basis of the Categorical and the Dimensional
Classification of emotions and their inherent models we

developed two interaction models. Because animating
humanlike faces can be done in different ways and with
different contexts we decided to implement different in-
teraction modes based on different models.

Direct Control
Using Plutchiks classification of emotions as an inter-
action model allows the user to specify exactly which
emotion the virtual character experiences at the mo-
ment. Mixing the eight Basic Emotions creates all other
possible emotional states and therefore emotional ex-
pressions. We developed three interfaces for using this
model.
There are basically two ways of controlling the eight
Basic Emotions: either one chooses a graphical rep-
resentation of the emotional space which provides the
user with an overview and works as an interface or the
input parameters are mapped onto a physical analogon
(prop). Both methods were implemented.
The simplest way to interact with Plutchiks Classifica-
tion is to use the flower-like graph as seen in Figure 2
as a GUI which can be controlled by the mouse. This
leads to a very direct interaction but allows the user only
to create primary dyads (see section Classification) and
thus not all possible emotions. The reduction of possi-
ble emotions and the fact that related emotions are ad-
jacent in the GUI leads to a reduction of the cognitive
load for the user. The interface allows the animator to
define vaguely the mood and its intensity by clicking
a petal. The intensity increases to the outer sections of
the petal. Thus the midpoint of the flower defines a neu-
tral face which allows the user to fade between different
(especially polar) emotions without any visual break.
Another approach is to map the Basic Emotions onto
a physical analogon. We decided to implement a more
artistic and a more technical prototype. We used one
octave of a standard MIDI-keyboard as interface and
mapped the eight Basic Emotions onto the eight white
keys (as shown Figure 3). Keyboard sensitivity de-
termines the intensity of the particular emotion. Ex-
treme pressure on the keys thus means intenser emo-
tions. This prototype allows the user to mix up to five
different emotions per hand - each of them with one fin-
ger. But it is not possible to lock a certain emotion and
its intensity for improving the other emotions at will
because there is no way to lock the keys in a certain po-
sition. Furthermore refining the intensity values lacks
accuracy.
By trying to combine the best properties of the two in-
terfaces we used a sound mixer as a prop and mapped
the eight Basic Emotions onto the eight sliders (see Fig-
ure 4). Each slider ranges from 0 to 255 whereas zero
means a neutral state and 255 is the most emotional
state. This allows the user to mix all eight Basic Emo-
tions independently. At the same time the intensities
can be locked and adjusted in a very accurate way.
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Figure 3: Analogon 1 - MIDI-keyboard

Figure 4: Analogon 2 - mixer

The Direct Control allows an arbitrary mix of all Ba-
sic Emotions whereas each single emotion can be con-
trolled almost continuously. Although this model seems
to be very intuitive the user has to be very clear about
what he is doing which results in an high cognitive load.

Indirect Control
Using Russel’s circumplex model as an interaction
paradigm allows the user to specify vaguely which
emotion the avatar experiences at the moment. Defin-
ing the states of arousal and pleasure without having
to decide which exact emotion to choose leads to a
reduction of cognitive load allowing to perform other
tasks simultaneously.

According to the interfaces used for the Direct Control
we used the graphical representation of the emotional
space as a GUI and provided a prop for navigating.

When using the visualisation as a GUI which can be
controlled by the mouse the user can pick a certain
emotion and an emotional expression respectively by
clicking on the corresponding point within the coordi-
nate system. By holding down the mouse button one
can navigate through the emotions which are mixed
implicitly. Theoretically the systems enables the user
to pick every possible emotion separately. Technically
the system mixes the resulting emotions by averaging
and normalizing the amplitudes of the individual Ac-
tion Curves.

As a second approach we used the Spacemouse as a
prop. This allows the user to navigate in six degrees
of freedom whereas the device is mounted elastically

and therefore always returns to a defined rest position
automatically. This provides a haptical feedback about
the position in the plane. Obviously we only use two
degrees of freedom for navigating on the plane and
controlling the emotion. This means that the charac-
ter always starts in a neutral state. For accessing a
state of high arousal the character has to go through
all in-between states continuously. This leads to a very
smooth flow of emotional expressions.

Constraining the input parameters to arousal and plea-
sure leads to a low cognitive load for the user. On the
other hand it can be complicated to access a desired
emotion directly and the system appears to be hardly
predictable. The restriction on two parameters predes-
tinates the concept of Indirect Control for being used
not only for manual synthesis. It can also be used as
basis for automatic synthesis of emotional expressions
as it could be used for autonomous agents.

4 EVALUATION
All the proposed models and interfaces for controlling
the emotional expressions of humanlike figures have
their individual strengths and weaknesses. For a de-
cent validation we performed an experimental evalua-
tion. We wanted to know:

• Which method can be used most intuitively?

• Are the interfaces useable?

• Do they behave according to the expectations of the
user?

• Is the method easy to learn?

• Which is the most enjoyable to use?

The experiment was designed as follows:
We asked 12 participants to control a virtual character
interactively while a story was read to them. Afterwards
they were asked to answer three qualitative paper-and-
pencil questionnaires: a general one (age, expertise)
and one for each control method. The respondent was
presented with a continuous scale between 0 and 100.

• Is the prototype usable?

• Is the usage intuitive?

• Is the prototype easy to learn?

• How much did the facial animation correlate to what
you expected to see?

The participants were between 20 and 50 years old and
their expertise ranged from none to being professional
puppeteers. Table 2 shows the results of the Direct
Control. The percentage is a degree of satisfaction (0
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Criteria Mouse Keyboard Mixer

Ease of use 73% 56% 89%
Intuitivity 75% 74% 92%
Learning curve 84% 66% 92%
Expectations 67% 39% 90%
Overall score 66% 45% 93%

Table 2: Summary of evaluation results for Direct Con-
trol

means very unsatisfied and 100 means very satisfied).
The variances were rather small (between 10 and 20)
Table 2 shows that using the Mixer as a prop works best
for most of the participants (93% Overall). The mixer
can be used right away is very intuitive and invites to
play (92% Intuitivity). The reason why the keyboard
performs so poorly (45% Overall) is that most users
had strong difficulties using the keyboard sensitivity. So
they were not able to gain the desired emotional inten-
sities. Especially puppeteers had really fun with Direct
Control and the mixer. All of them were performing the
expected emotional expressions by themselves.

Criteria Mouse Spacemouse

Ease of use 60% 67%
Intuitivity 47% 50%
Learning curve 64% 70%
Expectations 54% 54%
Overall score 57% 69%

Table 3: Summary of evaluation results for Indirect
Control
Table 3 shows that the Indirect Control paradigm was
hard to understand for the users. This was due to two
reasons. First, the model uses two abstraction layers.
The users had to listen to the story, think about the re-
sulting emotions (first abstraction) and map them to the
axes arousal and pleasure (second abstraction). Sec-
ond, the Spacemouse driver turned out to cause serious
trouble. The fact that the Spacemouse performs signif-
icantly better than the mouse interface in spite of the
driver problems shows that the Spacemouse seems to
be a reasonable device for Indirect Control.
All in all the Direct Control performs much better and
is more intuitive. The Indirect Control is hard to pre-
dict and needs a lot of training. The interviews after the
test and the above results show that controlling the eight
Basic Emotions with a Mixer is the most intuitive and
most satisfying way to interactively control the emo-
tions (and thereby the emotional expressions) of virtual
characters in real-time.

5 LIMITATIONS
At the moment the system supports only emotional ex-
pressions - neither phonems or signs nor head and eye
movement have been implemented.

6 CONCLUSIONS AND FUTURE
WORK

We analyzed existing classifications of emotions and
deduced reasonable classifications of emotions and
their expressions for an intuitive usage and interactive
control by suitable tools. We developed a valid
cultural spreading system to classify emotions and
thus control emotional expressions interactively. We
presented two different models with different devices
for controlling the emotional expressions of arbitrary
virtual characters in realtime. Fig. 5 shows the eight
Basic Emotions in their highest intensities according to
our system. Our results can be used for the recognition
and synthesis of facial expressions. The synthesis can
be done automatically as for virtual agents or manually
as for virtual characters in computer animated movies
and puppetry.

Besides integrating phonems into the repertoire it
would be interesting to personalize the emotions,
especially for an automatic synthesis. This could
be achieved by not only using the Facial Expression
Repertoire as translator between Action Units and
Basic Emotions but integrating some kind of Fuzzy
Logic or parameterisation for example.

Another interesting way of using our system would be
to use real faces as input. Either the emotions or the per-
formed Action Units could be computed and mapped
onto a virtual character interactively.

Different participants of the evaluation suggested to
mix both existing systems. The idea is to navigate
roughly with the mouse and then add more emotions
using the mixer or the Spacemouse.

Last but not least there is an application which is be-
ing discussed with therapists. The framework could be
used as a therapeutic tool for patients with emotional
perception disturbances.
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ABSTRACT 
ROV 3D project aims at developing innovative tools which link underwater photogrammetry and acoustic 

measurements from an active underwater sensor. The results will be 3D high resolution surveys of underwater 

sites. The new means and methods developed aim at reducing the investigation time in situ, and proposing 

comprehensive and non-intrusive measurement tools for the studied environment. 

In this paper, we made an investigation to find at first a pre-processing method of underwater images that 

do not require a priori knowledge of the scene in order to increase the repeatability of SIFT and SURF 

descriptors and, in a second time, finding a method to compute distances which will be less costly in terms of 

execution time for finding corresponding points. 

Keywords 
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1. INTRODUCTION  
ROV3D

1
 project goal is to develop automated 

proceedings of 3D surveys, dedicated to underwater 

environment, using both acoustic and optic sensors. 

The acoustic sensor allows acquiring a great amount 

of low resolution data, whereas the optic sensor 

(close range photogrammetry) allows acquiring a 

low amount of high resolution data. In practice, a 3D 

acoustic scanner produces a range wide scan of the 

scene, and an optic system allows a high resolution 

restitution (larger scale) of different areas in the 

scene. 

In underwater environment, the image quality is 

degraded by the significant changes undergone by 

the light. This is due to two factors: first water 

absorption by the suspended and dissolved materials, 

  

 

 

 

 

 

                                                           
1
 http://www.rov3D.eu 

and diffusion, mainly due to particles that scatter the 

radiation [Pet08a] [Que04a]. 

When the light crosses the dioptre air / water, one 

part is reflected while the rest effectively penetrates 

into the water. However the amount of light that 

penetrates the water decreases with the height of the 

water column crossing because water molecules 

absorb a certain amount of light (which reduces its 

energy). As a first result, underwater images are 

becoming darker with increasing depth. Not only the 

amount of light is reduced with depth, but also the 

light undergoes a change color depending on the 

amount of water crossing. The wavelength 

corresponding to red disappears after a few meters 

(see Fig.1) and beyond 25m only blue remains 

[Sch10a]. 
 

 
Figure 1. Colour appearance in underwater. 

[Iqb07a]. 
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Beyond the excessive amount of blue, underwater 

images therefore have a low brightness and contrast 

[Sch04a]. They are more affected by suspended 

particles called sometime « Marine snow ».  

One of the most important issues in this work is to 

obtain an image quality for analysis, measurement, 

and extracting points of interest to optimize image 

processing and their orientation for the 

photogrammetric use. 

2. UNDERWATER IMAGE PRE-

PROCESSING  

The underwater image pre-processing can be 

addressed from two different points of view: image 

restoration techniques or image enhancement 

methods. 

Fan et alii proposed a restoration method based on 

blind deconvolution and the theory of Wells 

[Fan10a]. As a first step an arithmetic mean filter is 

used to perform image denoising, and then an 

iterative blind deconvolution using the filtered image 

is carried out. The calculation of the PSF of water is 

done using the following equations: 

b c  
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1 exp( 2 )
( , ) exp

2medium
R cR bRH

 


 




    
     

    

 

where   is referred to the median scattering angle, 

  is the spatial frequency in cycles per radian, R is 

distance between sensor and object, b scattering 

coefficient, c attenuation coefficient and albedo  . 

Image restoration techniques need some parameters 

such as attenuation coefficients, scattering 

coefficients and depth estimation of the object in a 

scene. For this reason in our works, the 

preprocessing of underwater image is devoted to 

image enhancement methods, which do not require a 

priori knowledge of the environment. 

Bazeille et alii [Baz06a] proposed an algorithm to 

enhance underwater image, this algorithm is 

automatic and requires no parameter adjustment to 

correct defects such as non-uniform illumination, 

low contrast and muted colors. 

In this algorithm which is based on the 

enhancement, each disturbance is corrected 

sequentially. The first step is to remove the moiré 

effect is not applied, because in our conditions this 

effect is not visible. Then, a homomorphic filter or 

frequency is applied to remove the defects of non-

uniformity of illumination and to enhance the 

contrast in the image.  

Regarding the acquisition noise, often present in 

images, they applied a wavelet denoising followed 

by anisotropic filtering to eliminate unwanted 

oscillations. To finalize the processing chain, a 

dynamic expansion is applied to increase contrast, 

and equalizing the average colors in the image is 

being implemented to mitigate the dominant color. 

Fig.2 shows the result of applying the algorithm 

Bazeille et alii. 

To optimize the computation time, all treatments 

are applied on the component Y in YCbCr space. 
However the use of homomorphic filter changes the 

geometry, which will add errors on measures after 

the 3D reconstruction of the scene, so we decided not 

to use this algorithm. 

  

(a)                                    (b) 

Figure 2. Images before (a) and after (b) the 

application of the algorithm proposed by Bazeille 

et alii. (Photo by Olivier Bianchimani on the Arle-

Rhone 13 roman wreck in Arles, France) 

Iqbal et alii have used slide stretching algorithm 

both on RGB and HIS color models to enhance 

underwater images [Iqb07a]. There are three steps in 

this algorithm (see Fig.3).  

First of all, their method performs contrast 

stretching on RGB and then it converts the result 

from RGB to HSI color space. Finally, it deals with 

saturation and intensity stretching. The use of two 

stretching models helps to equalize the color contrast 

in the image and also addresses the problem of 

lighting.  

 

Figure 3. Algorithm  proposed by Iqbal et alii . 

Chambah et alii proposed a method of color 

correction based on the ACE model [Riz04a]. ACE 

“Automatic Color Equalization” is based on a new 

calculation approach, which combines the Gray 

World algorithm with the Patch white algorithm, 

Input 

image 

Contrast 
stretching RGB 

Saturation & 

intensity 

stretching HSI 

RGB -> HSI 

Output 

image 

(2) 

(1) 
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taking into account the spatial distribution of 

information color. The ACE is inspired by human 

visual system, where is able to adapt to highly 

variable lighting conditions, and extract visual 

information from the environment [Cha04a]. 

  

  

  
                (a)                                  (b) 

Figure 4. Phtographs of the wreck  Arles-Rhône 

13, before (a) and after (b) the enhancement  by  

ACE method.[Cha04a]. 

This algorithm consists of two parts. The first one 

consists in adjusting the chromatic data where the 

pixels are processed with respect to the content of 

the image. The second part deals with the restoration 

and enhancement of colors in the output image 

[Pet10a]. The aim of improving the color is not only 

for better quality images, but also to see the effects 

of these methods on the SIFT or SURF in terms of 

their  feature points detection. Three examples of 

images before and after restoration with ACE are 

shown in Fig.4. 

Kalia et alii [Kal11a] investigated the effects of 

different image pre-processing techniques which can 

affect or improve the performance of the SURF 

detector [Bay08a]. And they proposed new method 

named IACE ‘Image Adaptive Contrast 

Enhancement’. They modify this technique of 

contrast enhancement by adapting it according to the 

statistics of the image intensity levels. 

   
(a) 

   
(b) 

   
(c) 

   
(d) 

Figure 5. Phtographs of the wreck Arles-Rhône 

13, (a) original images, (b) results by ACE 

method, (c) results by  IACE method « Image 

Adaptative Contrast Enhancement », (d) results 

by the method proposed by Iqbal et alii.[Iqb07a]. 

If Pin is the intensity level of an image, it is 

possible to calculate the modified intensity level Pout 

with equation (3). 

( )
( )

( )

in
out

P c
P b a

d c


  

  

where a is the lowest intensity level in the image 

and equal to 0, b is its corresponding counterpart and 

equal to 255 and c is the lower threshold intensity 

level in the original image for which the number of 

pixels in the image is lower than 4% and d is the 

upper threshold intensity level for which the number 

of pixels is cumulatively more than 96%. These 

thresholds are used to eliminate the effect of outliers, 

and improve the intrinsic details in the image while 

keeping the relative contrast. 

The results of this algorithm are very interesting. 

One can observe that the relative performance of 

IACE method is better than the method proposed by 

Iqbal et alii in terms of time taken for the complete 

detection and matching process 

3. FEATURE EXTRACTION AND 

MATCHING 

The purpose of preprocessing is improving the 

quality of images to enhance the detection of interest 

points. Thereafter, these points of interest will be 

matched and used for 3D reconstruction of the scene. 

There are several methods for extracting interest 

points such as Edge detector, Corner detector 

[Guo09a]. Juan et alii [Jua09a] made a comparison 

between SIFT, PCA-SIFT and SURF. 

(3) 
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In our work, we decided to use two methods most 

robust in terms of invariance to the transformation 

and distortion of images: Scale Invariant Feature 

Transform "SIFT" and speeded-Up Robust Features 

"SURF". 

Scale-invariant feature transform "SIFT" is a 

detector and descriptor at the same time proposed by 

Lowe [Low04a]. it is a method of extracting points 

of interest that are invariant to changes during image 

acquisition, these points of interest are local maxima 

or minima of the difference of Gaussians. 

Each point has detected a descriptor vector which 

is the norm and direction of the gradient in the region 

around the point of interest. [Lin09a]  

Speeded-Up Robust Features "SURF" 
proposed by [Bay08a] is a descriptor invariant to 

change of scale, rotation and image, this method is 

divided into two parts, the first part is devoted to the 

detection of points of interest, where in each scaling 

the local maxima are calculated using the Hessian 

matrix. From these local maxima, we choose the 

candidate points that are above a given threshold 

which will subsequently be invariant to scaling. 

The purpose of the second part of this algorithm 

is to find a descriptor that will make the points 

detected invariant to rotation, the SURF descriptor is 

much faster but less robust than SIFT and can 

therefore be used in applications for real time 

processing. 

After using SIFT and SURF to extract features 

from images, we implemented some methods for 

measuring distances, (see Table 1). These methods 

are often used to compute the similarity between 

points in a source image and points in a target image. 

Functions SSD, and SAD, NSSD calculate the level of 

dissimilarity between two points where the best 

result corresponds to the minimum value obtained 

after the computation. 

We also added the method proposed by Lowe, 

this method is based on the K-Nearest Neighbour 

algorithm (KNN) with a modified search using the 

kd-tree to find corresponding points using Euclidean 

distance and optimize the calculation time. 

Distance Definition 
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Table 1 Distance measurements.  

4. EXPERIMENTS 
In our experiments, we took two sets of 14 

images taken by photographer Olivier 

BIANCHIMANI in July 2012 on the Arles-Rhone 13 

roman wreck in the Rhodano river, south of France. 

We reduced the resolution of these photographs to 

639 x 425 pixels in order to reduce computation 

time. These two sets are taken in two different 

situations. We choose for the first, a scene where we 

can see in Fig.2 the presence of wood pieces and in 

the second (see Fig.5), a scene with amphora and 

stones. The choice of these situations was to work on 

a real underwater scene and test the robustness of 

detectors and descriptors in the different conditions 

that we can cross in a marine environment. 

The implementation was run on an Intel Core i7 

CPU 980 at 3.33 GHZ with 12GB of RAM under 

Windows 7 operating system. We studied the effects 

of different methods that can affect or improve the 

performance of repeatability of a descriptor. Initially, 

we noticed improvements in color quality and we 

also see that the algorithm proposed by Iqbal et alii 

gives the best visual results. 

Our approach is to detect points of interest on all 

images using SIFT or SURF descriptors. 

Subsequently, images are matched two by two with 

one of methods of distance measurement mentioned 

above in Table 1. For each matched pair of images, 

the relative orientation is computed using the 5 

points algorithm proposed by [Ste06a]. 

From these orientations, an approximate value of 

orientations and coordinates of object points are 

calculated. Then a bundle adjustment is applied for 

optimal estimation of orientation parameters and 3D 

coordinates as illustrated in Fig.14. 

We cannot give the results for all tests because of 

the space limitations. In the Table 2 and Table 3, we 

present some results obtained after several tests. 

These tables summarize the tests performed with 

SURF and SIFT descriptors on the original images 

and preprocessed images, the purpose of these tests 

as a first step is to find the best preprocessing 

algorithm in terms of color correction and 

preprocessing time and which mainly increases the 

repeatability of descriptors. In a second step, we seek 

to find the most appropriate method for calculating 

distances with the type of images that we used in our 

work which will give more points matched and 

remove outliers. 
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We judge the quality of these descriptors 

according to the number of image pairs oriented, the 

number of corresponding points and the reprojection 

error calculated both with the Root Mean Square 

(RMS) and the average error methods. We found that 

the RMS is always less than 0.5 then we have 

focused only on the average error (see Fig.7 and 

Fig.9). 

The results obtained with images from the three 

preprocessing methods are better in comparison to 

results obtained with original images. However, the 

ACE took an hour and 35 seconds, for the same 

image IACE took 0.13 seconds and the method 

proposed by Iqbal et alii took 0.15 seconds almost 

the same time as the IACE method. 

Before choosing the best method of 

preprocessing to be used in our future work, we 

started first by the choice of method of measuring 

distances where it was found that the method used by 

D. Lowe which is based on the algorithm KNN 

performed best in terms of points matches and 

computation time (see Fig.6, Fig.8, Fig.10, Fig.12), 

otherwise the SSD method and its normalized 

version NSSD also produce good results in terms of 

matched points and the number of pairs oriented but 

requires more time for the computation. 

Finally after several tests, we found that the IACE 

and the method proposed by Iqbal et alii are quite 

efficient in terms of preprocessing time and number 

of matched points. However we cannot make a 

choice between these methods because the results 

depend on image quality and nature of objects which 

are located in the scene. In Table 2 and Table 3 we 

presented the results obtained in two different 

situations of a marine environment, where the IACE 

method with SIFT and SUFT descriptors gave the 

best result for the first situation. However, the 

second situation the method proposed by Iqbal et alii 

with SURF descriptor gave 671 matched points 

against 413 matched points with IACE and the same 

descriptor. 

 

Figure 6 Matching points obtained with SURF 

descriptors in the first scene with presence of 

wood pieces. 

 
Figure 7 Average error. 

 

 

Figure 8 Matching points obtained with SIFT 

descriptors in the first scene with presence of 

wood pieces. 

 
Figure 9 Average error. 

 

SURF SSD NSSD SAD KNN 

ORIG 
630x425 

pixels 

Pairs /91 2 2 2 3 

Time (s) 22 22 20 21 

RMS 0.05 0.06 0.01 0.05 

ACE 

1h35 

Pairs /91 14 10 7 9 

Time (s) 67 122 36 49 

RMS 0.05 0.04 0.35 0.036 

IACE 
0.13s 

Pairs /91 12 13 9 8 

Time (s) 85 184 44 66 

RMS 0.07 0.07 0.03 0.03 

IQBAL 

0.15s 

Pairs /91 14 18 7 8 

Time (s) 78 134 42 52 

RMS 0.04 0.05 0.03 0.05 

(a) 
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SIFT SSD NSSD SAD KNN 

ORIG 

630x425 

pixels 

Pairs /91 4 5 4 4 

Time (s) 103 113 96 99 

RMS 0.03 0.05 0.01 0.011 

ACE 
1h35 

Pairs /91 16 25 9 11 

Time (s) 253 253 178 238 

RMS 0.04 0.04 0.12 0.01 

IACE 

0.13s 

Pairs /91 17 29 13 11 

Time (s) 268 1493 201 275 

RMS 0.11 0.07 0.01 0.009 

IQBAL 
0.15s 

Pairs /91 15 11 12 12 

Time (s) 311 1413 195 264 

RMS 0.09 0.11 0.01 0.01 

(b) 

Table 2 Test on a set of photographs of a scene 

with wood pieces, (a) results with SIFT (b) results 

with SURF. 

 
Figure 10 Matching points obtained with SURF 

descriptor in the second scene with presence of 

amphora and stones. 

 
Figure 11 Average error. 

 

 
Figure 12 Matching points obtained with SIFT 

descriptor in the second scene with presence of 

amphora and stones. 

 
Figure 13 Average error. 

SURF SSD NSSD SAD KNN 

ORIG 

630x425 
pixels 

Pairs /91 17 15 6 7 

Time (s) 51 47 26 32 

RMS 0.06 0.05 0.05 0.04 

ACE 

1h35 

Pairs /91 11 11 12 14 

Time (s) 83 193 50 75 

RMS 0.02 0.02 0.03 0.03 

IACE 

0.13s 

Pairs /91 11 12 12 15 

Time (s) 106 356 69 104 

RMS 0.01 0.01 0.02 0.02 

IQBAL 

0.15s 

Pairs /91 14 13 11 14 

Time (s) 99 274 64 96 

RMS 0.03 0.02 0.02 0.02 

(a) 

SIFT SSD NSSD SAD KNN 

ORIG 
630x425 

pixels 

Pairs /91 15 11 11 11 

Time (s) 152 192 114 134 

RMS 0.02 0.02 0.01 0.01 

ACE 

1h35 

Pairs /91 12 11 15 16 

Time (s) 218 742 163 214 

RMS 0.09 0.11 0.01 0.007 
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IACE 
0.13s 

Pairs /91 11 17 11 15 

Time (s) 273 1359 198 269 

RMS 0.07 0.06 0.01 0.01 

IQBAL 
0.15s 

Pairs /91 20 16 12 16 

Time (s) 259 1216 188 260 

RMS 0.04 0.04 0.009 0.009 

(b) 

Table 3 Test on a set of photographs of a scene 

with amphora and stones, (a) results with SIFT 

(b) results with SURF. 

As we said earlier, the number of matched points 

is not a sufficient factor to judge the repeatability of 

descriptors, for this we calculated the reprojection 

error to estimate the accuracy of our calculations. To 

minimize the reprojection error, we thought of an 

improvement in the quality of matched points, the 

idea is to correlate in a search window centered on 

each point matched, if the score of the correlation is 

less than a threshold then the point is kept if it is the 

nearest or it is replaced by the nearest point. 

Otherwise if the score is higher than threshold, the 

two points are deleted from the list [Kra97a]. 

Table 4, presents the results of a test applied to a 

pair of images where we find 200 matched points 

and a reprojection error of 1.79. After applying the 

correlation, 160 points have moved and 40 points are 

deleted and the new reprojection error is reduced to 

0.74 which means that the correlation corrects the 

quality of matched points. The disadvantage of this 

improvement is that it can be applied only on a pair 

of images with very weak relative rotation and a 

slight change of scale which is the case in our 

experiments and in the field of stereovision. 

 

Table 4 Table showing the result after application 

of correlation. 

 

 
Figure 14 Example of the orientation of a pair of 

images. 

5. CONCLUSION & FUTURE WORK 

In this paper, we studied three preprocessing 

methods whose purpose was to improve color and 

contrast of underwater images and increase 

repeatability of descriptors compared to original 

images. We have also presented some methods for 

measuring distances where we found that the IACE 

method and the method proposed by Iqbal et alii 

give almost the same results in terms of computation 

time and repeatability of SIFT and SURF descriptors. 

The use of one of these methods as an initial 

method of preprocessing with the KNN method for 

distance measurements gives good results in terms of 

computation time and the reprojection error 

compared to results obtained with images without 

preprocessing. Nevertheless, the ACE method is very 

slow in terms of preprocessing time, however we 

observed an improvement of color contrast and a 

brightness correction. For this reason, we plan to use 

the images obtained as texture after the full 3D 

reconstruction of the underwater scene. 

We also showed in this paper, the usefulness of 

the correlation to minimize the reprojection error in 

the case of a small rotation between images. The 

future work is to improve the algorithm of SIFT and 

test Earth Mover’s Distance to find the 

corresponding points. 
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ABSTRACT

This paper presents a generalized model for the removal of semi-transparent defects from images of historical or

artistic value. Its main feature is the combination of Lie group transformations with human perception rules that

makes restoration more flexible and adaptive to defects having different physical or mechanical causes. Specifically,

Lie groups allow to define a redundant set of transformations from which it is possible to automatically select the

ones that better invert the physical formation of the defect. Hence, the restoration process consists of an iterative

procedure whose main goal is to reduce defect visual perception. The proposed restoration method has been

successfully tested on original movies and photographs, affected by line-scratches and semi-transparent blotches.

Keywords: Image Restoration, Lie Groups, Human Visual System, Semi-transparent Defects.

1 INTRODUCTION

In the last years, there has been an increasing de-
mand for the fruition of archived material thanks to
the growing development of digital devices. Hence,
a lot of research effort has been devoted to pro-
pose novel and adaptive digital restoration meth-
ods able to deal with image defects like noise, line-
scratches, tear, moire, blotches, shake and flicker
— see [1]-[12]. If on the one hand, the variety of
degradations has led to the definition of specific
detection and restoration models in order to guar-
antee a better precision and adaptivity to different
scenarios; on the other hand, the advent of new
devices and the up-to-date digital technology has
led to the need of a general framework able to si-
multaneously and globally manage different kinds
of degradation. This entails the definition of a new
restoration paradigm that puts human eye as the
final image consumer and judge, independently of
the specific processing method. That is why hu-
man perception is gaining a significant role in image
processing techniques [13]-[16]. In this perspective,
the main goal of digital restoration must be the
perceived quality of the restored images. In [17]
the authors tried to formalize a global detection/

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for
profit or commercial advantage and that copies bear this
notice and the full citation on the first page. To copy
otherwise, or republish, to post on servers or to
redistribute to lists, requires prior specific permission
and/or a fee.

restoration framework based on both physical
and visual characteristics of the class of analysed
defects. It was mainly based on the following ob-
servation. Image defects are detected by human
eye ’at first glance’ even in complicated contexts
as they represent ’anomalies’ in natural images.
Hence, the reduction of the visual contrast of the
degraded region (visual anomaly) should decrease
the visual contribution of the degraded area with-
out creating new artifacts. The model basically
simulates the Human Visual System (HVS) re-
sponse to the presence of the defect by projecting
the degraded image J into a new space where the
defect becomes the most visible object of the scene.
This space depends on both the physical cause of
the defect and the resolution at which the defect
shows its greatest visibility and it allows to define
appropriate and automatic detection and restora-
tion operators. They still depend on the physical
cause of the defect that, in turn, gives the ’a pri-
ori’ information that makes the restoration process
somewhat independent of the specific image. The
deeper the knowledge about degradation, the lower
the dependence of restoration on the original image.

However, it is not always possible to have detailed
information about the degradation under exam.
Moreover, though their different original causes,
many defects can show the same features on the
image, such as color, shape, etc.. For example, wa-
ter blotches or foxing often have the same visual
appearance on the image, as well as cracks and
scratches, or yellowing and fading. Anyway, in-
dependently of their different nature, these defects
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preserve the perception at first sight as common
and primary feature.

The main goal of this paper is then the definition
of a general restoration framework that aims at be-
ing almost independent of a priori specific assump-
tions on the degradation under exam. The frame-
work is required to select suitable transformations
from a redundant set only accounting for reduced
’a priori’ information about the defect under exam,
as, for example, the semi-transparency of the de-
graded region. In this way, the same restoration
algorithm can be used for a very wide class of image
degradations. This kind of framework could really
be of interest in several applications since it pro-
motes and facilitates its use by non expert people
and, at the same time, it avoids the development of
integrated softwares able to deal with specific kinds
of degradation. To this aim the role of HVS has
to be emphasized in the whole restoration process
by introducing proper mathematical concepts and
tools. This paper represents a first contribution
to this challenging purpose. It will use Lie groups
theory combined with HVS rules for defining con-
tinuos transformations that also include the ones
that better correlate with the degradation process.
In fact, a local contrast-based restoration process
that embeds transformations in a Lie group gives
us the opportunity of defining a redundant set of
transformations that also contains the inversion of
the unknown degradation process. Furthermore, it
allows to develop a restoration algorithm that auto-
matically selects the more suitable transformations
for points having the same visual contrast. In fact,
infinitesimal operations in Lie algebras and their
integration in global transform in Lie groups are
able to model some human visual phenomena, as
deeply investigated in [18] and [19]. In this paper
Lie groups are of great importance since the final
solution (original not degraded image) is not known
in advance as well as the exact degraded process.
The only assumption is the knowledge of the degra-
dation map. However, the flexibility of the pro-
posed model allows this map to be not precise as it
will be discussed later. Hence, the proposed model
has the following advantages: i) the combination of
HVS and Lie algebra allows the restoration model
to have not a precise target to converge. The model
is only required to force the contrast of the final so-
lution to be in a suitable range of values according
to typical contrasts of the surrounding clean image
— degradation has to be invisible. ii) the variabil-
ity of Lie group transformations and their combina-
tion allows a more flexible model for the degraded
image — they also include the simpler and widely
used translation and shrinking operations [9, 4, 2].

The remainder of the paper is the following. Next
section gives a brief review of Lie Algebra and Lie
group transformations. Section 3 presents the pro-
posed restoration methodology and its refinement
for two kinds of semi-transparent defects: line-
scratches and blotches. Finally, Section 4 presents
some experimental results and concluding remarks.

2 LIE ALGEBRAS AND LIE
GROUPS TRANSFORMATIONS

In the following, we give few mathematical details
about Lie algebra and groups useful to understand
the proposed approach. For a complete treatment
of this topic see, for instance, [20] and [21].

A finite Lie group G is both a multiplicative
group and a differentiable manifold, that is G is
a group locally diffeomorphic to Rn, if n is its di-
mension. As a result, a Lie group G has got both
algebraic and geometric properties, thanks to the
group structure and the differentiable structure re-
spectively, and they are deeply related. Finally,
every Lie group of finite dimension can always be
viewed as a matrix group.

Since a Lie group is a manifold, it has a tangent
space at the identity element e, called its Lie alge-
bra, namely g, which is a vector space of the same
dimension of G. The exponential map exp : g→ G
gives a natural way to move from the Lie algebra
g (vector space) to the group G (manifold) and, in
the case of finite matrix group, it has a very simple
form since it corresponds to matrix exponential: if
X ∈ g, i.e. X is a tangent vector at e in G, then
exp(X) =

∑∞
n=0

Xn

n! .
Most of the matrix Lie groups can be used to de-

scribe transformations in the plane or in the space.
The dimension of the group is the number of free
parameters needed to describe the transformations;
its Lie algebra elements are tangent vectors at the
identity and represent infinitesimal transformations
of the points. In this paper we are interested in
projective transformations that can be described
as a group matrix, Pn, acting on points of Rn ex-
pressed in homogeneous coordinates, with the con-
vention that the (n+1)−th value in the coordinates
is always scaled back to 1. Projective transforma-
tions are characterized by m = n(n + 2) parame-
ters (dimension of Pn), described by the elements
G1, G2, . . . , Gm of a Lie algebra basis. For instance,
for n = 2

G1 =
(

0 0 1
0 0 0
0 0 0

)
G2 =

(
0 0 0
0 0 1
0 0 0

)
translations

G3 =
(

1 0 0
0 0 0
0 0 0

)
G4 =

(
0 0 0
0 1 0
0 0 0

)
scaling

G5 =
(

1 0 0
0 −1 0
0 0 0

)
rotation G6 =

(
0 1 0
1 0 0
0 0 0

)
shear
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G7 =
(

0 0 0
0 0 0
1 0 0

)
G8 =

(
0 0 0
0 0 0
0 1 0

)
projections.

Hence, every real linear combination of G1, ..., Gm
is an infinitesimal projective transformation in the
vector space that corresponds to a transformation
of the group Pn thanks to the exponential map.
The infinitesimal transformation of a generic point
p ∈ Rn is L̃j = Gj p̃, where p̃ is the point p
expressed in homogeneous coordinates. We de-
note by Lj the corresponding affine coordinates of
L̃j , j = 1, . . . ,m. Hence, for n = 2, we have

L1 = ( 1
0 ) L2 = ( 0

1 ) L3 = ( xy ) L4 = ( x
−y )

L5 = ( y
−x ) L6 = ( y

x ) L7 =
(
xy

y2

)
L8 =

(
x2

xy

)
.

3 THE PROPOSED RESTORA-
TION MODEL

The degraded image J at the point p = (x, y)T can
be modeled as

J(p) = T (I(p)),

where T is the unknown degradation transforma-
tion and I is the original image. The goal should
be to find the inverse of T , namely T −1, in order
to reconstruct the original image I. The key point
is that T is unknown. The proposed model set a
suitable group of eventually redundant transforma-
tions where automatically select T −1. In particu-
lar, the selected group is the group of projective
transformations (in the plane or in the space as
we will explain later): it contains translation and
shrinking operations commonly used in restoration
models but also rotations, shears and projections.
Hence, we fix a group of transformations and the
iterative procedure that selects their best composi-
tion, rather than a specific type of transformation.
Moreover the projective group is a Lie group and its
geometrical structure is exploited in order to define
a simple iterative procedure to select T −1.

3.1 Distance minimization

The iterative procedure presented in [22] has been
used. It mainly exploits the relation between Lie
algebras and Lie groups to map a given submani-
fold S1 of Rn to another one, S2, through a suitable
composition of transformations of the group, min-
imizing their distance. More precisely, let p ∈ S1,
np the unit normal at S1 in p and dp the distance
between p and S2 along np. So d =

∑
p∈S1

dp is
the global distance between S1 and S2. The Lie
group structure allows to look for an infinitesimal
transformation inside the Lie algebra (that is a vec-
tor space), instead of a global transformation of
the group, and then to move it to the group by

the exponential map. So the problem is linear and
the goal is just to find α1, ..., αm ∈ R, such that
the corresponding infinitesimal action on p, that is∑m
j=1 αjL

p
j , projected onto the normal direction np

minimizes d, that is

(α1, . . . , αm) =

= argmin
αj

∑

p∈S1


dp −

m∑

j=1

αj
(
Lpj · np

)



2

. (1)

Therefore, ~α = (α1 . . . αm)T is such that ~α = ~A−1~b,
where ~A is the matrix whose elements Ajh are de-
fined as follows

Ajh =
∑

p∈S1

(
Lpj · np

)
(Lph · np)

while ~b is a column vector whose elements are

bh =
∑

p∈S1

dp (Lph · np) .

Hence, t =
∑m
j=1 αjGj is the infinitesimal trans-

formation in the Lie algebra that minimizes the
distance between S1 and S2 and T = exp(t) its
corresponding element in the group. S1 is updated
applying T to its points and the minimization algo-
rithm is applied to the new couple

(
S

(1)
1 , S2

)
,where

S
(1)
1 = T (S1), and so on until the distance between
S1 and S2 is small enough. For the numerical com-
putation of exp(t) applied to generic point p, a 4th
order Runge Kutta algorithm can be used — see
[22] for details. It is equivalent to cut the 4th or-
der series expansion of the matrix exponential and
apply it to the point p, that is

T ≈ I + t+
1
2
t2 +

1
6
t3 +

1
24
t4,

but it directly manages affine coordinates.
It is worth stressing that this procedure has much

in common with the basic concepts of convex pro-
jections for restoration, described in [23]. However,
in this case we do not use neither convex sets nor
orthogonal projections, but only iterated projective
transformations in Rn and their algebraic and geo-
metrical properties.

3.2 HVS embedded in the minimiza-
tion algorithm

We would like to apply the iterative procedure de-
scribed in the previous section to the damaged im-
age by modeling it as a suitable submanifold S1

of Rn, in order to select the transformations that
move S1 towards the clean image S2. It is worth
observing that for blotches restoration, n = 3 and
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Figure 1: Parabolas are the target curves used in
the iterative procedure. Markers are in correspon-
dence to two different groups of points selected with
the SMQT transform. Dashed and dotted parabo-
las are their corresponding target curves.

the whole degraded area is modeled as a surface
in R3 while for scratch restoration n = 2 and each
degraded row is modeled as a curve in R2. Un-
fortunately, in case of digital restoration the final
clean image is unknown so that the aforementioned
procedure would be unfeasible.

To take advantage of the aforementioned me-
thod and to preserve the original image informa-
tion, HVS perception mechanisms can be embed-
ded in the restoration process. They allow us to
define a suitable range of admissible intensity val-
ues for the damaged area to be not visible with
respect to its neighborhood. In other words, to be
invisible, the degraded region must be contained
in a certain cone of visibility, that depends on
the global intensity value of the analysed image; at
the same time, abrupt changes in the final solution
are not allowed in order to avoid artifacts in cor-
respondence to the frontier of the degraded region.
The range of admissible values for the final solution
cannot exceed the one of the surrounding informa-
tion, in terms of visibility bounds, in order to be
perceived as a natural scene component. The cone
of visibility for n = 2 can be then defined as in
Fig. 1, where the upper and lower parabola curves
respectively reach the greatest and least allowed
values, namely r2 and r1, and the initial point of
the cone of visibility is in the range of invisible
luminance value with respect to the average of the
surrounding information [25]. To obtain it, the vi-
sual contrast of pixels in the area around the initial
points, namely R, must satisfy Weber’s law, i.e.
IR−IB
IR

< τ , where IR and IB are the luminance
of the region R and its background B, while τ is
the just noticeable threshold [24]. For n = 3, the
cone is defined in the same way replacing parabolas
with paraboloids. The cone of visibility is then the
target S2. Hence, the degraded image is moved in-

side the cone by the distance minimization iterative
procedure in order to make the damage invisible.

However, a further consideration has to be made
for semi-transparent degradation. Despite the wide
flexibility of Lie transformations, the minimization
process in eq. (1) is global. In fact, at each step
the parameters {αj}j=1,...,m are the same for each
point of the degraded area. Hence, if on the one
hand global transformations preserve the original
information contained in the degraded region, on
the other hand they forget that pixels may have
been subjected to a different amount of degrada-
tion. In order to find a tradeoff between preserva-
tion of original information and model flexibility,
it is necessary to classify damaged pixels account-
ing for their visual feature and restore them ac-
cordingly. We aim at processing in the same way
points that are equally perceived by human eye i.e.,
points having the same visual contrast have to con-
verge to the same target sub-manifold. In order to
classify pixels with the same visual contrast, the
Successive Mean Quantization Transform (SMQT)
[26] is used. It groups pixels having the same visual
features. More precisely SMQT builds a binary
tree using the following rule: given a set of data
D and a real parameter L (number of levels), split
D into two subsets, D0 =

{
x ∈ D|D(x) ≤ D} and

D1 =
{
x ∈ D|D(x) > D

}
, where D is the mean

value of D. D0 and D1 are the first level of the
SMQT. The same procedure is recursively applied
to D0 and D1 and so on until the Lth level, that is
composed by 2L subsets. Each group belongs to a
sub-manifold (defined by interpolation). The tar-
get sub-manifold of the i-th group is defined as a
paraboloid (parabola) cut by the plane z = M + ∆
(line y = M + ∆) for n = 3 (n = 2), where M is
the mean value of the intensity surrounding values
and ∆ accounts for the global visibility of the de-
graded area with respect to the external one, and
whose vertex is proportional to the mean value of
the group. Hence, each group converges to the cor-
responding sub-manifold, as shown in Fig. 1, ac-
cording to the minimization in eq. (1). The iter-
ative minimization process stops when the target
sub-manifold has been reached, in agreement with
visibility bounds. More precisely, if S(K)

1 is the
solution at the K-th iteration for the i−th group
and S2 the corresponding target sub-manifold, then
S

(K)
1 is an acceptable solution if

∑
p |S(K)

1 (p)− S2(p)|∑
p S2(p)

≤ τ , (2)

where the first member is the Weber’s contrast [24,
27] evaluated at the points of the analysed sub-
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manifolds, while τ is the just noticeable detection
threshold for that visual contrast [24, 27].

Summing up, HVS is exploited for 1) classifying
groups of pixels according to their visual contrast;
2) defining the cone of visibility and the target sub-
manifolds inside it that have to be reached by each
group of pixels; 3) defining the stopping criteria for
the iterative procedure.

In the next sub-section the whole restoration al-
gorithm is presented. Afterward, two well known
semi-transparent defects are briefly presented: line
scratches and blotches. They represent an interest-
ing case study. In fact, the physical formation of
semi-transparent defects can be complex and can
depend on several conditions and events that can-
not be known or reproduced in real applications.
They can be caused by dirt or moisture on archived
material as well as mechanical stress of the support.
Hence, they often partially obscure image regions
(see Fig. 2) and appear as more or less irregular re-
gions with variable shape and size, having a slightly
different color from the original one [7, 9]. They
can be then easily confused with scene components
since they do not completely hide the underlying
original information, that must be retained (after
restoration) for its historical and/or artistic value.

3.3 The Algorithm

In the following, the whole restoration algorithm is
briefly summarized.

1. Estimate the extrema of the cone of visibility
r1, r2 from the surrounding information. They
respectively are the minimum and maximum
values of a neighborhood of the degraded area;

2. Apply SMQT to the degraded area;

3. Compute the target curves whose vertices are set
according to the mean amplitudes of the groups
computed in step 2 and the output of step 1;

4. For each group in step 2, apply the iterative pro-
cedure in Section 3.2, where the targets are the
ones of step 3, until eq. (2) is satisfied;

5. Perform masking refinement.

The last step is different according to the degra-
dation kind. For semitransparent blotches it cor-
responds to the study of the contrast properties
of pixels in order to understand if degraded pixel
are already masked by the original image; for line-
scratches it corresponds to apply the visibility-
based weights in eq. (5), as next section shows.

Figure 2: Examples of semi-transparent defects in
real photographs and movies.

3.4 Line scratches

Line scratches are common defects on old film se-
quences. They appear as straight lines spreading
over much of the vertical extent of an image frame,
as shown in Fig. 2. They can have a different
color and are of a limited width [7]. They are often
caused by mechanical stress during the projection
of a film and occupy the same or a similar location
in subsequent frames. The works [1] and [28] pro-
vided a physical model for the observed scratches.
It has been proved that they are the result of light
diffraction effect that occurs during the projection
and/or the scanning process. In fact, a scratch is
a thin slit on the film material and it is crossed
by the light in the projection process. Since the
slit (width and depth) is not uniform as a different
amount of the original information is removed in
the degradation process, the damaged area can be
modeled as a partially missing data region and it
is well represented by the following equation

J(x, y) = (1−(1−γ)e
−2
ωp
|y−cp|)I(x, y)+(1−γ)Lx(y)

(3)
where (x, y) are the coordinates of image pixels,
Lx(y) is the 1D function model for the scratch, i.e.

Lx(y) = bpsinc
2

(
y − cp
ωp

)
, (4)

with bp, cp and ωp respectively the maximum bright-
ness, the location (column number) and the hori-
zontal width of the scratch on the image. γ is a nor-
malization parameter that measures the global vis-
ibility of the scratch in the degraded image, while
e
−2
ωp
|y−cp| approximates the positive decay of the

scratch contribution from its central part toward its
end. γ compares the average energy of the peaks of
the horizontal cross-section of the image with the
one of the scratch and it is in the range [0, 1]; hence,
the smaller γ the more perceptible the scratch.
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Taking into account the reduced horizontal width
of a line-scratch, n is set equal to 2, the minimiza-
tion algorithm is applied row by row and the limit-
ing curves of the cone of visibility, as in Fig. 1,
are the ones to which the iterative procedure has
to converge. However, accounting for the impul-
sive nature of the defect, as in the equation model
(4), a refinement of the final solution is required,
according to the scratch visibility with respect to
its local context. More precisely, for each point of
the scratched area the following weight is applied
to the output of the minimization process in eq. (1)

S̄
(K)
1 (x, y) = w(y)S(K)

1 (x, y), (5)

where w(y) = γe
−2
ωp
|y−cp|, according to the degra-

dation model in eq. (3).

3.5 Semi-transparent blotches

Such blotches are caused by water penetration into
paper or chemical reactions whose final visual ef-
fect is a darker region on the document with vari-
able shape, color and intensity. Unfortunately, the
lack of distinctive features, like shape and color,
does not allow the definition of a precise model for
the degraded image. However, part of the origi-
nal information still survives after the degradation
process. Due to the larger physical dimension of
the blotch with respect to the line scratch, n is set
equal to 3 and the distance minimization algorithm
is applied to the whole degraded area modeled as a
surface in R3. The group of projective transforma-
tions in the space has dimension 15 and it contains
the same types of transformations as for n = 2.
The restoration process is exactly the one described
above. Anyway, due to the high semi-transparency
of this kind of defects and its variable dimension, a
different amplitude of the cone of visibility has to
be used for the darkest and brightest points of the
degraded area. Hence, a pre-processing step to sep-
arate darkest and brightest region of the damage is
required. Moreover, in the masking refinement, the
study of contrast properties allows to understand if
pixels are already masked by original image infor-
mation: in this case it may be more convenient to
leave them unchanged to avoid the creation of an-
noying artifacts, as it is described in detail in [29].

4 EXPERIMENTAL RESULTS

The proposed approach has been tested on selected
images from the photographic Alinari Archive in
Florence, affected by semi-transparent defects and
on several real sequences (digitized copies of ac-
tual damaged films) having different subjects and
of 1-2 minutes length (1500- 3000 frames). Some

results are shown in Figs. 3 and 4. It is impor-
tant to test the method on real damages. Since the
precise physical process and the corresponding real
transformation are unknown, artificial defects are
not representative of real applications on archived
material.

In all tests, the size of the neighbouring area of
the degraded region is three times the one of the
degraded area, while the number of groups of the
SMQT in step 2 has been set equal to 8 for semi-
transparent blotches and 2 for line scratches. The
visual quality of the restored images is very sat-
isfactory. Textures are well preserved as well as
details of the original image information, while an-
noying artifacts, like spikes, halo effects or over-
smoothed regions, do not appear. In fact, the dif-
ferent processing of pixels having different contrast
value contributes to the flexibility of the restora-
tion model. The convergence process is different
for each group of points so that it could happen
that some groups converge after one or two itera-
tions while others require longer convergence time.
In that way, the restoration process has two main
advantages: halo effects at the borders of the de-
graded region and over-smoothing of the restored
pixels are missing. In addition, the refinement pro-
cedure allows to successfully deal with some deli-
cate cases, as the intersection between the degraded
area and a darker region of the image as the third
example in Fig. 3 and the Knight shoulder in Fig.
4, and also to make the restoration process more in-
dependent of detection results. Finally, it is worth
emphasizing two additional advantages of the pro-
posed method. Even though it involves iterative
procedures to converge to the final solution, it uses
simple and fast operations so that just 4/5 itera-
tions on average are required for convergence. The
time of each iteration depends on both the dimen-
sions of the image and the degraded area. For in-
stance, in the case of the blotch in Fig. 5, each
iteration takes 45 seconds on average; in the case
of the scratch in Fig. 6, each iteration for each row
takes just 1/2 seconds. In addition, the algorithm
does not require user’s interaction, since it auto-
matically adapts each of its steps to the analyzed
image.

For the sake of completeness, the restoration re-
sults have been compared with some recent restora-
tion methods of semi-transparent defects [9, 4, 2,
28]. Since the clean image is not available in real
applications, quantitative measures or metrics to
determine the goodness of the restoration are not
convenient. Comparison is then based on the per-
ceived visual quality: some results are shown in
Figs. 5 and 6. As it can be observed, the pro-
posed restoration procedure gives high quality im-
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Figure 3: Semi-transparent blotches: Original
(Left) and restored (Right) images.

ages even though it is based on less assumptions
about the considered degradation.

All the aforementioned features make the pro-
posed method a valid and promising attempt to the
definition of a user’s friendly and global restoration
framework. Future research will be then oriented to
further generalize the proposed restoration frame-
work to make it more flexible and adaptive to a
wider class of degradation kinds.

Figure 4: Line-scratches: Original (left) and corre-
sponding restored images (right).

Figure 5: Clockwise order Original image, restored
using methods in [9, 4, 2], and the proposed one.

Figure 6: Left to right Original image and restored
using the methods in [28] and the proposed one.
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ABSTRACT 
In this paper we present a real-time realization of the method of detection of local structures in images of 

predefined orientation. The method is based on an analysis of the structural tensor computed in monochrome and 

color images. Thanks to the GPU implementation of the low-level feature detection an order-of-magnitude 

speed-up was achieved compared to the software implementation. The method can be used for real-time 

detection of solid objects in HDTV streams as shown by many examples. 

Keywords 
Structural tensor, corner and edge detection, graphics card, real-time low level feature detection 

1. INTRODUCTION 
An analysis of low-level features in images 

constitutes a front-end in many computer vision 

systems. Thus, there is still an ongoing research on 

their fast and precise computation methods. One of 

the very promising methodologies relies on 

computation of the so called structural tensor (ST) 

which conveys information on multi-dimensional and 

multi-scale local neighborhoods of pixels in 2D, 3D 

and higher dimensional images [1][3].  

In this paper we present a method of detection of 

local features in images of specific orientation. The 

method relies on prior computation of the ST which 

is proposed to be done in the graphic card (GPU). For 

this purpose the HIL library, provided by Cyganek et 

al. [3], as well as the CUDA development 

environment by nVidia® were used [10][11][12]. 

The presented method fits well to the concept of 

smart cameras which are able to precompute and 

transfer low-level features defined by a user. Thanks 

to this an order-of-magnitude speed-up was achieved 

which allows processing of the HDTV streams in 

real-time, as shown by experiments.  

The paper is organized as follows. In section 2 we 

present an overview of figure detection based on 

multi-channel and multi-scale structural tensor. In 

section 3 the architecture of the processing platform 

is presented. Section 4 contains experimental results. 

The paper ends with conclusions provided in 

section 5. 

2. FIGURE DETECTION WITH THE 

STRUCTURAL TENSOR 
The structural tensor was first proposed by Bigün et 

al. [1], and then used by many authors in context of 

different applications [7]. With the structural tensor 

each pixel neighborhood can be investigated for their 

strength and orientations in terms of local intensity or 

color signal gradients. Having a local neighborhood 

of pixels , centered at a point x0, the main idea is to 

determine a dominating directional vector w which is 

as close as possible to all gradients qi in this 

neighborhood. This is depicted in Figure 1. 
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Figure 1. Computation of the dominating 

orientation vector w in a pixel neighborhood  

based on signal gradients qi.  
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notice and the full citation on the first page. To copy 

otherwise, or republish, to post on servers or to 

redistribute to lists, requires prior specific permission 

and/or a fee. 
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In other words, if such w can be determined, then the 

whole  can be represented solely by w. Moreover, 

its parameters, such as phase and magnitude provide 

us important information on a type of a 

neighborhood. As will be shown, this can be used to 

determine corners or local structures with specific 

orientations. In consequence, ST can be used to 

detect characteristic figures in images. In our 

application it was used to detect e.g. road signs in 

real time, as will be shown in experimental section.  

More specifically, to compute w of  one needs to 

compute gradient vectors qi for all points xi.  For 

comparison of vectors their inner product is used. 

Thus, the vector w at a point x0 is an estimator of an 

average orientation in  that fulfills the following 

optimization problem 

2

arg max ( ) ( )

arg max( ),

d


 
   

 




T

w

T

w

q x w x x

w Tw

 (1) 

where q and w are column vectors, whereas T 

denotes the structural tensor, which is defined as 

follows   

( ) ( ) ( )T d


 T x q x q x x . (2) 

The square of the inner product in (1) fulfils the 

invariant assumption on rotation of  radians. 

Otherwise parallel and anti-parallel configurations of 

vectors would cancel out. On the other hand, the 

outer product qq
T
 in (2) conveys dimension of the 

tensor T. 

In a case of multi-channel color images the gradient 

vector q can be defined as proposed by Di Zenzo [5]. 

In this approach summation of the partial gradient 

components in image channels is assumed. To find 

the ST for images with M channels we employ this 

idea to (2), as follows [3] 
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T q x q x x
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Thus the summation in (3) follows all gradient fields, 

each computed independently for each color channel 

in an image. Finally, let us observe that there are two 

dimensions involved in (1) and (3). The first directly 

follows dimension of the gradients, i.e. it is 2D for 

single image or 3D for video sequences, and so on. 

The second dimension comes from a number of 

image channels M in (3). Discrete realization of the 

structural tensor was analyzed by Hauecker et al. 

[7]. This is given as follows 

( ) ( )ˆ ( , ) ( )ij i jT F R R 

   , (4) 

where Ri
()

 a -tap discrete directional operator and 

F is a smoothing kernel at scale  [3]. For Ri
()

 we 

used the directional filters provided by Farid et al. 

[6]. 

 

Figure 2. Processing path for corners and edges detection. 
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32 bits = sizeof(foat)

Corner presence flag Edge presence flag

 
 

Figure 3. Pixel format of the output image. 
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In image processing the structural tensor is very 

useful in a slightly different form, i.e. computing 

phase and magnitude of the vector w. The phase of 

the vector w in (1), which corresponds to an 

eigenvector of the greatest eigenvalue of T, can be 

found analytically from the following 

representation [7] 

 1 2 2
TT

xx yy xyw w T T T    w . (5) 

From the above the following is easily obtained 

2
atan2

xy

xx yy

T

T T


 
    

. (6) 

This formula is directly used to find local structures 

in images with requested phase. In this case we need 

to additionally check trace of T which should be 

greater than a predefined threshold , that is 

xx yyt T T    . (7) 

For corner detection the eigenvalues of T should be 

computed, as follows 

   
21 2

1,2 2
λ 4xx yy xx yy xyT T T T T

 
     

 
. (8) 

It can be shown [7] that the analysis of a type of local 

pixel neighborhoods can be based on the analysis of 

the local eigenvalues (8). However, the two 

eigenvalues can be joined together in a form of the 

following coherence component [1] 

2

1 2

1 2

λ λ

λ λ
c

 
  

 

. (9) 

The above coefficient takes on 0 for ideal isotropic 

areas or structures with constant intensity value, and 

reaches 1 for ideally directional structure. 
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Figure 4. Architecture of the class hierarchy. 
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3. ARCHITECTURE OF THE 

IMPLEMENTATION PLATFORM 
In implementation of the oriented structures in 

images (e.g. corners, edges, etc.) based on the 

aforementioned structural tensor, the CUDA graphics 

cards were used. The code was compiled with nvcc - 

enhanced-C compiler. HIL library was utilized as a 

tool for image and image operation representation 

[3]. Figure 2 shows the data flow for an operation of 

searching corners and edges. The image is first 

copied to the GPU global memory. Structure tensor is 

calculated, which requires pre-filtering of images, 

calculation of their derivatives, point-by-point 

images multiplication and their smoothing, as 

outlined in formula (4). In the present 

implementation the maximum length of each of the 

filters is 11.  

The matrix representation of the structure tensor 

obtained at this stage is not too useful, so we go on a 

vector representation (5). Now following parameters 

are given explicitly: the angle indicating the direction 

of maximum change in image (6), the tensor trace (7) 

and coherence level c (9) for each pixel of the image. 

We are looking for image points for which the 

direction of maximum change imposed is within the 

desired range of angles, provided that the coherence 

is greater than the set threshold value. Minimum 

value of coherence c is particularly important 

because it significantly affects the accuracy. Corner 

detection is to find points for which the minimum 

eigenvalue of the structural tensor exceeds a given 

threshold value (8). The result of these operations is 

an image in which each pixel contains two flags. The 

first one indicates the presence of a corner, while the 

other the presence of an edge having desired pitch. 

The output pixel format is illustrated in Figure 3. 

Image in this form is copied from the GPU global 

memory to host memory.  

In this implementation we put special emphasis on 

efficient GPU memory management. Indeed, it 

appears that the time of allocation and release of 

GPU memory is long and comparable with the 

duration of structure tensor computation. One also 

cannot neglect the transfer time from the CPU 

memory to the GPU memory. The first of the 

dilemmas was resolved by transferring the 

responsibility for memory allocation for cudaStream 

class instance. This class was created in our 

framework for the purpose of effective memory and 

CUDA streams management. Once the memory was 

allocated by cudaStream it is destroyed by the same 

stream object. During the detection of corners and 

edges the memory transfer takes place only twice - 

when copying the original image to the GPU memory 

and copying back the result image to the CPU 

memory. All operations that happen during 

processing allocate GPU memory using a 

cudaStream class object. Number of GPU-CPU 

memory transfers has been limited to a necessary 

minimum. The Figure 4 shows a UML diagram of 

the classes needed to create the corners and edges 

detectors. To make any calculations using the GPU 

one has to create an object of the class 
CUDAImageOperation. Then decorate it with 

CUDAImageOperationDecorator and its derived 

classes. The last decorator must be 

CUDAImageOperationFinalize class instance. 

Since the operation of searching corners and edges is 

often needed, CUDAUnaryGetEdgesAndCorners 

class was defined which provides a convenient 

façade for above function classes. The following 

code listing shows exemplary usage of this class: 

 

TImageOperation * operation = new 
CUDAUnaryGetEdgesAndCorners 
(ProcessedImage, OriginalImage, 
AngleRanges, *stream);  

(*operation)();  // perform detection 

 

CUDAImageOperation class and the classes derived 

from CUDAImageOperationDecorator use 

elementary GPU functions - the CUDA kernels. 

These are the following functors: one-dimensional 

convolution, matrix point-by-point multiplication, the 

tensor representation transformation, search engine 

for edges and corners, etc. The method operator() 

of these classes calls them asynchronously, 

instructing CUDA driver to carry out them in the 

near future, but not waiting for them to complete. 

The time between the completion of execution of the 

kernel function and the end of their commission is a 

time where the CPU is in a ‘sleep’ state. The 

potential of unused CPU computational power is 

supposed to be utilized in further development. 

4. EXPERIMENTAL RESULTS 
Performance of edges and corers detection operation 

has been investigated on artificial and real images. 

Tests were performed on two machines: a laptop 

Core2Duo 1.8GHz, 2GB of RAM with the graphics 

card GeForce8400M GS and PC computer i7 3.0GHz 

endowed with the graphics card GeForce Quadro FX 

3800M. Achieved performance differs significantly 

which results from different capabilities of the 

graphics cards – especially number of processing 

cores and their clock. Throughput was obtained by 

measuring the time of 16 times repeated detection 

operation. Time was measured by CUDA timers.  

The plots in Figure 5 compare the throughput of 

detection operations. Performing calculations using 

the graphics card results in at least tenfold 

improvement in efficiency, comparing with bare 

CPU computations as well as with the OpenMP 
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parallelized version of HIL [4]. This gain increases 

slightly with a resolution of the input image, since 

operating on large images increases the profit 

resulting from the small CPU-GPU transfer to 

parallel operations (convolution, matrix 

multiplication) time ratio. Figure 6 is a diagram of 

operations performed on the graphics card while 

testing the edges and corners detector obtained using 

computeprof v4.0. The diagram includes a 

function performed on the graphics card as well as 

their duration. GPU work breaks during single 

detection are rare and short. This is a desired effect, 

because GPU time is not wasted. This is made 

possible through the use of asynchronous kernel 

functions and sparse synchronization of the CPU and 

GPU. The synchronization function is invoked only 

in necessary moments - when the CPU needs to use 

the results of calculations of the GPU. 

 

Figure 5 Achieved performance on different machines 

 

Figure 6 GPU load timing during edges and corner detection 

It is worth noting that the performance of these 

operations should depend on length of the applied 

filters. In the above implementation always 11-tap 

filter is used. In the case of smaller length filters 

redundant coefficients are supplemented by zeros. 

Figure 7, Figure 8 and Figure 9 present detected 

corners and edges in computer generated test patterns 

as well as in a real image containing several road 

signs. The 3-tap filters (Simoncelli, Binomial) were 

used during operations. Filter details in [3]. 
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Figure 7. a) Original image b) angles in range (50, 70) c) angle in range (-50, -70) d) corners. 

 

Figure 8. a) Original test image b) angles in range (50, 70) c) angles in range (0, -10) d) corners. 

 

Figure 9. a) Real image b) angles in range (-50, -90) c) corners. 
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Figure 10. Pattern image and edges detection in full angle ranges 

Detection in ranges (0, 20), (20, 40), (40, 80), (80, 10) in first row 

Detection in ranges (-20, 0), (-40, -20), (-60, -80), (-100, -80) in second row 

5. CONCLUSIONS 
In this paper we present a method of detection of 

low-level features of specific orientation in images. 

These are corners and linear structures of predefined 

phase which allow detection of rigid objects, such as 

road signs, cars, etc. First the structural tensor is 

computed with help of the HIL library augmented 

with the graphic card with the CUDA environment. 

The presented method allows computations which in 

the worst case are at least an order-of-magnitude 

faster that an equivalent serial and multi-core 

software realization.  This, in turn, allowed real-time 

operation on HDTV streams which is shown in the 

provided experimental results. Finally, the presented 

implementation was made available from the Internet 

and can be downloaded at [9]. 
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ABSTRACT
Geometric algorithms which make use of graphics rendering often require manipulation and adaption of the pixel
map of the lower envelope of plane slabs. The complex interaction of the slab geometries may give rise to isolated
portions in the pixel map (“islands”) which need to be discarded and patched appropriately. Such problems may
occur, for instance, when attempting to compute multiplicatively-weighted Voronoi diagrams or straight skeletons
in 2D by means of graphics rendering of the lower envelope of plane slabs in 3D. This paper presents general
algorithms for detection, labeling, and removal of islands in an input pixel map. Removal, here, means recovery of
the correct portions of the pixel map in lieu of the islands. The presented island detection algorithm requires only
a constant number of passes over the input pixel map without any dependence on the number of input sites being
processed by the geometric algorithm. This paper introduces the concept of black lists for the removal of islands
and explains how the presented approach can cope with stacked islands, with no need for looping over the stack
of islands for recovery of the correct pixel map underneath it. The discussion is concluded by experimental results
obtained with the implementation of the presented algorithms.

Keywords: black list, FILM, GPGPU, islands, lower envelope, pixel map, plane slabs, rendering-based compu-
tation, SIR, STIR, straight skeleton, weighted Voronoi diagram.

1 INTRODUCTION

1.1 Motivation
Rendering specially crafted distance functions or slab
geometries and projecting their lower envelope is a
well-known approach for obtaining graphics-rendering-
based solutions of geometric problems. For instance,
the use of graphics hardware for computing discretized
versions of Voronoi diagrams of point sites in 2D was
shown already several years ago in early versions of the
OpenGL Programming Guide [WND97]. Roughly, the
Voronoi diagram of a set of point sites in 2D is a par-
tition of the plane into individual regions, the so-called
Voronoi regions, with exactly one region per site, such
that every region is given by the loci of points closer
to its defining site than to any of the other point sites.
At every input point p an upright circular cone is con-
structed above the xy-plane such that its rotation axis
is parallel to the z-axis and such that its apex coincides

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

with the input point. If the envelope of the cone forms
an angle of 45o with the xy-plane then the set of all
points with distance r from p can be identified with the
intersection of the cone with the plane z = r. If every
cone is colored uniquely then a discretized Voronoi di-
agram of the input points can be obtained by rendering
the lower envelope of all cones via a parallel projection
in the direction of +z, which is readily accomplished
on a modern graphics processing unit (GPU).

Hoff et al. [HCK+99] extended this concept to
discretized Voronoi diagrams of more general
primitives in 2D and 3D. We give reference to
[Hae90, Den03b, Den03a, Yam05b, Yam05a, CT05,
VR05, FG06, LZC09] for other illustrative examples of
how the fast rendering and interpolation capabilities of
a GPU have been employed to solve various problems
of a geometric nature.

Generally speaking, in all such rendering-based solu-
tions every input site is assigned a unique color identity
which is used as the color of the slab drawn for this
site. Of-course, the geometries are designed in a way
that they leave no portion of the scene uncovered thus
constituting a correct diagram of the geometric struc-
ture being discretized. Moreover, all such solutions rely
on the parallel projection of the lower envelope of these
slab geometries. The mutual interactions of the geome-
tries often is very complex as the slabs may penetrate
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each other at multiple locations. From a computational
point of view a problem occurs when a slab geome-
try reappears, in the projected image of the scene, af-
ter penetrating somewhere. These reappearing portions
of the slab geometries project to areas in the pixel map
which we call islands. In simple terms, an island is a set
of pixels which bear the same color identity as some site
but lie isolated from that site in the image. Formally,
we define an island pixel as a pixel from which the pro-
jection of the corresponding site cannot be reached by
traversing only identically colored neighbors.

While the standard Voronoi diagram of a set of point
sites in 2D is indeed given precisely by the lower enve-
lope of a set of cones in 3D and, thus, can be obtained
easily by graphics rendering, this approach is not di-
rectly applicable to multiplicatively-weighted Voronoi
diagrams: For multiplicatively-weighted Voronoi dia-
grams one has to employ cones with different inclina-
tions, which implies that the Voronoi diagram may no
longer corresponds to the projection of the lower en-
velope of the cones to the xy-plane. Rather, the com-
plex interaction of the cone geometries may give rise to
isolated portions in the pixel map (“islands”) that may
need to be taken care of appropriately. Similar prob-
lems arise when one attempts to compute the straight
skeleton of a simple polygon by means of graphics ren-
dering of the lower envelope of certain plane slabs.

It is important to know here that a few of the iso-
lated portions may not actually be islands, but true fea-
tures of the geometric structure being approximated.
Such islands are referred to as false islands. Exis-
tence of false islands is understandable as for example,
a multiplicatively-weighted Voronoi diagram can actu-
ally have disjoint Voronoi regions. Or, while approxi-
mating a straight skeleton, false islands may appear in
the pixel map because of certain true islands isolating
them from their corresponding slabs and all of them
collectively forming a large complex island. Removal
of the “island” tags from such false-islands purely de-
pends on the geometric structure being approximated.

The false islands which appear while computation of
the discrete straight skeleton are efficiently dealt by the
proposed “stir” algorithm as it utilizes the outline of an
island for recovery of the correct portions of the di-
agram underneath it. And, in case of a false island,
the site corresponding to the false island participates
in forming the outline of the complex island containing
this false island. The reason for this is that a false island
is actually a portion of the correct diagram and, there-
fore, its leading part exists in the outline of the complex
island which contains it. The removal of this complex
island is carried out in a way that the false island por-
tions remain intact and, hence, the actual diagram is
recovered. Figure 1 illustrates an example of such false

islands (highlighted in red) while sketching the straight
skeleton of a simple polygon.

In case of a multiplicatively-weighted Voronoi diagram,
a false island pixel may be dealt by appropriately com-
paring its distance to the corresponding site and its dis-
tance to the sites which form the outline of the complex
island containing this false island. The depth value of
each pixel, here, is proportional to the distance of this
pixel to its corresponding site in terms of its weight.

(a) Original pixel map. (b) Detected islands.

(c) False islands (red).
(d) Recovered sketch
of straight skeleton.

Figure 1: False islands encountered while approximat-
ing straight skeleton of a simple polygon.

1.2 Main Contribution
The identification and, more importantly, removal
of islands is a prerequisite for being able to extend
rendering-based computations to geometric structures
where the normal projection of the lower envelope of a
suitably defined set of plane slabs does not suffice to re-
veal a discretized approximation of the structure. This
paper highlights this problem and presents remedies
for its resolution.

The main contributions of the presented work are:

1. A robust algorithm for the detection of islands in the
rendering of a lower envelope of plane slabs.

2. Introduction of the concepts of black lists, and out-
lines of islands for recovering correct portions of the
geometric structure hidden underneath the islands.

3. An efficient approach to deal with multiply stacked
islands.
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To put the problem of island detection and removal in
such a pixel map in an actual geometric context, we
briefly discuss the construction of a multiplicatively-
weighted discretized Voronoi diagram of point sites us-
ing the cones method (by Hoff et al. [HCK+99]), and
our own graphics-rendering-based technique for com-
puting a discretized straight skeleton of a simple poly-
gon.

1.3 Witnessing islands while constructing
weighted discrete Voronoi diagrams

This discussion refers to the well-known cones
method [HCK+99] for the construction of discretized
Voronoi diagrams in 2D; the authors claimed that it is
easily extendable to multiplicatively-weighted Voronoi
diagrams. For simplicity, let us suppose that the input
contains only point sites. The distance functions, cones
in this case, are multiplicatively weighted [OBS92]
and thus have variable angles. Furthermore, consider
the case as illustrated in Figure 2 in which sites
a, b, and d, have the same weight, however, site c
has a higher weight and thus a higher base angle of
the corresponding cone drawn over it. Due to this
wider angle, this cone at site c (shown in green color
in figs. 2 to 4) is responsible for three islands in the
cross-sectional area under consideration. These islands
are illustrated by dash-dotted-green lines in fig. 2.
The dashed lines represent the non-visible sides of the
cones. The dotted-red, dotted-blue, and dotted-purple
portions, in the same figure, represent the actually
correct but hidden parts of the diagram due to islands.

a b c d

z-axis

xy-plane

Figure 2: Islands arising due to site c.

a b c d

z-axis

xy-plane

Figure 3: Visible lower envelope containing islands.

a b c d

z-axis

xy-plane

Figure 4: Lower envelope after removal of islands.

Similarly, if various sites carry different weights many
islands may pop-up in the rendered pixel map which

need to be taken care of. Figure 5 illustrates another
example of islands experienced in a pixel map while
computing a multiplicatively weighted discrete Voronoi
diagram.

(a) All weights set to 1.
(b) One site (color-ID: red)

with higher weight.

(c) Detected islands. (d) Voronoi diagram after
removal of islands.

Figure 5: An example of islands appearing in the pro-
jection of the lower envelope of weighted distance func-
tions while computation of discrete Voronoi diagram.

1.4 Experiencing islands while approxi-
mating straight skeleton of a polygon

Skeletons, being important structures for representation
of 2D objects based on their topological characteris-
tics, are of much interest in many geometry applica-
tions. The term “straight skeleton” was first tossed by
Aichholzer et al. in 1995 [AAAG95], who are also
the first ones to give an algorithm for computing the
straight skeletons for interior of simple polygons. The
straight skeleton of a polygon is defined by the set of
lines traced out by its vertices during a shrinking pro-
cess in which the edges of the polygon are moved in-
wards towards its interior, such that, at any instance
of time, every shrinking edge is parallel to the original
edge and the orthogonal distance between every shrink-
ing and the corresponding original edge is the same.
While this shrinking process, if any vertex passes over
a non-adjacent edge, the polygon is split into two and
the shrinking process is continued in each individually.
The lines traced are known as arcs and their endpoints
which are not vertices of the polygon are known as
nodes. The arcs, the nodes, and the vertices of the poly-
gon collectively define a graph embedded in the interior
of the polygon which is its straight skeleton.
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A straight skeleton is composed of only straight line
segments and is closely related to, but not same as,
the Voronoi-based medial axis offsetting scheme as
the latter may contain circular arcs in addition to the
straight lines. And, this fact makes straight skeletons
advantageous over any other skeleton type as process-
ing straight lines turns out to be less complex than han-
dling some curved constructs.
Suppose we are given, as input, the n vertices of a sim-
ple polygon P . Assuming P to lie on the z = 0 plane
of the 3D euclidean space and using the general con-
vention of assuming height of a point to be its z-value,
certain slabs are drawn over each vertex. Each of these
n vertices is assigned a unique color identity which is
used as the color for its corresponding slab. The exte-
rior of P contains background color of the scene since
all n geometries grow from the edges towards the inte-
rior of P . Moreover, the mutual interaction of these
slabs is extremely complex as they penetrate each other
at multiple locations. Hence, islands may exist in the
parallel projection of the lower envelope of these slabs.
These islands must be removed to achieve an accurate
sketch of the straight skeleton of P . Figure 6 shows an
example island occurring due to the interaction of slabs
constructed over the vertices of an input polygon.

(a) Input polygon. (b) Projected pixel map.

(c) Detected island. (d) Straight skeleton sketch.

Figure 6: An example of island in the projection of the
lower envelope of slab geometries.

2 DETECTION AND REMOVAL OF IS-
LANDS – A GENERAL APPROACH

The approach is to process the parallel projection of the
lower envelope of slabs, which are drawn by the em-

ployed geometric structure approximation technique,
by detecting, uniquely identifying, and removing all is-
lands in it. The projection is saved as a color pixel map
and island detection is carried out on it as the first step.
If any islands are encountered then the island labeling
algorithm is invoked which labels every island making
it uniquely identifiable. Subsequent to this, the pixel
map is fed to the island removal procedure which gen-
erates a correct diagram patch for every island, and ap-
propriately stitches these patches in the pixel map in
place of the corresponding islands. If no islands are de-
tected in the first step then this indicates that the output
of the employed geometric technique is already correct
and requires no further processing.

2.1 Detecting the islands
To detect islands in the projected pixel map, an island-
boolean-map having resolution the same as that of the
pixel map is maintained. The approach is to mark all
pixels as island pixels first and then start changing their
boolean flags based on the colors and flags of their
neighborhood. Here, it is assumed that the input sites
are projected adjacent to the background color of the
scene (as in case of a polygon with background color
on its exterior). Or, if this is not the case then the sites
are projected in background color while still keeping
the color identities of their corresponding slabs intact.
In the latter case, the projections of sites are recovered
back to their original colors later after island detection.
A pixel is marked as a non-island pixel only if its
color is the background color of the scene, or if any
of its neighboring pixels has the background color, or
if any of its neighboring pixels has a color same as the
pixel under question and that neighbor has already been
marked as a non-island pixel. This leads to the island
detection algorithm which iterates over the whole pixel
map from one end to the other updating the pixel flags
and leaving behind the actual islands. This continues
until no pixel flag is updated during a pass of the pixel
map.
The assumption of sites being projected in, or adjacent
to, background color not only guarantees the generality
of island detection but also ensures the island detection
to be fail-safe. This is because, the islands are assumed
as not to have any connectivity to their corresponding
sites via their identically colored neighboring pixels and
that the islands are detected based on their relationship
to the background of the scene. Moreover, islands may
be classified into two kinds based on their relationship
to the sites responsible for their occurrence. If an island
is due to only one site, it is called a simple island. And,
if it is due to more than one sites then it is referred as
a complex island. Islands due to different sites but ly-
ing immediately adjacent to each other are regarded as
a single complex island. The sites responsible for ex-
istence of islands are called bad sites. In other words,
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a bad site is the one a portion of whose corresponding
slab is projected as an island in the pixel map.

2.1.1 Four-neighbors versus Eight-neighbors
testing

Defining the term neighbor is of crucial importance
for accurate island detection. Two candidate schemes,
namely four-neighbors and eight-neighbors are the nat-
ural candidates for adoption. Considering only four
neighbors (left, right, top and bottom) of a pixel to be its
actual “neighbors” wins over the the other alternate in
cases where some pixels of an island have diagonal con-
nectivity to the non-island portions of their respective
slabs. These island pixels are actually part of the island
but are missed by the eight-neighbor-testing scheme as
it assumes them as connected to their corresponding
slabs and marks them as non-islands. However, the
four-neighbor-testing is able to detect such pixels cor-
rectly and marks them as islands since it does not per-
form any diagonal connectivity checks. For an illustra-
tion of this fact, see Figure 7 which is taken from one
of the experiments approximating the straight skeleton
of a polygon.

(a) Portion of
pixel map.

(b) A zoomed
portion of fig(a).

(c) Detected
island.

Figure 7: An island detected using four-neighbor con-
nectivity testing.

Thus, eight-neighbors testing is not a good choice for
adoption regardless of its early connectivity detection
as compared to its counterpart. This leaves us with the
four-neighbors testing scheme which works perfectly
as it is capable of handling the cases which the eight-
neighbors testing scheme fails to take care of.

The four-neighbors testing mechanism, as a drawback,
requires an extra pass over the input pixel map for re-
moval of single pixel thick areas which are actually
not islands but are marked as islands due to the lack
of diagonal-connectivity testing. These areas may oc-
cur as diagonally connected strips of single pixels. For
an example, see Figure 8 which is taken from one of
the experiments approximating the straight skeleton of
a polygon.

2.1.2 Orders of processing the pixel map
The order of processing the pixel map in subsequent it-
erations of the island detection algorithm is extremely
important as it can greatly effect the overall number
of iterations required to accurately detect the islands.

(a) Portion of the
original pixel map. (b) Detected islands.

Figure 8: Single pixel thick islands detected using the
four-neighbor testing scheme without an extra pass.

Moreover, since immediate neighbors of every pixel are
to be analyzed, the island detection algorithm should
process the pixel map within the bounding box (second
pixel in the second row –to– second-last pixel in the
second-last row).
Let us consider the processing of a pixel map start-
ing from the lower left corner of the box area inside
it and moving row by row towards the top right corner.
All non-island pixels which are direct neighbors of the
background color, or ones which have a connectivity to
it via their left or bottom neighbors will be correctly
marked in the very first pass of the pixel map. For each
subsequent pass, a one-pixel thick layer of the not yet
marked non-island pixels, adjacent to already marked
non-island pixels, will pass the non-island-pixel test,
thus, leaving behind the actual island pixels. Similarly,
if the pixel map is processed from the top right corner
to the bottom left corner, a large number of non-island
pixels having connectivities to the background color via
their top or right neighbors pass the non-island test in
the very first iteration.
Thus, altering the order of processing the pixel map
at every subsequent iteration greatly boosts the detec-
tion of islands. To achieve maximum performance,
we apply a four-way processing of the pixel map.
That is, processing in the following order: First
Iteration – bottom-left-to-top-right, Second Iteration –
top-right-to-bottom-left, Third Iteration – bottom-right-
to-top-left, Fourth Iteration – top-left-to-bottom-right;
and then repeating this order for any subsequent
iterations.
Experiments on various datasets using different pro-
cessing orders (one-way, two-way, four-way) prove the
four-way-four-neighbor testing to be the best choice.
For details, please see section 3. Two sample runs
of the island detection algorithm using four-way-four-
neighbor testing are illustrated in Figure 9.

2.2 Labeling the islands
One of the island removal techniques presented in this
paper requires unique identification of every island in
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Figure 9: Progress of each iteration (left-to-right) of the four-way-four-neighbor testing for island detection in
example pixel maps (left most in both rows) projected during approximation of the straight skeleton of a simple
polygon having twenty vertices (first row), and the weighted Voronoi diagram of thirty randomly generated point
sites (second row). The right most image in both rows contains the detected islands.

the pixel map thus laying the basis of the basic re-
quirement for an island labeling algorithm. Moreover,
in some later parts of the geometric solution being
computed, the overall technique may also require in-
formation relating some particular island(s) for which
we must be able to uniquely identify and distinguish
it/them.

Let us assume that island detection has already been
applied to the input pixel map and some islands do ex-
ist which need to be labeled. The island labeling algo-
rithm maintains an island-label-map having resolution
the same as that of the pixel map. It begins by initializ-
ing the island-label-map to all zeros – zero is regarded
as the non-island label. The algorithm parses the island-
boolean-map and considers only island pixels. For ev-
ery such pixel, it generates a new label and assigns it to
this pixel by recording this label at the pixel’s position
in the island-label-map. Along with this, it compares
the labels of the neighboring pixels. The eight-neighbor
scheme is adopted here for defining the term “neigh-
bor”. This boosts the performance as the connectivity
information does not effect a pixel’s island flag and,
rather, lets the determination of labels of the diagonal
neighbors beforehand. Now, if a neighbor of the cur-
rent pixel has a non-zero label, and this label is smaller
than that of the current pixel, then the algorithm sets the
current pixel’s label same as that of the neighbor pixel
just tested.

Looping the island-boolean-map and the island-label-
map with this simple testing scheme assigns unique la-
bels to all islands. Thus, the underlying idea is simi-
lar to the standard connected component labeling tech-
niques, that is, to assign a temporary label to each island
pixel and update it depending on whether its immedi-
ate neighbor pixels also belong to the same island. As
an example of the labeling output, Figure 10 illustrates
an island map and the corresponding island-label-map
with labels converted to the levels of gray.

(a) Sample island-map.
(b) The corresponding

island-label-map.

Figure 10: An example grid of island labels with labels
converted to the levels of gray.

Similar to the island detection, different orders of pro-
cessing of the island-label-map can be adopted for la-
beling the islands. Application of a two-way processing
of the pixel map ensures a generally speedy approach,
since the eight neighbor scheme is employed here.

2.3 Removing the islands
Removal of islands is the most important step towards
computation of the geometric structure being approxi-
mated. This section presents two island removal algo-
rithms which can be adopted depending upon the types
of the islands detected, and the requirements of the
problem being addressed. If no complex island is de-
tected in the pixel map then the first algorithm is used
which operates per bad site and hence has a worst case
complexity of the number of input sites (n) times the
resolution of the input pixel map. This algorithm is
named sir abbreviating “Simple Island Removal”.

In worst scenarios, if more than one bad sites exist, it
is not unlikely to have islands which are stacked over
each other in a way that the top islands hide the ones
underneath them. In such cases, removal of the visi-
ble islands in the pixel map may result in popping up
of new islands in their places thus leaving the prob-
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lem of island removal unresolved. The second island
removal algorithm is capable of handling such stacked
islands without requiring any extra looping over each
stack of islands for their removal, hence, keeping the
overall worst case complexity under controlled bounds.
This variant of island removal is referred to as stir ab-
breviating “Stacked Island Removal”. Thus, if removal
of stacked islands is essential, or if any complex islands
are encountered in the pixel map, then “stir” is used
which operates per island and has a higher theoretical
worst case complexity than “sir”.

Both algorithms, “sir” and “stir”, rely on a simple data
structure which is called a black list. As the name sug-
gests, it is a list of sites whose corresponding geome-
tries are temporarily banned from being displayed in the
scene based on certain criteria. The criteria, of-course,
relates to involvement in creation of islands. In short,
a black list is a sorted list of unique barred bad-sites.
Moreover, both of these algorithms rely on the basic
philosophy of patching the correct portions of the dia-
gram in place of the islands. Temporarily black listing
a bad site makes its geometry to be shutoff thus also
shutting-off the islands due to it, and making the dia-
gram underneath them visible on the lower envelope.
These correct portions are patched in place of the is-
lands in pixel map. The patch operations have been im-
plemented as a parse of the pixel map while updating
pixels relating to the island being processed. One could
restrict the processing of entire pixel map in both “sir”
and “stir” to bounding boxes of the islands being re-
moved. This, however, does not really pay-off in real
practice because of the overheads involved in comput-
ing and saving these bounding boxes.

2.3.1 Simple island removal – sir
The “sir” simply iterates on all bad sites, shutting-off
their corresponding slabs one-by-one, and recovering
the portions of diagram underneath the islands due to
each of them. The worst case complexity of “sir” is thus
O(r ·w · h), where r is the number of bad sites (r < n),
w is the width, and h is the height of the pixel map.
Considering m = w · h to be the resolution of the pixel
map, the worst case time complexity bounds to O(r ·m).
The pseudo-code of “sir” is outlined in algorithm 1.

2.3.2 Stacked island removal – stir
It is straightforward to see that the slabs projected im-
mediately adjacent to an island are the ones which ac-
tually constitute the correct portion of the diagram un-
derneath it. Thus, black listing all bad sites except
those participating in forming the outline of an island
removes any possibility of more islands being stacked
underneath it. The “stir” relies on this concept and
utilizes the outline information for providing a gen-
eral approach to remove stacked and complex islands.
The pseudo-code of “stir” is outlined in algorithm 2.

Require: pixelMap[ ] = the pixel map to process;
islandBoolMap[i] = true if pixel i is an island pixel;
noO f Islands = total number of islands encountered;
noO f BadSites = total number of bad sites.

Ensure: pixelMap[ ] = correct pixel map with no islands
1: if ( noO f Islands > 0 ) then
2: for badSite = 1→ noO f BadSites do
3: blackList← badSite, and re-render the scene
4: tempPixelMap← f ramebu f f er
5: for y = 1→ imageHeight do
6: for x = 1→ imageWidth do
7: pix = (x,y)
8: if ( (islandBoolMap[pix] = true) AND

(pixelMap[pix] = colorID(badSite)) ) then
9: pixelMap[pix]← tempPixelMap[pix]
10: islandBoolMap[pix]← f alse
11: blackList← NULL

Algorithm 1: The core sir algorithm

Require: pixelMap[ ] = the pixel map to process;
islandBoolMap[i] = true if pixel i is an island pixel;
islandLabelMap[i]> 0 if pixel i ∈ island “islandLabelMap[i]”;
noO f Islands = total number of islands encountered;
noO f BadSites = total number of bad sites;
island.outline = set of bad sites present in the outline of island;
island.label = the unique label of island;

Ensure: pixelMap[ ] = correct pixel map with no islands
1: if ( noO f Islands > 0 ) then
2: for island = 1→ noO f Islands do
3: for badSite = 1→ noO f BadSites do
4: if ( badSite /∈ island.outline ) then
5: blackList← badSite
6: re-render the scene
7: tempPixelMap← f ramebu f f er
8: for y = 1→ imageHeight do
9: for x = 1→ imageWidth do
10: pix = (x,y)
11: if ( islandLabelMap[pix] = island.label ) then
12: pixelMap[pix]← tempPixelMap[pix]
13: islandBoolMap[pix]← f alse
14: islandLabelMap[pix]← 0
15: blackList← NULL

Algorithm 2: The core stir algorithm

The worst case complexity of “stir” is O(i · (r+w ·h)),
where i is the number of islands processed, r is the num-
ber of bad sites (r < n), w is the width, and h is the
height of the pixel map. Considering m = w ·h to be the
resolution of the pixel map, the worst case time com-
plexity bounds to O(i · (r+m)).

Experiments prove that adopting “stir” in place of “sir”
actually boosts performance when the number of input
sites is fairly large. This happens because the graphics
card has to render lesser number of geometries in each
iteration as compared to rendering all geometries except
one every time. Hence, the algorithm which appears
theoretically worse, performs actually better on large
datasets. Additionally, this adoption ensures removal
of stacked islands as a positive side effect.

2.3.3 Handling dependency chains of islands
It is interesting to note that an island may exist due to
the existence of another island in the pixel map. And

WSCG 2012 Communication Proceedings 305 http://www.wscg.eu 



this may also be true for that source island. Thus, it
is possible for a pixel map to contain chains of depen-
dencies of islands. Hence, it may become necessary to
remove some other islands before a certain island is re-
moved. An example of a dependency chain of islands
is illustrated in Figure 11. Some islands in such a chain
are actually the true features (“false” islands) of the di-
agram being computed and appear isolated because of
the other “true” islands in the chain which isolate them
from their corresponding slabs. A straightforward ap-
plication of “sir” in such cases may not give the desired
results. Moreover, the “stir” algorithm may require
more than one runs in such cases. As in the first run, it
will remove the root of this chain, and in the subsequent
runs the reset of the chain will be processed. Further-
more, if the dependency chain forms a cycle then the
“stir” requires a run of the “sir” algorithm, prior to its
application, to remove one of the islands in the chain in
order to break the cycle.

Such situations can be avoided by marking the “false”
islands, which form links in these chains, as non-islands
prior to the application of any island removal algorithm.
We name this process as film abbreviating “False Is-
land Marking”. Hence, the application of “film” before
removing islands lets us efficiently handle the depen-
dency chains of islands. Here we use the term partici-
pants to refer to the individual islands constituting the
complex island which is a dependency chain.

Slab ‘A’

Slab ‘B’

Slab ‘C’

Slab ‘D’

Slab ‘E’

Figure 11: An illustration of a dependency chain of is-
lands with true islands shown in falling tiling pattern,
and false islands highlighted in rising tiling pattern.

False island marking – film All participants of a com-
plex island are, by default, assumed to be “true” islands.
The algorithm processes all complex islands in the pixel
map and classifies their participants as possibly-false,
false, and true. The classification is performed based
on the relationship of a participant to the outline of
the complex island being processed. First, all partic-
ipants of the complex island being processed are ana-
lyzed. If the color of a participant is same as that of
an outline constituent then that participant is marked as
“possibly-false”. As a next step, the outline adjacent
to every “true” participant is checked for existence of
a constituent having color same as a “possibly-false”
participant of this complex island. If found then that

“possibly-false” participant is marked as a “false” par-
ticipant. This is done because when this “true” partici-
pant will be removed then the participant which is now
marked as “false” will actually get connected to its cor-
responding slab thus forming a portion of the diagram
being processed (for instance, see the false island corre-
sponding to slab ‘C’ in Figure 11). Following this, the
outline information of this newly marked “false” par-
ticipant is checked for existence of a constituent having
color same as that of any other “possibly-false” partic-
ipant of this complex island. If found then that partici-
pant is marked as a “true” participant. This is because,
as this newly marked “false” participant is to stay in the
diagram, it will isolate this newly marked “true” partic-
ipant from its corresponding slab (for example, see the
island portion corresponding to slab ‘D’ in Figure 11).
If all participants of a complex island are marked as
“false” then all of them are actually “true” participants
and must be handled accordingly. Finally, the boolean
flags and labels of all “false” participant pixels are ap-
propriately updated.

The application of “film” provides three benefits: First,
it breaks the cycles in the dependency chains of islands.
Second, it ensures the accuracy and integrity of the di-
agram. And third, it reduces the count of participants
constituting the complex island, hence, reducing the
number of pixels to be processed for its removal.

2.4 Salient features of the algorithms
Generality For detection and labeling of islands, no as-
sumption is made with respect to the input primitives as
these algorithms purely operate on a discrete grid which
does not grow or shrink depending upon any factors.
The island detection and removal approach is generally
applicable to all graphics rendering based algorithms as
islands are one of the major challenges towards their
completeness, and rendering slabs and projecting their
lower envelope is a basic feature of all such techniques.

Simplicity These algorithms can be easily implemented
on the available graphics systems as from/to GPU data
transfer functionalities are vastly supported. Moreover,
these techniques do not have any special case arising
which requires special handling.

Robustness Our algorithms use the features of the
projected pixel map to efficiently handle highly sophis-
ticated problems due to islands. For instance, the “stir”
algorithm is capable of handling stacked islands with-
out requiring any extra looping over each stack thus giv-
ing highly efficient throughput.

3 RESULTS
The statistics discussed in this section have been
recorded while conduct of our experiments using a
standard PC with Intel Core i7-2600 CPU clocked at
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Figure 12: Plots of data relating sample runs of is-
land detection using the four-way-four-neighbor testing
scheme.

3.4GHz processor, and NVIDIA GeForce GTX 460
graphics card. The results presented here are based on
tests with a pixel map resolution of 1000×1000. Han-
dling datasets with more than a hundred-thousand point
sites is not much meaningful with this resolution as
this increases the chance of many very closely spaced
sites being approximated by a single pixel. Therefore,
the analytical data has been restricted to be bounded
in the range [1,100000] for the number of input sites.
Moreover, due to lack of space, the statistics relating
weighted Voronoi diagram computation have been
omitted. The presented results relate to the experiments
approximating the straight skeletons. The Table 1, and
Figures 12 & 13, summarize some information from
the benchmarks.

It is evident from the figures presented in Table 1 that
the four-way-four-neighbor testing scheme for island
detection is a robust algorithm. This is also supported
by the plots shown in Figure 12. Experiments show
that, while detecting islands using this scheme, the
number of passes of the pixel map do not grow with an
increase in the number of sites being processed. Rather,
this count of passes follows a constant value. Similarly,
it can be observed in the second plot shown in Figure 12
that the increase in the time consumed by this island
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Figure 13: Plots of data relating sample runs of is-
land labeling using the two-way-eight-neighbor testing
scheme.

detection algorithm variant also does not exhibit any
significant growth with respect to the number of input
sites. A very slight increase in the time consumption
occurs when the number of input sites crosses several
tens of thousands and approaches the hundred-thousand
limit. This is because a majority of pixels now pass the
island test and require their island boolean flags to be
updated.

Variant
Passes of Time (ms)
pixel-map consumed

1-way; 8-neighbor 455 3610.790
1-way; 8-neighbor; interlaced1 612 2771.825
1-way; 4-neighbor 612 2780.503
2-way; 8-neighbor 225 231.160
2-way; 8-neighbor; interlaced1 519 1848.751
4-way; 8-neighbor 14 104.622
4-way; 4-neighbor 14 99.104

Table 1: Peaks of data relating sample runs of vari-
ous variants of the island detection algorithm applied
to same datasets.

1 Odd and even rows of pixels are processed in alternate it-
erations, similar to the interlaced raster scanning for scan-
conversion of an image.
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Figure 13 presents the plots of data relating sample
runs of the island labeling algorithm using the two-way-
eight-neighbor testing scheme. The least-squares line
fit both for the number of passes of the pixel map, and
for the time consumed by the labeling algorithm, with
respect to the number of input sites, follows a constant
value until the size of the input reaches an order of 104.
A slight increase is observed in both of these trends be-
yond this level. The reason for this ascent is the increase
in the number of island pixels requiring their label in-
formation to be updated. The increase in this case can
observed slightly more significant than the one in case
of island detection. This is because every island pixel
now requires eight comparisons for getting its label in-
formation updated in contrast to the earlier case where
every island pixel required four comparisons for having
its island boolean flag modified.

4 CONCLUDING REMARKS
This paper highlights a very challenging problem (exis-
tence of islands) faced by geometric algorithms which
make use of the graphics rendering and interpolation
capabilities of a GPU. An efficient and general solu-
tion to this problem is proposed. The presented algo-
rithms can be applied in combination with any such ge-
ometric technique thus ensuring its conformance to the
task. The concept of black listing bad sites has been in-
troduced and efficiently utilized for recovering correct
diagram patches in lie of the islands. An incremental
application of this patchwork on the pixel map trans-
forms it into the required final diagram of the geomet-
ric structure being computed. The proposed approach
ensures the accuracy of a patch by avoiding blacklist-
ing of the sites which actually form the correct portion
of the diagram in replacement of the corresponding is-
land. This also certifies removal of all islands which
may be stacked under this island at no extra processing
cost. Moreover, the proposed algorithms also serve as
a few steps towards the first ever GPU-based attempt to
approximate the straight skeleton of a simple polygon.
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and, two months later, Ken Knowlton independently 
discovered such a solid that had only nineteen faces 
(Figure 1) [Guy69] [Bry08]. 

Figure 1: Guy's monostatic polyhedron
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ABSTRACT 
polyhedra that contains the famous 19-face monostatic polyhedron

9. The properties of the polyhedra of this class allow to efficiently scan them 
check in a reasonable time, with a computer program, whether the class contains a 
with fewer than 19 faces. 
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Conway has also proven that there 
simplices in dimension 3 (no reference available)
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Figure 2: Bezdek's monostatic polyhedron
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faces have been found but none with less than 19. On 
the other hand, a 17-face solid that is very close from 
being a CMP has been found in the class, so that 
some doubts remain on the fact that this class 
contains a CMP with fewer than 19 faces.  
The paper is structured as follows: parts 2 and 3 
present Guy's CMP and a class of polyhedra to which 
it belongs. Part 4 gives an algorithm to scan all the 
polyhedra in this class and part 5 details the first 
optimization of this algorithm. The next part gives 
and proves an important property concerning the 
center of mass of the studied polyhedra and part 7 
explains how to use this property to implement 
another optimization. Then a method to evaluate the 
quality of a polyhedron of the class is described (is it 
monostatic or, if it is not, how far is it from being 
monostatic). The last part gives some results, 
concluding remarks and presents planned future 
work. 

2. GUY'S OBJECT 
For an convex polyhedron to be in stable equilibrium 
when laid on one of its faces, its center of mass has to 
project within this face. For example, the tetrahedron 
below (Figure 3) [Hep67] is in stable equilibrium on 
faces (A,B,D) and (A,C,D) only (and also has the 
unusual property that, when laid on one of the other 
two faces, it first rolls on the other unstable face 
before rolling again on a stable face). So, for a 
convex polyhedron to be monostatic, its center of 
mass must project in one and only one face. 

 
Figure 3: a tetrahedron with two stable faces  

Guy's solid is a prism truncated by two symmetric 
planes. The section of the prism is a polygon of the 
xz-plane, symmetric with respect to the z- axis; the 
half-section is obtained by gluing a sequence of m 
right triangles with the same aperture π/m (Figure 4). 
As the bottom edge and its symmetric  generate the 
same face, the total number of faces is 1 + 2.(m-1) + 
2 = 2.m + 1. 
Guy proved that, if m ≥ 9, by tilting and moving 
away the truncation planes sufficiently, it is possible 
to lower the center of mass so that: 
- it stands lower than the point shared by all the 
triangles (O in Figure 4); so, it projects only in the 
lowest lateral face; 
- it projects in none of the "caps" (the faces generated 
by the truncation). 

 
Figure 4: the half-sections of two Guy's objects 

So the least number of faces for a CMP built with 
this procedure is 19. 
But if one slightly moves some vertices of the profile 
of such a CMP (so the new profile no longer meets 
Guy's requirements), it is still possible to build a 
CMP. For example, if H = 100 (see Figure 4) and m 
= 9, the vertices of the half-profile of Guy's object 
are those in Figure 5-left; but with the vertices of 
Figure 5-right (this half-profile is also made of 9 
right triangles but their apertures are not all the same) 
and with cutting planes y = -6.z + 624 and y =6.z - 
624, we still get a CMP.  

Guy's half-profile Another valid half-profile 
X Z X Z 

0 100 0 100, 581019047 

32.139380 88.302222 32. 326114341 88, 815276618 

56.759574 67.643427 58, 637925590 65, 124016131 

71.860144 41.488473 72, 895434578 37, 142079636 

76.788242 13.539839 77, 297886249 16, 430172842 

72.157344 -12.723287 72.157344678 -12.723286842 

59.627353 -34.425868 59.627353253 -34.425868547 

41.588017 -49.562669 41.588017084 -49.562668849 

20.794008 -57.131069 20.794008542 -57.131069 

0 -57.131069 0 -57.131069 

Figure 5: two valid 19-face half-profiles. 

Hence, Guy's construction procedure is not the only 
one that leads to half-profiles that allow to build 
CMPs; and may be the least number of faces of 
CMPs built with other procedures is smaller than 19. 
That's why we have undertaken to explore several 
classes of polyhedra; the class studied in this paper in 
described in the next section. 

3. THE CLASS OF POLYHEDRA 
STUDIED IN THIS PAPER 
The polyhedra studied in this paper have the 
following properties (Figure 6): 

- they are prisms whose main axis is parallel to the 
y-axis, truncated by two planes that are 
symmetric with respect to the xz-plane; 

- the profiles of the prisms are convex polygons of 
the xz-plane, symmetric with respect to the z-
axis; 

X 

Y 

Z 

A (-7,-4,0) 

D (7,8,8) 

C (-1,0,0) 

B (-1,0,0) 

m = 4 m = 6 

H 

X 

Z Z 

X 
O O 

H 

WSCG 2012 Communication Proceedings 310 http://www.wscg.eu 



- a half-profile always starts with a line segment 
whose slope is negative and ends with a line 
segment perpendicular to the z-axis. Without loss 
of generality, the ends of the half-profile can be 
fixed to (0,0,100) and (0,0,0); 

- the slopes of the cutting-planes are such that the 
faces they generate, the "caps", have an upwards 
outward normal vector (the z-coordinate of the 
outward normal vector is strictly positive); 

- the cutting-planes are perpendicular to the yz-
plane, so that the x-coordinate of the normal 
vector to the caps is 0. 

 
Figure 6 

In one word, the polyhedra in this class have the 
same aspect  as Guy's object, except that the half-
profile just has to be convex. For any polyhedron in 
this class, due to the symmetries, the center of mass 
G lies on the z-axis , somewhere between (0,0,0) and 
(0,0,100) and the base face, generated by the lowest 
segment of the half-profile and its symmetric, is a 
stable face, as G projects in it. So, for a element of 
the class to be monostatic, G must project in no other 
face. This implies that G must project on  no other 
edge of the profile but the base edge. 
 
Note that Guy's object belongs to the class and that, 
for any polyhedron in the class, if its half-profile 
contains m edges, it has 2.(m-1)+3 = 2.m+1 faces. 
For a CMP to have fewer faces than Guy's object, m 
may vary from 2 to 8. 

4. SCANNING THE CLASS 
The base mechanism to traverse all the polyhedra of 
the class for a given m is to generate all possible m-
sided half-profiles and, for a given half-profile, to 
enumerate all possible cutting planes. Each produced 
polyhedron is then checked for monostaticity. Letting 
m grow from 2 to 8 achieves a complete scan of the 
polyhedra we wish to study. In fact, we'll see later in 
the paper that it is useless to enumerate the cutting 
planes and to really build the polyhedra : an efficient 
validity test may be performed as soon as the half-
profile is available. If the half-profile is declared to 
be valid, in a sense given below, it is sure that it is 
possible to exhibit cutting planes that lead to a 
monostatic polyhedron. 

Of course, the generation of all possible half-profiles 
is performed with a given step (in fact, there are an 

angular step, ∆ α , and a distance step, ∆ L); the 
thinner the steps, the slower the algorithm. These 
steps are input parameters. 

We first present the m-sided half-profile generation 
process and then its optimizations. This process is 
recursive. Let k be the current number of vertices in 
the profile (k=0 at the beginning as the profile is 
empty) and let Pi be the ith vertex of the half-profile (i 
≥ 1): 

Case 1: k = 0 (the profile is empty) 
_______________________________________ 
Add vertex P1 (0,0,100), set k to 1 and recursively 
complete the half-profile 
_______________________________________ 

Case 2: 0 < k < m-1 
For the profile to remain convex, the angle for the 
next edge [Pk, Pk+1] may vary from αmin to αmax 
(both excluded), where : 

� αmin is the anti-clockwise angle of [Pk , 
O] with the horizontal (Figure 7) 

� αmax is the anti-clockwise angle of [Pk-1 , 
Pk] with the horizontal 

Exception: if k = 1, αmin = 3.π/2 and αmax = 2. π. 

 
Figure 7: angular interval (dashed lines) and 

distance interval for the next vertex 

 
For a given angle, the length of the next side may 
vary from 0 (excluded) to the distance D to the x-
axis (excluded) (Figure 7). Beyond this length, 
the profile can't remain convex once O is added.  
So the algorithm is: 
_______________________________________ 
 
for α from αmin to αmax (both excluded) step ∆ α 
• compute the intersection I between the x-axis 

and the line of angle α starting in Pk. Let D 
be the distance from Pk to I. 

• for d from 0 to D (both excluded) step ∆ L 
add Pk + d.(cos (α), 0, sin (α)) to the half-
profile, add one to k and recursively 
complete the half-profile. 

_______________________________________ 
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Case 3:  k = m-1 (two more vertices must be added: 
Pm and Pm+1) 

The next vertex, Pm, has to be on the x-axis 
(Figure 8). 

 
Figure 8: choosing the penultimate vertex 

For the profile to remain convex, the angle for the 
next edge [Pk, Pk+1] (that is [Pm-1, Pm]) may vary 
from αmin to αmax (both excluded and defined as 
above). So the algorithm is: 

_______________________________________ 
for α from αmin to αmax (both excluded) step ∆ α 
• compute the intersection of the x-axis with the 

line of angle α starting in Pk. 
• add this point to the half-profile, set k to m 

and recursively complete the half-profile. 
_______________________________________ 

Case 4: k = m (the half-profile just lacks the last 
vertex) 

_______________________________________ 
Add vertex Pm+1 (0,0,0), set k to m+1 and test the 
half-profile (see section 8) 

_______________________________________ 
 

Figure 9 shows some of the half-profiles produced 
with this method for m = 5. 

 
Figure 9: some half-profiles generated by the 

algorithm 

We have no formula to express the time complexity 
of the half-profile generation but a simple reasoning 
gives a good idea of the unreasonable duration of the 
basic version. The iterative version of the algorithm 
is a sequence of 2.m - 3 nested loops:  

... 

for α1 from αmin1 to αmax1 

 for d1 from 0 to D1 

  add P2 to the half-profile 

  for α2 from αmin2 to αmax2 

   for d2 from 0 to D2 

    add P3 to the half-profile 

    ... 

     for αm-1 from αmin_m-1 to αmax_m-1 

      add Pm, Pm+1  

      test the half-profile 

Assume ∆ α and ∆ L both equal one. Then α1 can 
take 89 values (from 270° to 360° both excluded); if 
α1 is small (280 degrees, for example) then α2 can 
only take a few values but if α1 is large (350°), α2 can 
vary up to 350°. Depending of d1, this may represent 
more than 100 values. To make a rough 
approximation, we suppose that all loops (α and d 
loops) iterate only 20 times and that each instruction 
lasts 10-9 seconds. Then, for m = 8, only for the half-
profiles generation, we get a duration of: 

202.m-3.10-9 s = 948 days 

If variations of the cutting planes, calculation and 
evaluation of the resulting polyhedra had to be added, 
it is clear that a computational exploration would be 
unaffordable. 

5. FIRST OPTIMIZATION 
Let PPi (1 < i ≤ m) be the intersection point between the 
z-axis and the normal to [Pi-1, Pi] in Pi (PPi stands for 
Projected Pi) (Figure 10.a). 

 
Figure 10 

If PP2 is lower than O, any point in [P1 , O] projects 
on the first edge of the profile, including the center of 
mass as it is somewhere in [P1 , O] by construction. 
So it is certain that the profile cannot lead to 
monostatic polyhedra. The consequence for the 
algorithm is that, once the slope of the first edge is 
chosen, it is useless to extend the first edge beyond 
the projection of O on this edge (Figure 10.b). 
This optimization can be applied to any of the first 
m-2 edges but it is useful only for the edges whose 
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angle is larger than 3.π/2. Below this limit, the x-axis 
is intersected before the projection of O is reached. 
So case 2 of the algorithm becomes: 

Case 2: 0 < k < m-1 
_______________________________________ 
for α from αmin to αmax (both excluded) step ∆ α 

if α > 3. π/2 
D = distance from Pk to the projection of O 
on the line of angle α starting at Pk 

else 
compute the intersection I between the x-
axis and the line of angle α starting in Pk.  
D = distance from Pk to I 

 
for d from 0 to D (both excluded) step ∆ L 

add Pk + d.(cos (α), 0, sin (α)) to the half-
profile, add one to k and recursively 
complete the half-profile. 

_______________________________________ 
 
Case 3 is modified similarly. With this optimization, 
half-profiles 3 and 4 in Figure 9 are no longer 
generated as edge 3 (number 3) or edge 1 (number 4) 
are too long. 

6. LOWER BOUND FOR THE Z-
COORDINATE OF THE CENTER OF 
MASS 
As depicted in Figure 11.a, the polyhedra of this 
study are composed of three parts: a prism (central 
part) and two truncated prisms (at both ends). For a 
given half-profile, the prism, the profile and the half-
profile have centers of mass with the same z-
coordinate, we call it ZG1. The centers of mass of the 
two truncated prisms have the same z-coordinate, 
called ZG2 (Figure 11.b). This section mainly aims at 
proving that whatever the slope of the cutting planes 
is, ZG2 remains the same: the z-coordinate of a 
truncated prism is not a function of the slope of the 
cutting plane. 

 
Figure 11 

To do this, without loss of generality, we suppose 
that the truncated prism is positioned as depicted in 

Figure 12.a. In particular, the cutting plane contains 
P1 so its equation is y = a.z + b where b > 0 fixes its 
slope and where a = -b / z1 (Figure 12.a). Besides 

this, we only consider the truncated prism produced 
by the half-profile as its center of mass has the same 
z-coordinate as the center of mass of the truncated 
prism. The half-profile is divided into (m-1) triangles 
(P1, Pi , Pi+1)1 < i ≤ m and the truncated prism it 
generates is divided into (m-1) truncated triangular 
prisms built from these triangles (Figure 12.b). 

 
Figure 12: partition of the truncated prism 

Let us first calculate the volume and the z-coordinate 
of the center of mass of the ith truncated triangular 
prism generated from the ith triangle. For the sake of 
clarity, the vertices of the triangle are not denoted 
(P1, Pi , Pi+1) but (A,B,C), where A= (xA,0,zA), 
B=(xB,0,zB) and C=(xC,0,zC). Without loss of 
generality, we can assume that zA ≤ zB ≤ zC and, at 
the moment, we assume that zA < zB < zC (Figure 
13.a). 
 

The equations of lines (A,B), (A,C) and (B,C) are: 
x = αAB.z + βAB where αAB = (xB - xA) / (zB - zA) 
and βAB = xA - zA.αAB 
x = αAC.z + βAC where αAC = (xC - xA) / (zC - zA) 
and βAC = xA - zA.αAC 
x = αBC.z + βBC where αBC = (xC - xB) / (zC - zB) 
and βBC = xB - zB.αBC 

 
Figure 13 

The intersection between the triangle and a line of the 
xz-plane, parallel to the x-axis, located between A 
and B and whose z-coordinate is z is a line segment 
of length | αAC.z + βAC - αAB.z - βAB |. This line 
segment generates in the prism a rectangle of area 
(a.z + b) . | αAC.z + βAC - αAB.z - βAB | (Figure 13.b) 

Z 
P1 

X 

P2 

(a) (b) 
b 

Z 

A 

X 

B 

C 

(a) 

Truncated triangular prism 

Cutting plane: 

y = (-b/z1).z + b 

(b) 

ZG1 Z 

Y 

(a) 

(b) ZG2 

WSCG 2012 Communication Proceedings 313 http://www.wscg.eu 



and, of course, the z-coordinate of the center of mass 
of this rectangle is z. If the line is between B and C, 
the formulas are similar. So the volume Vi of the 
truncated triangular prism is the sum of the areas of 
all these rectangles, for z varying first from zA to zB 
and then for z varying from zB to zC: 

�� = � ��. � + 
�. |�� . � + ���−�� . �
����
���� − ���|. �� 

+� ��. � + 
�. |�� . � + ���−�� . �
����
���� − ���|. �� 

As a = -b / z1, Vi can be factorized under the 
following form: 

�� = 
. �� �−��� + 1� . |… |. ��
����
����

+� �−��� + 1� . |… |. ��
����
����

� 

that is: Vi = b.Mi where Mi contains no occurrence 
of b. 

 
The center of mass is the weighted average of the 
centers of mass of the rectangles, so its z-coordinate 
ZGi is: 

� ! = 1
��� ��. � + 
�. |�� . � + ���−�� . �

����
���� − ���|. �. �� 

+ 1
��� ��. � + 
�. |�� . � + ���−�� . �

����
���� − ���|. �. �� 

Again, b can be put into factor and ZGi can be put in 
the following form:  

� ! = �
"! . 
. #�  

where Ri contains no occurrence of b. 
In other words,  

� ! = $!
%!  

where neither Ri nor Mi contain any occurrence of b. 
 
If two points of the triangle have the same z-
coordinate (the assumption zA < zB < zC becomes 
wrong), one of the integrals vanishes, in both Ri and 
M i, but � !keeps the same aspect (a ratio with no 
occurrence of b). 
 
We can now calculate the z-coordinate of the center 
of mass of the truncated prism: it is the weighted 
average of the z-coordinates of the centers of mass of 
the (m-1) truncated triangular prisms: 
 

&'( = ∑ ��*��( . � !∑ ��*��(
= 
.∑ #�*��(
. ∑ +�*��(

= ∑ #�*��(∑ +�*��(
 

 

So b, which controls the slope of the cutting plane, 
does not appear in the expression of ZG2. This ends 
the proof that ZG2 does not depend on the slope of 
the cutting plane but only on the shape of the profile. 
 
This has interesting consequences for the polyhedra 
of this study. The z-coordinate of their center of mass 
is: 

&' = �,
�, + 2. �., . &'� +

2. �.,
�, + 2. �., . &'( 

where VP is the volume of the prismatic part and 
VTP is the volume of the truncated prism. This 
means that the minimum z-coordinate of the center of 
mass of all the polyhedra that can be built from a 
given half-profile is ZMinG = Min (ZG1, ZG2). 
Besides this, if ZG1 > ZG2 (ZMinG = ZG2), by 
increasing the slope of the cutting planes, that is by 
getting them closer to the horizontal, it is possible to 
increase VTP while VP remains the same. This 
means that the center of mass can be brought 
infinitely close to (0, 0, ZG2), as the weight of ZG1 in 
the previous formula tends to 0 and the one of ZG2 
tends to 1. Symmetrically, if ZG1 < ZG2, by bringing 
the cutting planes closer and closer to the vertical and 
by moving them away, the weight of ZG1 increases 
and the center of mass can be brought infinitely close 
to (0, 0, ZG1). In other words, for a given profile, by 
acting on the cutting planes, it is possible to build a 
polyhedron whose center of mass is infinitely close 
to the lower of the two partial centers of mass (the 
one of the prism and the one of the truncated prism). 

7. SECOND OPTIMIZATION 
Remind that PPi is the projection on the z-axis of the 
i th vertex of the profile (Pi), perpendicularly to the (i-
1)th edge. For a given half-profile (under construction 
or complete), we call "forbidden zone" the line 
segment from P1 to the lowest PPi (Figure 14.a). This 
zone can easily be incrementally maintained each 
time a point is added to the half-profile: one just has 
to project the new vertex on the z-axis and to 
compare the z-coordinate of the projected point with 
the current lowest point of the forbidden zone; the 
forbidden zone is thus available at any stage of the 
construction of a half-profile. We call ZMinFZ the z-
coordinate of the lowest PPi. The forbidden zone has 
two properties useful to the second optimization: 
first, any point in the forbidden zone projects on at 
least one of the edges of the half-profile under 
construction; second, the forbidden zone can never 
reduce: it consists in a single point when the half-
profile is added its first point and increases 
downwards or remains the same each time a vertex is 
added to the half-profile. 
Consider now a half-profile under construction; 
among all the manners to complete it (Figure 14.b), 
the one that allows to build the polyhedron with the 
lowest center of mass is the one where as much 
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matter as possible is added in the lower part of the 
profile. Let's call PHP this particular half-profile. 
PHP is obtained by extending the current last edge of 
the half-profile up to its intersection with the x-axis 
(in dashed line in Figure 14.b) and then by adding O.  
 

 
Figure 14 

We can (see previous section) calculate the lowest 
possible z-coordinate for the centers of mass of all 
polyhedra that would be built from PHP, we call it 
ZMinG. By construction, we know that the centers of 
mass of all the polyhedra that can be built from the 
half-profile under construction are above ZMinG. If 
ZMinG > ZMinFZ, we can deduce that all these 
centers of mass are in the forbidden zone so they 
project in one of the side faces. As the forbidden 
zone cannot reduce while the half-profile is 
completed, we know that none of these polyhedra can 
be monostatic so it is useless to complete the current 
half-profile. So the second optimization just consists 
in testing, each time a vertex is added to a half-
profile under construction, whether ZMinG > 
ZMinFZ. If this occurs, it is useless to complete the 
current half-profile and a huge amount of 
calculations is saved. 

8. VALIDATING A PROFILE 
The algorithm presented in part 4 and the 
optimizations of part 5 and 7 allow to enumerate 
potentially interesting half-profiles. Each time a half-
profile is completed, it must be checked whether it 
can produce a CMP. For this, the test is strictly the 
same as the one of the second optimization: ZMinFZ 
and ZMinG (which are now those of a complete half-
profile) are compared. If ZMinG ≥ ZMinFZ, it is sure 
that no CMP can be built from the half-profile. 
Otherwise, we know it is possible to build a 

polyhedron whose center of mass, G, is infinitely 
close to (0,0,ZMinG) (section 6). We know that G 
doesn't project on any edge of the profile (except the 
last one, of course). The remaining problem is that G 
should not project in one of the two oblique faces. 
This can be achieved easily: if ZMinG=ZG2, it 
suffices to increase the slope of the cutting planes 
until G doesn't project in the oblique faces anymore; 
this increases the relative volume of the truncated 
prisms and gets G even closer to ZMinG (which 
ensures that it doesn't project in any side face except 
the base face). If ZMinG=ZG1, it suffices to extend 
the prismatic part of the polyhedron without 
changing the slope of the planes, until G doesn't 
project in the oblique faces anymore; this increases 
the relative volume of the prismatic part and brings G 
even closer to ZMinG. So validating a profile just 
consists in checking that ZMinG < ZMinFZ; besides 
this, if the profile is validated, there is no need for 
scanning all possible cutting planes, which, again, 
enormously reduces the complexity of the traversal 
of the class of polyhedra targeted in this study. 
Finally, ZMinG and ZMinFZ also offer a way to 
assign a value to a profile: this value is ZMinFZ - 
ZMinG. If it is positive, the profile is valid. 
Otherwise, the more negative the value, the worse the 
profile.  

9. RESULTS, CONCLUSION AND 
FUTURE WORK 
The algorithms described in the previous sections 
have been implemented in C++ and tested on 
Personal Computers with an Intel Core I5-2500 
processor. 

Even though the optimizations presented above 
drastically reduce the time to traverse the whole 
class, it still takes months, sometimes years to do it 
with thin steps on a single computer when m = 7 or 8. 
To reduce these durations, some tests have been 
distributed on 60 PCs, so that an execution that 
would have last one year only lasts a week. Even 
though, thin steps (e.g. 1 degree for the angular step 
and 1 for the length step) remain inaccessible for m = 
8. The table below gives the durations we have 
experienced (as if the tests had been conducted on a 
single computer). 

m (nb 
of 
edges) 

∆α and 
∆L 

Duration Best 
profile 
value 

Number of 
profiles tested 

4 1° - 1 < 1 s -18.37 102 294 

5 1° - 1 3 mn -13.95 287 331 878 

6 1° - 1 30 hours -10 307 492 054 424 

7 3° - 3 4,5 days -7.97 594 003 064 639 

8 10° - 3 66 mn -7.52 3 851 621 193 

8 5° - 3 19 days -4.66 492 902 974 042 
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At the moment, no CMP has been found for values of 
m smaller than 9. The reason may be that, because of 
the big steps we have to use to reduce the duration of 
the program when m > 6, some CMPs have escaped 
from the search; of course, another reason could be 
that there is no CMP in this class but we believe it is 
not the case because another experiment, that has just 
been launched and consists in traversing the class 
with an evolutionary algorithm, has found a 17 faces 
polyhedron that is very close from being monostatic; 
its value is -0.55249746 (see Figure 15). 

Nearly valid half-profile 

X Z 

0 100 

28.5812 83.5373 

41.9472 66.1401 

47.4035 49.0845 

46.1614 30.7800 

40.8933 17.5852 

32.1911 7.12819 

20.2575 0 

0 0 

  

Figure 15: the half-profile of a quasi monostatic 
17-faces polyhedron 

For m = 9, things are easier (and faster) as a solution 
is known (the half-profile of Guy's object). By 
scanning only the neighborhood of this profile, 
thousands of CMPs have been found but this is of 
little interest as, first, it doesn't improve Guy's record 
and, a fortiori, it doesn't improve Bezdek's new 
record. 

Several extensions to this work are planned: the 
neighborhood of the 17 faces quasi monostatic 
polyhedron will be explored with the exhaustive 
approach and thin steps. The values of the steps will 
dynamically adapt during the exhaustive approach, so 
that the zones where the half-profiles are bad (very 

negative values) are scanned faster than those where 
the half-profiles are good (nearly valid). After that, 
other classes of polyhedra will be explored, 
beginning with a class containing Bezdek's CMP.  

Finally, two questions arise from the observation of 
Guy's and Bezdek's objects: both are built from the 
same profile (a sequence of 9 stuck right triangles) so 
: 1) is it possible to build other classes of CMPs from 
this profile and 2) would this profile be the common 
denominator of all CMPs ? 
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ABSTRACT
Physically-based animation techniques enable more realistic and accurate animation to be created. Such ap-
proaches require the creation of a complex volumetric model that can be realistically and efficiently simulated,
particularly for interactive computer graphics applications. We present an approach to automatically construct an-
imatable non-conforming hexahedral finite element (FE) facial soft-tissue simulation models, including automatic
determination of element material types, boundary conditions and muscle properties, making them immediately
ready for simulation.

Keywords
physically-based modelling, soft-tissue modelling, facial modelling, physically-based animation, finite element
method.

1 INTRODUCTION
Facial modelling and animation is one of the most
challenging areas of computer graphics. While vari-
ous techniques have been proposed to create and ani-
mate facial models, by using a physically-based model,
the effects of muscle contractions can be propagated
through the facial soft tissue to deform the model in
a more realistic and anatomical manner.

Physics-based soft-tissue simulation systems often
focus on either efficiently producing realistic-
looking animations for computer graphics appli-
cations [TW90, KHS01], or simulating models
with high physical accuracy for studying soft-
tissue behaviour [BJTM08, HMSH09] or surgical
simulation [KRG+02, ZHD06]. Popular simula-
tion techniques include the efficient mass-spring
(MS) method [TW90, KHS01], the accurate
but computationally complex finite element (FE)
method [SNF05, HMSH09], and the FE-based but
precomputation-heavy mass-tensor (MT) method
[MSNS05, XLZH11]. Physics engines, which focus on
performance and stability, can also be used [MHHR06].
Indeed, increases in computational power, and the use

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

Conforming Non-Conforming

Figure 1: A conforming and non-conforming simula-
tion model.

of GPU computing architectures mean that complex
FE simulations are now possible in real time [TCO08].

Physics-based simulations require an appropriate sim-
ulation model to be created, for example, using sur-
face meshes of the object to be simulated. As il-
lustrated by Figure 1, such models can either con-
form to a surface mesh [MBTF03, BJTM08], or a non-
conforming model with a bound surface mesh can be
used [Coo98, DGW11]. High-quality conforming mod-
els that can be efficiently simulated are often difficult
and time-consuming to create, although such models
are usually required for high-accuracy applications. In
contrast, non-conforming models can enable more effi-
cient production of stable, realistic-looking animations
for computer graphics applications.

The main aim of this work is to develop an automatic
process to easily construct animatable non-conforming
hexahedral FE simulation models, including automatic
determination of element material types, boundary con-
ditions and muscle properties. While the focus is on
creating facial soft-tissue models (the soft tissue be-
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Figure 2: Surfaces and volumes of a facial soft-tissue
model. The whole volume between the skull and skin
surfaces (i.e. the skin and muscle volumes) is discre-
tised to create an FE facial soft-tissue model.

tween the skull and outer skin surface, as shown by
Figure 2), the process can be used to create any multi-
layered model from any surface meshes. Such facial
models can be used, for example, to efficiently produce
realistic-looking facial animations for computer graph-
ics applications. The following sections detail relevant
related work, followed by a description and examples of
the model creation process, including model simulation
examples using our GPU FE system, finishing with a
comparison between conforming and non-conforming
simulation meshes, particularly for GPU FE simula-
tions.

2 RELATED WORK
2.1 Physically-Based Facial and Soft-

Tissue Models
Physically-based facial animation systems for com-
puter graphics applications normally consist of muscle
and skin models, sometimes along with a skull model
and wrinkle models. For increased realism, a skull
model can include a rotatable mandible, which can be
geometrically controlled [KHS01] or physically-based
[Cou05]. Muscles have been modelled using vectors
[Wat87], and more anatomically accurate geomet-
ric [KHS01, Cou05] and physics-based volumes
[BWL+10, RP07]. Many muscle contraction models
are based on a Hill-type model [RP07, LST09], some
of which are biologically inspired [HMSH09], and
the direction of contraction can be approximated as
parallel to the central action curve [TZT09], or, more
anatomically, by using a fibre field [SNF05].

Various facial soft-tissue models have been proposed,
ranging from simple but efficient physics-engine-based
[CP06] and MS models [TW90, KHS01], to more

anatomical and realistic FE models [SNF05, BWL+10].
Detailed models of blocks of skin and soft tissue have
also been created [KSY08], along with complex
soft-tissue constitutive models [Bis06]. Due to its
efficiency, the TLED algorithm has been used for
various non-linear FE soft-tissue simulations [TCO08],
resulting in large speed-ups. The FE-based MT method
has also been used to produce such simulations and also
for facial surgical applications [MSNS05, XLZH11],
showing similar accuracy to the FE method when
simulating small displacements.

2.2 Model Creation Approaches
The model creation process is normally difficult and
time-consuming, and it is also dependent on the re-
quired model structure. To create a model for FE sim-
ulation, a suitable mesh must be created, and FE simu-
lation properties, such as boundary conditions, must be
set. Regarding model element types for simulation, we
only consider linear elements with a single integration
point for optimal computational performance.

Simple automatic model creation approaches have been
used that just create a layered MS model and skull from
a surface mesh [TW90]. On the other hand, CT and
MRI scans, or anthropometric data can be used to man-
ually or automatically create an anatomical reference
head model [MSNS05, KHS01]. Such data from the
Visible Human Dataset1 has previously been used for
reference model creation [SNF05]. Various techniques
have been proposed to deform reference skull, mus-
cle or full physically-based head models using manu-
ally defined landmarks [KHS01, AZ10], although these
often rely on good landmark placement. Kähler et al.
also developed an interactive editor to enable easy mus-
cle creation by processing user-specified grid points
[KHS01].

Numerous algorithms exist for fast automatic genera-
tion of high-quality tetrahedral models that conform
to surface meshes [MBTF03, SG05]; however, 4-node
tetrahedra are susceptible to volume locking, partic-
ularly when simulating incompressible materials like
soft tissue. In contrast, reduced-integration 8-node
hexahedral elements (with hourglass control) have
increased stability and accuracy [WJC+10], particu-
larly when modelling non-linear anisotropic materials
[fLhLfT11], and can be used to create meshes using
fewer elements, normally outweighing the efficiency of
tetrahedra. Hexahedra are therefore often preferred for
FE simulations.

Although various algorithms for producing conform-
ing hexahedral meshes have been proposed [SKO+10,

1 http://www.nlm.nih.gov/research/visible/
visible_human.html
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ZHB10, NRP11], hexahedral mesh generation is of-
ten difficult and time consuming, and, without heavy
manual work, many such algorithms suffer problems
regarding element quality and robustness, particularly
with complex geometries like soft tissue. Techniques
have been proposed to improve the quality of hexahe-
dral meshes [ISS09, SZM12], although these can pro-
duce models with an increased number of elements.

Simple hexahedral meshes can also be merged to pro-
duce a complex mesh [SSLS10, Lo12], although these
approaches would require a manual decomposition of
the complex model such that high quality elements
are able to be produced during the merging process.
Similarly, conforming and non-conforming domain
decomposition FE methods can be used [Lam09],
which involve performing an FE analysis on a model
decomposed into several independent subdomains.
Some other techniques involve deforming a reference
hexahedral mesh [CPL00, fLhLfT11], although such
approaches require a high-quality reference mesh, and
often also require manual work or modifications to the
final mesh.

Alternatively, non-conforming hexahedral meshes are
easier to create, for example, using voxelisation tech-
niques, and a surface mesh can also be bound to the
volume mesh for visual purposes. Such meshes can
be used to create models for more stable and compu-
tationally efficient FE simulations [DGW11]. Kumar et
al. performed linear elastic FE simulations using struc-
tured non-conforming hexahedral grids, and compared
these with conforming hexahedral simulation meshes
[KPB08], which produced similar stresses, although
only relatively simple models were examined. Non-
conforming tetrahedral facial and soft-tissue FE models
have also been used for stability and performance rea-
sons [Coo98, SNF05], although linear tetrahedral ele-
ments can cause problems such as volume locking.

Once an FE simulation mesh has been created, model
properties, such as element constitutive properties and
boundary conditions, must be specified. Developing
on current techniques for producing non-conforming
hexahedral meshes with bound surface meshes, our
model creation process automatically produces com-
plete simulation-ready multi-layered FE models (i.e.
with FE model properties computed) from any surface
meshes. Focussing on facial soft-tissue models, this
includes automatically assigning material properties to
different regions of soft tissue, such as muscle and skin,
and determining boundary conditions and muscle prop-
erties. With sensible model data organisation, the mod-
els can be efficiently simulated on the GPU.

3 NON-CONFORMING HEXAHE-
DRAL FINITE ELEMENT SOFT-
TISSUE MODEL CREATION

A process has been developed to create simulation
meshes with hexahedral elements that approximate
but don’t conform to surface meshes. Such meshes
have several advantages over simulation meshes that
conform to the shape of the object they are simulating,
including advantages relating to mesh creation, sta-
bility and computational performance. A comparison
between using conforming and non-conforming hexa-
hedral simulation meshes with a CUDA FE system is
presented in the discussion in Section 4.3.

A program has been implemented to voxelise a closed
surface mesh, that can include closed internal bound-
aries, described by an OBJ file. Ray-polygon intersec-
tion tests for a ray fired from voxel centres are used
to determine whether voxels are enclosed by a set of
polygons. The enclosed voxels are used as hexahedral
elements to produce a hexahedral FE mesh for use with
our simulation system.

The surface mesh can contain various surfaces, and ele-
ments are separated depending on the user-defined col-
lection of surfaces (volumes) by which they are en-
closed, enabling different sets of elements to be as-
signed different material laws and properties. For ex-
ample, with a facial mesh, there may be surfaces for the
skull, skin and each muscle. The skull and skin surfaces
might together define a single ‘skin’ volume (i.e. the
volume of soft tissue between the skull and skin sur-
faces), whereas the volume-enclosing muscle surfaces
could define their own volumes, as illustrated by Figure
2.

Element properties are determined by firstly assigning
each volume a level and a priority within that level,
where level 0 is the lowest level, and priority 0 is the
highest priority within a level. Semantically, a volume
in a higher level is contained within, and bound by, ei-
ther a single or several volumes in the level immediately
below (see Figure 3). Continuing with the facial mesh
example, level 0 might consist solely of the skin vol-
ume, whereas level 1 might consist of the muscle vol-
umes, each assigned a different priority. Lower-level
volumes are voxelised first. Properties of elements are
then overwritten if they are also contained within an im-
mediately higher-level volume; hence, properties of el-
ements within the skin volume would be overwritten by
those that are also enclosed by a muscle volume. Within
a level, higher-priority volumes are voxelised first, al-
though properties of elements within lower-priority vol-
umes are not overwritten.

This level-based voxelisation process is described by
Algorithm 1, and illustrated by Figure 3. It can be
seen that only lenient requirements are imposed on the
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L0 P0 (Skin) L1 P0 (Muscle) L1 P1 (Muscle)

Not included 
as not inside
lower level

Already assigned 
a volume on 

the same level

Potential 
Elements

1.

2.

3.

Figure 3: An example of the level-based voxelisation
process for a skin block containing two muscles, show-
ing the model state after each level priority has been
considered in turn. Note this is a 2D illustration of a 3D
process.

1: volLevs← volume levels
{array (levels) of arrays (priorities)}

2: for all voxels, v do
3: {from lowest to highest level}
4: while levPris← volLevs.next and

levChanged(v) do
5: lev← level
6: {from highest to lowest priority}
7: while pri← levPris.next and not

priChanged(v) do
8: if insideVolume(v, lev, pri) then
9: setVolume(v, lev, pri)

Algorithm 1: The voxelisation process, which includes
determining the volume by which each element is en-
closed.

creation of the surface mesh; for example, as muscles
should be contained within the skin volume, parts of
muscle surfaces that cross the bounds of this volume are
appropriately ignored. Muscle surfaces can therefore
simply penetrate the skull (like the muscle in Figure 2),
rather than having to ‘attach’ and conform to the skull
surface, therefore simplifying the modelling of surface
meshes.

User-specified sections of a surface mesh within a par-
ticular bounding box can also be voxelised, enabling
easy simulation of only relevant sections of meshes
with increased simulation speed, as opposed to simulat-
ing the whole mesh. Although distorting element shape,
and therefore possibly impacting simulation stability,
the hexahedral length, width and height can be inde-
pendently set, which could be useful, for example, to

1: for all rigid vertices, lines and polygons, r do
2: for all voxels, v do
3: c← centre(v)
4: p← getClosestPosition(r,c)

{p← r for vertices}
5: if insideBoundingBox(v, p) then
6: l← p− c
7: i← getIntersection(v, l)
8: for all v nodes, n do
9: if withinRange(n, i) then
10: setRigid(n)

Algorithm 2: The process to determine rigid nodes.

High Res. 
Surface

Low Res. 
Surface

x

2x

y2y

Rigid Polygon

Rigid Vertex

Sets no nodes 
to rigid

Sets at least 1 
node to rigid

Voxel Centre

Node

Figure 4: Examples of arbitrarily selected rigid surfaces
and nodes inside and outside a voxel bounding box (the
dashed box surrounding the voxel). Note this is a 2D
illustration of a 3D process.

help improve performance when modelling large, thin
materials.

When voxelising a soft-tissue mesh, if surfaces are
given names that correctly identify them (e.g. if the
names of surfaces enclosing muscles start with the word
‘muscle’), an animatable soft-tissue mesh can be auto-
matically created with fixed skull nodes and animatable
muscles. Using a collection of user-defined rigid ver-
tices, lines and polygons on the surface mesh, an at-
tachment process, described by Algorithm 2, has been
developed to determine rigid simulation nodes, such as
fixed skull nodes on a facial model.

Figure 4 illustrates the bounding box test in line 5 of
the attachment algorithm, which is successful if posi-
tion p (a rigid vertex position, or the closest point on a
rigid line or polygon to the voxel centre) lies within a
box, centred at voxel centre c, that has sides twice the
length of voxel v in each direction. The test in line 9, to
determine which nodes to set as rigid depending on the
location of intersection point i with respect to the nodes
of the voxel face on which it lies, is illustrated by Fig-
ure 5. For each node n, if i lies within a box starting at
n that has sides 0.75x the length of v in each direction,
n is set to rigid. The box side lengths could be changed
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Figure 5: An indication of which nodes are set to rigid
depending on the location of the line intersection point
on the voxel face, indicated by the node indices inside
the various sections. An example line is shown, which
would set nodes 1 and 2 to rigid.

Voxel Centre Vertex Binding

Figure 6: Vertices of a surface mesh bound to the clos-
est elements. Note this is a 2D illustration of a 3D pro-
cess.

to make the algorithm more or less ‘strict’; for exam-
ple, with side lengths of 0.5x, only one node would be
set to rigid for each rigid polygon, line and node. How-
ever, 0.75x seems to work well and produce the desired
results with the current examples.

The attachment algorithm can also handle cases when
the simulation mesh is much higher or lower resolution
than the surface mesh, as shown by Figure 4. After
attaching skull nodes, each muscle can then be assigned
a contraction centre, which is calculated as the average
of the muscle nodal positions that lie on the simulation
skull.

After simulation model creation, as with Dick et al.’s
simulation approach [DGW11], the vertices of the sur-
face mesh can be simply bound to and animated with el-
ements of the FE mesh using trilinear interpolation and
extrapolation (see Figure 6). A position, p, is bound to
the closest element (determined by a distance test from
the element centres) using three weights, wi - one along
each local axis, i, from the first node of the element,
x. For a simple voxel element at its rest position and
aligned with the global axes, these can be easily calcu-
lated:

wi = 1− pi− xi

vi
(1)

where vi is the voxel dimension in the ith direction.

Using these weights, trilinear interpolation or ex-

trapolation (if any weight is negative) can be easily
applied before rendering the surface mesh.

4 EXAMPLES AND RESULTS
4.1 Model Creation Examples
Various simulation models of varying complexity have
been automatically created using the described tech-
nique, which include a sphere, cylindrical muscle, skin
block with an inclined relatively flat cylindrical mus-
cle, and simple facial model with a simple left zygo-
matic major muscle. The facial surface, including an
inner surface used as an approximation of the skull,
was generated using FaceGen2. As the face model in-
cludes only a single muscle, only the relevant section
of the face containing this muscle was voxelised. Fig-
ure 7 shows the simulation meshes, and also their rigid
nodes by which they were constrained during simula-
tions, and the muscle contraction centres (except for
the sphere model which contains no muscles). Figure 8
better shows the surface models used to create the skin
block and facial models, and Figure 9 shows the voxeli-
sations of the skin and muscles within these models.

The model creation process generally produced desir-
able results, for example, with the desired facial model
nodes set to rigid on a complex surface, and muscle el-
ements correctly determined. The muscle part of the
skin block simulation model, however, shows the im-
portance of using a high enough resolution to capture
the surface model shape well. With a too low resolu-
tion, surfaces that cross voxel boundaries at small an-
gles may not be captured by the simulation model.

4.2 Model Simulations
We have implemented a non-linear total Lagrangian ex-
plicit dynamic (TLED) FE solver on the GPU using the
Fermi CUDA architecture to efficiently perform accu-
rate FE simulations. The details of the system, and
the formulation and presentation of the TLED algo-
rithm are beyond the scope of this paper, although the
TLED algorithm has been presented by Miller et al.
[MJLW07].

Various simulations have been performed using the
TLED FE system with the models presented in Section
4.1 - a sphere of soft-tissue material, cylindrical mus-
cle, skin block with a muscle, and simple facial model
with a single muscle. Each model is composed of
reduced-integration 8-node hexahedral elements, and
uses a single Neo-Hookean material (for both passive
tissue and muscle where applicable) with a Young’s
modulus of 3000Pa and a Poisson ratio of 0.49. A
time-step of 0.1ms was used for each simulation.
Such a small time-step was necessary for stability due

2 http://facegen.com/
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Figure 7: Model rigid node attachments for, from top left to bottom right, a sphere, cylindrical muscle, skin
block with muscle, and face, represented by red spheres. The green spheres are muscle contraction centres (where
applicable), and muscle elements are coloured green for the skin block and face models.

Figure 8: Surface models for the skin block model (left) and facial model (right). Within each image, the left-hand
side shows the skin surface, while the right-hand side shows the rigid surfaces to which the muscles are attached.

Figure 9: Model voxelisations for the skin block model (left) and facial model (right), where muscle elements are
coloured green.
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Detail Sphere Muscle Block Face
Nodes 2849 480 6724 15516
Elements 2176 280 4800 12267
Element Length
(mm) 12.5 1.5 1.5 2.5

Muscle Con-
traction N/A 0.25 0.6 0.4

Time-Step
Solution Time
(ms)

0.187 0.205 0.342 0.542

FPS 34 38 15 7
Table 1: Some model and simulation statistics of sim-
ulations performed on a NVIDIA GeForce GTX 460
1GB GPU.

to the small, highly incompressible elements used.
The sphere model was influenced by external forces,
such as gravity or from user interaction, whereas the
other models were influenced purely by internal active
muscle stresses. Table 1 shows data on the structure
of each model, as well as some simulation statistics,
and Figure 10 shows the equilibrium positions for the
sphere and face simulations.

Simulations perform well under gravity and user inter-
action, although it is likely that the face model will be
simulated a lot better with more accurate surface mod-
els and constitutive laws. For example, it has been
shown that it is necessary to model the inhomogeneity
and anisotropy of skin to simulate any decent wrinkling
effects [HMSH09], rather than as a single isotropic ma-
terial, as with this work. With the independent muscle
simulation, it was necessary to use a small contraction
value as there is no surrounding soft-tissue to offer re-
sistance against the muscle active stresses.

4.3 Comparison of Conforming and Non-
Conforming Simulation Meshes

For our work, non-conforming hexahedral FE simu-
lation meshes have been used. However, simulation
meshes that conform to surface meshes can also be used
for FE simulations. Table 2 summarises the creation
and use of conforming and non-conforming hexahedral
meshes with a CUDA TLED FE system.

Experiments using a conforming (created using IA-
FEMesh3) and a non-conforming hexahedral simula-
tion mesh for a sphere have demonstrated the perfor-
mance and stability advantages of non-conforming sim-
ulation meshes. As shown by Table 3, using a non-
conforming simulation mesh with a bound higher res-
olution surface mesh has led to performance increases
of almost 2x compared to using a conforming simula-
tion mesh with roughly the same number of nodes and

3 https://simtk.org/home/ia-femesh

elements. Also, stable simulations were able to be per-
formed using a considerably higher Young’s modulus
and Poisson ratio with a non-conforming mesh, which
is necessary for simulating, for example, the stiff prop-
erties of the epidermal skin layer, and incompressible
soft-tissue material. On the downside, depending on
element size, accuracy is likely to be reduced using a
non-conforming simulation mesh.

5 CONCLUSIONS
This work has presented a process for creating animat-
able non-conforming hexahedral FE simulation models
to which the object surface meshes are bound. Using
regular or irregular voxel sizes, the process involves dis-
cretising the volume enclosed by surface meshes, pos-
sibly with internal surfaces, and separating elements
accordingly. Rigid nodes on the simulation mesh can
also be automatically determined, as can muscle pa-
rameters. Some soft-tissue models, including a sim-
ple facial model with a muscle, have been created to
demonstrate the process, which could also be used to
produce models for more complex surface meshes. A
GPU TLED FE system has been used to produce some
example real-time and interactive simulations with the
created models, showing that a surface mesh can be eas-
ily transformed into a complex animatable physically-
based model. Finally, the various advantages provided
by using a non-conforming simulation mesh have been
outlined, including model creation, speed, memory and
stability advantages.

Various improvements could currently be made to the
model creation process. For example, the voxelisa-
tion process could be based on the the proportion of
a voxel that is enclosed by a volume, which could be
used to determine whether a voxel is inside the volume,
and to calculate the element material properties, simi-
lar to the approach by Lee et al. [LST09]. Using such
an approach would also require the rigid node attach-
ment algorithm to be modified. Future work will also
focus on creating and animating a more accurate full
facial model with inhomogeneous anisotropic viscoel-
satic materials.
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Abstract

The Geographic Information Systems (GIS) applied to aviation use mostly modelling and analysis in 2D. Never-

theless, a tendency to represent and analyse in three-dimensions begins to emerge. It requires new descriptions and

new operative tools for 3D objects in GIS. As an association of users and software producers, the Open Geospatial

Consortium (OGC) has defined an ISO standard to describe two-dimensional and three-dimensional geometric

objects. However, this standard does not permit a description of common Computer Aided Design (CAD) objects,

a vital task remains for the modelling of 3D data and their uses, in the context of analysis (spatial query) or with

the proposals of new primitives. In this research, our goal is to build a computing library fully compatible with

ISO standard especially allowing characterising any gaps or parts requiring further development. In this paper,

we present a solution validated by a use-case for modelling and analysis of aerial traffic in 3D on an ellipsoid of

revolution that follows the ISO standard. In order to demonstrate whether new geometric objects that we propose

are effective, in this simple approach, we have established a complete processing chain.

Keywords
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1 INTRODUCTION

The Geometric modelling that is currently implemented

in the GIS is mostly data and algorithms driven for 2

and 2.5 dimensions. However, the current studies on

market analysis and representation of data in 3D space

showed the increasing scenario of geometric modelling

in 3D GIS [Ste05]. As shown in the work of Zla-

tanova [Zla08] many activities are still waiting con-

crete 3D GIS solutions. Current studies on GIS spa-

tial objects show a categorisation following the appli-

cation domain. The work of Danahy [Dan97] defines

five groups for a 3D city model (e.g. vegetation, build-

ings, public utilities, traffic network and telecommuni-

cations). Nevertheless, it is also possible to separate

from another group independently of a real representa-

tion (e.g. legal limits, institution, companies) for ex-

ample in the case of cadastral modelling and analysis

in 3D by Billen and Zlatanova [BZ03]. Currently, con-
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sumer software such as Google Earth 1 or World Wind 2

have defined up the first opportunities visualisation of

3D geo-referenced data. Despite these solutions pro-

vide no tool for 3D analysis.

The primary cause of developmental delay of 3D anal-

ysis part in GIS is the modelling multiplicity solutions

and exchange, because each software is using their own

method add is a common geometric modelling must be

defined as in CAD domain with STEP [TC 94] standard

to facilitate the efficiency and depiction of real world.

The work of Zlatanova [Zla99] has a first approach

to the VRML [ISO04a] format standard. Nonetheless,

only the display is in a standard format. The recovery

and data analysis use a specific format content in the

application and there is no end-to-end standardisation.

This standardisation for GIS domain is supported by the

OGC 3 through the “Geometry/Topology” standard ISO

19107 [ISO03]. This standard is currently under review

by the Working Group “Simple Feature” as a comple-

ment of the revision of ISO 19125 [ISO04b].

Our work is to implement a Globe3D platform with

analysis tools fully compatible with the ISO 19107

1 www.google.com/intl/en/earth
2 http://worldwind.arc.nasa.gov
3 OGC: Non-profit organization created to address the problem

of interoperability between systems that process geospatial

data.
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standard. Compliance with this standard also pro-

vides interoperability between modules (such as

SWE 4 [ISO10], WCS 5, GML [ISO07b] ...). This

application aims to demonstrate the capabilities of

our modelling approaches and 2D/3D analysis in

the field of GIS. In this context, we organise this

paper as follows: in section 2, we present ISO 19107

standard covering the geometry of the object including

spatial analysis in ISO 19107. Section 3 focuses on

the development of a “Decision Tool”, allowing the

management of modelling and analysis of standard that

takes into account output requirements and architecture

of the modules. In section 4, we present our Globe3D

platform that uses the ellipsoidal representation for the

Earth geometry. Globe3D platform is superior to the

current visualisation softwares which only use a simple

sphere as an Earth surface approximation. Section 5

deals with the use case of air traffic taking into account

the analysis and trajectory modelling with examples.

In section 6, we describe a parametric curve which is

usefull for aircraft trajectory. Specific focus is there

for traffic representation in 3D space in section 6.1.

The analysis and representation of air traffic are

typically defined in a 2D space. The trajectories of

an aircraft are represented by a set of geo-localised

positions and a linear interpolation between each point

(polyline) is performed. However, it is possible to

use a different interpolation method, as for example,

Catmull-Rom [Twi03] and NURBS [PT97]. The

computational development for air analysis and visual-

isation in 3D space is made in collaboration between

Geomatys Company and LSIS CNRS 7296 public

lab, in the open source frameworks GeoAPI 3.0 6 and

Geotoolkit 7. As we based our work on these public

frameworks, we will release our code to permit GIS

community to use 3D geometries and analysis in their

specific applications. In section 7, we conclude the

paper with the contributions we made and our future

direction in this exciting field of 3D modelling and

analysis.

2 ISO 19107 STANDARD

2.1 General definition

The concept of an object in ISO 19107 is defined by

three strongly linked parts. The first two parts allow

a description of objects defined hierarchically accord-

ing to their spatial dimensions (point, curve, surface,

volume) and their topologies (node, edge, face, solid)

which are already been used by CAD industries. Each

geometric ISO object is preceded as “GM_” and topo-

logical link by “TP_”. Geometric objects have however

4 Sensor Web Enablement
5 Web Coverage Service
6 www.geoapi.org
7 www.geotoolkit.org

a third necessary characteristic: they are linked to geo-

referenced coordinates (e.g. coordinate references on

sphere, plane, geoid ...) with vector basis and mathe-

matical projection. Each geometry is related to a Coor-

dinate Reference System (CRS), as for an example the

CRS WGS84. Besides, our work has made a proposal

to add a new type of surface, constructed by revolution,

which can possibly define the earth ellipsoid.

The standard also defines spatial analysis operations on

geometric objects. There is no analytic (generic) way

to process these methods, as their computation depend

on the selected reference system and geometric descrip-

tion. Thereby, the spatial operations module supply

analysis methods for aerial traffic, following ISO 19107

standard.

2.2 Geometry in ISO 19107

A geometric object respecting the ISO 19107 stan-

dard is represented by a GM_Object, defining a set

of functions. The standard defines a hierarchical con-

struction of geometric objects. A GM_Object may be

described with different types. GM_Primitive object

defines only a single object with its attributes, spe-

cific method “boundary” and geo-referenced position

(GM_DirectPosition). There are 4 primary GM_Primi-

tive (GM_Point, GM_Curve, GM_Surface and GM_-

Solid) with 31 coordinates objects (GM_LineString,

GM_BSpline, GM_Triangle, ...). Further, we also de-

scribe a new GM_Object with GM_RevolutionSurface

forward in this paper.

Each object has associated functions (distance, cen-

troid, envelope, ...) and geometric description. The

mathematical methods implemented by these functions

may vary depending on the referencing system used.

The calling function itself is not altered, but the calcu-

lus method differs from a CRS to another. These mech-

anisms of evaluation are not defined in the ISO 19107

standard. Moreover, the construction methods and the

interpolations used for geometric objects are not de-

scribed in this standard. The gap in the standard is due

to the many degrees of freedom left for its implementa-

tion.

2.2.1 Spatial analysis in ISO 19107

This standard also defines spatial analysis methods on

geometrical objects like “intersection”, “difference”

and “contains”. As shown in Figure 1, the methods

are described in two groups: “predicates” and “op-

erations”, depending on their action. Tests done by

“predicates” return logical (i.e. boolean) value as in

“intersect”, whereas the “intersection” method returns

a resulting geometric object. These two groups are

complementary as “predicates” indicate the operation

feasibility. The following section details the mecha-

nism of a “decision tool” in choosing the method of
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Figure 1: Predicates and operations analysis

modelling and analysis following its CRS or object

type.

3 DISPATCHER MECHANISM

As we want to provide a library founded on ISO 19107

with an automatic processing phase analysis, we set

up a module “Dispatcher” which has a goal to har-

monise CRS and geometric objects definitions to pre-

pare generic analysis phase. This phase exists in the

availability of representing different types of geomet-

ric objects in a common mathematical model. Besides,

the Dispatcher must take into account the constraints

that are described in the standard output. That is to say,

after all step of analysis and processing, the resulting

object must be conformed to specification of the ISO

19107 standard prior to the translation in user specific

format depending on the intended usage (e.g. visualisa-

tion, printing, storage ...).

3.1 Output requirements

The output model of the analysis step must be described

in the CRS of the first object (ISO 19107 requirement).

Thus, this strong restriction is taken into account by our

“Dispatcher” module. It must determine whether the

transformation from a CRS to another is possible. The

translation possibilities depend on the libraries imple-

mentation based on ISO 19111 [ISO07a] standard. An-

other role of our “Dispatcher” module is to let it go in

the output for GM_Object which is in compliance with

the ISO 19107. For example, the intersection between

a circle and a line (if it exists: predicate “intersect” re-

turns true value) may be a set of GM_Point or a sin-

gle one. In the case of an “intersection” between two

ISO 19107 spheres (e.g. GM_Sphere) many resulting

object types are possible, a GM_Point for just one in-

tersection whereas polyline (GM_LineString), NURBS

curve (generic object) for more than one intersections

as described in François et al. [FRD10b].

3.2 Architecture

Our standard implementations rely on an architecture

using input/output modules built around a core mod-

ule containing the description of the ISO objects. Fig-

ure 2 describes in detail the three modules contained in

the “Dispatcher” architecture, one that formalises the

Figure 2: Dispatcher/ISO 19107 interaction

input data (module #1), a module that constructs and

processes standardised data (module #2), and one that

prepares the output data to user front end (module #3).

The first module is designed to prepare the data for the

ISO 19107 part, taking into account user output spec-

ifications and reference of the main CRS. These last

operations are done by the sub-module “CRS Harmo-

nization” with the Geotoolkit library. However, if CRS

source could not be transformed into a CRS destination

or reverse transformation is not possible, the analysis

process is cancelled. Figure 3 shows that the “Dis-

patcher”, in a first step, verifies the compatibility of

CRS objects A and B with the output CRS (CRS of

object A) and also between them. The ISO 19111 li-

brary determines the list of compatible CRS. Unlike the

JTS [DA03] library that uses only one cartesian space

(e.g. WGS84 cartesian) for modelling and analysis, our

“Dispatcher” allows the evolution of operations to an-

other reference system (ellipsoid, spherical, ...). For ex-

ample, an operation “distance” is already extended to

ellipsoidal space.

The second module is the geometric kernel, it is

composed of the ISO 19107 part with two sub-

modules, “Geometry/Topology” and “Analysis” that

strongly interact. The “primitives” must build the

objects according to ISO standard specification (ex:

GM_BSplineCurve object).

It must use the geometrical part of the standard, but

also the topological part as well. An analysis between
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Figure 3: Dispatcher transformation process

two objects implies a call to “predicate” module and

depending on the result of the operation, a new object

ISO is created. Special attention should be paid to CRS

transformations: it causes a degeneration that spreads

after each operation and can result in analysis errors.

The architecture presented here does not cover actually

this type of problem, but it is capable enough to cal-

culate maximum error transformations via Geotoolkit

library.

The sub-module “Dispatcher Geometric” manages the

analysis module, it determines the most appropriate

method to perform the processing. As shown in the de-

tailed schema (see Figure 3), there are two possibilities:

objects can be converted to a uniform representation, or

they are of basic types (GM_LineSegment, GM_Point).

In a worst case scenario, objects can not be converted

and consequently the analysis is based only on their

standard definitions. The output module takes into ac-

count the constraints of output interfaces with features

such as printer, rendering engine using libraries like

OpenGL, Java3D, file export formats (XML, KML 8,

...), or our software Globe3D. In the following section,

we present the first step in developing our platform in

modelling the Earth following an ellipsoid geometry.

4 MODELLING AN ELLIPSOID FOR

THE EARTH GEOMETRY

4.1 Using a revolution surface

Current applications (World Wind, Google Earth or Ar-

cGIS Explorer 9) model the terrestrial globe by a simple

sphere (GM_Sphere). The sphere representation is not

sufficient in current methods. As CRS WGS84/World

Mercator is widely used and rely on an ellipsoidal de-

scription of Earth surface, retro-projection is needed to

obtain spherical coordinates from ellipsoidal one, erod-

ing data quality.

8 Keyhole Markup Language
9 www.esri.com/software/arcgis/explorer/
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Figure 4: Definition of revolution surface

Moreover, the advantage of an ellipsoid based represen-

tation is the multiple possible formulations, like para-

metrical surface or implicit formulation with:

x2/a2 + y2/b2 + z2/c2 +1 = 0

These formulations are used in the analysis and in the

calculations.

François et al. [FRD10a] described a conversion pro-

cess of a rational GM_Sphere surface (NURBS) to de-

scribe the ellipsoidal. Our approach here is to introduce

a new surface family with revolution surface that was

described in Shukla [Shu10] (family associated with

GM_RevolutionSurface). It permits us to define the el-

lipsoidal Earth with a simple GM_Arc object. The new

surface allows the ISO 19107 standard to create open

or close surfaces. Its shape is defined by the rotation

around an axis of a GM_Primitive type: GM_Curve.

This type of surface creates a wide range of surfaces

depending on the selected curve and its orientation.

The curve used for the revolution is called the “generat-

ing curve”, in the case of a curve defined in 3D space, it

should be reduced to planary projection to achieve rev-

olution. However, the generator curve, GM_Curve, can

be built by a set of sub-curves as shown in Figure 4.

It is possible to obtain an open GM_surface by speci-

fying starting and ending angles of rotation. Neverthe-

less, it should lie between 0 and 360 degrees (see Fig-

ure 4). The positive value of the surface is defined by

its rotation, and it defines outer normals, default value

is counter clockwise. In this example, the result is a

closed surface.

4.1.1 Integration to standard

This new GM_Object belongs to the surface family type

and is naturally integrated as GM_Surface object. The

class GM_Revolution Surface defines a surface of rev-

olution. Two constructors are allowed, the first takes

a parameter curve generator and an array containing

two revolution angles (first and last). The second de-

fines an axis of revolution, unlike the first constructor

that uses OY by default. There is also a set of 4 sub-

classes that inherit directly from GM_RevolutionSur-

face. Their goals are to specify simple shapes (cylinder,
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cone, sphere). The current standard does not define an

axis for the surface of revolution, consequently it was

added to a new class GM_Axis. To define an ellipsoid

with a surface of revolution, one can use the ISO GM_-

Arc object as generator curve. This object can be con-

structed in two different ways with only three positions,

or using the offset of the midpoint (bulge) between the

start and end points.

4.1.2 Advantages

The first contribution is in the quantity of data used to

define an object through revolution method versus clas-

sical way. Another advantage is the possibility to create

an open surface, like an hemisphere with the same for-

malism.

4.1.3 Harmonization of generator curve GM_-
Arc

In order to generalize mathematical operations between

curve objects, we describe an arc with a parametric

curve (see in François et al. [FRD10b]). The object

ISO 19107 is transcribed into a rational representation

with Non-Uniform Rational Basis Spline (NURBS) as

in Faux and Pratt [FP79] to facilitate the processing

analysis module (“Dispatcher”). This representation

uses a control polygon to define the curve. Let

(x0, ...,xn−1) be coordinates of a point in the working

space. These points can be represented in homo-

geneous coordinates (x
′

0, ...,x
′

n) with xi = x
′
i/x

′
n and

x
′

n 6= 0. The NURBS curve is defined as a perspective

projection centred to the origin and the hyperplane

xn = 1. The general expression of a NURBS curve is

given by equation 1 with the basis functions Ni,k(t) and

weight wi (a more detailed definition is available in

Piegl and Tiller [PT97]).

C(t) =
∑

n
i=0 wiPiNi,k(t)

∑
n
i=0 wiNi,k(t)

for C(t),Pi ∈ R
3 t ∈ [0,1]

(1)

The first advantage of using a NURBS representation

for revolution surface is to control the generating curve

parametrisation. It is then possible to obtain any posi-

tion on the curve with t parameter.

The control polygon can be defined with 3 or 4 vertices,

it uses the tangent to the circle of R radius (see Seder-

berg [Sed09] and Lu [Lu09]).

4.2 Terrestrial globe

As we get a precise parametric definition of an ellip-

soid, we use this model to define a globe in 3D space

respecting the WGS84 coordinate reference system. An

important advantage of parametric description is that

discretisation can be made according to process con-

straints (precision, speed, density, ...).

(a) Generator curve GM_-

Arc

(b) Revolution application

Figure 5: Example of a spherical object with GM_Rev-

olutionSurface

The two images in Figure 5 show the different steps

used for globe modelling. The rendering application

uses a geocentric coordinate referencing system, allow-

ing three spatial coordinates (X, Y and Z). Z coordi-

nate is used as an elevation value. As shown in Fig-

ure 5(a), the generator curve used is GM_Arc in the XY

plane defined by three positions (GM_DirectPosition),

the middle position of the arc uses the equatorial radius

(6 378.137 km) given by semi-major axis a of WGS84

CRS. The first and last positions are centred on the Y

axis and distance from the semi-minor axis b (6 356.752

km) from the origin is calculated with a flattening factor

f = (298.257) also given by the CRS:

f =
a−b

a
where b = a(1− f )

Figure 5(b) shows the result of a rotation θ = 2π ap-

plied to a GM_Arc object contained in a plane, and that

creates a GM_SurfaceRevolution. This GM_Surface

can be rendered with a set of GM_Triangle or GM_-

Polygon due to new implemented functions “asToTri-

angles” and “asToPolygons”. One advantage of this

discretisation by ISO 19107 library (e.g. GM_Triangle)

is to pre-calculate the normals of each face before send-

ing data to the rendering module. It can also permits to

manage the discretisation method (homogeneous, based

on curvatures, distances, ...).

Once the revolution surface defined and discretised re-

specting interoperable methods, the results thus ob-

tained are then sent to a 3D engine, based on the widely

used OpenGL API and Ardor3D, which is useful to

handle 3D context events and objects visualisation. Fig-

ure 6 shows the result of our Earth ellipsoid in the ren-

dering module. We add a “Blue Marble” 10 NASA 11

texture as adding on a GM_Surface. Nevertheless, it is

possible to observe as predicted by the WGS factor a

small crushing of the Earth at poles. We also represent

the Earth’s atmosphere with another GM_SurfaceRev-

olution encompassing the geoid of the Earth.

10www.earthobservatory.nasa.gov/Features/BlueMarble
11www.nasa.gov
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Figure 6: ISO Earth ellipsoid with country boundaries

and “Blue Marble” texture

(a) Line discretisation crosses

the Earth

(b) Line discretisation follow-

ing earth curvature

Figure 7: Example of curve discretisation if parametric

curves are used

5 TRAFFIC REPRESENTATION

5.1 Analysis and trajectory modelling

We import aircraft trajectories in our 3D globe with

a set of GM_Curve primitives. These trajectories are

loaded from a KML (see Reed [Ree07]) file, each of

them is defined with a set of line string objects. Thanks

to the interoperability between KML and ISO 19107

standard, these elements are then translated into GM_-

Curve parametric, that can be discretised in a set of

GM_LineString.

As shown in Figure 7(a), there exist cases where the

trajectory crosses the Earth. This is due to excessive

distance between the positions that composes a GM_-

Segment (see Figure 7(b)). In this case it is necessary to

calculate a parametrisation in accordance with the cur-

vature of the ellipsoid. Equation 2 defines the equation

of the Earth ellipsoid.















x = 6378,137cos(α)cos(β )

y = 6356,752cos(α)sin(β ), for −
π

2
≤ α ≤

π

2

z = 6378,137sin(α), and −π ≤ β ≤ π
(2)

Let P = {Pi}
n
i=0 associated to each Pi the pair of angles

(αi,βi) and ∀i ∈ {0, ...,n}, we find that:

αi = arcsin

(

zi

6378,137

)

and

βi =















arccos

(

xi

6378,137cos(αi)

)

, or

arcsin

(

yi

6356,752cos(αi)

)

Figure 8: Examples of aerial trajectory analysis with

trajectories intersection

N be the number of segments between two points Pj

and Pj+1. The curvilinear abscissa L for each segment

of C(t) curve is defined by the following equation:

Li =

Pj+1
∫

Pj

c(t)dt

and the overall curve is given by:

Lc =
N−1

∑
i=0

Li, with N +1

Thus, it is determined by a discretisation on curvilinear

abscissa distance Lc with p (for example, one point for

a range of 500 m):

segmentsNb = Lc/p

As presented in Section 4.1.3, we use the “Dispatcher”

which prepares the processing of the spatial analysis be-

tween two GM_Object (GM_Point, GM_Curve, GM_-

Surface, ...). Every curve representing the trajectories

of the aircraft is transformed by the “Dispatcher” in a

generic NURBS object. This processing step depends

on the nature of the GM_Object used for analysis. For

example, in case where the trajectories are represented

by a GM_Arc or set of arc with GM_ArcString.

5.2 First examples of analysis and mod-

elling

As shown in Figure 8, the application displays an exam-

ple of analysis between two trajectories in 3D space, the

example illustrates “intersect” and “intersection” oper-

ations contained in ISO 19107. The result is a GM_-

point object centre of a small Ardor3D 12 sphere. We

can also perform this analysis across the complete aerial

network.

The Globe3D application also supports analysis with

another GM_Object. The decision tool (“Dispatcher”)

will determine whether it exists intersections with

bounding boxes, and then run the analysis between

12www.ardor3d.com

WSCG 2012 Communication Proceedings 332 http://www.wscg.eu 



Figure 9: Multi-trajectories definition (linear polyline

and spline curve)

GM_Object. Resulting intersection points are given

in 3D space along with recomputing altitude given

by transformation matrix of WGS84 3D CRS (e.g.

EPSG:4329 13).

6 PARAMETRIC CURVE FOR AIR-

CRAFT

In most current software, the trajectories of aircraft are

modelled by linear interpolation (polylines) between

positions. Our application allows the use of ISO

19107 parametric interpolation curves, of Catmull-

Rom type [DB88][Twi03]. In commercial aircraft

navigation, arcs are used to define trajectories, these

primitives are based on underlying parameter objects.

The curve passes through all the points that define the

trajectory. A new derivative is calculated at each new

point of the curve and these derivatives can determine

the direction of the aircraft. It forced also to keep C1

continuity (tangency). In addition, this level of conti-

nuity allows us to obtain a smooth curve. This object is

defined in ISO 19107 by GM_CubicSpline.

Figure 9 shows the two types of curve for the same po-

sitions series. These curves share the same timestamps,

this time value is defined in the KML file for each po-

sition. The red line represents the linear interpolation

GM_LineString, the white curve is the parametric in-

terpolation specified with GM_SplineCurve.

Linear interpolation involves lack of accuracy. Con-

versely, a parametric interpolation type Catmull-Rom

spline can better fit the data, GM_SplineCurve repre-

sentation also provides continuity at least C1, which

gives a smooth curve. We can conclude that a paramet-

ric curve is more relevant than the linear representation

because it provides more degrees of freedom. However,

the curves Catmull-Rom does not define a speed value

between two positions. Using a B-spline or NURBS

curve allow this type of integration with the addition of

other parameters such as pitch, roll, yaw of an aircraft.

13http://spatialreference.org/ref/epsg/4329

Figure 10: Analysis examples for influences zones

along two trajectories (collision detected)

The following section presents a new analysis module

that adds value for a specific case of air traffic.

6.1 Collision detection

To demonstrate the advantage of using 3D in the do-

main of air traffic management, we have developed a

module to support collision detection in 3D space. This

module identifies possible risks for air traffic. So, a

sphere covers each aircraft and represent the position

uncertainty.

Several choices are available for analysis with our ap-

plication. These operations are done only for analysis

between two objects. For the calculation, we use the

timestamps in each trajectory. The time value t between

two time t0 and t1 on the curve f is determined by the

curvilinear abscissa of class C1. The equation 3 defines

the arc length L representing the distance traveled be-

tween two time values, and where ‖d f/dt‖ is the norm

of the displacement speed vector.

L =

t1
∫

t0

‖
d f

dt
‖dt, for t ∈ [t0, t1] (3)

We will assume that aircrafts have a constant speed K

value between two GPS positions. Therefore, we have:

L = K

t1
∫

t0

dt = K(t1 − t0), for t ∈ [t0, t1]

Figure 10 an example of analysis between two trajec-

tories taking into is an account the time data. In a first

step, the influence areas are initialised with a sphere.

Figure 10 shows the result when a collision is detected.

The gray sphere represents the time value of the col-

lision. This method uses the analysis operation “con-

tains” of ISO 19107 between two GM_Sphere.
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7 CONCLUSIONS

This article has highlighted the capabilities of

IS0 19107 standard to provide interoperable modelling

and analysis. Our work was to model Earth’s geoid

with revolution surface (see section 4.2), based on the

CRS ellipsoid WGS84, has yielded a better precision

for modelling and analysis. Moreover, Globe3D entire

platform is based on standardised modules as ISO

19111 for the referencing part in contrast to solutions

proposed by Autodesk 14 or RhinoTerrain 15.

Section 6 has mounted the interest of using paramet-

ric curves to define trajectories. These curves offer a

modelling closer to reality with the addition of degrees

of freedom. However, it is possible to administer these

degrees of freedom by using other curve like B-spline

or NURBS. From this perspective, our future works are

oriented with the ability to integrate semantic informa-

tion on the aircraft as pitch, roll, yaw. This would pro-

duce a curve even closer to the real movement.

Further, we would like to study and add a new GM_-

Primitive family in ISO 19107. For example, the extru-

sion surfaces are not currently referenced in the stan-

dard. These new surfaces would represent a tunnel or

envelope of uncertainty around an aircraft parametric

trajectory. We hope that this will be useful to realise in-

tersections between volumes and trajectory (buildings,

mountains, extrusion of country boarders). Our focus

will also be on the formulation of curves in spherical

or elliptical spaces rather than going through Euclidean

projections.

From the application perspective, the next steps will

also be integrating other standard interfaces enabling to

extend its application to other domains such as manage-

ment of marine data in real time with sensors addition

(SWE) or permit the planning of air transport with geo-

graphic data connection like WFS 16, WCS or WMS 17.
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ABSTRACT 
Real time license plate detection and recognition from CCTV videos is an active research problem. Most of the 

existing solutions are reasonably successful and efficiently fast but most of them are effective only in controlled 

environments where light intensity, illumination, orientation of plate do not vary much and image resolution is 

not too low. Two crucial image processing steps in an LPDR system are: (a) localization of license plates within 

an image and (b) recognition of license plate using an OCR system. The aim of this paper is to address the 

localization problem for low quality images. We use a novel, and robust framework to build a license plate 

detection system. Implemented system is intelligent enough to tackle varying environment conditions 

automatically with low hardware requirements and less complex algorithm. Experimental results on database 

collected under varying conditions demonstrate the robustness of the proposed approach. 

Keywords 
Automatic License plate Detection and Recognition (ALPDR), non-negative matrix factorization (NMF), 

Histogram of oriented gradient (HOG), Local Energy based Shaped Histogram (LESH) 

1. INTRODUCTION 
Automatic License plate detection and recognition 

(ALPDR) is one of the vital areas of research in 

computer vision and image processing over the past 

two decades. The demand of ALPDR System is 

increasing exponentially with the alarming increase in 

crime rates throughout the world. The objective of an 

ALPDR system is detection of license-plate-like 

regions in either still images or CCTV videos 

obtained through a road-side CCTV camera. The task 

becomes quite challenging when there is a wide 

variation in license plate shape, size and color. 

ALPDR can be put to use in various application areas 

including automatic highway toll collection, 

automatic parking control, traffic laws enforcement, 

border security, and crime prevention. 

 A number of techniques have been developed in the 

recent past for efficient detection of the license 

plates-like regions based on both still images and/or 

videos. A rank filter based approach is used by 

Martinsky [13] for the localization of license plate 

but the technique fails for skewed license plates. 

Most of the proposed works for ALPR systems [1, 6, 

7,8,9] apply edge based feature extraction techniques 

for the localization of license plates. However, most 

of techniques are applicable only under highly 

controlled environment and fail of offer reasonable 

detection accuracy for non-uniformly illuminated 

license plates. A license plate localization and 

recognition technique is developed using attributes of 

the plates and neural network [14], this technique 

gives good results for localization but poor results on 

recognition. Mean shift algorithm [16] is another 

technique used for localization of license plate; 

rectangularity attribute, edge density, and aspect ratio 

are used as feature in Mahalanobis distance based 

classifier for detecting the correct license plate 

among several candidates. This method is robust as 

long as the color of the license plate differs from the 

color of the body of the vehicle. In another approach 

[15] Hough transform for line detection is proposed 

on the assumption that the shape of license plate is 

determined by lines, but the approach also fails to 

give good results on skewed license plates. 

Mathematical morphology based method is another 

approach proposed by [18]. Parallelogram and 

Histogram based Vehicle License Plate Detection 

model is proposed by [10]. Apart from all these 

techniques many researchers prefer a hybrid detection 

algorithm, where license plate location method based 

on characteristics of license plate shape, character 

connection and projection [19]. Not much work has 

been done on the localization of license plates for the 
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fee provided that copies are not made or distributed for 

profit or commercial advantage and that copies bear this 

notice and the full citation on the first page. To copy 

otherwise, or republish, to post on servers or to 

redistribute to lists, requires prior specific permission 

and/or a fee. 
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regions (countries) where there is no standard for the 

size and aspect ratio of License plate like in south 

Asia. 

 In this paper a robust framework named non-

negative matrix factorization (NMF) [4] is proposed 

for the localization of license plates. This 

discriminative framework is based on part-based 

approach which is useful in reconstruction of novel 

areas (license plate like regions). NMF has been 

successfully used in the past in applications like; pose 

primitive based human action recognition [3], Eye 

detection [2], and Aging Estimation [17]. NMF is 

used for the first time in license plate detection in our 

work. It is equally applicable for extracting candidate 

(license-plate-like) regions in both images and videos 

with relatively good degree of accuracy. The 

framework can also be used in conjunction with a 

number of feature extraction algorithms. There is no 

standard database available online for testing and 

comparison of a newly developed algorithm with the 

other existing methods. We created our own database 

of car images for the current experiment. The license 

plates vary significantly in size, shape and relative 

location on vehicle. License plate detection results 

are compared with some known classifiers like 

nearest neighbor and Ada-boosting and results are 

comparably better.    

In subsequent sections key modules of the present 

work are described. 

2. FEATURE EXTRACTION 
Three different types of features extraction 

techniques are tested for robust visual object (License 

Plate) recognition on connected components found in 

an image. These feature extraction algorithms are 

very functional to locate interest points like corners, 

edges, and valleys in an image. Then feature vector of 

each detected candidate region is classified with the 

help of training data. 

First feature descriptor used for this purpose is the 

Local Energy based Shaped Histogram (LESH) [11], 

which is based on local energy model of feature 

perception (Koveri 2000) described as: 
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Gabor filtering is used to obtain the local energy of 

an image which gives stable response in terms of high 

energy on edge corners. This algorithm generates 8 

bins local histogram ‘h’ as: 

)(, bLEwh aba          (2)            

Where ‘b’ represents current bin, ‘L’ is the 

orientation label map, ‘E’ is the local energy 

extracted from equation 1, and ‘w’ represents 

Gaussian weighting function at required region ‘a’ 

(see equation 3). 

  

  

Figure 1. Examples demonstrating the connected 

components found in the images, where Red 

rectangular bounding box represents true 

localization of license plates. 

 
 

 

 

Figure 2. Examples demonstrating the false 

localization of candidates regions in the test 

images. 
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In order to keep the spatial information of the image, 

we extracted 8 bin histograms by taking into 

consideration local energy along 8 filter orientations 

on 16 image partition then these local histograms are 

concatenate together, which makes 128-dimentional 

feature vector containing all spatial information of a 

connected component found during candidate 

selection.  

Second descriptor used as an alternate of LESH is 

Histogram of oriented gradient (HOG) presented by 

[12], it is a well-known descriptor which use 

distribution vector of edge direction (gradient). It is 

useful for applications like License plate detection 

where edge orientation information helps for 

detecting an object shape and form in a well defined 

manner. In order to extract this feature descriptor, we 

divide the image (connected component) window into 

4×4 spatial regions, then computing 9-bin histogram 

of edge orientations (directions) for each region. In 

the end these 16 histograms are concatenate together 

to form a 144-Dimensional feature vector which 

contains edge direction information for entire image 

window. 

Third feature descriptor used is Scale Invariant 

feature Transform (SIFT) by [5]. These features are 

invariant to image scale and rotation and partially 

invariant to illumination change and 3D camera view 

point. This feature extraction approach is well 

localized in both frequency and spatial domain and 

highly distinctive. In this algorithm we have used 4×4 

array of histograms with 8 orientation bins in each. 

Therefore 128-Dimension feature vector is extracted 

for each image window. 

 

3. PROPOSED FRAMEWORK 
In the present work we have developed a new 

technique for the localization of license plates in 

captured images from surveillance cameras. This 

Proposed framework can be observed clearly from 

Figure 3. In the subsequent sections the key modules 

involve in the present framework has been discussed. 

3.1. Candidate Regions selection 
Standard connected component analysis algorithm is 

applied on the pre-processed images for the selection 

of suitable candidate (license plate like) region (s). 

This algorithm scans whole image by moving along 

the rows from left to right and group all the pixels 

into component having same property (binary values) 

see Figure 1. This framework is equally applicable on 

both gray scale and binary images. Geometrical 

constraints are applied in order to minimize the 

number of selected components found in an image. 

These constraints are based on prior knowledge of 

license plates sizes used locally and globally like 

width-to-height ratio of license plates, so applied 

constraint will only select candidates having ratio b/w 

1 to 4. Width and Height lengths of license plates are 

150×300 pixels and 40×100 pixels depending upon 

the resolution of the images taken. Prior knowledge 

tells that eccentricity of license plates like regions 

should be less than 0.8. These connected components 

are then used for training and testing in NMF based 

proposed detection framework. 

Preprocessing

Connected 

component 

Analysis

Block Filtering

Feature Extraction 

using 

LESH,HOG,SIFT

Classification 

using NMF

Stored Training 

Data

Gray Scale 

Image

 

Figure 3. Block Diagram of the Proposed 

Framework 

 

3.2. Classification using NMF 
Non-Negative Matrix Factorization (NMF) [4] is 

used for classification of License plate like regions in 

test images. Main problem in most data-analysis 

problems is to find an appropriate representation of 

data. A functional representation usually makes latent 

structure in the data explicitly and often reduces the 

dimensionality of data. Non-negative matrix 

factorization is a suitable method for finding such a 

representation. Non-negativity constraints make NMF 

additive (allowing no subtraction) in contrast to other 

linear representations like PCA and ICA and this 

algorithm can only be applied on a non-negative data 

set [feature vector ‘F’]. In our experiment three 

different types of feature descriptors are tested and all 

of them are non-negative. NMF is the part based 
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approach which makes it quantitatively better. 

Another useful property of NMF is the sparse 

representation of data; benefit of such representation 

is that it encodes much of data using few ‘Active’ 

components which makes encoding easy to interpret. 

e.g. when we are trying to learn useful features from a 

dataset of images, it might make sense that matrices 

should be sparse. In NMF a linear data representation 

is simply a factorization of descriptor vector ‘F’ 

written as BWF  , where ‘B’ is known as the basis 

vector and ‘W’ be a weight matrix and both are 

constrained to be non-negative, this factorization 

process is so powerful that we can approximately 

reconstruct descriptor vector ‘F’ again by multiplying 

‘B’ and ‘W’ this reconstruction power of NMF can be 

observed from Figure 5. NMF use standard 

multiplicative rule [4] for approximate 

factorization BWF  . 

In the training phase positive ( posWposB _,_ ) and 

negative ( negWnegB _,_ ) parameters vectors 

were extracted independent to each other, where 

parameter posB _  is the basis vector contains 

information of meaning-full parts of positive Samples 

(license plate). Initial data analysis stated that 80-100 

positive and negative training samples each are 

sufficient for getting desired detection results. During 

testing testW _
 

is computed from feature vector 

( testF _ ) of each connected component found in a 

test image by holding ‘B’ fixed (extracted during 

training phase) using inverse NMF technique based 

on standard iterative algorithm as described in 

equation 4.  

]__[ negBposBB      (4) 

Key aspect of this algorithm is the use of additive 

combinations of weights that’s why new coefficient 

vector testW _  composes of separate coefficients of 

positive and negative weights 

like ][_ test

neg

test

pos WWtestW  , so positive and 

negative appearances can be decoupled. License plate 

detection from ‘n’ number of connected components 

found in each image is based upon likelihood ratio, 

calculated by [3] as given in equation 5. 
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Here,
test

pos

new

pos WposBF *_  , 

test

neg

new

neg WnegB *_F  , and 
new

neg

new

posnew FFF   

respectively.  

From the repetition of experiment it is concluded that 

connected component which has likelihood ratio 

close to ‘1’ should have more probability to be a 

license plate, so adjusted threshold of likelihood ratio 

for this experiment is [0.9-1.1]. 

 

 
  

 

 
  

Figure4. Examples demonstrating training 

Samples,  

First Row: Positive Sample images (License 

plates),  

Second Row: Negative Sample Images (Non-

license plates) 

   

 

   

 

Figure 5. Examples demonstrating the power of   

reconstruction of NMF 

First Row: Original License plates 

Second Row: Reconstructed License plates 

4. EXPERIMENT AND RESULTS 
In order to show the efficiency of the algorithm 

dataset for the current experiment is collected from a 

major town in local area. Different surveillance 

cameras were installed at different locations like car 

parking, road crossing at different height places from 

the road surface. The complete image dataset 

comprises of more than 2000 frontal and a rear view 

of different types of vehicles under varies conditions 

of lighting, color, shadows, pollution levels and 

camera angles. Images were captured at a frame rate 

of 25fps and resolutions of the images are mostly 

low. We have used half of the captured images for 

training and half are used for testing in the current 

experiment which includes complete license plate like 

regions. Data set used for this experiment is also 

available online at (http://comvis.ciitlahore.edu.pk/ ).  

4.1. Training dataset generation for   

NMF Framework 
From a large number of images, we have in the 

dataset, rectangular license plate regions are extracted 

manually and stored separately. This way, a dataset of 

positive samples is created and all the images are 

marked as positive (+1). In the same way, random 
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sub-images of the size of license plate images are 

cropped from non-plate regions from the dataset and 

are labeled as negative (-1). The feature vector 

(LESH, HOG or SIFT) is computed for every image 

in both the classes and concatenated to form feature 

matrix ‘F’.  This Matrix is factorized into basis 

matrix ‘B’ and weight matrix ‘W’ using NMF. These 

training matrices are used for real time localization of 

license plates in testing phase. 

   

Original Image Image after median filtering Image after Histogram equalization

Original Image Image after median filtering Image after Histogram equalization

 

Figure 6. Representing the first phase of the 

algorithm, where standard pre-processing 

techniques are applied to increase image quality. 

First Column contains Original input images, 

Second Column contains images after removing 

salt & pepper noise, Third Column is representing 

image after contrast enhancement. 

 

4.2. License Plates Localization  
Test images are taken under varying environment 

conditions through multiple cameras over different 

day timings, so they include embedded salt and 

pepper noise and huge contrast variations.  

Firstly, standard pre-processing techniques are 

applied sequentially to alleviate or attenuate some of 

the artifacts mentioned earlier. Median filtering is 

applied on gray images to reduce “Salt and pepper” 

noise, it replaces gray value of a pixel by the median 

of the gray values of its neighbors for this purpose we 

have used default 3×3 neighborhood of a pixel. 

Contrast of images is enhanced by using histogram 

equalization technique. Results of pre-processing are 

shown in Figure 6. Although the exact location of 

license plate is unknown in this phase, this process 

locally balances the illumination in different parts of 

an image.  

Training set for the experiment which comprises of 

positive (license plates) and negative (non-license 

plates) image samples (100 each) see Figure 4. We 

have compared the performance of the proposed 

NMF based classifier against K-nearest neighbor 

(KNN) where K = 3, and Ada-boost (decision Stump 

as weak classifer) on the basis of Precision/Recall/F-

Score and Accuracies on both the training and test 

datasets (See Table 1). Although the processing time 

of NMF is more than the other two classifiers but 

there is significant improvement in terms of 

Precision, Accuracy and F1-Score. 

 

 
NO 

   

Descriptor 

 Precision rates/ classifier 

NMF KNN 
ADA-

boosting 

1  

 

 

LESH 

 

Precision 72% 57.1% 48.95% 

2 Recall 87% 92.1% 49.47% 

3 Accuracy 70.2% 61.5% 48.94% 

4 F1-Score 0.809 0.705 0.4920 

 

5 

Processing 

Time/ 

image 

 

0.8 sec 

 

0.7 sec 

 

0.55 sec 

1  

 

 

HOG 

Precision 68.3% 52.5% 54.8% 

2 Recall 76.3% 80.8% 56.3% 

3 Accuracy 70.5% 57.3% 57.6% 

4 F1-Score 0.721 0.681 0.555 

 

5 

Processing 

Time/ 

image 

 

0.7 sec 

 

0.6 sec 

 

0.42 sec 

1  

 

 

SIFT 

Precision 65.2% 50.2% 52.6% 

2 Recall 80.4% 82.4% 62.5% 

3 Accuracy 60.5% 56.8% 58.3% 

4 F1-Score 0.718 0.618 0.702 

 

5 

Processing 

Time/ 

image 

 

0.6 sec 

 

0.5 sec 

 

0.3 sec 

Table 1. Comparison of Precision rates of three 

different Classifiers for testing data 

5. CONCLUSION AND DISCUSSION 

NMF based car license plate detection algorithm is 

proposed and discussed in this paper. NMF is robust 

framework which is used for the first time as a 

classifier in license plate detection application 

precisely with high degree of accuracy. Our 

experimental results show that NMF can be a useful 

classifier used in ALPDR systems. Robustness of this 

method is verified by comparison with other known 

classifiers on a big mixed dataset taken by us under 

various conditions because there is no standard 

dataset available online for testing of such 

algorithms. Another advantage of this algorithm is the 

high precisions of detection boxes, so character 

recognition algorithm can be applied easily which is 

the next step of our work. There are some vital 

appealing aspects for future research like candidate 

selection procedure can be improved to increase 

detection rates also the processing time of present 
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research work can be reduced by implementation in 

C++ and open CV for real applications. 
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ABSTRACT
Human activity in video sequences may be viewed as a sampled trajectory on a low dimensional manifold embed-
ded in a high dimensional ambient space. Due to the unknown underlying manifold structure of the image frames,
we propose a novel framework to define a neighborhood for high dimensional data which, when acted upon by a
mapping operator, results in a subset in an a priorily well defined range space. We exploit the so-called correla-
tion filtering with a specifically selected output response to effectively approximate the data manifold by way of
encoding local neighborhoods on it. This helps us propose an unsupervised learning algorithm of human activity,
and demonstrate its performance in classifying and clustering of different activities taking place in observed video
sequences.

Keywords
Manifold learning, Human activity, Correlation filter

1 INTRODUCTION
Video-based human activity analysis plays an im-
portant role in video content analysis such as video
surveillance and video indexing. Its inherent complex-
ity is due to the high dimensionality and nonlinearity
of the associated feature space. Using the low di-
mensionality which is intrinsic to the human activity
dynamics, numerous manifold learning techniques
have been proposed [AWAR11] [BR07] [SKN12]. By
reducing the dimension of the feature space, one can
reduce the impact of ’the curse of dimensionality’,
and thereby potentially improve the human activity
classification performance [BNS06]. The raw data on
its own, is, however, insufficient to reflect the necessary
information for characterizing the underlying manifold
structure (or associated tangent space) of the frame
sequences in various human activities. This problem
was overcome by shape-based methods [SKN12] as
well as in [GBS+07] by exploiting the well defined
shape manifold of the silhouette contours in images
of video sequences. These unfortunately, exhibit
limitations when the targets (human images in the

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

frames) undergo a topological change, or when there is
more than one target in a scenario to be analyzed.

The key idea underlying manifold learning is the
assumed ability to faithfully encode its essential
local information . This local information is, in turn,
determined by the k-nearest neighbor technique. It
is thus critical to find a robust way to identify the
neighborhood for each data sample (i.e. frame). In this
paper, we choose to define a neighborhood in a high
dimensional space by way of a sequence of correlation
operators defined on the manifold. The manifold
structure is thus now encoded in the operator sequences
which act on the corresponding neighborhoods. We
also exploit the correlation filters [BB10] to develop an
unsupervised learning algorithm for capturing human
activity characteristics under the proposed framework,
and to thereby demonstrate its learning capacity by
interpolation and activity transition detection. The
clustering and classification potentials of the algorithm
are in addition illustrated, and their performance
demonstrated.

The remainder of this paper is organized as fol-
lows, in Section 2, we describe the mathematical
formulation of the local information encoding by
way of an associated operator sequence on the un-
derlying data manifold of interest. In Section 3, we
introduce the detailed algorithms used in analyzing
the human activity video sequences of interest. In
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Section 4, we substantiate our development by running
clustering and classification experiments on real data,
and demonstrate the performance of our proposed
method. In Section 5, we conclude with some remarks
and with a brief discussion of future research directions.

2 CLUSTERING OPERATORS ON
MANIFOLD

It is a clear fact in human activity analysis or in general
video sequence analysis, that we neither have the
explicit form of the underlying manifold of the im-
ages/frames, nor do we have the ability to approximate
the tangent space of this manifold. Many learning
techniques have explored underlying structures of
manifolds by tangent space estimation, which in turn is
approximated by neighborhood points determined by
k-nearest neighbors [Row00] [Don03] [BN01]. How-
ever, distance measures become very sensitive with
the increase of dimensionality, and the proportional
difference between a farthest point and a nearest point
vanishes, making the k-nearest neighbor approach
unreliable [HK00] [HK10]. In addition, sample points
(in our case our video frames) are not necessarily
uniformly distributed in ambient space making the
tangent space estimation even more challenging, and
learning the manifold more elusive.

When considering human activity, we may, how-
ever, assume a low dimensional structure for a given
video sequence, or as a time sequence of sample points
in high dimension, which may in turn be viewed as
a trajectory curve on a lower dimensional manifold
embedded in high dimensional space.

As discussed in the next sections, we take advan-
tage of mapping operators to more precisely define
sequential neighbors in a high dimensional space.

2.1 Bounded operators on a manifold
Building on [Yao98] [RV07], we proceed to determine
"neighboring frames" by way of mapping operators
applied to data to achieve a predefined desired output.

To be precise, the following definition of neigh-
bors is in order,

Definition 1 Consider a given continuous mapping
T : U 7→ V ⊂ Rn, U is a subset of a data mani-
fold M which is embedded in Rn. Given σ > 0. A
σ -neighborhood of x0 is a subset N ⊂ U, ∀x ∈ N
satisfying ‖T x0−T x‖ ≤ σ .

When searching for neighbors of x1,‖T x1−T x2‖
may also be interpreted as h : U 7→ R+,h(x) =

‖T x1−T x‖ ,x is a neighbor of x1 if and only if
h(x) ≤ σ . From the theory of bounded operators
[Kre78], we may alternatively provide a more general
scope by the following,

Definition 2 Consider h : U 7→ V a continuous
mapping on U , x is a W-neighbor of y under h, if
h(x) ∈ W,h(y) ∈ W,W ⊂ V , S = h−1(W ) ⊂ U is the
W-neighborhood under h.

The complexity and the nonlinearity of a human activ-
ity require that an operator sequence h̃ = {h1, . . . ,hq}
be applied to cover all the degrees of freedom intrinsic
to high dimensional video sequences. Each operator hi
in the sequence h̃ defines a neighborhood Si, which can
be seen as an approximation of a tangent space of the
data manifold. The set of S = {Si} covers the whole
high dimensional space of video sequences of a given
human activity. Practically, this is also a way to over-
come the difficulties of k-nearest neighbor estimation,
and to encode local information of a manifold simulta-
neously, as noted earlier in Section 2. This is a more
general and flexible depiction/representation of a local
open set on a manifold than that of a local tangent space
often used in manifold learning algorithms. To sum up
the idea above, we may succinctly state the following,

Definition 3 Consider a curve X : [0,1] 7→ U ⊂ Rn,
given a set of operators h̃ = {h1, . . . ,hq},hi : U 7→ V ,
X is said to be covered by a W-neighborhood under h̃,
if ∀t ∈ [0,1],∃i ∈ {1, . . . ,q},hi(X (t)) ∈W,W ⊂V .

2.2 Representative Operators of a High
Dimensional Image Space

To exploit the framework in Section 2.1 in addressing a
video sequence modeling, we need to construct an op-
erator set associated to video sequences in the class of
human activities of interest. An important property of
any resulting operator, is that it must be least sensitive
to noise commonly encountered in measured images.
Instead of vectorizing each image in Rn, and encod-
ing the local information by selecting k-nearest neigh-
bors in the metric space Rn, as is commonly practiced
in manifold learning techniques [Row00] [Law05], we
choose to radically depart from this idea. This is pri-
marily due to the high sensitivity of Euclidean distance
in Rn to common noise terms in image processing (i.e.
White noise), and to the limitation brought on by "the
curse of dimensionality" [HK00] [HK10]. Inspired by
the successful application of filters in image process-
ing [BB10], we proceed to choose our fore-described
mapping operators from the class of 2-dimensional con-
volution kernels: hi(x) = hi ∗ x. In contrast to the
distance-based low dimensional subspace representa-
tion of vectorized frames, the inherent relations among
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Figure 1: Similar frames may not close to each other
in Euclidean metrics. The Trained Operators can map
similar frames close to each other in the range space

video frames will be preserved in the neighborhood un-
der the mappings, and the noise largely filtered out.

To more clearly define the data neighborhood, we pro-
ceed to define the covering of X(t) (frame/video se-
quence) by an operator sequence,

Definition 4 h : U 7→ V is a convolution operator on
U ⊂ Rn, then x is a neighbor of y if h ∗ f ∈W,h ∗ y ∈
W,W ⊂U.1

Definition 5 X : [0,1] 7→ U ⊂ Rn, is covered by h =
{h1, . . . ,hq},hi :U 7→V if ∀t ∈ [0,1],∃i∈{1, . . . ,q},hi∗
X (t) ∈W,W ⊂V .

3 CONVOLUTIONAL OPERATOR SE-
QUENCE CONSTRUCTION

Convolutional kernels have been successfully used
in video analysis for correlation filter-based track-
ing [BB10]. Trained correlation filters can robustly
track targets in a video sequence. It is a special case of
the filters in Definition 5 since one filter is sufficient
to learn from the data sequence, and to track the target
with small perturbation. In human activity analysis, a
target may dramatically change because of articulation
deformation. This is hence tantamount to saying that
a set of operators will be required to capture all the
potential information embedded in a video sequence.
Building on MOSSE filters [BB10], the training of op-
erators is carried out on the basis of a sample point set
of a high dimensional curve X per Definition 5. For
clarity as well as computational efficiency, we discuss
all implementational issues in the Fourier domain. Let
F = F ( f ) denote the 2D Fourier transform of a given
image frame, and H = F (h) that of the h. In that light,
and given a data set Fi, the optimal filter H∗ is obtained
by

min
H∗

∑
i
|Fi

⊙
H∗−Gi|, (1)

where Gi = F (gi) denotes the Fourier transform of the
ideally desired output gi, a spatial (2D) gaussian signal,

1 x and y are samples/frames of a sequence.

and
⊙

denotes a Schur product (i.e. an element-wise
multiplication).

As shown in [BB10], the optimal solution of Eq.( 1) is

H∗ =
∑i Gi

⊙
Fi

∑i Fi
⊙

F∗i
. (2)

3.1 Neighborhoods Information Encod-
ing

As noted earlier, the operator sequence with their asso-
ciated neighborhood encode the information of the data
manifold, and hence implicity describe a corresponding
manifold of operators which captures and reflects the
information of the initial data (video sequence). It is
hence important that the defined neighborhood be pre-
served following the mapping (i.e. close points in the
initial manifold space should remain close in the range
space upon mapping) and be robust to noise. To this
end, we also adopt a Peak-Sidelobe Ratio (PSR) as the
optimization criterion of choice [BB10],

PSR =
gmax−µs

σs
, (3)

where gmax is the maximum value of the response; µs
and σs respectively are the peak value and variance of a
sidelobe.

Given gi = fi ∗h, fi is the input data and h is the opera-
tor, then PSR is a function defined on the output image
domain, PSR(gi) ∈ R+.

More specifically, neighbors of a given frame under a
correlation filter operator is defined as,

Definition 6 For x,y ∈U , h is a operator on U ⊂ Rn,
y is called a neighbor of x if h∗x∈W and h∗y∈W,W ⊂
U. Furthermore, h∗ x ∈W ⇔ PSR(h∗ x)> η > 0

3.2 Learning an Operator Kernel Se-
quence from Data

As discussed above, we propose a specific algorithm to
automatically explore the structure of the data manifold
by way of a sequence of kernel convolutional operators
whose manifold is more easily characterized. The
cardinality of the set of operators being unknown a
priori, we first randomly pick a frame fi from the
available data set. We subsequently select all points of
the neighborhood of an fi-trained operator to further
train the operator H j. Excluding all data points from
the neighborhood under H j, we pick the farthest point
in the data set from S, to iteratively determine the next
operator and until all data in the training set is covered
by the operator sequence H = {Hi}.

The algorithm to construct an operator sequence
is described below.

WSCG 2012 Communication Proceedings 343 http://www.wscg.eu 



• Given image sequences { fi} as a training set T

• Randomly pick one frame f from the training set T

• While T is not an empty set

1. Train operator H from frame f . Find all frames
fHi which belong to SH (The neighborhood under
H)

2. Train operator Ĥ from SH . Find all frames fĤi

which belong to SĤ (The neighborhood under Ĥ)

3. Define T as the complement of T with respect to
SĤ , T = T −SĤ

4. Define fi to be the ’farthest’ point to SĤ in T :

fi = arg min
f j∈T

PSR(h( f j))

4 VALIDATION AND EXPERIMENTS

We next carry out a series of experiments to demon-
strate the performance of our algorithms for human
activity analysis. We use the database in [GBS+07],
which includes 9 different people performing 9 differ-
ent activities individually, such as jumping, running and
walking, etc. The relatively low resolution video clips
with a naive foreground extraction, provide a good ap-
proximation to the noisy and imperfect environment of
video surveillance. And since the textural information
for each person does not impact the activity itself, we
exclude the textures, and only use distance maps for
each frame.

4.1 Interpolation and Segmentation

With an operator set h = {hi} and video frames
f = { f j}, each f j has a index i j from its corresponding
operator hi j . The sequence of indices demonstrates the
stages of a video sequence. Fig. 2 gives an example of
the segmentation of a video sequence.

With the information of the operator sequence,
we can interpolate between two frames, as shown in
Fig. 3 and Fig. 4. Note that if data on the manifold
as defined by our operator sequence is used, the
interpolation should then successfully recover the true
activity frame.

4.2 Activity change detection

Activity change will influence the response of opera-
tor sequences. Since the operator set is specifically de-
signed to cover all variations in each activity, the re-
duced response always means the variation of activity,
as shown in Fig. 5

Figure 2: Segmentation of human activity based on
neighborhood under each operator. The number on
each frame represents the index of the associated op-
erator

Figure 3: Human ac-
tivity sequences (bend-
ing) interpolation. (b)
The interpolated gesture
between left and right
frames

Figure 4: Human ac-
tivity sequences (run-
ning) interpolation. (b)
The interpolated gesture
between left and right
frames

Figure 5: The response of the operator set is severely
decreased with activity transition. x axis represents
frame number and y axis represents PSR value

4.3 Activity Clustering
Similarity between two sequences f i = { f i

k} and f j =

{ f j
k } is defined as

Ai j = (
Ni j

Nii
+

Ni j

N j j
)/2 (4)

Ni j = Cardinality of S j
⋂

f i. S j is the neighborhood of
f j under their own operator set. Notice that here no fur-
ther registration or alignment is needed for this metric.

In this experiment we applied a regular spectral
clustering algorithm [NJW01] on the similarity ma-
trix(Fig. 6)of all 81 video sequences. With 7 out of

WSCG 2012 Communication Proceedings 344 http://www.wscg.eu 



Figure 6: Similarity matrix of 9 classes of human activ-
ities, 9 realizations for each activity. 1 means the given
two sequences are similar to each other and 0 vice versa

81 misclassified, 91.36% sequences are correctly clus-
tered. The success of clustering here demonstrates that
the similarity measure reflects the intrinsic closeness of
different human activity sequences.

4.4 Activity Classification
We separate the database into a training set and a
test set by randomly selecting 4 sequences from each
activity and let the remaining 5 sequences of each
activity as a test set. For an input sequence, each
operator set Hi will convolve the signal and we can
have a set of sequences of PSR value. We calculate
the maximum PSR at each frame for each operator set,
and use them as similarity features between input and
the corresponding class. The input sequence is then as-
signed to the class of operator with maximum median,
such as Id of Input = Id of maxmedian(PSR(g))

In spite of selecting relatively a small training set,
the rank-1 recognition rate is 90.06%, with 31
misclassified in 315 tests.

5 CONCLUSION
In this paper, we present a novel framework of manifold
learning by using operators on a manifold and propose
an unsupervised learning algorithm to represent human
activity sequences with a small number of operators.
By using the set of operators for each human activ-
ity, we demonstrate the high performance for clustering
and classification. Combined with successfully interpo-
lating frames among sequences, the experiments show
that the feature extracting by an operator set construc-
tion is fast, accurate and robust. Furthermore, from the
experimental results, a high dimensional neighborhood
in our framework is more robust compare to Euclidean
distance, and shows potential to overcome the curse of
dimensionality.
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ABSTRACT
Paintings are made up of materials that can suffer damage with the passage of time. To protect them over a
long period, they are coated with a protecting covering of varnish layer. The varnish layer over paintings is
affected by atmospheric conditions, fluctuations in temperatures, humidity and sunlight. Over a period of time, the
transparency of the varnish becomes clouded and discolored, often resulting in a picture being viewed as if through
an amber or even brown or black filter. We analyze the effect of varnish layer on the visual appearance of old
paintings and provide the correlation of degradation with the quantitative measures such as entropy and standard
deviation of the points cluster of the image in the color space. We further develop a method of color restoration
by appropriately transforming the color space. We provide both an interactive method and an automated example-
based method. In addition to the color degradation, cracks which appear apparently on the surface, are also caused
by the aging process. As a result of cracks and color degradation, paintings may lose their aesthetic and historical
values. In this paper, we also integrate crack detection with color restoration.

Keywords
color restoration, crack detection, crack filling, inpainting, crack restoration.

1 INTRODUCTION
Digital image processing techniques are widely used in
all scientific fields. Image processing techniques are
recently being applied to analyze, preserve and restore
artwork. Art work restoration is a very demanding field
which requires considerable expertise. As the years roll
by, a number of defects appear in paintings like the
development of cracks, scratches, discoloration of the
varnish layer, accumulation of dust, dirt, smoke on the
surface of the painting, loss of paint, etc. Hence, the
restoration of such old degraded paintings include sta-
bilization, surface cleaning, the removal of discolored
varnish, the repair of tears and punctures, filling areas
of paint loss, and expert retouching. Digital processing
on the old paintings is analogous to this manual, chem-
ical cleaning of old paintings. Hence, art conservators
and restorators can be helped using such digital image
processing techniques.

In this paper, we present an approach for restoration
of digital paintings inspired by the manual process for
cleaning and color restoration of old paintings which
may have undergone a degradation in their visual ap-

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

pearance due to the accumulation of dirt, smoke and
oxidation of the varnish layer (in oil paintings) etc.
The paper is organized as follows. In section 2, some
of the vital previous research carried out in this field is
discussed along with our contribution. Section 3 analy-
ses the effect of the varnish layer on the color space of
old paintings. Section 4 describes the similarity metric
chosen to assess the quality of results and the procedure
adopted to quantitatively compare the results. Section
5 describes the role and purpose of user intervention in
the process of digital color restoration. In section 6, we
present another approach for digital color restoration of
old paintings based on example clean paintings. Sec-
tion 7 presents some of the results followed by section
8 which concludes our work.

2 RELATED WORK
Pappas & Pitas [PP00] report a pioneering work on
digital color restoration of old paintings. They men-
tion five approaches for cleaning an image. In each
of these, they try to derive a color transformation f
such that s = f (x) using cleaned samples (denoted by
s) and old samples (denoted by x) of the painting. Lin-
ear Approximation and White Point transformation ap-
proaches yield promising results as compared to other
three approaches. Palomero & Soriano [PS11] propose
a method which uses a neural network to learn the trans-
formation from dirty to clean segments of a painting
image. Gasparini and Schettini [GS03] suggest an algo-
rithm which is structured in two main parts: a cast de-
tector and a cast remover. An acquired image may have
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a cast which is an undesirable shift in the entire color
range. Reinhard et al. [RA01] use a simple statistical
analysis to impose one image’s color characteristics on
another. They achieve color correction by choosing an
appropriate source image and apply its characteristic to
another image.

Giakoumis & Pitas [GP98] propose a method for digital
restoration of cracks in old paintings. The technique
consists of the following steps:

• Detection of cracks using the top hat transformation.

• Separation of brush strokes which have been
misidentified as cracks.

• Crack filling procedure using seed growing ap-
proach.

Separation of brush strokes is achieved by classification
using Minimal Radial Basis Function (MRBF) neural
network. Therefore, a huge number of samples of
cracks and brush strokes are required for the learning
stage. The Minimal Radial Basis Function (MRBF)
neural network [ZV09], after its training phase, be-
comes capable of deciding whether the pixel area in
the original image belongs to a brush stroke or a crack.
Crack filling is performed using the Bertalmio et al.’s
inpainting [BS00] and Exemplar based inpainting
technique [CP04].

Contribution: In this paper, we analyze the role of ox-
idized varnish layers on the color space of old paint-
ings and on their appearance. We also propose an ap-
proach for digital color restoration without performing
any chemical treatment on the surface of the painting.
We provide an interactive method to modify the color
space, represented as point clusters of RGB. Further,
we introduce an example-based technique to automat-
ically transform the RGB space of the given degraded
image in accordance to an example image. We provide
a quantitative measure of KL-divergence (relative en-
tropy) to support the results.

3 ANALYSIS OF VARNISH LAYER
The varnish layer protects the painting from abrasion
and pollution in the atmosphere. It also brings out the
colors to the brilliance they had when applied while it is
still transparent, but over a period of time, due to oxida-
tion and deposition of dirt and smoke, the varnish layer
becomes opaque, resulting in a picture being viewed as
if through an amber or even brown or black filter.

In Figure 1 we can observe that, overlapping area has
dull and amber look as compared to other region of the
painting. On experimenting with a number of paint-
ings, it has been observed that due to the dirty varnish
layer, the standard deviation and entropy of the image

Figure 1: Effect of dirty varnish layer

decreases. Tables 1, 2 & 3 exhibit the comparison of the
results of standard deviation and entropy of a number of
chemically cleaned and old paintings.

They represent the point cluster of old and chemically
cleaned paintings in RGB color space. It is observed
that due to the effect of oxidized varnish layer the mean
color (R̄, Ḡ and B̄) changes and subsequently results in
shifting the origin of the point cluster of the paintings.

It is also observed that the point cluster volume of the
old painting also decreased (due to decrease in the stan-
dard deviation). Further, due to decreased point clus-
ter volume, only limited range of colors is available to
represent the image giving it an amber coloration and
hiding the vibrant colors beneath.

Poor contrast images have a dull look due to the low
range of gray levels available for the image and we
can improve their appearance by increasing the range
of gray levels (histogram stretching). We observe that
transformations such as scaling, translation and rota-
tion must have been applied on the point cluster of old
painting to obtain the point cluster of the chemically
cleaned painting. The point clusters could be obtained
in either RGB or Lαβ color space. Thus, we utilize
this concept of applying the various transformations on
the given point cluster of the old painting and observe
its corresponding effect on the painting. Now, in the
next section, we show user intervention in specifying
the various parameters for scaling and translation and
obtain a satisfactorily clean image based on the visual
perception.

4 SIMILARITY METRIC
Many image quality assessment(QA) algorithms exist
in the literature whose goal is to automatically assess
the quality of images in a perceptually consistent man-
ner. These image QA algorithms [SB05, SB06, ZJ06,
WS05, WL11, MS01] interpret image quality as fidelity
or similarity with a ‘reference’ or a ‘perfect’ image.
Wang and Simoncelli [WS05] predict the visual qual-
ity of distorted images using only the partial informa-
tion about the reference images. They propose QA
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Image Point cluster Red
Mean

Red
Std.
Dev.

Red
En-
tropy

Green
Mean

Green
Std.
Dev.

Green
En-
tropy

Blue
Mean

Blue
Std.
Dev.

Blue
En-
tropy

184.6 20.8 6.032 182.2 19.5 5.825 144 22.7 5.983

155.9 54.1 7.386 158.2 54.3 7.287 158.0 66.3 7.278

Table 1: Statistics of a pair of degraded and clean paintings

Image Point cluster Red
Mean

Red
Std.
Dev.

Red
En-
tropy

Green
Mean

Green
Std.
Dev.

Green
En-
tropy

Blue
Mean

Blue
Std.
Dev.

Blue
En-
tropy

44.2 13.2 4.818 48.4 15.4 5.424 40.1 13.5 5.095

21.1 16.8 5.136 27.2 19.5 5.754 23.6 17.1 5.423

Table 2: Statistics of a pair of degraded and clean paintings

method in the wavelet transform domain. They use the
Kullback-Leibler(KL) distance [S07, CT91] between
the marginal probability distributions of wavelet coef-
ficients of the reference and distorted images as a mea-
sure of image distortion. We use KL-divergence values
to find out the relative entropy between two color dis-
tributions. In order to assess if the new sample paint-
ing has similar color distribution to the old panting,
we first perform eigen-space transformation followed
by KL-divergence calculation. The Kullback-Leibler
divergence (also information divergence, relative en-
tropy) is a non-symmetric measure of the difference be-
tween two probability distributions P and Q. KL mea-
sures the expected number of extra bits required to code
samples from P when using a code based on Q, rather
than using a code based on P. Typically P represents the
“true” distribution of data, observations. The measure
Q typically represents an approximation of P.

DKL(P||Q) = ∑
i

P(i) ln
P(i)
Q(i)

In our approach, we calculate the mean of pixel data
along the three axes and compute the covariance matri-
ces between the three components in the color space
for both the given old and sample painting. Then,
we decompose the covariance matrix using SVD algo-
rithm and obtain the rotation and scaling matrices. Cor-
responding eigenvalues and eigenvectors are obtained
from the covariance matrix. The point clusters of the
image is translated to the origin by subtracting the mean
obtained along the three reference axes. Eigenvectors
are aligned with the reference axis by applying the ro-
tation matrix on all the pixels of the image. Hence, the
eigen-vectors of both the old and sample painting are
now, aligned with the standard R, G and B axes. Now,
we find the KL-divergence values between these trans-
formed distributions. Low values of KL-divergence jus-
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Image Point cluster Red
Mean

Red
Std.
Dev.

Red
En-
tropy

Green
Mean

Green
Std.
Dev.

Green
En-
tropy

Blue
Mean

Blue
Std.
Dev.

Blue
En-
tropy

156.8 40.5 7.332 132.9 38.5 7.281 112.7 34.2 7.105

156.6 45.8 7.505 138.2 48.5 7.604 126.9 51.5 7.633

Table 3: Statistics of a pair of degraded and clean paintings

Image Red
En-
tropy

Green
En-
tropy

Blue
En-
tropy

KL-
divergence

5.136 5.754 5.423 0.43

5.274 5.812 5.438 0.48

Table 4: Statistics of a pair of manually cleaned and
restored paintings

tify the visual similarity of the distributions. Table 4 ex-
hibits the comparison of the values of entropy and KL-
divergence of manually cleaned painting and restored
painting.

5 USER INTERVENTION IN DIGITAL
COLOR RESTORATION

In this section, we incorporate the user interaction in
our system. In this way, the user can interactively al-
ter the distribution of the image (point cluster formed
by all the pixels of the image in the Red, Green and

Blue dimensions) by performing the various operations
of rotation, scaling or translation. We use the follow-
ing approach: we compute the mean for the old image
in RGB space. We subtract the mean from all the data
points as a result of which, the entire point cluster shifts
to the origin. Then, user can scale the data points in all
the three dimensions based on his visual perception of
the corresponding impact on the painting. Next, we add
the averages that we previously subtracted. Hence, the
point cluster has now again been shifted to the original
mean.

Figure 2 illustrates the above mentioned technique.
Figure 2(a) and Figure 2(b) represent the old painting
along with its corresponding point cluster. In Figure
2(d), scaling factors are scaled by 1.11 in the Blue
dimension, 1.04 in the Green dimension and 1.07 in the
Red dimension, Figure 2(c) shows the corresponding
effect on the image. Similarly, in Figure 2(e), scaling
in the Red dimension is done by a factor of 1.12.
In Figure 2(g), further scaling factor of 1.10 in the
Green dimension is applied. In Figure 2(i), the Blue
dimension is scaled by 1.14. Further, the values in the
R, G and B dimensions are normalized in the interval
[0:1]. Figure 2(k) is the painting with satisfactory
cleaning and Figure 2(j) is its corresponding point
cluster. In supplement material, we have included more
such examples. Basically, we increase the range of
gray levels by performing scaling and translation. In
the same way, we try to stretch the range of colors by
matching the color spaces of the two paintings to give
it a cleaned appearance.
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(a) Original painting (b) Point cluster of (a)

(c) (d)

(e) (f)

(g) (h)

(i) (j)

(k) (l) Point cluster of (k)

Figure 2: Paintings and their corresponding point clus-
ter obtained after interactively tweaking the scaling fac-
tors in the three R,G,B dimensions.

6 EXAMPLE-BASED DIGITAL
COLOR RESTORATION APPROACH

In this section, we present how to match the color space
of two paintings to give clean appearance to the old
painting using a statistics based method [XM06].

First, calculate the mean of pixel data along all
three axes R, G and B for both the old and sample

cleaned painting, denoted as (R̄old, Ḡold, B̄old) and
(R̄clean, B̄clean, Ḡclean) respectively.

Then calculate the covariance matrices for both the
paintings Covold and Covclean

Cov =

cov(R,R) cov(R,G) cov(R,B)
cov(R,G) cov(G,G) cov(G,B)
cov(R,B) cov(G,B) cov(B,B)


Now, decompose the covariance matrix using singular
value decomposition to get U and S which are required
to derive rotation & scaling matrices.

Cov =U ∗S∗V T

where U and V are unitary matrices and are composed
of eigenvectors of covariance matrix, S is a diagonal
matrix of eigenvalues of Cov. S = diag(λ R,λ G,λ B)

Translation matrices

T old =


1 0 0 R̄old
0 1 0 Ḡold
0 0 1 B̄old
0 0 0 0


T clean =


1 0 0 R̄clean
0 1 0 Ḡclean
0 0 1 B̄clean
0 0 0 0


Rotation matrices

Rold =Uold,Rclean =U−1
clean

Scaling matrices

Sold =


λ R

old 0 0 0
0 λ G

old 0 0
0 0 λ B

old 0
0 0 0 1



Sclean =


sR

clean 0 0 0
0 sG

clean 0 0
0 0 sB

clean 0
0 0 0 1


where sR

clean = 1/
√

λ R
clean, sG

clean = 1/
√

λ G
clean,

sB
clean = 1/

√
λ B

clean

The final transformation will have the following form:

I = Tclean.Rclean.Sclean.Sold .Rold .Told .Iold

where I = (R,G,B,1)T and Itgt = (Rtgt ,Gtgt ,Btgt ,1)T

denote the homogeneous coordinates of pixel points for
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the result and old paintings respectively. This transfor-
mation is applied to each pixel of the old painting.
We generate the results in lαβ color space as well.
lαβ color space [RC98] minimizes correlation between
channels for many natural scenes. This space is based
on data-driven human perception research that assumes
the human visual system is ideally suited for process-
ing natural scenes. There is little correlation between
the axes in lαβ space, which lets us apply different
operations in different color channels with some confi-
dence that undesirable cross-channel artifacts won’t oc-
cur. Additionally, this color space is logarithmic, which
means to a first approximation that uniform changes in
channel intensity tend to be equally detectable. We fol-
low the following approach: the old painting is con-
verted from RGB to lαβ space. Then, we compute the
mean and standard deviation for both the old and sam-
ple clean painting in lαβ space. We subtract the mean
from the data points:

l∗ = l−〈l〉
α∗ = α−〈α〉
β ∗ = β −〈β 〉

Then, we scale the data points comprising the old image
by factors determined by the respective standard devia-
tions:

l′ = σ l
t

σ l
s
l∗

α ′ = σα
t

σα
s

α∗

β ′ =
σ

β

t

σ
β
s

β ∗

where σ l
t ,σ

α
t and σ

β

t are the standard deviations for
the sample clean painting in l,α,β dimensions respec-
tively, and σ l

s ,σ
α
s and σ

β
s are the standard deviations

for the old painting in l,α,β dimensions respectively.
After this transformation, the resulting data points have
standard deviations that conform to the sample clean
painting. Next, instead of adding the averages that we
previously subtracted, we add the averages computed
for the sample clean painting. Finally, we convert the
result back to RGB color space.
As discussed earlier, for changing the appearance of
an old painting to a cleaned one, we have to match its
color point’s cluster to another sample cleaned painting,
which has the similar color distribution as the old paint-
ing. All in all, these transformations simulate morphing
an ellipsoid to fit another one. The center coordinates
of an ellipsoid is the mean, and the eigenvectors and
eigenvalues of the covariance matrix indicate the direc-
tions and length of the three axes of the ellipsoid. In or-
der to assess if the new sample painting has the similar
color distribution as the old panting, we perform eigen-
space transformation followed by KL-divergence. Ta-
ble 5 lists the KL-divergence values between the his-
tograms plotted in the 3 dimensions (red, green, blue)

Channels Fig3(c)(KL-
divergence

Fig3(g)(KL-
divergence)

Fig3(k)(KL-
divergence

Red channel 0.57 0.41 0.31

Green channel 1.43 0.52 0.74

Blue channel 1.51 1.87 0.36

Table 5: KL-divergence values for the old painting and
the chosen sample paintings for Fig 3

Channels Fig4(b)(KL-divergence) Fig4(d)(KL-divergence)

Red channel 0.43 0.48

Green channel 1.90 1.91

Blue channel 0.37 0.94

Table 6: KL-divergence values for the manually
cleaned painting and the restored painting with refer-
ence to old painting for Fig 4

Channels Fig5(b)(KL-divergence) Fig5(d)(KL-divergence)

Red channel 0.18 0.38

Green channel 0.15 0.62

Blue channel 0.50 0.81

Table 7: KL-divergence values for the manually
cleaned painting and the restored painting with refer-
ence to old painting for Fig 5

Channels Fig7(b)(KL-divergence) Fig7(d)(KL-divergence)

Red channel 0.17 0.08

Green channel 0.24 0.21

Blue channel 0.28 0.13

Table 8: KL-divergence values for the manually
cleaned and the restored painting with respect to the old
painting for Fig 7

for the transformed old painting and the sample paint-
ing. Values are obtained for the two test cases. The
relative entropy between the old and sample paintings
is quite low, this observation justifies the visual similar-
ity of the color distribution of the sample and the old
painting.
Figure 3 demonstrates the use of different sample paint-
ings to restore an old painting. A different kind of look
and feel is imposed on the old painting depending upon
the sample painting chosen. In Figures 4, 5 & 7, an
old painting is cleaned using an example clean painting
having similar color distribution as that of the old paint-
ing. Figure 6 shows a painting partially cleaned using
chemicals. The remaining old part is cleaned using the
sample painting taken from the cleaned part of the old
painting itself for color restoration. The result is shown
in (c) which is comparable to the chemically cleaned
part. Again, for the purpose of numerical analysis, we
adopt the same technique of eigen-space transformation
followed by KL-divergence as described above. Tables
6, 7 & 8 lists the KL-divergence values between the his-
tograms plotted in the 3 dimensions (red, green, blue)
for the manually cleaned painting and restored painting
with reference to the old painting. Since, the values for
the example1 painting is the minimum, it supports that
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its color distribution would correspond most closely to
the candidate painting. Thus, it is chosen for the clean-
ing of the old painting.

7 RESULTS
In order to assess the quality of the color restored
images, we apply the above mentioned technique for
color restoration on 25 old and oxidized paintings.
Evaluation is done by comparing the restoration results
with the chemically cleaned paintings. The technique
generates comparable results to chemically cleaned
paintings depending upon the similarity in color
distribution of old and sample cleaned painting. We
compare the results generated by our algorithm with
the ground truth (chemically cleaned images). Based
on the similarity between the color distributions of
the ground truth and the chemically cleaned paintings,
we infer that our results are visually comparable with
the ground truth. We have also incorporated crack
restoration. Several efforts have been made in this field
of crack restoration [SS10, PS11, GW08, GP98, BS00,
OB01, T04, CP04, BB00]. The crack restoration tech-
nique consists of the following stages: crack detection
and crack filling. Cracks can be detected using various
techniques such as top-hat transformation (morpho-
logical filter) [SS10], [PS11], thresholding operation
or techniques involving user-intervention [GW08].
Cracks can be filled using anisotropic diffusion [GP98],
Bertalmio et al’s inpainting technique [BS00], Oliveira
et al’s technique [OB01], Fast Marching Method
(FMM) [T04], Exemplar based approach [CP04], Barni
et al’s crack filling technique[BB00]. We integrate
crack detection with color restoration. Figure 8
depicts the original painting which requires both color
restoration and crack filling. Initially, the colors of
the painting are restored using the above mentioned
example-based color restoration approach followed by
crack filling using exemplar-based inpainting. Crack
restoration results are depicted in Figures 9 & 10.
In our approach, cracks are detected using top-hat
transformation (disk as a structuring element) and a
mask is created. Then, the cracks are filled using
exemplar-based inpainting method [CP04]. Results on
various other images are included in the supplementary
material.

8 CONCLUSION
An analysis on varnish layer is described in the paper
to understand how it affects the color space of the old
paintings and a technique for digital color restoration is
proposed. The simulation performed on the number of
paintings indicates that satisfactory results can be ob-
tained if we have a clean painting with the similar color
distribution as the old painting.
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(a) Original painting (b) Point cluster of (a)

(c) Example paint-
ing1

(d) Result using (c)

(e) Point cluster of (c) (f) Point cluster of (d)

(g) Example paint-
ing2

(h) Result using (g)

(i) Point cluster of (g) (j) Point cluster of (h)

(k) Example paint-
ing3

(l) Result using (k)

(m) Point cluster of (k) (n) Point cluster of (l)

Figure 3: Result to demonstrate the use of different
clean paintings for color restoration of an old painting.
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(a) Old Painting (b) Chemically cleaned
painting

(c) Example painting (d) Restored painting

Figure 4: Result of color restoration

(a) Old painting (b) Chemically cleaned painting

(c) Example painting (d) Result

Figure 5: Result of color restoration

(a) Old painting under process of
chemical cleaning

(b) cleaned part
of the painting

(c) Remaining part is cleaned using
digital process

Figure 6: Restoration using cleaned part as sample
cleaned painting to complete the cleaning process

(a) Original painting (b) Chemically cleaned
painting

(c) Example painting (d) Restored result

Figure 7: Result of color restoration
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(a) Old painting (b) Color restored painting

(c) Mask (d) After crack filling

Figure 8: Integration of color restoration and crack filling

(a) Original painting (b) Result of crack detection (c) Detected cracks on original
painting

(d) Result of crack filling

Figure 9: Crack detection and filling

(a) Original image (b) Cracks detected in the image (c) Result after crack filling

Figure 10: Restoration of cracks
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ABSTRACT

This paper presents a multi scale color coding technique which enhances the visualization of scalar fields along integration
lines in vector fields. In particular, this multi scale technique enables one to see detailed variations in selected small ranges
of the scalar field while at the same time allowing one to observe the entire range of values of the scalar field. This type
of visualization, observing small variations as well as the entire range of values, is usually not possible with uniform color
coding. This multi scale approach, which is linear within each division of the scale (piecewise linear), is a general visualization
technique that can be applied to many different scalar fields of interest. As an example, in this paper we apply it to the
visualization of fluid flow mixing indicators along pathlines in computational fluid dynamics (CFD) simulations. Pathlines
are the trajectories of fluid particles over time in the CFD simulations, and applying multi scale color coding on the pathlines
brings out quantities of interest in the flow such as curvature, torsion and specific measure of length generation, which are
indicators of the degree of mixing in the fluid system. In contrast to uniform color coding, this multi scale scheme can display
small variations in the mixing indicators and still show the entire range of values of these indicators. In this paper, the mixing
indicators are computed and displayed only along line structures (pathlines) in the flow field rather than at all points in the flow
field.

Keywords: transfer function generation, pathlines, nonlinear color map, computational fluid dynamics, vector
field visualization, mixing indicators

1 INTRODUCTION
1.1 Motivation
This paper proposes a multi scale color coding scheme
which can display nonuniform distributions of quanti-
ties that have small variations in some ranges and larger
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variations in other ranges. The paper shows the advan-
tages of this multi scale technique compared to uniform
color coding which usually cannot display both small
and large variations in the same image. In this multi
scale approach, the overall scale is divided up into in-
tervals specified by the user, with a different linear scale
inside each interval (i.e., it is piecewise linear). This
technique enables one to see small variations in selected
ranges of the quantity of interest and also observe the
entire range of values of this quantity. This multi scale
scheme is a general technique that can be used to visu-
alize any scalar quantity of interest. As an example of
this method, we use it to visualize fluid mixing indica-
tors along integration lines (pathlines) in computational
fluid dynamics simulations of fluid flow. In this paper
the mixing indicators are computed and displayed only
along the pathlines rather than at all points in the flow
field.
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Computational fluid dynamics (CFD) uses numeri-
cal methods and analysis techniques to study fluid flow.
The computational results from numerical models can
yield data which is on the order of hundreds of giga-
bytes and consists of multiple blocks containing mil-
lions of cells. Computation on such a grid can take a
substantial amount of time to trace the paths of fluid
particles over time (pathlines). But once these pathlines
have been calculated, fluid mixing indicators, such as
curvature and torsion, can then be quickly computed
and visualized at every point on the pathlines. Cur-
vature and torsion computations along pathlines in a
stirred tank CFD simulation were done earlier [3] and
uniformly color coded, but the distribution of these val-
ues is not uniform. In this paper the multi scale color
coding technique is used to display the nonuniform dis-
tributions of these quantities. The paper also adds an-
other mixing indicator, the specific measure of length
generation, to complement the curvature and torsion so
as to better understand the mixing. In addition it uses
higher order difference formulas to improve the accu-
racy of the curvature and torsion calculations. As men-
tioned above, the multi scale color coding scheme is a
general method that can be used to visualize any scalar
field of interest, such as pressure, which is also shown
in the paper.

1.2 Fluid Mixing Indicators
In order to develop an understanding of the mechani-
cal macro mixing process, we investigate the motion of
the fluid particles in the flow domain. The flow domain
considered is a mechanically agitated turbulent stirred
tank with down-pumping pitched blade impellers. Wa-
ter is considered as the working fluid in which a blob of
a tracer is injected at a particular location. We look into
the pathlines of a number of points associated with the
injected tracer. These pathlines show exactly how tracer
particles move inside the stirred tank volume. From
the pathline visualizations, we try to qualitatively un-
derstand the stretching and distortions on the fluid ele-
ments by calculating the curvature and torsion at dif-
ferent points along the pathlines. A higher value of
the curvature indicates more straining of the fluid el-
ement associated with it and also higher residence time
of the fluid particle in that particular region resulting in
prolonged inter-diffusion of the fluids, which promotes
mixing [12]. The torsion is a measure of twisting strains
on the fluid elements which also promotes the break up
of the clumps and enhances mixing. Torsion can be pos-
itive or negative, but the degree of mixing in the stirred
tank depends primarily on the magnitude of the torsion
rather than its sign. Therefore, for visualizing torsion,
we will show its absolute value (magnitude), neglecting
whether the twist is clockwise or counterclockwise.

The curvature κ and torsion τ are given by

κ =
|q̈× q̇|
|q̇|3

. (1)

τ =

...q · (q̈× q̇)

|q̈× q̇|2
. (2)

where q̇ is the velocity of the fluid (vector field) and q̈
and

...q are the first and second derivatives of the vector
field with respect to time. In our approach we com-
pute pathlines from the vector field first, based on user-
specified initially defined seeding points, and then cal-
culate curvature and torsion along the pathlines as a
post-processing step.

Another measure of fluid mixing is the specific mea-
sure of length generation [13] defined as

d ln(λ )
dt

(3)

where λ = δ

L , δ being the increase in path length (which
is proportional to the magnitude of the velocity) and L
being the total path length (before the δ increment) at
a particular time t. The proportional change of the path
length will be larger at the start of the pathlines and
smaller at their ends, thus this mixing indicator will be
dominated by variations of the velocity as the pathlines
get longer. The greater the specific measure of length
generation, the greater the mixing. This quantity is also
calculated as a post-processing step on the pathlines. It
should be noted that in addition to the mixing indicators
described above, there are also other principles that can
be used to investigate the mixing of fluids.

1.3 Related Work
Automated generation of color maps has been the sub-
ject of research in scientific visualization for decades.
Yet, still many visualization tools rely on manual spec-
ification of colors as the problem is highly application
and problem specific. Taking over full control of color
map generation from the user is usually not even desir-
able, leaving semi-automated assistance of color spec-
ification as the best compromise. A well known ap-
proach is the method of finding material boundaries by
G. Kindlmann [8]. In this approach a Histogram Vol-
ume Structure is created which measures the relation-
ship between the data values and their derivatives. In
this volume, the three axes are f , f ′ and f ′′ , each axis
is divided into some number of bins which contains the
number of voxels falling in the same combination of
ranges of these variables. This information facilitates a
high-level interface to opacity function creation. In the
winning entry of the IEEE Visualization 2004 Contest
[6], the visualization system VisSym was highlighted,
where the subset of data items were manually selected
using techniques for information visualization such as
scatter plots and histograms. These values were related
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to the dataset, e.g., for detecting the eye of the hurri-
cane area, cells which exhibit low velocity and pressure
regions were brushed out.

Our main objective is the depiction of scalar-valued
fluid flow mixing indicators along pathlines. Fluid flow
quantities such as curvature and torsion are common
subjects of study. Weinkauf [15] demonstrated compu-
tation of curvature and torsion as a field over the entire
data domain, allowing one to identify regions of interest
within the full spatial domain. Due to the sheer amount
of dynamic data in our application, which comprises
about 300GB of binary data, this approach is not feasi-
ble and we need to restrict ourselves to displaying such
field quantities on precomputed pathlines. One method
for doing this is to use a geometric object [5] to visual-
ize the fluid fields along the pathlines, however, if the
number of pathlines is large, this approach is not vi-
sually appealing because the image is more cluttered
and does not give global information about the flow. In
the approach proposed here, we employ a simple but
efficient way to display data values with a wide numer-
ical range by specifying color mapping via histogram
percentage rather than absolute data values. Render-
ing of these pathlines using the illuminated streamlines
method [17] gives a 3D view of the lines using Phong
Shading. The depth perception can be further enhanced
by using the halos described in [7, 11] and we plan to
implement this halo feature in future work on color cod-
ing line structures.

2 OUR APPROACH
The vector field in the stirred tank simulations produced
scalar fields, such as curvature and torsion, which have
a wide range of values in some parts of the stirred tank.
The use of uniform color coding for the whole range
of these scalar values often gives a single predominant
color along most of the length of the pathlines, making
it impossible to visualize small variations in these val-
ues. This paper describes the use of a multi scale color
coding scheme which not only shows small variations
in the scalar field but also enables one to see the en-
tire range of values of the scalar field by just looking at
the color coded pathlines. In this paper, the curvature
and torsion, and also a new mixing indicator, the spe-
cific measure of length generation, are calculated for
300 time steps using more accurate higher order differ-
ence formulas and are then visualized using the multi
scale color coding technique. Also another scalar quan-
tity of interest, the pressure, is visualized using this ap-
proach. This multi scale color coding scheme enables
one to easily draw conclusions about the behavior of
the scalar fields without any uncertainty about the vari-
ations in the small values.

2.1 Higher Order Differentiation Schemes
The formulas for the curvature, eqn. (1), and torsion,
eqn. (2), contain the first and second derivatives of
the velocity with respect to time, and the specific mea-
sure of length generation is defined as the first deriva-
tive of ln(λ ) with respect to time, eqn. (3). In this
work we computed these derivatives with more accu-
rate higher order difference formulas compared to pre-
vious work [3, 4]. We used the following central differ-
ence formulas with fourth order accuracy for the first
and second derivatives:

f ′(x0)≈

(
1

12
f (x−2)−

2
3

f (x−1)+

2
3

f (x1)−
1

12
f (x2)

)/
hx (4)

f ′′(x0)≈

(
− 1

12
f (x−2)+

2
3

f (x−1)−
5
2

f (x0)

+
4
3

f (x1)−
1

12
f (x2)

)/
h2

x (5)

2.2 Multi Scale Color Coding
Designing a multi scale for color coding depends on
several parameters like the number of divisions in the
scale, the range of the scalar values in each division and
the selection of the color range for each division. Gen-
erally one needs to visualize the entire range of scalar
field values including small, medium and large values,
but if the range of values is large, as in the case of cur-
vature and torsion, uniform color coding often gives a
single predominant color for most of the pathline which
makes it difficult to distinguish between these values.
For the mixing indicators described in this paper, we
need to see the small and medium values in addition to
the large values in order to determine where the mixing
speed in the stirred tank is slow, intermediate and fast.
Once the ranges of scalar values that need to be visual-
ized in detail have been determined, one can then spec-
ify the number of divisions in the multi scale and the
range of values and the color range for each division.
There are a few considerations for the colors [9,16] that
need to be addressed, including the fact that the human
eye perceives more variation in the green than in the
other colors. As an example of this, Figs. 6 and 7 con-
tain a lot of green which enables one to readily see the
variations in the scalar values. Other than these consid-
erations, the colors can generally be chosen as the user
desires.

Various techniques can be used to construct the multi
scale. In the method presented here, the number of di-
visions in the multi scale and the range of scalar values
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in each division are determined manually so as to fa-
cilitate the visualization of the scalar field variations of
interest. A cumulative histogram of the scalar values
is used to determine the boundaries of the divisions so
that each one contains the desired percentage of scalar
values. In this paper, all of the multi scales have three
divisions and the same range of colors, but these are
just examples to illustrate the multi scale method. In
general the user can choose any number of divisions
and specify any range of scalar values and any range of
colors for each division in order to enhance the visual-
ization of the scalar values of interest. Currently this
process is not automated but rather is done manually by
the user. There also exists other work in this area which
describes ways to come up with ranges of values from
the scalar field. These involve automatic [10], semi-
automatic [8] and manual generation of the functions to
do this task [14].

Here, since we need to visualize small, medium and
large values of the scalar field, three divisions were se-
lected for the multi scale color coding. An example of
these three divisions is given in Fig. 1, where the first,
second and third divisions go from 0% to 10%, 10%
to 30%, and 30% to 90% of the scalar values, and the
third division is capped at 90%, with values above 90%
being set to the 90% value. Capping the third division
at 90% enables one to see the variation of the values
between 30% and 90% in greater detail, which is more
relevant to the mixing process than the variation of the
large values between 90% and 100%. Each division
has linear color gradients of R, G and B going from the
left end point to the right end point of the division, but
the overall color variation over all three divisions is not
uniform but rather is multi scale in order to better show
the variations in the small and medium scalar values.
In the example shown in Figure 1, in the first division R
varies linearly from 0 to 255, G=0, and B varies linearly
from 255 to 0, in the second division R=255, G varies
linearly from 0 to 255, and B=0, and in the third divi-
sion R varies linearly from 255 to 0, G=255, and B=0.
These color ranges for the three divisions were used to
color code all four of the scalar fields shown in the pa-
per, while the percents used for the boundaries between
the divisions were different for each scalar field.

Figure 1: An example of Multi Scale Color Coding
with different ranges of scalar values to distinguish re-
gions of low values and medium values.

2.3 Rendering
For the final rendering step, we employ the method of
illuminated streamlines [17], which provides improved
depth perception as compared to homogeneously col-
ored lines. While in its original form only monochrome
illumination could be supported by OpenGL 1.0 hard-
ware, modern OpenGL implementations support multi-
texturing and thus allow an additional one-dimensional
lighting model as proposed in [17]. Illumination of
lines is done by using the Phong Reflection model
which defines the intensity (I) at any point as

I = Iambient + Idi f f use + Ispecular

= ka + kdL ·N + ks(V ·R)n (6)

where L denotes the light direction, V the viewing di-
rection and R the unit reflection vector (the vector in the
L-N-plane with the same angle to the surface normal as
the incident light). ka, kd and ks are the ambient, dif-
fuse and specular reflection constants respectively. For
lines the normals and reflection vectors are undefined.
So, intensity can be made dependent on the tangential
vector T instead as

L ·N = |LN |=
√

1− (L ·T )2 (7)

and

V ·R =(L ·T )(V ·T )−√
1− (L ·T )2

√
1− (V ·T )2 . (8)

In order to enhance the color resolution, we use proce-
dural color maps that are merely parametrized through
linear functions between each key value. Generally,
this linear mapping will be sufficient for each range of
scalar values, but if a particular range needs to be sub-
divided, then that particular range can have more than
one linear scale and additional colors. In the approach
we have discussed, some idea of the scalar values can
be derived from the histogram where, if more points
are biased to a single value in that range, then nonlinear
functions can be applied to map values to color for the
single range. Only at the rendering step is the color map
discretized into a texture, for instance one with 256 en-
tries if sufficient, but a higher color resolution can be
used if required.

3 RESULTS
We used the the multi scale color coding technique de-
scribed above to color code the pathlines in the stirred
tank. The main idea is to visualize the pathlines and
color code them with different scalar quantities that in-
dicate the mixing of the fluids. The quantities that were
color coded are curvature, torsion, specific measure of
length generation, and pressure. These are shown in
separate sections which compare the uniform and multi
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scale color coding methods for each quantity. The path-
lines are generated by introducing 36 seeding points or
516 seeding points on two spheres placed symmetri-
cally about the z-axis in the stirred tank and traced for
300 timesteps totaling about 1.8 secs.

3.1 Curvature
The curvature and torsion values cover a large range
and thus uniform color coding cannot represent the
whole range efficiently and can be biased to a partic-
ular range of values. Even if the values are capped at a
certain value, small variations are not visible. Figs. 2
and 3 compare the uniform and multi scale color cod-
ing methods for curvature images, and a lot of visible
differences can be found.

From Fig. 2 it is clear that the uniform and multi
scale color coding methods generate different images
even when the range of scalar values is the same. One
can see that, in general, multi scale color coding (Fig.
2(b)) gives more noticeable changes in color for the
different ranges of scalar values as compared to uni-
form color coding. This is because variations within
specified ranges of scalar values are highlighted in the
multi scale technique but remain visibly indifferent in
the case of uniform color coding.

3.2 Torsion
Fig. 4 shows the uniform and multi scale color coded
values of the magnitude of the torsion along pathlines in
the stirred tank, and a wide range of colors can be seen
in the multi scale image, indicating large variations in
the torsion values even for pathline points that are close
together. In contrast, the uniform color coded image
is dominated by a small range of color along most of
the length of the pathlines and hence one cannot see the
large variations in the torsion.

Alternatively, we may also employ Frenet Ribbons to
geometrically encode the curvature and torsion [2] of a
line in addition to its colorization. Here, the ribbons
are rendered instead of the lines, which provide one
more degree of freedom to the geometry, i.e., surface.
Torsion can easily be visualized using ribbons, employ-
ing a geometry shader to generate the actual rendering
primitives on the GPU with minimal performance im-
pact as compared to rendering lines. In Fig. 5 we have
used multi scale color coding to represent torsion. Ar-
eas with a lot of twist correlate to high torsion whereas
the areas which seem consistently straight might have
different colors due to changes in their torsion values.

3.3 Specific Measure of Length Genera-
tion

Fig. 6 shows the specific measure of length generation
color coded using the uniform and multi scale methods.

(a) Uniform color coding for curvature

(b) Multi scale color coding for curvature

Figure 2: Comparison of uniform and multi scale color
coding of curvature values on 516 pathlines for 300
time slices of stirred tank data. The curvature values
were capped at the 95% value in both of the images. For
the multi scale technique, the scale has three partitions:
0% to 11%, 11% to 32%, and 32% to 95%, which have
the color ranges blue to red, red to yellow and yellow to
green respectively.

In the uniform color coded image, almost the entire im-
age is a single color so that one cannot see any varia-
tion in the specific measure of length generation values,
while the multi scale image has more colors and shows
variations in the values of this quantity.
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(a) Uniform color coding for curvature

(b) Multi scale color coding for curvature

Figure 3: Comparison of uniform and multi scale color
coding of curvature values on 36 pathlines for 300 time
slices of stirred tank data. The curvature values were
capped at the 95% value in both of the images. For the
multi scale technique, the scale has three partitions: 0%
to 11%, 11% to 32%, and 32% to 95%, which have the
color ranges blue to red, red to yellow and yellow to
green respectively.

3.4 Pressure
The pressure field is a scalar quantity of interest which
is given at all of the grid points in the stirred tank simu-
lation data set. Fig. 7 displays the values of the pressure
using the uniform and multi scale color coding meth-
ods. As in Fig. 6, the uniform image is mostly a single
color and thus shows very little variation in the pres-

(a) Uniform color coding for torsion

(b) Multi scale color coding for torsion

Figure 4: Comparison of uniform and multi scale color
coding of torsion values on 516 pathlines for 300 time
slices of stirred tank data. The values were capped at
the 90% value in both the images. For the multi scale
technique, the scale has three divisions: 0% to 15%,
15% to 40% and 40% to 90%, which have the color
ranges blue to red, red to yellow and yellow to green.

sure, while the multi scale image has more colors and
shows significant variations in the pressure.

4 DOMAIN EXPERT REVIEW
Images for all of the fluid mixing indicators consid-
ered here are generated using both the multi scale and
the uniform color coding techniques. The multi scale
images can be observed for analysis of mixing perfor-
mance as they are capable of displaying both the well
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Figure 5: Multi scale color coding of torsion values on
the pathlines visualized as ribbons. Values used to color
code are the same as in Fig. 4(b)

and poorly mixed zones. The larger values of the tor-
sion, curvature or specific measure of length generation
of the pathlines indicate the areas where the mixing is
greater. There are some lines which can be observed
to have the same green color in all of the multi scale
images, indicating high mixing along that particular lo-
cus of the tracer particle. Similarly, certain lines can
be found which have low values for all three mixing
factors, indicating lower mixing in those regions of the
stirred tank. These types of observations are not possi-
ble in the corresponding uniformly color coded images
as they are visually incapable of providing a definitive
analysis of the scalar fields.

5 CONCLUSION
The benefits of using a multi scale color coding scheme
for the study of fluid flow, such as flows in large scale
computational fluid dynamics simulations of a stirred
tank, have been described in this paper. This technique
allows one to identify areas of local variations in quan-
tities of interest while also obtaining a global view of
these quantities. Color coding of various mixing indi-
cators along the fluid flow lines has been demonstrated.
We provided a comparative study between the uniform
and multi scale color coding methods for these path-
line images, demonstrating that the mixing in the stirred
tank can be visualized more clearly and effectively us-
ing the multi scale technique. This method has been
implemented in the VISH visualization system [1] and
yields an interactive way to study the fluid system in
3D.

(a) Uniform color coding for specific measure of length genera-
tion

(b) Multi scale color coding for specific measure of length gen-
eration

Figure 6: Comparison of uniform and multi scale color
coding of specific measure of length generation on 516
pathlines for 300 time slices of stirred tank data. The
values were capped at the 70% value in both of the im-
ages. For the multi scale technique, the scale has three
partitions: 0% to 10%, 10% to 30%, and 30% to 70%,
which have the color ranges blue to red, red to yellow
and yellow to green respectively.
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(a) Uniform color coding for pressure

(b) Multi scale color coding for pressure
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ABSTRACT 
De-noising is one of the most important applications of image processing which has been applied to a wide 

variety of real world problems. De-noising allows for improving image quality in imaging modalities that are 

noise prone. A lot of research work has gone in to improving quality of 2D images using various de-noising 

techniques but new modalities of imaging such as industrial 3D X-ray computed tomography (3DXCT) have 

received little attention. Industrial 3DXCT scanning is used these days to acquire detailed images of the internal 

construction of industrial components and machinery so that defects within these can be identified non-

destructively and non-intrusively. However, 3DXCT imaging is prone to artifacts and noise. One solution to the 

problem is to use increased number of projections which results in reduced noise but increased costs. A more 

cost effective solution is to de-noise the images. In this paper, we show how various de-noising techniques may 

be used to de-noise 3DXCT scan images acquired using a lower number of projections. We also benchmark 

these techniques using various picture quality measures. Our investigation shows that good results may be 

obtained using wavelet shrinkage and anisotropic diffusion. 

Keywords 
3D X-ray Computed tomography, 3D image de-noising, image enhancement. 

1. INTRODUCTION 
Industrial 3DXCT scanning is an emerging imaging 

technique that has revolutionized industrial 

inspection and quality control.  3DXCT scans are 

used to generate a highly accurate 3D image of 

industrial components and machinery, revealing 

important information about the internal material 

decomposition, density of the scanned material and 

internal construction of the scanned object. 3DXCT 

allows for non-destructive testing of industrial 

components for discovery of internal defects that are 

not possible to detect otherwise. Stress testing is 

usually used to detect such defects which often 

involves applying force on the object of interest 

which may lead to impairment of the machinery or 

industrial component. Using 3DXCT no stresses need 

to be applied on the object of interest and hence the 

technique can also be used to analyze elastic or 

deformable specimens. Moreover, industrial 3DXCT 

generates a 3D model that can be used to perform 

nominal comparisons between surface model of the 

scanned part and the corresponding CAD model, for 

assembly defect analysis, void analysis and can also 

be used for generation of CAD data for reverse 

engineering applications. 

3DXCT scan inherently uses X-rays to acquire 

images of an object. The specimen is rotated and X-

ray attenuation images are recorded typically at each 

angular step of a full rotation. This leads to a 

collection of X-ray images stored as a image stack. 

This image stack is subsequently used to reconstruct 

a 3D volumetric representation corresponding to the 

specimen being scanned. Although 3DXCT scanning 

has improved considerably since its invention, the 

technique still suffers from noise. The quality of the 

3DXCT scan is directly dependent on the noise 

inherent in 3DXCT images, which has a strong 
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relation to the strength of the radiation used to 

acquire the images referred to as dose. Keeping the 

radiation low is of importance in the medical domain 

but in industrial 3DXCT high radiation poses no 

problems. However, there is a clear trend visible in 

industrial 3DXCT towards higher resolutions and 

smaller voxel sizes. Unfortunately due to this trend 

3DXCT images tend to show increased levels of 

noise. A potential solution to the problem is the 

increased number of projections which results in 

reduction of noise but increases the cost of the scans 

greatly. Industrial 3DXCT images suffer from 

various types of noise, which includes streaking 

artifacts and beam hardening. Streaking artifacts are 

introduced due to limited detector dynamics as well 

as insufficient projection data or local highly 

changing attenuation coefficients of the scanned 

materials. Beam hardening is the result of the lower 

energy X-ray photons getting absorbed by the 

specimen being scanned. In this paper, we will only 

focus on removal of streaking artifacts. Figure 1 

shows an example of streaking artifacts seen in a 

3DXCT scan image. 

 

 

 

2. RELATED WORK 
Although image de-noising has been a field of 

extensive study for the past many decades but no one 

technique has been proven to be the best for all types 

of noise. Different techniques have been shown to 

provide better results in different applications. Chang 

et al. [Chang2000] use adaptive wavelet thresholding 

to de-noise images and compare Bayes shrink with 

Sure shrink while Kivanc et al. [Kivanc1999] employ 

adaptive statistical modeling of the wavelet 

coefficients to perform image de-noising. Other 

wavelets-based methods reported in literature include 

the work of Portilla et al. [Portilla2003], Sendur and 

Selesnick [SendurSelesnick2002] and Rajpoot et al. 

[Rajpoot2004].  Some other transforms that have 

found application in de-noising is the curvelet 

transform [Starck2002] and the fast Fourier 

transform [Jain1989]. On the other hand some 

experts have chosen to work with multiwavelets 

[Bui1998]. Some spatial methods have also found 

application in de-noising namely non-local 

algorithms by Buades et al. [Baudes2005] , MDL by 

Rissanen [Rissanen2000] , median filtering by Yang 

et al. [Yang1995]  and Hamza et al. [Hamza1999] , 

Wiener filtering by Jain [Jain1989] and bilateral 

mesh de-noising by Fleishman et al. 

[Fleishman2003] . Other methods used for de-noising 

include learning [Elad2006] and fractal dimensions 

[Ghazel2003]. In a review, Buades et al. contend that 

the performance of most de-noising methods is 

highly dependent upon the assumptions taken and the 

corresponding data-set used [Baudes022005]. Slight 

variation in the data-set results in lowering of de-

noising accuracy. Motwani et al. 

[Motwani2004] present a survey of various 

techniques from the spatial as well as the transform 

domain and conclude that wavelets work best. 

However, Motwani contend that the noise in images 

is often assumed to be gaussian which is often not the 

case in the real world. One good example of such 

noise is the streaking noise in industrial 3DXCTs. 

Some work on 3DXCT scan de-noising has already 

been done which includes Mayer et al.'s 

[Mayer2007] work that compares non-linear 

diffusion with wavelets-based methods in de-noising 

medical XCT. Li et al. have found anisotropic 

diffusion to work well in reducing noise in industrial 

3DXCTs [Li2009].  

In this paper, we compare the performance of Otsu 

method, Fourier transforms, wavelet shrinkage and 

anisotropic diffusion in removing streaking artifacts 

from industrial 3DXCT scans. We employ a variety 

of data-sets and provide de-noising results using 

various picture quality metrics. Such a comparison 

for industrial 3DXCT has not been carried out in the 

literature before. In this paper we compare various 

de-noising techniques for industrial 3DXCT and 

present which technique works best. We also present 

how Otsu method may be used for de-noising. 

Another important contribution of the paper is the 

evaluation of the results using multiple quality 

metrics. Mean squared error used frequently for 

picture quality estimation has proven to be not very 

accurate [WangBovik2009] especially in situations 

where a stable ground truth is not available. 

Therefore, we choose to compare the results using 

multiple quality metrics. 

3. METHODS AND TECHNIQUES 
In this work, we address two important aspects 

related to image de-noising: The first aspect is 

comparison of various de-noising techniques and the 

Figure 1. Streaking artifacts observed in an 

Industrial CT Scan image. 

 

. 
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second aspect is an assessment of the picture quality 

metrics to evaluate the results. We discuss each 

aspect in the sections below: 

De-noising Methods 
We have used various techniques to carry out de-

noising. In the subsequent sections, we discuss each 

technique independently: 

3.1.1 Otsu Thresholding 
Since the use of Otsu method for barcode de-noising 

by Shellhammer et al. [Shellhammer1999], not much 

work has been carried out using the Otsu method for 

de-noising. We propose to use the Otsu thresholding 

in a scheme similar to the one proposed by 

Shellhammer et al. to de-noise a 3DXCT scan image. 

Since there is a great variation in the Hounsfield units 

obtained in industrial 3DXCT, adaptive automatic 

thresholding as proposed by Otsu [Otsu1975] can 

provide interesting insights as to how to de-noise 

images. We use the method to acquire a de-noised 

version of the industrial 3DXCT scan. 

3.1.2 Fourier Transform 
Fourier transform converts a signal from the time 

domain in to the frequency domain referred to as the 

Fourier space. In this paper, we use the Fourier space 

just as in the curvelet transform to acquire the 

frequency pattern for streaking artifacts and then 

remove the artifacts by removing frequencies 

associated with the noise. Application of 2D Fourier 

transform for image de-noising is carried out by 

removing the high frequency components as 

described by Gonzalez and Woods [Gonzalez2002]. 

Low pass filtering is applied using a 7 pixel circular 

filter. 

3.1.3 Wavelet Shrinkage 
We use the standard wavelet shrinkage method as 

proposed by Donoho and Johnstone [Donoho1995]. 

The selection of threshold is carried out using the 

Birge and Massart method [BirgeMassart1997]. We 

use various shrinkage functions namely soft, hard 

and garrote as suggested by Fodor and Kamath 

[FodorKamath2003]. The results for each are 

presented.  

Daubechies 4-tap filter is used for wavelets analysis. 

Other wavelets were also tried but Daubechies 

combined with Birge and Massart method produces 

the best results. Other threshold calculation methods 

such as Sure, Bayes and Penalized were also 

attempted but no improvements in results were seen. 

3.1.4 Anisotropic Diffusion 
Anisotropic diffusion also referred to as Perona-

Malik diffusion [Perona1990] is a powerful 

technique for removing noise from an image while 

preserving important information such as edges and 

other details. It has been known to perform well for 

medical imaging. The filtering is carried out for 100 

iterations. 

Picture Quality Metrics 
We use various quality metrics for acquiring an 

estimate of the quality of the picture obtained after 

de-noising. The ground truth is obtained from 

scanning the object in question at high resolutions. 

However the ground truth is not entirely noise free. 

The performance of the various techniques is 

measured using six metrics, namely Peak Signal to 

Noise Ratio (PSNR), Structural Similarity Index 

Metric (SSIM), Chou and Li Metric (CLM) 

[Mayache1998], Czenakowski Distance (CZD) and 

Spectral Magnitude Distortion (SMD) 

[DosselmannYang2005]. The reason for using 

multiple metrics is that each represents the de-noising 

performance of the technique used, in terms of 

different properties of the acquired image. PSNR and 

SSIM consider the global differences between the 

image and the ground truth, while CLM represents 

the visual quality of the image with the help of JND 

(Just Noticeable Distortion). On the other hand, CZD 

and SMD consider global correlation and global 

spectral analysis respectively. 

4. RESULTS AND DISCUSSION 
We tested three data-sets to analyze the effect of the 

various de-noising algorithms. Some images from 

each data-set are shown in the Figure 2. These 

image-sets will be referred to as 

Kalibrierkorper_LR_0 (simple geometrically shaped 

mono-material), KF9_real (complex geometrically 

shaped mono-material) and Testkörper_TK08 (simple 

geometrically shaped bi-material, metal and plastic). 

Completely noiseless data is not available to us, as 

even with very high number of projections industrial 

CT-scanned images still contain some noise. In our 

analysis we took the least noisy image as the ground-

truth and evaluated the performance of de-noising 

methods by comparing the ground truth image with 

the de-noised one.  

Ground truth is obtained using increased number of 

projections. As stated earlier, one of the major source 

of streaking artifacts is the insufficient number of 

projections taken during a CT scan. Industrial 

3DXCT machines take multiple x-ray images 

(projections) of a specimen in a single 360 degree 

rotation of the machine about the specimen. These 

projections are then used to compute a 3D volumetric 

data set for the specimen. The number of projections 

taken in one 360 degrees rotation about the specimen 

directly affect the amount of streaking artifacts 

present in the data set. Less number of projections 

result in more streaking artifacts due to insufficient 

sampling rate whereas streaking artifacts reduce as 

the number of samples (projections) are increased. 
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The ground truth in our analysis is obtained using a 

very high number of projections. 

In Table 1, 2 and 3, the results of different de-noising 

techniques on data sets Kalibrierkorper_LR_0, 

KF9_real and Testkörper_TK08 using various quality 

metrics are shown respectively. 

 

 

 

 

 

The various quality metrics represent different 

aspects pertaining the de-noised results. PSNR is a 

very good metric for estimating the quality of images 

reconstructed from lossy image CODECs and 

estimating the quality of transmitted data. It may not 

be the best metric in this instance due to the nature of 

the problem as described earlier and also due to the 

fact that PSNR is closely related to MSE which is not 

the best metric in problems such as ours. For image 

and video compression PSNR in the range of 30dB to 

50 dB is generally considered good. The PSNR 

values for the de-noised image in Table 1 and Table 

3 indicates that the technique has improved the 

quality of the image. However, the results for second 

data-set i.e. KF9_real are not very good as they lie 

between 7 dB to 25.4 dB. As per PSNR Otsu method 

is consistently the worst method. PSNR values 

indicate that although some de-noising has been 

obtained for KF9_real but it is not too much 

improvement. This is also evident from de-noised 

images in Figures 1-8. 

 O F Ws Wh Wg A 

PSNR 6.5 27.8 43.9 43.3 43.7 48.2 

SSIM 0.13 0.96 0.99 0.98 0.98 0.99 

CLM 3555 25.13 0.23 0.30 0.23 0.07 

CZD 0.875 0.018 0.003 0.004 0.003 0.002 

SMD  
2.5X

1014 

1.9X

1012 

5.9X

1010 

5.3X

1010 
5.2X

1010 

1.7X

1016 

Table 1. Metric results for Kalibrierkorper_LR_0 are 

shown where ‘O’ stands for Otsu threshold, ‘F’ for 

fourier filtering, ‘Ws’ for soft wavelet thresholding, 

‘Wh’ for hard wavelet thresholding, ‘Wg’ for 

garrotte thresholding and ‘A’ for anisotropic 

diffusion 

 

 O F Ws Wh Wg A 

PSNR 7.79 23.3 25.4 25.4 25.4 25.4 

SSIM 0.03 0.94 0.98 0.98 0.98 0.98 

CLM 2663 69 41 41 41 41 

CZD 0.97 0.08 0.07 0.07 0.07 0.07 

SMD  
1.9X

1014 

5.3X

1012 
3.3X

1012 

3.3X

1012 

3.3X

1012 

3.3X

1012 

Table 2. Metric results for KF9_real are shown 

where ‘O’ stands for Otsu threshold, ‘F’ for fourier 

filtering, ‘Ws’ for soft wavelet thresholding, ‘Wh’ for 

hard wavelet thresholding, ‘Wg’ for garrotte 

thresholding and ‘A’ for anisotropic diffusion 

 

 O F Ws Wh Wg A 

PSNR 0.21 33.2 32.2 32.2 32.2 32.0 

SSIM 0.21 0.98 0.98 0.98 0.98 0.97 

CLM 359 4.6 9.1 9.1 9.1 9.5 

Figure 2. 50
th

 Slice of Kalibrierkorper_LR_0, 300
th

 

slice of KF9_real, 150
th

 slice of Testkörper_TK08  

 

. 
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CZD 0.81 0.03 0.06 0.06 0.06 0.06 

SMD  
2.6X

1013 
5.9X

1011 

7.4X

1011 

7.4X

1011 

7.4X

1011 

7.7X

1011 

Table 3. Metric results for Testkörper_TK08  are 

shown where ‘O’ stands for Otsu threshold, ‘F’ for 

Frequency Filtration, ‘Ws’ for Soft wavelet 

Thresholding, ‘Wh’ for hard Wavelet Thresholding, 

‘Wg’ for Garrotte Thresholding, and ‘A’ for 

anisotropic diffusion 

 

SSIM or the Structural Similarity Index Metric as the 

name suggests measures the structural similarity 

between the noisy and de-noised image. It is 

considered an improvement over PSNR and MSE as 

it does not compare the whole image but looks for 

structural similarity. A value of 1 for SSIM indicates 

a complete match i.e. the images being compared are 

identical. Results in Table 1, 2 and 3 indicate that 

soft thresholding based wavelet shrinkage performs 

very well for all data-sets producing a SSIM of 0.99, 

0.98 and 0.98 followed by anisotropic diffusion. 

Different thresholding techniques for wavelet 

shrinkage also produce high SSIM values. Fourier 

transform has also produced good results but not as 

good as wavelet shrinkage and anisotropic diffusion. 

The results indicate that wavelet shrinkage, 

anisotropic diffusion and Fourier transform maintain 

the image structure in the de-noising process. 

However, Otsu is the worst technique as the results 

indicate that Otsu method has significantly modified 

the image structure in the de-noised image.  

CLM provides an estimate of image quality in terms 

of distortion accrued in the de-noised image in the 

process of de-noising in comparison with the ground 

truth. Lower the distortion the better the results. The 

values for CLM vary greatly for different data-sets as 

can be seen in Table 1, 2 and 3. The CLM metric 

indicates that de-noising works best for the first data-

set i.e. Kalibrierkorper_LR_0. This fact is 

interestingly also evident from the results in Figures 

1-8. The best value for CLM in the case of 

Kalibrierkorper_LR_0 is obtained for anisotropic 

diffusion which is 0.07 which contrast greatly from 

41 and 4.6 for other data-sets. An important aspect to 

note is that CLM metric also indicates that Fourier 

transform works best for the last data-set i.e. 

Testkörper_TK08. Very high values for CLM are 

obtained in the case of Otsu method indicating that 

the technique does not work well at all for 3DXCT 

scanned images de-noising. 

CZD or Czenakowski Distance measures the 

percentage of similarity between two images which 

in this case are the de-noised image and the ground 

truth. As the difference between two images tends to 

zero the more similar the images are. The results in 

Tables 1, 2 and 3 indicate that except for Otsu 

method all other techniques produce very low values 

for CZD with anisotropic diffusion producing the 

best results for Kalibrierkorper_LR_0. However, the 

difference between de-noising results for 

Kalibrierkorper_LR_0 and other data-sets is quite 

large in terms of CZD as it is more than 10 times as 

compared to Kalibrierkorper_LR_0 (with the 

exception of Otsu method which again produces very 

poor results). This result also indicates that de-

noising works best for data-sets such as 

Kalibrierkorper_LR_0 which can also be seen from 

the images in Figures 1-8. 

SMD measures the quality of the de-noised image in 

the spectral i.e. frequency domain. The lower the 

difference the better the results. It can be seen that 

very high values for SMD are obtained for all data 

sets indicating that there is still a presence of 

considerable noise. The values for SMD confirm for 

the two data-sets namely KF9_real and 

Testkörper_TK08 that wavelet shrinkage and 

anisotropic diffusion produce similar results and 

Fourier transform is the best technique for the latter. 

However, the SMD results for Kalibrierkorper_LR_0 

are most interesting in the sense that it indicates that 

garrote thresholding based wavelet shrinkage 

produces the best results which is a deviation from 

what other metrics indicate. This may be due to the 

fact that SMD is unable to detect localized errors as 

the Fourier transform estimates the total energy of 

the signal. 

From the above discussion it can be concluded that 

best de-noising results may be obtained for data-sets 

such as Kalibrierkorper_LR_0. However, for other 

data-sets the improvement in quality is only marginal 

but some techniques tend to keep the structural 

integrity intact while others such as Otsu compromise 

it. 

The results in Tables 1, 2 and 3, clearly indicate that 

the Otsu’s metric results are not very good for all 

types of 3DXCT scan images. Figure 3 shows the 

performance of the Otsu method on 50th slice of 

Kalibrierkorper_LR_0, 300th slice of KF9_real and 

150th slice of Testkörper_TK08. In the 

Testkörper_TK08 filtered result, one can clearly see 

that Otsu removed the non-metal intensity value 

along with the air considering it to be noise. 

Moreover, for mono materials (in Table 1 & 2) the 

metrics index for Fourier filtering are much better 

when compared with Otsu. However, blurring is 

observed as some important edges are removed but in 

bi-materials case i.e. Testkörper_TK08 (Table 3), 

Fourier filtering was found to be the best method 

based upon most of the metrics (except SSIM). In the 

case of bi-material based structure, the object is so 

badly corrupted by streaking noise that according to 

our metrics, no other de-noising technique improved 

the quality of the image.  
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We applied wavelet filtering using Daubechies 2 

wavelet up to level 9 while threshold was calculated 

using Birge and Massart method. It improved our 

results for the geometrical shaped mono material 

(Kalibrierkorper_LR_0) to a certain level but 

improvement for complex geometrically shaped 

mono-materials (KF9_real) was very low and it 

proved almost useless for simple geometrically 

shaped bi-material (Testkörper_TK08). Among 

wavelets we found soft thresholding results to be the 

best for the first data set. For the other two data-sets, 

the different wavelet thresholding methods produced 

identical results. Anisotropic diffusion provides the 

best results for the first two image data sets. 

Therefore, anisotropic diffusion is the best method 

for de-noising of mono material 3DXCT scanned 

images. But it did not work well for 

Testkörper_TK08.  

The reason why anisotropic diffusion and wavelet 

shrinkage work better than other techniques for 

removing streaking artifacts is probably because both 

techniques are multi-resolution in nature and allow 

for removal of noise artifacts at different scale-space 

resolutions. This is particularly important in the case 

of streaking artifacts as they represent noise at 

multiple frequencies which is captured well using 

various scale-space resolutions. Hence, once the 

noise is de-correlated at various scale-space 

resolutions, the de-noising is more accurate as the 

noise is removed separately at each scale space. At 

the same time, another additional feature of 

anisotropic diffusion is that it adapts to the local 

noise variations by suppressing the noise and 

enhancing the texture. Therefore, anisotropic 

diffusion is able to surpass wavelet shrinkage in 

removing streaking artifacts. 

Moreover, we have also compared the methods in 

terms of the time they took to perform the de-noising. 

Table 4 shows the processing time for each 

technique. Otsu is the fastest but as discussed before 

does produce very good results. Wavelet shrinkage 

offers the best compromise with acceptable results 

and very quick processing time of 40 seconds. 

Fourier filtering takes 5 minutes but Anisotropic 

Diffusion takes the most amount time of more than 

an hour although it produces the best results in terms 

of quality. Speed of a technique is important as a 

typical 3DXCT scan contains hundreds and 

thousands of images. 

 

 Processing Time 

Anisotropic 

Diffusion 
1 hour 2 sec 

Fourier 

Filtering 
5 min  

Wavelets 40 sec 

Otsu 28.6 sec 

Table 4. Processing time for various techniques for 

de-noising 256 slices of a 512X512 XCT Scan 

5. CONCLUSIONS 
This paper compares established techniques in de-

noising literature for removing noise in industrial 

3DXCT scan data. 3 different data-sets are used and 

the efficacy of the technique on these 3 data-sets is 

investigated and compared using different picture 

quality metrics. 

The analysis shows that anisotropic diffusion 

produces the best results while wavelet shrinkage 

provides the second best results. Often the wavelet 

shrinkage results are as good as anisotropic diffusion. 

Frequency space based techniques such as the 

Fourier transform works well in situations where the 

original image has been greatly compromised by 

streaking artifacts otherwise anisotropic diffusion and 

wavelet shrinkage are better techniques. Otsu 

thresholding has been found to be not a very good 

technique for industrial 3DXCT de-noising. 

However, it is important to note that the 

improvement in quality is only marginal for most 

data-sets included in the study. Great improvement in 

quality can be seen for the first data-set. In terms of 

speed and accuracy, wavelet shrinkage provides the 

best compromise. 

Our future work would include comparing other de-

noising techniques with anisotropic diffusion and 

wavelet shrinkage based methods and also to come 

up with new techniques that can produce good and 

robust de-noising results.  
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Figure 3. Denoising results for Otsu Method. 
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Figure 6. Denoising results for Wavelets Hard 

Thresholding (Daubechies filter+Birge-Massart 

threshold calculation). 

 

. 

 

 

Figure 4. Denoising results for Fourier filtering. 
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Figure 5. Denoising results for Wavelets Soft 

Thresholding (Daubechies filter+Birge-Massart 

threshold calculation). 

 

. 
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Figure 8. Denoising results for Anisotropic 

Diffusion. 
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Figure 7. Denoising results for Wavelets Garrotte 

Thresholding (Daubechies filter+Birge-Massart 

threshold calculation). 
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ABSTRACT 
In the last few years there has been a significant evolution in the mobile devices hardware capabilities, this 

evolution is very important as it allows for more complex applications and services to be developed for this type 

of devices. In this paper we describe the concepts and key issues that arise when developing an Augmented 

Reality system in a localization application for smartphones in general. WorldPlus presents solutions and 

implements these concepts using the Android smartphone as an example. In addition, WorldPlus allows 

programmers to develop their own content providers for both an online and an offline mode. 
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1. INTRODUCTION 
In the last few years there has been a significant 

evolution in the mobile devices hardware 

capabilities, this evolution is very important as it 

allows for more complex applications and services to 

be developed for this type of devices. 

Platforms like IOS (Mobile Operating System from 

Apple) and Android (Mobile Operating System 

developed by the Open Handset Alliance with 

Google Inc. leadership) are examples of platforms 

that were developed for mobile platforms; they 

include a set of tools that enable one to take 

advantage of the hardware capabilities of the new 

mobile devices. 

Whilst mobile localization Augmented Reality 

applications are not new, in this paper we describe 

the concepts and key issues that arise when 

developing an Augmented Reality system in a 

localization application for smartphones in general, 

and offer solutions to some of the problems. We 

present available tools that can be used in ordinary 

smartphones and implement an augmented reality 

system using the Android system as an example, 

where the user can browse the world through the 

mobile device and find additional information about 

his surroundings, with these tools. In this paper we 

review the main concepts of an Augmented Reality 

based on Localization in Section 2, including 

application requirements and the description  of two 

sources of online content or points of interest POI 

that are viewed with our system (Panoramio/photos, 

Wikipedia/documents). In Section 3 we present the 

WordPlus application, which describes how different 

components and services from the OS of mobile 

devices can be used to gather geo referenced points 

of interest, and how these points are managed and 

projected in our system. We show results in Section 

4, propose further solutions in Section 5, and 

conclude in Section 6. 

2. BACKGROUND 
In this section we review key concepts that need to 

be modeled in order to build our augmented reality 

system based on localization, we outline the 

application requirements, and review two online 

sources of georeferenced information that will be 

accessed and viewed with our system. 

2.1 Augmented Reality Based on 

Localization 
Augmented Reality is a concept contained in a larger 

concept that is Mixed Realities, Mixed Reality is a 

concept that represents a system where various 

realities are mixed together, usually mixing the 

reality that we all know, the world where we live, 

and realities generated by computational processes 

To facilitate the comprehension of these concepts, 

and relations between them, Paul Milgram has 

created a spectrum that clarifies it called Reality-

Virtuality Continuum [Mil94a] (see Fig. 1), the 

spectrum goes from Reality (left) that comprises the 

world where we live in, with no extra elements 

Permission to make digital or hard copies of all or part of 

this work for personal or classroom use is granted without 

fee provided that copies are not made or distributed for 

profit or commercial advantage and that copies bear this 

notice and the full citation on the first page. To copy 

otherwise, or republish, to post on servers or to 

redistribute to lists, requires prior specific permission 

and/or a fee. 
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computationally generated, to Virtual Reality (right) 

where the “world” is completely computer generated 

and doesn't have any elements from the real world. In 

the middle of these two is the Mixed Reality that 

consists in Augmented Reality and Augmented 

Virtuality, these two AR and AV are opposite 

concepts, while AR is the real world augmented with 

computer generated elements, AV is a virtual world 

augmented with real world components. 

 

Figure 1: Reality-Virtuality Continuum. 

Now that these concepts have been introduced, 

Augmented Reality based on localization will be 

described in more depth. Augmented Reality is the 

mixture between the real world and computer 

generated elements, this concept has the following 

elements: 

 Caption of real world; 

 Computer generated elements; 

 In a 3D environment. 

AR Reference Model 
The cost and effort in developing mobile AR systems 

is quite high. To reduce these, a number of different 

software architectures and toolkits have been 

proposed. A survey of different mobile and wireless 

technologies and how they have impact AR, 

including software architectures for mobile AR can 

be found in Papagiannakis et al. [Pap08a]. The authors 

compare several models and conclude that there is no 

single ideal mobile AR system approach but rather 

different AR systems according to location (indoors 

or outdoors), type of display (handheld or head 

mounted displays), content augmentation (static 3D, 

virtual characters) as dictated by each application 

domain. Reicher [Rei04a] presents a reference 

architecture for augmented reality systems organized 

into logical subsystems as follows: (i) a tracking 

subsystem that in smartphones is typically based on 

location sensors in the device such as GPS, compass 

and accelerometer allowing 6 degrees of freedom in 

displaying a digital object; (ii) an application 

subsystem responsible for the main control flow logic 

of the application and coordinating communication 

between other subsystems; (iii) a world model 

subsystem that stores and provides access to a digital 

representation of the world, including points of 

interest, 3D objects and metadata about the model 

itself; (iv) a presentation subsystem responsible for 

all output, including reality view streams, 2D and 3D 

rendering and audio and tactile outputs; (v) an 

interaction subsystem which gathers and processes 

any input that the user makes deliberately; and (vi) a 

context subsystem that provides the application with 

context about the status and situation of the user. We 

use an architecture that can be mapped to the one 

presented by Reicher. 

AR Browsers for Smartphones 
Layar [Lay12a] is the most prominent AR browser 

designed for smartphone devices. It offers animated 

3D rendering, location based tracking, and has a 

highly flexible API and a useful set of tools for 

developers. Wikitude Worlds [Wik12a] is a general 

purpose AR browser with location based tracking, 

support for 2D images and it is one of the most easy 

to use browsers for developers. The Wikitude Worlds 

AR browser is based on the Wikitude API, which is 

an open source framework for developing users own 

standalone AR applications on iPhone, Android and 

some Symbian based devices.  Junaio [Jun12a] is a 

powerful AR browser which includes features to 

support 3D object rendering, location based tracking, 

marker and markerless image recognition and a 

powerful API for developers. Sekai Camera [Sek12a]  

is another example of an AR browser which is a 

social augmented reality mobile location-based 

service.  Wikitude is the only one that supports an 

offline mode which is an advantage where the 

availability of an internet connection is an issue. Our 

approach was to support both online and offline 

mode. We provide an architecture that enables 

programmers to develop their own content providers 

for both online and offline modes. For evaluation 

purposes, we provide in the current version of 

WorldPlus an offline access of the geo-referenced 

Wikipedia articles, and an online access of the geo-

referenced Panoramio photos. 

2.2 Application Requirements 
In order to implement an Augmented Reality 

Localization application on a smartphone, we 

identified the following five requirements: 

1. Caption of real world – this requirement 

will be resolved with the camera that comes with the 

mobile device, this camera will help on capturing a 

stream of real world images in real time like the AR 

concept requires. 

2. Gather Points of Interest – these points are 

places in the world that are represented by a latitude 

and a longitude, these elements will represent the real 

world places that the application detects when the 

user points the camera at them, they will consist 

basically on a bitmap image/tag for each point of 

interest with which the user can interact and retrieve 

additional information about the place represented. 

These graphic elements will be superimposed in the 

view of the camera, like a layer on top of the 

captured real world images of the camera in which 

the images representing the points are drawn. 
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3. Process Sensors Data – modern mobile 

devices have a set of sensors that can track the 

position and direction of the device, the 

accelerometer sensor and magnetic sensor 

respectively. 

 

Figure 2: Three axis system in a device. 

The accelerometer´s main objective is to map the 

device's position (axis) in relation to the real world, it 

measures the force in G's applied in the 3 axis 

(Figure 2) and provides values that help one 

determine for example if the device is leaning 

forwards facing the ground or leaning backwards and 

facing the sky. In addition, these values can represent 

if the device is in a portrait position or in a landscape 

position, enabling an application to decide to perform 

some processing based on this information, perhaps 

for flipping the user interface elements so that the 

user can view them always in a correct position. 

Furthermore these values will later be used in the 

calculation of the projection of the points of interest 

in the device. 

The magnetic sensor helps to determine what 

direction the device is facing, much like a compass in 

reading which direction is north. This sensor is 

important to determinate if a given point of interest is 

in the same direction that the device is facing, in this 

case the point has a high chance of being drawn on 

the device's display. The magnetic sensor provides 

the values in radians that can be converted to 

degrees, it measures from 1 to 360 degrees. 0/360  

degrees being the direction of north.  

These two sensors are processed at the same time 

using methods provided by the Android SDK library, 

and it returns 3 values: 

 Azimuth – this value corresponds to the 

angle between the true north and the direction that 

the device is facing. 

 Pitch – this value corresponds to the angle 

that represents the inclination of the device, if the 

device is leaning forward or backward. 

 Roll – this value represents the rotation in 

the device that helps one determine for example, if 

the device is in a portrait position or in landscape. 

4. Localization System -  the application has to 

know where the user/device is located on the surface 

of the Earth, it needs to know this so that amongst 

other tasks it can detect geo referenced points 

surrounding the user or get distances from the users 

to points with a latitude and a longitude. This can 

easily be achieved by a the GPS system that most 

devices have already built in, where the system using 

a method of triangulation with satellites can locate 

the position of the user on the surface of the Earth. In 

the particular case of the android platform this 

localization system uses a mixture of the GPS and 

network systems. 

5. Network – to gather points of interest, our 

system will use online services such as Panoramio1 

that need an Internet connection for retrieving 

information. And as mentioned in the “Localization 

System” requirement, in the particular case of the 

Android platform, network protocols help to 

geographical locate the device in a combination of 

broadband systems and Wi-fi access points2, this 

could be useful, for example, when the GPS service 

is not available in certain conditions like inside 

buildings. We point out however that in our 

experience these alternative localization systems 

have a much higher error than GPS, serious limiting 

their use. 

2.3 Online Content (Points of Interest) 
Our system accesses content / points of interest from 

two online services: Panoramio for photographs and 

Wikipedia for documents, both systems hold 

information that is geo-referenced.   

2.3.1 Panoramio 
Panoramio is an online service that permits people to 

submit pictures that are geo referenced by a latitude 

and a longitude, the pictures are submitted with some 

additional information like the author of the picture, 

the title given to the picture by the author, and so on, 

people then can share their photos with all the users 

of Panoramio. The objective of using this service in 

our application is to obtain the pictures taken in the 

surroundings of the location of the user and show 

these places to the user with all the information 

attached to that particular place. When the user turns 

on the application, it makes a call to the Panoramio 

API that consists on a REST3 call for obtaining the 

points near the user of the application. All the points 

and their information are obtained formatted in a 

JSON object that will be parsed in order to retrieve 

and store in memory all the data that is needed. This 

type of service is very simple and easy to process 

with a simple HTTP Request with a query string 

                                                           
1 Panoramio – Panoramio is an online website that permits 

the users to submit geo referenced photographs to the 

system, add additional information about the place where 

the photograph was taken among other functionalities. 

2 More information about this method of localization can 

be accessed in the Android SDK Reference Guide in: 

http://developer.android.com/reference/android/location/

LocationManager.htm 

3 REST – Is a method to obtain information from a web 

server with a simple HTTP Request, much like RPC calls 

or SOAP but without their formalisms. 
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containing all the parameters to filter the data. 

Services using the same method are spreading 

because of its simplicity. A call at the Panoramio's 

API is much like the next example. 

“http://www.panoramio.com/wapi/template/l

ist.html?tag=mountain&width=280&height=140&r

ows=2&columns=4&orientation=horizontal” 

2.3.2 Wikipedia 
As is common knowledge, the Wikipedia is a website 

that strives to store articles from all branches of  

human knowledge, some of these articles are about 

places for instance historical places, Museums, and 

much more. Articles regarding places often contain  

references of latitude and longitude, these articles 

become points of interest for our application. These 

places will show on the device's display as images (a 

tag) with which the user can interact. The Wikipedia 

is a good source of points of interest because of the 

shear coverage of articles that it stores. Unfortunately 

Wikipedia was not designed for fast retrieval of geo-

referenced data like Panoramio. In order for 

information on Wikipedia to be used as a source of 

points of interest, one needs to download “dumps” 

that the Wikipedia shares online in various forms, in 

XML files that store all the articles in a given time 

stamp, or for example SQL dumps. This way of 

sharing all that information is not very mobile phone 

friendly as those dumps are released almost every 

day and consist of files of a few gigabytes. We filter 

offline only the georeferenced points of interest of 

such dump files and make the database file available 

physically in the mobile for offline querying of GPS 

coordinates. 

3. WORLDPLUS 
WordPlus was implemented using one of the 

platforms that is growing rapidly in users, the 

Android platform, however we believe that with the 

concepts described in this paper it should be easy to 

implement an augmented reality application on other 

similar platforms like the IOS. In this section we will 

first present the architecture of the application and 

describe some of the key classes created for the 

application along with other classes that were reused 

from the Android SDK libraries. We will then 

describe in detail how we create the points of interest 

and tackle problems such as the size of the data. We 

then describe how the sensor data is processed, noise 

removed and finally describe the projection method 

that enables points to be mapped on to the display. 

3.1 Application Architecture 
Figure 3 illustrates the main classes of our system 

and how they interact between themselves. There are 

two central classes that have the most relations with 

other classes, the WorldPlus and PoiViewManager 

classes, these classes are the foundations of the 

application. The WorldPlus class is the base class of 

the application, it is the “main” class, responsible for 

instantiating the necessary classes when they are 

needed and manipulating them as needed in the cycle 

of the application by using their methods. 

Figure 3: Class diagram of the application. 

This class has the following set of tasks: 

 Create an instance of the CameraView, the 

CameraView is itself responsible for displaying the 

view of the device's camera, real images in real time 

that are being captured by the camera. 

 Create an instance of the GPSManager to 

get the user´s location at any time. 

 Create an instance of the PoiViewManager 

that is the other central class, and is responsible for 

managing all that has to do with the points of interest. 

 Create an instance of a Sensor Listener that 

receives notifications from the SensorManager every 

time that alterations in the state on the sensors of the 

device are detected. The sensor listener and sensor 

manager are classes used from the Android SDK 

libraries. 

 Process the data obtained from the sensors, 

this includes the task of eliminating the noise created 

by the sensors. Values undergo an averaging 

procedure (described in section 3.3)  before being 

passed to the method that deals with the calculations 

of the projection, in this way the projection of points 

is more stable and prevents points from constantly 

jumping between positions on the screen due the 

instability of the sensors. 

 “Order” the PoiViewManager to calculate 

the projection of the points when all the data needed 

from the sensors is gathered, this includes data from 

the accelerometer, and from the magnetic sensor 

more commonly referred as the compass. 

The next class discussed will be the 

PoiViewManager, this class as the name describes, is 

responsible for managing all the process of dealing 

with the information contained in the points of 

interest (Poi – the class that represents a point of 

interest, this class consist on a set of attributes and 

interface methods to access them), from the process 

of loading the information in memory until the points 

are presented to the user, drawn on the device's 

display. This class has to accomplish these tasks: 
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 Load all the information of the points of 

interest, this consists on gathering the poi's 

information from the poi source mechanisms that 

were discussed earlier, like Panoramio or Wikipedia. 

For this purpose an interface class was created that 

helps one load ubiquitously different types of poi. 

Every type of poi source implemented had to 

implement the methods necessary to load their 

associated information. In this way, 

PoiViewManager does not need to know the manner 

in which the points are loaded, all it knows is that it 

has to call the same function and the points are 

loaded in their particular way. This helps in the 

scalability of the application, with this interface it is 

easy to implement other forms of gathering points of 

interest with different processes, and these processes 

are then transparent to the application. 

 Maintain in memory the information loaded. 

 Update that information when it is required, 

for example, when the user walks to another location 

it is necessary to update the points of interest in 

memory with the ones gathered in the new location 

and  the previous data become outdated. 

 Calculate the positions on screen of the tags 

that represent the real world places of the points of 

interest, the projection is described in section 3.4. 

The classes PanoramioHelper and WikiHelper, 

are the implementations of the sources of poi, these 

classes implement the methods that are necessary to 

load the information of the points of interest from 

their systems, in this case the Panoramio and 

Wikipedia sites. Both classes implement the interface 

PoiSource that consist of a set of methods to load 

points information, their implementations are 

different, as the way in which they load the points is 

different as described in the previous section. The 

GPSManager class deals with the localization of the 

user, the geographical location of the device. This 

class has the task to manage the location providers 

and to update the location in the application. This 

class extends the class LocationManager provided by 

the Android SDK, that has all the necessary methods 

to manage the localization of the device. 

3.2 Gathering Points of interest 
The process of developing an application of this kind 

relies on the use of several services and systems, like 

the ones listed section 2, that have their limitations, 

and as a consequence limit the application itself. It is 

up to the developer to overcome these limitations 

with a design solution that renders itself still useful. 

In this section we list the most relevant problems 

when dealing with online data for a mobile device, 

along with our design solutions that were 

implemented. The key problems  were: Size of Data; 

Age of Data; Dynamic Data; 

The Size of Data in any mobile application is crucial, 

and in the context of this application it has a great 

impact on it's design. First of all, the data, in the 

context of WorldPlus, is composed by all the 

information associated with the points of interest: 

latitude and longitude, a title that represents the 

place, images of the place, a description such as 

historical facts of that place, along with many other 

characteristics that can be associated with a point of 

interest and could be important information for the 

user experience. The objective of the application is to 

gather points of interest that are in the surrounding 

environment where the user is located, as we don't 

know where a user will use the application, it is 

important to have a large number of points of interest 

located all around the world so that people from all 

places in the world can experience the application.  

One of the sources of points of interest are the 

Wikipedia articles as mentioned previously, for a few 

years now, wikipedia has started to geographically 

reference some of their articles. One problem arises: 

how can we process all this data?, Wikipedia has a 

very large number of articles which means dealing 

with gigabytes of information in the application, 

something which is impossible to process with the 

mobile devices of nowadays, where the space of an 

application of this kind normally amounts to only a 

few megabytes. So the challenge is not to store the 

data in the device, but to create a way in which the 

application can retrieve this data, filtered in some 

way, so that it could be processed by these devices 

and the information presented to the user with a nice 

fluid experience. Our main interest was on the 

creation of the AR system itself, we did not solve the 

problem of transferring and parsing vasts amounts of 

data from wikipedia, instead we stored in the 

application parsed content from a few points of 

interest in order to test basic rendering functionality. 

In the case of the Panoramio API, we do have direct 

access to all the available online content. One needs 

to make the request to the API and process the 

response, this revealed itself as the most time 

expensive process in the execution of the application. 

This process is composed by the request, parsing the 

data of the response and transfer of the image files 

which are typically photos of the respective locations 

and can have arbitrary resolutions.  

Age of Data. It is crucial to have data to present in 

the application, the basic objective of the application, 

but it is equally important that the information is 

correct, that it represents exactly the state of the point 

of interest in the moment that the user requests it's 

information. For example a file showing train delays. 

It is important to have a system for point source that 

is easy to update so the user always sees correct 

information, and not useless outdated data, the lack 

of a system that support this issue, could cause 

failure of some applications. 
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Dynamic Data In a tourism hotspot, for example 

Rome, it would be useful to have a system that can 

show the photos just taken by others in key places of 

the city, so other people can visit those places too. A 

person could be submitting a photo and another 

person nearby could see that photo through the 

application, for instance to help navigation. But with 

this dynamic aspect arise some problems that consist 

on the amount of photos in a given area, e.g. if we 

were to define a 1 km radius around the location of 

the user and retrieve all the photos taken inside that 

radius, the amount of photos retrieved in a place like 

Rome could still be prohibitive interaction wise. A 

simpler solution that worked well is to limit the 

number of points that are computed and drawn with a 

fixed number, some tests have been done to 

determine empirically the limit of points of interest 

that can be computed interactively in the application, 

these tests will be described in the results section. 

But another issue arises, how can we choose which 

points of interest to discard and which ones are the 

best to present to the user. This can be achieved by 

determining the distance at which the point of 

interest is from the position of the user, and then 

discard the ones that are more far, compute and 

present just those near the user´s location. This is a 

straightforward solution to overcome the problem of 

having to compute too many points of interest but 

there are more elegant solutions that could be 

implemented in the future. For example 

implementing machine-learned ranking4 techniques 

that can determine the most relevant points, as used 

in Information Retrieval5 systems, such as search 

engines, etc. Points of interest are ranked by an 

algorithm that computes a group of special 

characteristics of the points and determines their 

relevance to the user, this relevance then determines 

which points are more interesting/relevant to be 

presented. The application could profile the user by 

saving user interests, and then the application could 

assign different scores to poi categories based on 

those interests, some categories would have more 

relevance than others or one could create a way of 

scoring based on the distance the poi is from the user. 

3.3 Sensors 
Another problem encountered when developing this 

application was the noise that the sensors report in 

their readings. The accelerometer sensor of the 

                                                           
4 Machine-Learning Ranking - is a type of supervised or 

semi-supervised machine learning technique where the 

objective is to create a ranking model with gathered data. 

5 Information Retrieval – area of study with methodologies 

for searching documents, information inside documents, 

etc. In these methodologies there are concepts of scoring 

special characteristics of the documents that determine 

their relevance. 

devices returns values of the acceleration that are 

imposed in the device to realize the position of the 

device in relation to the real world, as stated in the 

previous section. These values are returned in time 

intervals of milliseconds, and sometimes they return 

values that are not consistent with each other, if we 

put a device in a rest position on top of a table for 

example, we can see that the sensors don't give 

always the same value, the values oscillate around 

the real value. Our solution consists on simply saving 

the values returned by the sensor in a temporary 

collection of data and before the projection of the 

points, an average of the values is calculated. Three 

read outs are taken and averaged in under 100 ms. 

With processing units with multiple cores one 

envisages that Kalman filtering in a dedicated core 

could be used to further improve results. 

3.4 Point Projection 
The point projection is the process that maps the real 

places on the display of the device, using tags that 

consist of a bitmap that represent the points. Our 

calculations are based on the work of Matuscheck 

[Mat11a]. The projection is divided in two different 

calculations, the horizontal projection and the vertical 

projection, the first consists on calculating the screen 

coordinate in the X axis (horizontal) and the second 

consists on calculating the Y screen coordinate. To 

draw a point in the device's display it is necessary to 

have an X and an Y coordinate P(x,y). The horizontal 

projection is based on two similar but different 

values, the azimuth that we mentioned earlier, that 

the magnetic sensor provides, and the bearing, that is 

the angle formed between the true north and a given 

point on Earth that the device is facing. Before 

describing these calculations it is important to define 

the angle of view, the angle of view in this 

application is defined by a 45 degree angle, in the 

horizontal and in the vertical projections. In the case 

of the horizontal projection this angle will define two 

boundaries, like two “arms” that embrace the field of 

view of the application and determine what is inside 

of the field of view and shown to the user. Figure 4 

illustrates these concepts. As can be seen the azimuth 

is the angle formed between North and a point that 

the device, in this case the little man is facing. The 

bearing is calculated in the same way but it requires 

an additional point, but if we assume that the point 

that the little man is facing is a point of interest we 

can say that the bearing to that point has the same 

value as the azimuth. In the projection if the azimuth 

and bearing to a point is the same or very close, that 

point is a good candidate to be drawn on the display, 

it means that the device is facing in the direction of 

that point. After knowing the two angles needed we 

can define a horizontal screen coordinate from them, 

we know that the azimuth is always in the middle of 

the screen, if the bearing has the same value as the 
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azimuth the position of the point will be in the 

middle of the display. 

 

Figure 4: Azimuth calculation (adapted [Phy12a]). 

In the case that the bearing to a point is greater than 

the azimuth then we know that the point is in the 

right half of the screen, or else, if the bearing is less 

than the azimuth we know that the point is in the left 

half of the screen. With this we have a horizontal 

screen coordinate.  Now that we have the horizontal 

screen coordinate for the point, it is necessary to 

calculate the vertical coordinate for it, the vertical 

projection, that consists in calculating the Y 

coordinate that the point will have on the device's 

display. Like in the horizontal projection, the vertical 

angle of view is defined with an angle of 45 degrees.  

 

Figure 5: Altitude culling calculation. 

Figure 5 shows the triangle (a,b,c) that represents 

half of the vertical field of view. As mentioned 

before the full vertical angle of view is 45 degrees, 

the full vertical field of view would have a similar 

triangle mirrored in the bottom of the one presented. 

It is important to define some variables before we 

calculate the vertical projection, first of all the 

position of the user and it's device, the user is located 

in the vertex formed by ca facing to b, c is the upper 

boundary, a is the line that connects the position of 

the user with the position of the point of interest, a 

represents the distance between those two points. The 

b line represents the height of the point in relation to 

the height of the position of the user. For example, if 

the user is at 500 meters high and the point has an 

altitude of 630 meters b will be the difference 

between them, 130 meters. Representing the position 

of a point is defined by a line d that also represent the 

angle formed between the position of the user and the 

position of the point of interest. This is the angle that 

we need to determine if the point of interest is in the 

field of view or not, if it will be drawn in the device's 

display or not. We calculate this angle using the Law 

of Cosines, this law trivially determines a set of rules 

that can be used to calculate angles and lengths of the 

sides of a triangle that has a 90 degree angle. 

We have the distance between the two points (a), we 

have the height of the point in relation to the height 

of the user position (b), we know that the angle 

formed between a and b is a 90 degree angle, what is 

missing is the angle formed between the user position 

and the point of interest position. This is what we are 

going to calculate next using a rule of the Law of 

Cosines. The Law of Cosines is an generalization of 

the Pythagorean Theorem, the base is the next 

formula. 

d^2 = a^2 + b^2 

Here d is our hypotenuse (squared) and is equal to 

the sum of the squares of the two sides (a and b). We 

can now obtain the length of d that will help to 

determine the angle that we are looking for, using the 

next formula. 

a = d * cos(y), where y is the angle that we need. 

By transforming the equation we obtain the angle. 

cos(y) = a / d or,              y = cos(a/d) 

In this way the angle formed between where the user 

is looking at and the height of the point is obtained. 

Finally, and similar to the horizontal projection, we 

just need to compare angles, the angle y (calculated 

just now) and the angle that restricts the vertical field 

of view represented as c, if the angle y is lesser than 

the boundary angle it means that the point is in the 

angle of view, if it is greater it means that the point is 

outside the angle of view and it will not be drawn in 

the device's display. In this way we can determine if 

the point is inside the field of view and calculate the 

exact screen coordinate. 

4. RESULTS 
In this section we present results from WordPlus, our 

augmented reality application. Results were carried 

out on a HTC Wildfire, with a 528 Mhz CPU, 

512MB ROM and 384MB RAM. Fig 6, shows how 

the application is shown to the user. Namely the 

application consist in showing the user points of 

interest (poi) that are located near the location of the 

user, in this case four points of interest are shown (in 

green), which were gathered from the Panoramio 

system, the user can interact with these tags and 

request additional information.  

 

Figure 6: Points of interest (Poi) in WorldPlus. 
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The user “browses” the world that surrounds him and 

discovers points/green tags when he directs the 

camera at them. When the user holds the device with 

an inclination the points will react to that motion, 

pushing the points up if the inclination is towards the 

ground like (Figure 7). 

 

Figure 7: Poi projected with inclination. 

Or with an inclination towards the sky pushing the 

points to the bottom of the screen (Figure 8). 

 

Figure 8: Poi projected with inclination. 

We found that the biggest bottleneck for rendering is 

the projection calculation. In order to determine the 

maximum number points of interest that the system 

can compute coordinates and render whilst still being 

interactive, we performed some tests running the 

application with different amounts of points of 

interest in memory at a given time. Namely tests 

computing 25, 50 and 100 points of interest were 

carried out. In the first case the application runs 

smoothly in a range of 10-15 frames per second, the 

user can have a fluid navigation experience with no 

“freezing” effect at all. With 50 points the result was 

a range of 6-10 frames per second, again a good 

experience is provided, it is possible to move the 

equipment around and the points are projected almost 

instantly. With 100 points the result was 4-8 fps, in 

this case when the user moves the equipment it can 

take a couple of seconds to update the points on the 

screen. These tests led us to limit our system to 50 

points of interest so that the user can have the best 

experience with it. On the network/transfer of images 

side, tests showed that 20 points of interest retrieved 

from the Panoramio take an average of 9 seconds to 

load and parse all the data. We note that with the 

parsed offline wikipedia dump file, these access lags 

are non-existent as points are loaded into main 

memory when the application starts. 

5. FUTURE WORK 
In the future, we would like to obtain more sources of 

points of interest, there are many services online that 

contain geographical referenced information that can 

be used in this type of application. Our application is 

prepared for scalability, new sources of points are 

easily implemented with a few lines of code. We 

would like to create a way for the users to create their 

own points of interest and submit them so that they 

can be shared with friends or other users of the 

service. We would like to find a way to more 

efficiently parse Wikipedia. One way would be to set 

up a computer that stores a database with all the 

information of the Wikipedia articles that are needed 

in the application, and create some services for 

accessing that data across the internet. In this way it 

would be possible to update the information that is 

used in the application in a transparent manner, on 

the side of the application it is not known if the 

information stored in the server is up to date or not, it 

just makes calls to retrieve the data. All the updates 

could be achieved by a routine on the server side that 

picks up the new dumps given by the wikipedia, 

those dumps could be parsed and the resulting 

information could be stored in the database that is 

accessed by the application. 

6. CONCLUSIONS 
We have presented WorldPlus. An Augmented 

Reality Application with Georeferenced content for 

smartphones. We described the requirements, 

concepts, components, problems and designed 

solutions using the Android platform as an example. 

We presented problems for mobile devices such as 

the size of the retrieved data and dynamic content 

that are likely to still be research topics in the future. 
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