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ABSTRACT 
A method for generating a smooth spline surface over an irregular mesh is presented. This method generates a 
smooth spline surface similar to the methods proposed by [Loo94-Pet00, ZZZ+05]. The rules applied to construct 
the control points in order to achieve the continuity conditions are simple and comprehensible.  

Keywords 
Spline surfaces, Irregular meshes, Bi-quadratic Bezier patch, Tangent plane continuity, Quad-net. 

 

1. INTRODUCTION 

The construction of smooth spline surfaces over 
control meshes has been a popular topic in computer 
graphics, geometrical modeling and CAGD. A 
control mesh consists of a set of vertices, edges and 
faces.  

Irregular meshes differ from regular meshes in the 
following two ways. Either a vertex has other than 
four edges emanating from it or a face is defined by 
other than four edges. To overcome this limitation, 
different methods have been proposed for the 
construction of smooth surfaces of irregular topology.  

These methods can be roughly categorized into two 
groups: subdivision surfaces and spline surfaces.  

The earliest attempts to overcome the topological 
limitations of B-spline surfaces were based on the 
subdivision principle. 

 

 

Some non-polynomial surface patches used to define   
B-spline-like surfaces over irregular meshes include 
the 3 and 5-sided patches defined in [Sab83] and n-
sided S-patches in [Loo90]. Hahmann et al. [HB08] 
presents a piecewise bi-cubic parametric 1G  spline 
surface interpolating a quad irregular mesh.  

A scheme proposed by peters [Pet93] adjusts 
irregularities by applying one or more refinement 
steps. Another scheme by Loop [Loo94] only uses a 
one refinement step and creates a spline surface. In 
general this is a composition of patches at most of 
degree 4. Peters [Pet00] generated a bi-cubic scheme 
using a Catmull-Clark. Recently, a method has been 
presented by Zheng et al. [ZZZ+05] in which the 
Zheng-Ball patches are used to generate a bi-
quadratic B-spline-like surface. 

In this paper we present a bi-quadratic spline surface, 
which is a generalization of [Loo94]. The method 
presented here can be applied in irregular meshes of 
arbitrary topology. Only one step of subdivision is 
used. The rules used to generate the control points are 
simple and comprehensible. It dose not go through 
the complicated computation process needed in 
[Loo94-Pet00]. That ensures the locality property and 
has a piecewise polynomial form. Straightforward 
conditions have been used to ensure smoothness. 

Permission to make digital or hard copies of all or part of 
this work for personal or classroom use is granted without 
fee provided that copies are not made or distributed for 
profit or commercial advantage and that copies bear this 
notice and the full citation on the first page. To copy 
otherwise, or republish, to post on servers or to 
redistribute to lists, requires prior specific permission 
and/or a fee. 
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Figure 1. Mesh subdivision. Initial mesh (bold 
lines). After the subdivision (thin lines).  

The construction process of this method consists of 
three steps: the first step carries out a single 
refinement procedure over the initial mesh, resulting 
in a new mesh in which the valence of each vertex is 
four. In the second step a quad-net is constructed 
corresponding to each vertex of the new mesh. Then 
each quad-net is split into four sub-quad, and a bi-
quadratic Bezier patch is constructed over each sub-
quad area.  

2. SPLINE SURFACE GENERATION 

Constructing the spline surface begins with a user-
defined control mesh 0M . The details of each phase 
of this method have been presented in the next three 
sections. 

Initial mesh refinement 

The first step is to carry out a refinement procedure 
over initial mesh 0M . Let F be a face of 0M  
consisting of vertices { }110 ,....,, −nCCC  and the average 

of this points is: 

.
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by:   
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where all subscripts are taken modulo n.  

The faces of 1M are constructed from vertex, face or 
edge of 0M [GRE01] (Figure 1). 

Note, that all the vertices of 1M  are 4-valent and 
every non-4-sided face in new mesh 1M  is 
surrounded by 4-sided faces. Clearly, if in the initial 
closed mesh 0M  all vertex valences are already of 
degree four, this step is not needed and one can use 
the mesh directly.  

 

 
 

Generating the Quad-Nets 

In the second step, a quad-net is constructed corr-
esponding to each vertex of 1M .  

Consider the vertex V in figure 3, to generate a quad-
net on this vertex we will do as follows: The centriod 
points of four faces surrounding a vertex V are regar-
ded as the corner points of a quad-net  (                  

33,Q ).  

The points on the boundary of each quad-net are 
computed such that all quad-net points surrounding a 
quad-net corner point are coplanar.  

The following theorem is the key to constructing 
quad-net points that satisfy this requirement. 

Theorem 2.1: Let 3
110 ,,, ℜ∈−nppp K be a set of 

points in general position. The set of points 

110 ,,, −nqqq K found by:       
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and are therefore coplanar. 
Proof: take: 
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Expand the right hand side of equation (3) as follows: 
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Note that the well known trigonometric equations of 
sum of sinuses and cosines have been utilized in 
combining 

)1()1( +−−− + ijij MM to get 
ijM

n −
π2

cos2 . 

300300 ,, QQQ
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Figure 2. Quad-net. 

Figure 3.  Split of a quad-net into four bi-
quadratic Bezier patches. 

From relation (3) we can see that 1+iq  is a linear 

combination of points 
1,, −ii qqO , and by replacement 

we can find that each )2( ≥iqi
 is a linear 

combination of three points 
10 ,, qqO . Therefore each 

iq  lies in the plane made by these three points. Hence 

the collection of sqi ' obtained from the relation (2) 

are coplanar�. 

 

 

In theorem 2.1 it can be observed that factorβ  is a 

free parameter which can be set arbitrarily.  

Interpreting the points 110 ,,, −nppp K  as the 

vertices of a face blending to mesh 1M , the point O  
as 

00Q  and the points 110 ,,, −nqqq K as the quad-net 

points surrounding 
00Q . It is immediately clear that 

all the quad-net points surrounding 
00Q  are coplanar. 

Also constraint (3) is satisfied by set: 

)4(.
2

1

2

12
cos)

2
cos1(

^

10100100 QQQ
n

Q
n

+=+− ππ  

Where 
^

10Q is a point of an adjacent quad-net and n is 

the number of vertices of that face. Similar 
interpretation are used for the three points 

0330 ,QQ  

and 
33Q . 

All the boundary quad-net points can be produced 
easily by applying theorem 2.1 to each one of the four 
faces surrounding each vertex of 1M . 

The interior point 
11Q  is computed as follows:   

            )5(00011011 QQQQ −+=  

the other three interior points 
222112, QandQQ  are 

found by symmetry. 

Patch generation 

Parametric surface patches are constructed in this 
step. They interpolate the information generated by 
quad-nets in the previous step. Each quad-net is 
accomplished by four bi-quadratic Bezier patches 
which are constructed as follows: Suppose a quad-net 
is divided into four bi-quadratic Bezier patches which 
labeled as shown in figure 3. First we set the corner 
points: 

.,

,,

33443040

03040000

QaQa

QaQa

==
==  

and:  

.,

,,

22332131

12131111

QbQb

QbQb

==
==  

 

 

 

Formulas for the control points of one of the patches 
are given here, similar formulas for the other three 
patches can be found by symmetry.  

Internal control points of this patch are: 

)6(.)(
2

1

),(
2

1
),(

2

1

321222

311121131112

aaa

bbabba

+=

+=+=
 

the other control points are: 

)7(.)(
2

1
,)(

2

1 )2(
131110

)1(
311101 bbabba +=+=  

and: 

)8(.)(
2

1
,)(

2

1 )2(
232120

)1(
321202 aaaaaa +=+=  

in which the )2(
23

)1(
32

)2(
13

)1(
31 ,,, aabb  are the points of the 

two adjacent patches.  

It can be observed that these constructions ensure  
that the triples },,,{},,,{,},,{ 322212131211312111 aaababbab  
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Figure 5.  Five quad-nets, common in a corner 
point. Each bi-quadratic Bezier patch has 

1C continuity in its points (orange points) except 
in corner point of the quad-net ( ) which               

has the tangent plane continuity. 

},,{ 232221 aaa  are collinear hence the rectangular 

patches generated inside each quad-net are 1C  
continuous along their internal boundaries. 

Two examples of initial meshes and their result 
surfaces are shown in figure 4. 

 

 

The same procedure is applied to a boundary quad-
net, the only difference is in the control points along 
the boundary edge. 

As it was pointed out in subsection 2.1 if all vertex 
valences in the initial mesh are of degree four we 
don’t need a refinement step and can immediately 
create quad-nets, this leads to fewer patches. An 
example of this special case is presented in figure 
4(a).  

3. SMOOTHNEES 
In this section we establish the smoothness conditions 
for the resulting surface. As can be seen from the 
relations of (6), (7) and (8) except in a control point 
on the corner of the corresponding quad-net each bi-
quadratic patches satisfied the 1C continuity condition 
over all its control points (shown in figure 5 by the 
orange points ). We now demonstrate that the corner 
points have tangent plane continuity. 

As it was pointed out in subsection 2.2 all the points 
around the corner of each quad-net found by the 
theorem 2.1 are coplanar and the internal quad-net 
points that are computed by the equation (5) lie on 
the same plane. Finally, the control points of the final 
patch around this corner point (computed by (7)) are 
also on the same plane, which includes corner point. 
This means that, in this corner point we have tangent 
plane continuity because all the points surrounding it 
have identical normal vectors. 

Considering the symmetric procedure we used to 
generate the control points in each adjacent patches. 
It is easily to see that all the patches constructed in 
this method encode identical tangent planes along the 
common boundaries. 

4. CONCLUSIONS 
In this paper, a method is presented to construct a 
smooth surface over an irregular mesh by means of 
bi-quadratic Bezier patches. This method can be  

 

 

 

 
 

implemented over both types of open and closed 
meshes and the result will be a smooth surface. 

Following the steps of this method it can be seen that 
each step has a geometric construction involving 
weight average (affine combinations) of the points. 
Therefore, the spline surface is affine invariant.  

If all internal vertex valences in the initial mesh are of 
degree four it should be possible to avoid the 
subdivision step as an optimization. 
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Procedural Modeling in Theory and Practice
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Institut für ComputerGraphik und WissensVisualisierung, TU Graz, Austria
Fraunhofer Austria Research, Visual Computing Devision, Graz, Austria

Fraunhofer Institute for Computer Research and Technical University of Darmstadt, Germany

ABSTRACT

Procedural modeling is a technique to describe 3D objects by a constructive, generative description. In order to tap the full
potential of this technique the content creator needs to be familiar with two worlds – procedural modeling techniques and
computer graphics on the one hand as well as domain-specific expertise and specialized knowledge on the other hand.
This article presents a JavaScript-based approach to combine both worlds. It describes a modeling tool for generative modeling
whose target audience consists of beginners and intermediate learners of procedural modeling techniques.
Our approach will be beneficial in various contexts. JavaScript is a wide-spread, easy-to-use language. With our tool procedural
models can be translated from JavaScript to various generative modeling and rendering systems.

Keywords: Computational Geometry and Object Modeling, Computer Graphics Methodology and Techniques, Modeling
Languages

1 INTRODUCTION

Within the last few years generative modeling tech-
niques have gained attention. In order to accelerate
the modeling process, many researchers enforced re-
search on procedural modeling. All models with well-
organized structures and repetitive forms benefit from
procedural model descriptions. In these cases genera-
tive modeling is superior to conventional approaches.

Its strength lies in a compact description [1], which
does not depend on the counter of primitives but on the
model’s complexity itself. Especially large scale mod-
els and scenes – such as plants, cities, and landscapes
– can be created efficiently. In this way generative de-
scriptions make complex models manageable as they
allow to identify a shape’s high-level parameters [7].

A characteristic of generative modeling is its explicit
analogy of 3D modeling and programming. This anal-
ogy has two negative aspects. First of all, the need to
use a programming language is a significant inhibition
threshold especially for architects, designers, etc. who
are seldom experts in computer science and program-
ming. Secondly, a programming language introduces
a new dimension of complexity and further dependen-
cies.

Furthermore, it has never been easy to convert 3D
models between various file formats and with genera-
tive modeling techniques the the situation will proba-
bly become worse. If a 3D model does not only con-
tain static geometry but algorithmic descriptions, the

Permission to make digital or hard copies of all or part of this
work for personal or classroom use is granted without fee provided
that copies are not made or distributed for profit or commercial
advantage and that copies bear this notice and the full citation on the
first page. To copy otherwise, or republish, to post on servers or to
redistribute to lists, requires prior specific permission and/or a fee.
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file format also depends on the languages and the in-
terpreter that is able to execute the script.

In this paper we investigate generative modeling ap-
proaches concerning these aspects and present a new
possibility to create procedural models in a beginner-
friendly way. Additionally, we address the file format
problem and present a solution to reduce the dependen-
cies to scripting and rendering engines.

2 PROCEDURAL MODELING
In today’s procedural modeling systems, grammars are
often used as a set of rules to achieve a description.
Early systems based on grammars were Lindenmayer
systems [17], or L-systems for short. They were suc-
cessfully applied to model plants. Given a set of string
rewriting rules, complex strings are created by applying
these rules to simpler strings. Starting with an initial
string the predefined set of rules form a new, possibly
larger string. The L-systems approach reflects a bio-
logical motivation. In order to use L-systems to model
geometry an interpretation of the generated strings is
necessary. The modeling power of these early geomet-
ric interpretations of L-systems was limited to creating
fractals and plant-like branching structures. This lead to
the introduction of parametric L-systems. The idea is to
associate numerical parameters with L-system symbols
to address continuous phenomena which were not cov-
ered satisfactorily by L-systems alone.

CGA Shape
Later on, L-systems and shape grammars were success-
fully used in procedural modeling of cities [16]. Parish
and Müller presented a system that, given a number
of image maps as input, generates a street map includ-
ing geometry for buildings. For that purpose L-systems
have been extended to allow the definition of global ob-
jectives as well as local constraints. However, the use of
procedurally generated textures to represent facades of
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buildings limits the level of detail in the results. In later
work, Müller et al. describe a system [14] to create de-
tailed facades based on the split grammar called CGA
shape. A framework called the CityEngine provides a
modeling environment for CGA shape. It relies on dif-
ferent views to guide an iterative modeling process.

Another modeling approach presented by Lipp et al.
[11] following the notation of Müller [13] deals with
the aspects of more direct local control of the under-
lying grammar by introducing visual editing. The idea
is to allow modification of elements selected directly
in a 3D-view, rather than editing rules in a text based
environment. Therefore principles of semantic and ge-
ometric selection are combined as well as functionality
to store local changes persistently over global modifi-
cations.

Model Graphs
Lintermann et al. proposed a modeling method as well
as a graphical user interface (GUI) for the creation of
natural branching structures [10]. A structure tree rep-
resents the modeling process and can be altered using
specialized components describing geometry as well as
structure. Another type of components can be used for
defining global and partial constraints. Components are
described procedurally using creation rules which in-
clude recursion. The generation of geometric data ac-
cording to the structure tree is done via a tree traversal
where the components generate their geometrical out-
put.

The procedural modeling approach [4] proposed by
Ganster et al. describes an integrated framework based
on structure trees in a visual language. The infix nota-
tion of the language requires the use of variables which
are stored on a heap. A graph structure represents the
rules used to create an object. Special nodes allow
the creation of geometry, the application of operators
as well as the usage of control structures. Various at-
tributes can be set for nodes used in a graph. Directed
edges between nodes define the order of execution, in
contrast to a visual data flow pipeline (VDFP) where
data is transported between the different stages.

Hierarchical Description
Finkenzeller presented another approach for detailed
building facades [3] called ProcMod. It features a hi-
erarchical description for an entire building. The user
provides a coarse outline as well as a basic style of the
building including distinguished parts and the system
generates a graph representing the building. In the next
step, the system traverses the graph and generates ge-
ometry for every element of the graph. This results in a
generated, detailed scene graph, in which each element
can be modified afterwards. The current version has

some limitations: for example, organic structures and
inclined walls cannot be modeled.

Scripted Modelers
3D modeling software packages like Autodesk MayaTM

provide a variety of tools for the modeling process. In
addition to a graphical user interface, a scripting lan-
guage is supplied to extend its functionality. It enables
tasks that cannot be achieved easily using the GUI and
speeds up complicated or repetitive tasks.

When using parametric tools in modern CAD soft-
ware products, geometric validity is a subject. For a
given parametric model certain combinations of param-
eter values may not result in valid shapes. Hoffmann
and Kim propose an algorithm [8] that computes valid
parameter ranges for geometric elements in a plane,
given a set of constraints.

Postfix Expressions
Havemann proposes a stack based language for creat-
ing polygonal meshes called Generative Modeling Lan-
guage (GML). The postfix notation of the language is
very similar to that of Adobe’s Postscript. It allows the
creation of high-level shape operators from low-level
shape operators. The GML serves as a platform for
a number of applications because it is extensible and
comes with an integrated visualization engine.

An extended system presented by Mendez et al. com-
bines semantic scene-graph markups with generative
modeling in the context of generating semantic three
dimensional models of underground infrastructure [12].
The idea is to connect a geospatial database and a ren-
dering engine in order to create an interactive appli-
cation. The GML is used for on-the-fly generation of
procedural models in combination with a conventional
scene graph with semantic markup. An augmented re-
ality view of underground infrastructure like water or
gas distribution systems serves as a demo application.

WebGL and O3D
WebGL is a JavaScript binding to OpenGL ES 2.0
which enables rich 3D graphics within browsers on
platforms supporting the OpenGL or OpenGL ES
graphics standards [9]. A main advantage of this up-
coming standard is its plugin-free realization within the
browser. The WebGL standard will benefit from recent
developments in Web technology like the HTML5
specification or the JavaScript performance increases
across all major browsers.

Another “Web”-approach is O3D. This is a combina-
tion of a browser plugin and a JavaScript API which en-
ables a web developer to create and display 3D scenes
[5]. In order to have more control over the performance
of the display routines a plugin is used. The JavaScript
part is responsible for the control of the plugin.

Both techniques are still under development so that
they can hardly be discussed in detail. However, due to
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the fact that JavaScript is used as scripting environment,
we will be able to support these techniques as soon as
they reach a stable status.

3 LANGUAGE ELEMENTS
FOR MODELING

When trying to combine different approaches for pro-
cedural modeling, a question arises: Is it possible to
achieve a conversion between file formats, respectively
languages? The simple answer is: Yes, but only with
considerable expenditure. Because of differences in the
intended purpose of the languages as well as paradig-
matic variations it is a rather difficult task. In order to
be able to cover a variety of approaches it would be nec-
essary to implement converters that differ in the source
as well as in the target language. Therefore a central so-
lution representing a common ground for the procedu-
ral modeling approaches is desirable. This solution en-
ables the user to create procedural models represented
by a single language, but allows a variety of output rep-
resentations to be generated.

Consequently, the motivation for this work is to es-
tablish a beginner friendly programming language for
procedural modeling that serves as a basis to generate
code for different target language. In particular the re-
quirements for such a language can be summarized as
follows:
• The language should support a user in typical mod-

eling tasks; i.e. it should provide often needed data
structures, algorithms and routines for geometric
modeling – such as vectors, matrices, etc.

• As our target group is composed mainly of
non-computer scientists and creative coders, the
language should be beginner friendly and yet pow-
erful. A user with little experience in programming
should be able to read the language and use it in
a short period of time [6]. More advanced users
should not be limited by the language.

• Languages using error-prone techniques (pointers,
memory management, etc. [2]) should be omitted;
as Niklaus Wirth stated: “The most important deci-
sion in language design concerns what is to be left
out.”

Currently high-level programming languages can be
classified in scripting- and in system-languages. The
main difference – according to John K. Ousterhout [15]
– is the style of programming: scripts are designed
for gluing programs and algorithms together, whereas
system languages are designed for complex algorithms
and data structures. As a result scripting-languages
are mostly type-less and more dynamic than system-
languages. Of course, due to just-in-time compilation
and even more advanced techniques this separation is
not clear-cut.

In the domain of procedural modeling we favor a
scripting language, as we believe that system languages

tend to slow down the creative coding process by pro-
gramming overhead. Scripting languages tend to be
more fault-tolerant and the explanatory power of the
source code is promoted. The result of these aspects
is presented in the next section.

4 MODELING WITH JAVASCRIPT
The programming language JavaScript meets the re-
quirements mentioned above. It is a structured pro-
gramming language featuring a rather intuitive syntax,
which is easy to read and to understand. As source
code is more often read than written, a comprehensible,
well-arranged syntax is sensible. JavaScript incorpo-
rates features like dynamic typing and first-class func-
tions.

But the most important feature of JavaScript is: it is
already in use by non-computer scientists – namely de-
signers and creative coders. JavaScript dialects are used
in Adobe Flash (called ActionScript), in the Adobe Cre-
ative Suite, in interactive PDF files, in Apple’s Dash-
board Widgets, in Microsoft’s Active Scripting technol-
ogy, in the VRML97, in the Re-Animator framework,
etc. Consequently, a lot of documentation and tutorials
to introduce the language exist.

However, in order to be used for procedural mod-
eling, JavaScript is missing some functionality, which
will be added by libraries.

Data structures and libraries for modeling
In the specification of JavaScript no data types repre-
senting vectors and matrices are defined. These types
are an essential part of computer graphics. Therefore,
the Euclides compiler includes a mathematical library
to correct this drawback.

Modifications of the Language
While using JavaScript for procedural models it is
our aim to be compliant to the standard ECMAScript
(ECMA 262). Hence, we try to support this standard
and do not add new language constructs and features,
which would result in errors when using a standard
JavaScript engine. During the development process the
compiler’s conformance with the JavaScript standard is
tested with JavaScript engines of various web browsers.

5 A GENERATIVE META-MODELER
Our meta-modeler approach differs from other model-
ing environments in a very important aspect: target in-
dependence.

A “normal” generative modeling environment con-
sists of a script interpreter and 3D rendering engine. A
generative model (3D data structures with functional-
ity) is interpreted directly to generate geometry, which
is then visualized by the rendering engine. In our sys-
tem a model’s source code is not interpreted but parsed
into an intermediate representation. After a validation
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process it is translated into the target language. The
process of

parsing→ validating→ translating
offers many advantages.

The validation step involves syntax and consistency
checks. These checks are performed to ensure a correct
intermediate representation and to provide meaningful
error messages as early as possible within the process-
ing pipeline. Sensible error messages are one of the
most – if not the most – important aspect of a beginner-
friendly development environment.

The consistent intermediate representation serves as
a basis for backend exporters to different languages. As
our compiler has been designed to export and translate
JavaScript to other languages, it includes mechanisms
to map JavaScript methods and data types to the target
language as well as mechanisms to wrap already exist-
ing libraries of a rendering engine. The Euclides com-
piler uses annotation techniques to control this mapping
and wrapping process. These annotations are placed in
JavaScript comments to ensure 100% compliance with
the JavaScript standard. In this way low-level, platform
dependent functions – such as a method to draw a single
triangle – are wrapped platform independently. Dur-
ing the bootstrapping process of a new exporter a few
low-level functions need to be wrapped in this way. All
other functions, methods, etc built upon these low-level
routines are converted and translated automatically.

6 CONCLUSION AND FUTURE
WORK

The analysis of existing procedural modeling tools
shows similarities and differences. While some
approaches are all-purpose modelers, others are
specialized on certain subjects.

A common subset of data types and language con-
structs to describe 3D geometry has been identified.
We integrated this common subset in the scripting lan-
guage JavaScript and developed a corresponding com-
piler called Euclides. It is suited for procedural model-
ing, has a beginner-friendly syntax and is able to gen-
erate and export procedural code for various, different
generative modeling or rendering engines.

This meta-modeler concept allows a user to export
generative model to other platforms without losing its
main feature – the procedural paradigm. The source
code does not need to be interpreted or unfolded, it is
translated. Therefore it can still be a very compact rep-
resentation of a complex model.

The target audience of this approach consists of be-
ginners and intermediate learners of procedural model-
ing techniques and addresses creative designers who are
seldom computer scientists. These experts are needed
to tap the full potential of generative techniques.

In the future we will support further target platforms
and will concentrate on advanced compiler features.
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ABSTRACT 
Automatic generation of the user interface can simplify development of the computer applications. It can help in 

the development for various target platforms or in simpler testing and algorithm debugging as the user interface 

can be created for the actual code and platform taking into account many properties. Process of the automatic 

generation of the user interface can be supported by the data and code characterization. In this paper, an 

innovative approach using the data and code characterization is presented. The mechanisms and algorithms 

describing how the data and code characteristics are loaded, the way how objects are transformed into abstract 

and specific user interface elements, and the process of finalizing user interface is briefly described. As an 

example, simple media player is described in every step of the user interface generation process. 

Keywords 
code characterization, user interface, automatic generation 

1. INTRODUCTION 
Most of the applications in these days are created as 

one solution for one or more platforms. The 

applications portable on a multiple platforms are 

usually using some intermediate framework, such as 

Java or .NET Framework [Ell06a]. Many devices 

with the same or a different platform have very 

much varying properties and capabilities, so that the 

user interface created for an average system is not 

always the best option. 

Development of the applications for more platforms 

simultaneously is a complex task and requires 

developers to have knowledge of all the required 

target platforms. Also applications developed for a 

single platform are composed from heterogeneous 

information about the algorithms, designs, and user 

interface which fact can render the design difficult. 

When the algorithms change, design and user 

interface code has to change too (to get control over 

the user interface elements). 

For the above reasons, automatic generation of the 

user interface can simplify application development. 

The user interface elements can be generated to 

reflect algorithm changes. Cross-platform 

portability can benefit from the creation of user 

interface considering capabilities and properties of 

the executing system. 

2. PREVIOUS WORK 
Number of the systems exists from 1980’s that use 

various techniques for generating of user interface. 

A level of automation provided by these systems 

varies from the programming abstraction (e.g. 

UIML [Abr02a]) to design tools (e.g. ProcSee 

[PSe05a]), through the mixed systems requiring 

partial assistance from user interface designer 

(TERESA [Pat08a]). Such systems that provide 

some mechanisms to automatically generate user 

interface often use simple rule-based approach 

where every type is matched to the specific user 

interface element (e.g. UBI [UBI05a]). Some 

systems rely on the type-based declarative model of 

the information exchanged through the user 

interface called Abstract User Interface [Pat03a]. In 

many cases, a user interface was specified explicitly 

(e.g. UIML) or inferred from a code [Jel04a]. Some 

systems include additional information about a high 

level task or dialogue model (e.g. ConcurTaskTrees 

[Pat97a] or the task models [Bod94a]). Other 

systems generate the user interface using constraint 

satisfaction and optimization (e.g. Supple 

[Gaj08a]).  

Permission to make digital or hard copies of all or part of 

this work for personal or classroom use is granted without 

fee provided that copies are not made or distributed for 

profit or commercial advantage and that copies bear this 

notice and the full citation on the first page. To copy 

otherwise, or republish, to post on servers or to 

redistribute to lists, requires prior specific permission 

and/or a fee. 
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3. GENERATING USER INTERFACE 
The approach presented here is based on data and 

code characterization [Kad07a] and it is combining 

rule-based concept for the interface abstraction 

from the characterized code and constraint 

satisfaction and optimization for choosing interface 

objects. General description of this approach was 

presented in [Kad06a].  

The first step based on the approach is the code 

characterization. The characterized code is analyzed 

and the user interface is automatically created from 

the analysis, considering the properties of the 

platform, device, user preferences, and the user 

context. The next step is a rule-based creation of the 

user interface abstraction using the abstract 

interface objects. Then, the abstract interface 

objects are converted to the specific interface 

objects using the optimization and constraint 

satisfaction. Finally, the user interface is 

instantiated. Individual steps of the approach will be 

demonstrated on a “simple media player” example.  

Data and Code Characterization 
The first important step in the approach is the 

characterization of both the data and code. The data 

and code characterization is a process of annotation 

of the data and code with a special tags carrying 

important information for the future user interface 

generation process. 

The characterization can be stored in a separate file 

or a directly in the source files (see Fig. 1) and 

compiled and linked to the library or assembly.  

 

 

Loading Code Characteristics 
After the code and data characterization is done, the 

data and code characteristics should be loaded into 

a characterization tree. The characterization tree 

reflects well the structure of the data types and their 

properties and can be used for the creation of the 

abstract interface objects. A process of the creation 

of the characterization tree is shown in Fig. 2. First, 

an instance of the structure holding the 

characterization data is created (1). Second, 

attributes are parsed and stored in the structure (2). 

 

Next, every variable is parsed recursively (3). If the 

variable has already been parsed, a reference to the 

node is saved. Similarly, for the methods, every 

method is parsed (4) including its parameters and 

stored in the tree (5). The resulting characterization 

tree of the media player is shown in the Fig. 3. 

 

 

Creating Abstract Interface Objects 
The Abstract Interface Objects (AIOs) are used to 

represent a user interface structure. They do not 

represent specific user interface elements but rather 

indicate what should be the data or code meaning in 

the terms of the user interface (the data structure 

can be e.g. represented as a container with a public 

data). The process of creation is rule-based with 

domain limitation and takes into consideration user 

context and preferences. The process of creation of 

AIOs is presented in the Fig.4. AIO database is 

loaded, including all the rules for every AIO. The 

characterization tree is parsed and for every node in 

the tree AIO is picked (1) and initialized (2). 

Initialization for every kind of AIO can be different.  

To support a default behavior for commands, a 

smart template concept [Nic04a] is used (5.a) which 

groups commands of similar category together. For 

the methods that require attributes, a dialog AIO is 

created and filled with AIOs representing each 

parameter respectively (5.b). 

Figure 2. Creation of a characterization tree. 

LoadCharacteristics(tree, dataType) : 

1. instance = new Characteristics() 

2. ParseCharacteristics(instance, dataType); 

3. foreach(variable in dataType) 

a. v = LoadCharacteristics(variable, instance); 

b. instance.Data.Add(v); 

4. foreach(method in dataType) 

a. m = LoadCharacteristics(method, instance); 

b. m.Params = ParseParams(method); 

c. instance.Code.Add(m); 

5. tree.Insert(instance); 

Figure 3. The characterization tree of the simple 

media player. 

Figure 1. Example of the characterized code in C# 

of a value representing position in the currently 

played media file. 

[DataType(Atomic)] 

[DataDomain(Measurement, "Time" )]        

[DataContinuity(Continuous)] 

[DataTransience(Dynamic)] 

[DataImportance(0)] 

[CodeName("Time Line")] 

[CodeDependence("IsMediafileOpened")] 

[ParameterRange(0,0)] 

public ulong CurrentPosition { get; set;} 
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Fig. 5 demonstrates the resulting AIO tree created 

from the characterization tree. The main media 

player object is represented by a container, playlist 

as a collection, and seek-bar as a time measurement 

(both are sub-objects of media player class). 

 

 

The methods were linked together into three main 

AIOs thanks to smart template. The Playlist entry 

was placed separately during the collection 

initialization because it is used for the internal 

representation of a collection items and is not 

explicit part of the media player interface. 

Creating Specific Interface Objects 
The specific interface objects (CIOs) contain 

information about the specific user interface 

element that will be used in the final user interface. 

The AIO tree with a user interface structure is used 

to choose the best CIO for every data or code 

element. The presented process is generally 

enumeration of all the possible ways of choosing 

and inserting user interface elements. The best 

solution with the smallest effort needed for the 

interaction is chosen. This process is described in 

Fig. 6. The first step is evaluation of a cost function 

(1). The cost function evaluates the effort of the 

user in the interaction with current user interface 

objects in his current context and specified device. 

When the current cost is worse than the best 

solution found so far, conversion will not continue. 

The second step is checking if all the AIOs were 

converted to the CIOs and saving solution (2). The 

third step enumerates all the CIOs available for the 

concrete AIO (3). Each of these CIOs is applied to 

the user interface without violating constraints. AIO 

conversion is repeated for sub AIOs recursively (4). 

AIOs with a higher importance are always placed 

first. Finally, the CIO is removed from the user 

interface because it can be replaced by other CIO in 

the 4
th

 step of previous recursion. 

 

Fig.7. demonstrates the result of the conversion to 

the CIOs. Main class is represented by the Form 

(window), containing ListView for the playlist, 

track bar for the seek-bar and the smart templates 

for categorized commands. 

Instantiating 
Instantiation creates instances of CIOs and is 

responsible for generation and registration of 

events. The instance of every CIO is created so that 

instances have the same sub-objects as CIO nodes. 

Then, the parameters of the CIO are set to the 

instance. The CIOs representing a data register their 

dependencies on other objects, events for value 

Figure 6. Creation of CIO tree. 

ConvertToCIOs(ChTree, AIO, Context, Device) 

1. If (CurrentCost(ChTree, Context, Device) >= 

 BestCost) return; 

2. If (AllCIOsApplied()) 

a. BestCost = Cost; 

b. BestCIOs = ChTree.CIOs; 

c. return 

3. CIOs = GetCIOs(AIO, Context, Device); 

4. foreach(CIO in CIOs) 

a. if(ApplyCIO(CIO, AIO, Device)) 

i. subAIOs = GetSubAIOs(AIO); 

ii. SortByImportance(subAIOs); 

iii. foreach(subAIO in subAIOs) 

1. ConvertToCIOs(ChTree, subAIO, 

Context, Device); 

5. UndoLastCIO(); 

 

AIOsToCIOs() 

1. foreach(SubTree in ChTree) 

2. while(true) 

a. ConvertToCIOs(SubTree, SubTree.AIO, Context, 

Device) 

b. if (ConversionComplete(SubTree)) break; 

c. RegroupLowestImportanceContainer(SubTree); 

Figure 4. Creation of AIO tree. 

Load AIO Database from repository. 

CreateAIOs(char, prefs, context) 

1. selectedAIO = EvalRuleSet(char, prefs, context); 

2. selectedAIO.Initialize(char, prefs, context); 

3. char.AIO = selectedAIO; 

4. foreach(dch in char.Data) 

a. CreateAIOs(dch, prefs, context); 

b. selectedAIO.Add(dch.AIOs); 

5. foreach(cch in char.Code) 

a. if(cch has category && smart template exists) 

i. cch.AIO = GetSmartTemplate(cch.category); 

ii. cch.AIO.Link(cch); 

b. else 

i. cch.AIO = EvalRuleSet(cch, prefs, context); 

ii. if (cch.Params > 0) 

iii. dlg = CreateDialogAIO(); 

iv. foreach(param in cch.Params) 

1. CreateAIOs(param, prefs, context); 

c. cch.AIO.Add(dlg); 

Figure 7. Created CIOs from the AIO tree. 

 

Figure 5. AIOs generated from the 

characterization tree. 
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changes of the data and the user interface instance. 

CIOs representing a code register their 

dependencies and implementing routines calls, 

generate events to show asterisks and code to show 

a dialog for input of the parameters if required. 

 

Figure 8. The final user interface. 

Fig. 8 shows final user interface generated from 

CIO tree in Fig. 7. All CIOs were placed in the top-

bottom and the left-right order representing highest 

to lowest importance. 

4. CONCLUSION 
The presented approach allows for automated 

creation of the user interfaces from the 

characterized code. It is based on rule-based 

creation of the abstract user interface and constraint 

satisfaction and optimization during creation of 

specific interface elements. It can be used to create 

a user interface for various modalities and user 

contexts. The rule-based approach can quickly 

reduce the set of the user interface elements for 

given modality and context while constraint 

satisfaction and optimization process can create 

interface with low interaction effort with a device 

and user capabilities in mind. It can be further 

extended to consider adaptation to usage. In 

situations, where the users are getting experienced 

in time, importance can be changed to reflect the 

most frequently used user interface elements. In 

situations, in which the user changes the 

environment, the current modality can be changed 

to enable more comfortable interaction. 
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ABSTRACT 
Footwear fitter has been using manual measurement of a long time, but developments of laser scanners in the last 
few years have now made automatic determination of footwear feasible. Despite the steady increase in accuracy, 
most available scanning techniques cause some deficiencies in the point cloud and a set of holes in the triangle 
meshes.  Moreover, data resulting from 3D scanning are given in an arbitrary position and orientation in a 3D 
space. To apply sophisticated modeling operations on these data sets, substantial post-processing is usually 
required. In this paper, we described an algorithm for filling holes in triangle mesh. First, the advance front mesh 
technique is used to generate a new triangular mesh to cover the hole. Then, the Poisson equation is applied to 
optimize the new mesh; then the models are aligned by "Weighted" Principle Component Analysis. 

Keywords 
Advance front mesh, Poisson equation, "Weighted" Principle Component Analysis. 

1. INTRODUCTION 
Due to the rapid development of 3D scanning that 
can easily and quickly acquire enormous number of 
surface points from physical parts, reverse 
engineering (RE) and automatic alignment have 
become an important steps in the design, 
manufacturing of new products and shape analyses. 

There has been a growing trend among shoe 
manufactures to introduce customized shoes to satisfy 
varying customer comfort needs. The design of new 
shoes starts with the design of the new shoe last. A 
shoe last is a wooden or metal model of human foot 
on which shoes are shaped. 

 

Depending on the both of the complexity of the 
object and the adopted data acquisition technology 
some areas of the objects outer surface may never be 
accessible. This induces some deficiencies in the 
point cloud and a set of holes in the triangle mesh. 
Moreover, data resulting from 3D scanning are given 
in an arbitrary position and orientation in the space. 
Thus, substantial post-processing is usually required 
before taking these models to footwear application. 

Various techniques have been proposed to fill holes 
in the mesh. Among non-geometric approaches, 
authors in [1] used a system of geometric partial 
differential equation derived from image inpainting 
algorithms for filling in the holes.  Davis et al [2] 
used volumetric diffusion to fill the gaps. 
Considering the geometric approaches, Bareguet and 
Sharir [3], find a minimum area triangulation of a 3D 
polygon with dynamic programming method in order 
to fill holes. Authors in [4] applied a fairing 
technique based on solving a non-linear fourth order 
partial differential equation to fill holes. 

Hole process that is implemented here is quite similar 
to [5]. The main stages of the method is applied in 

Permission to make digital or hard copies of all or part of 
this work for personal or classroom use is granted without 
fee provided that copies are not made or distributed for 
profit or commercial advantage and that copies bear this 
notice and the full citation on the first page. To copy 
otherwise, or republish, to post on servers or to 
redistribute to lists, requires prior specific permission 
and/or a fee. 
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this paper are: covering the holes with advancing 
front mesh technique; modifying the triangles in 
initial patch mesh by estimating desirable normals 
instead of relocating them directly; solving the 
Poisson equation according to desirable normal and 
boundary vertices of the hole to optimize the new 
mesh. After obtaining complete 3D model, the result 
data must be generated and aligned before taking this 
models for shape analysis such as measuring 
similarity between foot and shoe last data base for 
evaluating footwear fit. 

Principle Component Analysis (PCA), also called 
Karhunen-Loeve transform, aligns a model by 
considering its center of mass as the coordinate 
system origin, and its principle axes as the coordinate 
axes. The purpose of the PCA applied to a 3D model 
is to make the resulting shape feature vector 
independent to translation and rotation as much as 
possible. In analysis, instead of applying the PCA in a 
classical way (sets of 3D point-clouds) in order to 
account different sizes of triangle, Paquet and Rioux 
[6], established weights associated to center of 
gravity of triangles and Varanic et al [7], used 
weighting factors associated to vertices. We used the 
“Weighted” PCA analysis for alignment of 3D 
models. 
This paper is structured as follows: in section 2 and 3 
we introduced terminology, hypothesizes and 
background while in section 4 filling hole in triangle 
mesh for building complete model is presented and 
alignment of 3D models based on the "weighted" 
PCA is described in section 5. Finally, conclusion 
and remarks are summarized in Section 6. 

2. Terminology and hypothesize  
A triangle mesh is defined by a set of oriented 
triangles joining a set of vertices. Two triangle are 
adjacent if they share a common edge.   
A boundary edge is adjacent to exactly one triangle. 
A boundary vertex is a vertex used to define a 
boundary edge. Thus, a closed cycle of boundary 
edges defines a hole. A given hole is assumed to have 
no island and all mesh models are oriented and 
manifold. A boundary triangle is a triangle that own 
one or two boundary vertices.  
1-ring triangles of vertex are all triangles that share 
one common vertex. 1-ring edges of vertex are all 
edges that share one common vertex and all vertices 
on 1-ring edges of a vertex (expect itself) are called 
1-ring vertices of the vertex. 

3. Background 
The Poisson equation has been used extensively in 
computer vision [8]. It arises naturally as a necessary 
condition in the solution of certain variational 
problems.  

The aim of this method is solving an unknown target 
mesh with known topology and unknown geometry 
(vertex coordinate). This equation is able to 
reconstruct a scalar function from a guidance vector 
filed and boundary condition.  
Consider an unknown scalar function, f, the Poisson 
equation with Dirichlet boundary condition is given 
by: 
 
 
where w is Guidance Vector Field,   
 
is the divergence of  w=(wx, wy, wz ), f* provides the 
desirable values  on the boundary ∂Ω, and Laplacian 
operator is                              . Thus it can be defined  
 
as least-squares minimization problem: 
 
 
A discrete vector field on a triangle mesh is defined 
to be a piecewise constant vector function whose 
domain is the set of points on the mesh surface. A 
constant vector is defined for each triangle, and this 
vector is coplanar with the triangle. For a discrete 
vector filed w on the mesh, its divergence at vertex vi 
can be defined with: 
 
 
where |Tk| is the area of triangle Tk, Ni is the 1-ring 
vertices of vi and        is the gradient vector of Bi 
within Tk. The discrete gradient of the scalar function 
f on a discrete mesh is expressed as: 
 
 
with         , the piecewise linear basis function valued 
1 at vertex vi  and 0 at all other vertices begin and fi 
begins the value of f at vi and it is one of the 
coordinate of vi . The discrete Laplacian operator can 
determine as: 
 
 
where αi,j and βi,j are the two angles opposite to edge 
in the two triangles sharing edge (vi and vj) and Ni is 
the set of the 1-ring vertexes of vertex vi, see Figure1. 
Finally discrete Poisson equation is expressed as 
follows:  
Discrete Poisson equation with known boundary 
condition can be defined by a linear system as it 
results: 
  
 
Furthermore, the coefficients matrix A is a symmetric 
positive definite matrix. So the solution of Poisson 
equation is reduced to solve the sparse linear system 
where the coefficients matrix A is determined by 
Eq.5 and the vector b is determined by Eq.3 and 
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unknown vector x is the coordinate of all vertices on 
the patch mesh. 
 
 
 
 
 
 
 
 
 
 

4. Hole filling algorithm  

4.1 Identification and hole triangulation  
Given the previous hypothesizes, the hole contour 
can be automatically identified while looking for a 
closed cycle of boundary edges. The Advance front 
mesh technique applied over the hole to generate an 
initial patch mesh is as follow: 
First, the angle θ between two adjacent boundary 
edges at each vertex vi on the front should be 
calculated. Next, depending on the angle between ei 
and ei+1, the new triangles on the plane should be 
built, See Figure 2. Then, the distance between new 
vertex and related boundary vertices is calculated; if 
distance between them is less than given threshold 
they should merge. Finally, the front should be 
updated and the algorithm will be repeated  until the 
hole is patched with new triangle. 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

4.2 Harmonic normal computation   
The most important task of the discrete harmonic 
function is to map a given disk like surface S ⊂ R3 
into the plane S*.  
Let V be set of vertices, ST be a piecewise linear 
surface that has a boundary, VB be the set of vertices 

lying on the boundary of ST, VI be the set of interior 
vertices of ST. The goal is to find a suitable 
(polygonal) domain S* ⊂ R2  and a suitable piecewise 
linear mapping  f: ST     S*. Such a mapping is 
uniquely determined by the images f(v)∈R2 of the 
vertices v ∈ V. 
Finite element method based on linear elements is 
one of the earliest methods for mapping disk-like 
surface into the plane to approximate a harmonic 
map. This methods is based on fixing the boundary 
mapping and minimizing the Dirichlet energy for 
internal vertices. 
 
                                                      
 
The advantage of current method includes a quadratic 
minimization and solving linear system of equation. 
For the triangle T={v1, v2, v3 }in the surface ST. The 
Dirichlet energy can be expressed as follow: 
 
 
 
 

 

The normal equations for the minimization problem 
can be expressed as the linear system of equations 
 

 

where 

 

The angles αij and βij are shown in the Figure 1.  Ni 

denotes to 1-ring vertices of vertex vi. The associated 
matrix is symmetric and positive, so the linear system 
is uniquely solvable with sparse and iterative methods 
such as conjugate gradients methods. Note that the 
system has to be solved three times, once for the x-, 
once for the y-, and once for the z-. Now the 
desirable normal of all vertices in initial patch mesh 
is obtained. 

4.3 Utilizing the Poisson equation to optimize 
the new mesh  
In this section, we imply the Poisson equation 
according to the desirable normals and the boundary 
vertices of the hole to approximate the missing 
geometries more accurately.  

Poisson equation requires a discrete guidance field, 
defined on the triangles of the patch mesh. We 
applied the local rotation to each triangle of initial 
patch mesh in order to construct guidance vector field 
in Poisson equation.  
Local rotation can be obtained by rotating original 
normal of each triangle in patch mesh to new normal 
of triangle around center of the triangle. After triangle 

 

 

 
Figure 2. Initial patch mesh generation. 

a) θ ≤ 75°; b)  75°≤ θ ≤ 135°; θ≥ 135° 
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rotation is performed all triangles on the patch mesh 
turn to a new direction. So triangles on the patch 
mesh are not connected anymore and these torn 
triangles are used to construct a guidance vector filed 
for the Poisson equation, See Figure 3. Once a 
discrete guidance filed is given, its divergence at the 
vertex can be computed.  
  
 

 

 

 
 
 
 
The disconnected triangle are stuck and smooth and 
accurate patch mesh is reconstructed base on Poisson 
equation as follow: 
First, for each new vertex on their adjacent triangles 
compute gradient using Eq.4. Next, the divergence of 
every boundary vertex by using Eq.3 should be 
calculated. Then, the coefficient matrix A by Eq.5 
should be determined and vector b in this equation is 
determined by using divergence of all boundary 
vertices.  Finally, the new coordinate of all vertices of 
patch mesh by solving the Poisson equation will be 
obtained. 

5 Alignment of 3D model 
The obtained data from 3D scanning are given in 
arbitrary position and orientation in the space. 
However for evaluating footwear fit, there is a need 
for measuring similarity of 3D foot model with shoe 
last and selecting shoe last from the shoe last data 
base. Thus, 3D foot model must be properly 
positioned and aligned before shape analyses such as 
measuring similarity. We assume the all shoe last in 
data base are aligned parallel with x-y space from 
heel to toe. Thus, eigenvectors of all models in shoe 
last data base are in the same position.  see Figure 4. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Let  T={t1 ,… , tn} (t i ⊂ R3) be a set of “triangle 
mesh”, V={v1, ….., vn} (v i= (xi, yi, zi) ∈ R3) be a set 
of “vertices” associated to triangle mesh, matrix Om 
be the position of eigenvetors of shoe last as column 
and com be the "center of gravity of a foot model". 
The  main steps of "weighted" PCA is described the 
following steps: 
Step 1. The translation invariance is accomplished by 
finding the center of gravity of a model and forming 
the point set I={v1- com,…., vn- com}.  
Step2. The covariance matrix C (type 3*3) can be 
determined by: 
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Where A be total sum of the areas of all triangles in 
the mesh, Ai be the area of triangle i within the mesh, 
let cti be "center of  gravity of each triangle" and ct 
the total sum of "center of gravity" of all of triangles 
in mesh. 

Matrix C is a symmetric real matrix, therefore its 
eigenvalues are positive real numbers. Then, we sort 
the eigenvalues in the non-increasing order and find 
the corresponding eigenvectors. The eigenvectors are 
scaled to the Euclidean unit length and we form the 
rotation matrix R, which has the scaled eigenvectors 
as rows. We apply this matrix to I and we set a new 
vertex sets called: I′ 

Step 3. Let matrix Nm be transpose of a matrix R. The 
alignment is accomplished by constructing a rotation 
matrix R′ through the following formula: 

R′= Om× Nm 

Step 4. We apply this matrix to I′ and calculate new 
point set . 
Figure 5 shows the steps of the current method. 

 

 

 

 

 

 

 
 

 

 

 
 

 

Figure 4. All the models are aligned, parallel with 
x-y space form heel to toe. Red, green, blue lines are 

eigenvectors that are in equal positions for all the 
models 

 

Figure 5. a) Initial Steps of the method. a) Input 3D 
model. b) Translated center of gravity to the origin. c) 
Rotated 3D model. d) Alignment of 3D foot with shoe 

last data base 

 

(11) 

 
Figure 3. a) Each triangle is locally rotated and 
triangles becomes disconnected. b) The Poisson 

equation sticks together new triangles for obtaining 
smooth triangle mesh 
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6 Conclusions 
This paper has proposed post-processing steps of 3D 
scanning data before taking 3D models to the real 
application.  

We proposed a robust and an efficient algorithm for 
filling holes in triangle mesh. For this purpose, we 
used the advance front mesh technique to generate 
initial patch mesh. Then the desirable normals  based 
on the Harmonic function is calculated for modifying 
initial patch mesh. Finally an accurate and smooth 
triangle mesh is generated by solving the Poisson 
equation according to desirable normals and 
boundary vertices of hole. After obtaining complete 
3D models, we applied the "Weighted" Principle 
Component Analysis technique for alignment of 3D 
foot with shoe last data base.  

After these substantial post processing methods, the 
3D foot model is ready for sophisticated modeling 
operations. 
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ABSTRACT

In this work, a novel content-based image retrieval (CBIR) method is presented. It has been implemented and run on “Qatris
IManager” [14], a system belonging to SICUBO S.L. (spin-off from University of Extremadura, Spain). The system offers
some innovative visual content search tools for image retrieval from databases. It searches, manages and classifies images
using four kinds of features: colour, texture, shape and user description.
In a typical CBIR system, query results are a set of images sorted by feature similarities with respect to the query. However,
images with high feature similarities to the query may be very different from the query in terms of semantics. This discrepancy
between low-level features and high-level concepts is known as the semantic gap.
The search method presented here, is a novel supervised image retrieval method, based in Bayesian Logistic Regression, which
uses the information from the characteristics extracted from the images and from the user’s opinion who sets up the search. The
procedure of search and learning is based on a statistical method of aggregation of preferences given by Arias-Nicolás et al. [1]
and is useful in problems with both a large number of characteristics and few images.
The method could be specially helpful for those professionals who have to make a decision based in images, such as doctors to
determine the diagnosis of patients, meteorologists, traffic police to detect license plate, etc.
Keywords: Computer Vision, CBIR, Logistic Regression, Similarity, Pairwise Comparisons.

1 INTRODUCTION
Research in Content-Based Image Retrieval (CBIR) is
today a very active discipline, concentrating on depth
issues, such as learning or management access to infor-
mation content in images. Two fundamental problems
remain largely unsolved: how to best learn from users’
query concepts, and how to measure perceptual simi-
larity. A very popular framework in the 1970s was to
first annotate the images by text, and then to use text-
based Database Management Systems (DBMS) to per-
form image retrieval. The essential difficulty in this
method results from rich content in the images and sub-
jectivity in human perception: the same image content
may be perceived differently by other users, [16].

Classification techniques are usually applied in CBIR
systems. Image categorization contributes to perform
more effective searches. In the repertoire of images
under consideration there is a gradual distinction be-
tween narrow and broad domains. A broad domain has
an unlimited and unpredictable variability in its appear-
ance even for the same semantic meaning [15]. The
good performance of classifiers has been proved when
the image domain is specific, i.e, it is a narrow domain
which has a limited and predictable variability in rele-
vant aspects for the specific purpose, [6, 7].

Actually, there are lots of works directly related to
CBIR, and QBIC system is one of the first [8]. It was
developed by IBM Corporation and is commercially
available. This kind of CBIR systems focus on work
with images over a broad domain. Another system is
PicHunter [5] which uses Bayesian learning based on a

probabilistic model of user’s behaviour. This system
works with features from images and introduce rele-
vance feedback from the users’ opinions. Most recently
Liu et al. [12] focused on a powerful feature selection
method always addressed to cover the semantic gap;
however, these authors do not develop a good method
to analyze similarity, but do so for metric distance.

When classification methods are applied to general-
purpose image collections the results are not positive,
even less if we hope that the performance of the clas-
sifier match with the classification developed by non-
expert humans. We find some examples in [17, 18].

We thus aim to develop a pairwise comparison
method based on the Binary Logistic Regression in
order to determine the images that can match one
lacking some information. The proposed framework
is based on [1], which focused on how to aggregate
personal preferences to arrive at an optimal group
decision. We are interested in searching for similar
images with respect to several features, when we
only know the similarity between some pairs of the
images. The method for CBIR proposed, combining
information of both computational features and user’s
knowledge.

2 THE METHOD

2.1 Feature Extraction
Each image is represented by a feature vector of fea-
tures. We have considered three kinds of features:
color, texture and shape features.
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• Color Features. The color features used in this
work are based on HLS model (Hue, Saturation, Lu-
minosity), since the human perception is quite simi-
lar to this model. On the other hand, local color fea-
tures are used in order to achieve information about
the spatial distribution [4].

• Texture Features. They have been obtained apply-
ing two well known methods. The first one works
on a global processing of images, it is based on the
Gray Level Co-ocurrence Matrix proposed by Haral-
ick [10]. The second method is focused on detecting
only linear texture primitives. It is based on features
obtained from Run Length Matrix proposed by [9].

• Shape Features. The images are processed us-
ing Active Contours as segmentation method and
then some shape features are obtained from these
contours. Shape features are based on Hu’s mo-
ments(first and second moments), centroid (center
of gravity), angle of minimum inertia, area, perime-
ter, ratio of area and perimeter, and major and minor
axis of fitted ellipse. The methods to obtain these
features are explained in [3].

2.2 Clasification
Once features vectors are obtained, we apply our pro-
posed search method. An efficient images supervised
classification method based on bayesian logistic regres-
sion has been implemented, which stands out for his
high probability of wise move and his facility of incor-
porating the user’s opinion in the learning phase.

The method needs a training stage and a posterior
testing one. In the first phase, we require a set of pre-
viously classified images to determine the pattern that
will be used in the phase of test for classification of new
images. One of the important advantages of using the
bayesan logistic regression, with regard to others meth-
ods, is to obtain a progressive process of the reliability
of classifier incorporating the user’s opinions and cor-
rections in the successive phases of learning.

The multinomial logistic regression model is a
direct generalization of the binary logistic regression
for K classes. So, we can classify a new element
x in a class k ∈ {1,2, . . . ,K}, for what we can as-
sign to it a K-dimensional vector with values 0 − 1,
y = (y1,y2, . . . ,yK)t where yk = 1 and the others
ones 0. Multinomial logistic regression is a model of
conditional probability of the form:

p(yk = 1|x, B) =
e(Bt

kx)

K

∑
i=1

e(Bt
ix)

, (1)

and standardize by the matrix B = (B1,B2, . . . ,BK).
Every column of B is a vector of param-

eters corresponding to each of the classes:
Bk = (βk1,βk2, . . . ,βkm)t .

The most widely used bayesian approach to the
model of logistic regression is to impose a gaussian
distribution with mean 0 and variance σ2

k j, for every
parameter βk j ([2, 13]):

p(βk j|σk j) =
1√

2πσk j
exp

(
−β 2

k j

2σ2
k j

)
. (2)

The classification of a new image is based on the vec-
tor of conditional probabilities estimated by the model.
For this, simply the image is assigned to the class with
the highest estimated probability. The maximum like-
lihood estimation of the parameters B is equivalent to
maximize:

L(B) = l(B|X)+ ln p(B), (3)

being

l(B|X) =−
n

∑
i=1

[
m

∑
k=1

yikBt
kxi − ln

m

∑
k=1

e(Bt
kxi)

]
(4)

and p(B) is the joint distribution of vector B.
L(B) is optimized by iteratively maximizing a surro-

gate function Q, thus (see e.g. [11]):

B̂(t+1) = argmax
B

Q(B|B̂(t)). (5)

Once the classifier has been trained, it will be applied
to new images whose classification is unknown. The re-
sultant model is applied on a new vector of characteris-
tics to obtain a vector of K probabilities, where K is the
number of classes. The k−element of the vector repre-
sents the probability of the new image belongs to class
k. Therefore, the resultant value to apply the classifier
will be the class with major probability of belonging.

2.3 Similarity measure
Having a prior knowledge about the similarity between
images, our objective is to find the most similar images
to the one given (with respect to the obtained features).

First, we sample r pairs of images from the image
database. The idea is to determine a unique discrepancy
distance (dg) for all images, that models the similarity
between images.

Then for every pair (a,b) of images, we compute:

• The independent variables, i.e., the distance between
their features:

xab = (d1(a,b),d2(a,b), ...,dn(a,b)), (6)

where di is a distance function that models the simi-
larity with respect to the feature i (i = 1, . . . ,n). Note
that, since di are distances, these variables are non
negative.
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• The answer variable or dependent variable, Yab, is
a boolean set of variables, with a value of 0 if the
images (a and b) belong to the same class, or 1 if
not.

This is the training stage of the system.
We will apply modified Logistic Regression to

(x j1,x j2, . . . ,x jn,y j), j = 1, . . . ,r.

Since our objective is to determine a measurement
of discrepancy among images, and as the independent
variables are non-negative, the linear predictor will be
non-negative. Thus we consider a link function that
transforms π into a quantity that takes values in the in-
terval [0,+∞). Then we consider the link function:

g(π) = log
(

1+π

1−π

)
. (7)

In this case,

π =
ext β −1
ext β +1

and 1−π =
2

ext β +1
. (8)

We estimate that parameters β = (β1,β2, . . . ,βn),
which maximize the likelihood function:

L(β ) =
r

∑
i=1

yi log
(

0.5(ext
iβ −1)

)
− log

(
0.5(ext

iβ +1)
)

,

being β ≥ 0.
Unfortunately there is no analytical solution for β̂

(estimated β ), but we may resort to a Newton-Raphson
iterative procedure. Each cycle in this procedure pro-
vides an updating formula given by:

β̂
(k+1) = β̂

(k) +(XtWX)−1XtẐ(Y− Ŷ), (9)

where Y denotes the vector of response values, X de-
notes a matrix with each row by xt

i , Ŷ the vector of es-
timated values at that iteration and W, Z denotes the
diagonal matrix with elements:

ẑi =
ext

i β̂
(k)

ext
i β̂

(k) −1
, and

ŵi = yi
ext

i β̂
(k)

(ext
i β̂

(k) −1)2
+

ext
i β̂

(k)

(ext
i β̂

(k) +1)2
, (10)

respectively. This formula is used until the estimates
converge.

We obtain:

π̂ab = P̂[Yab = 1] =
ext

abβ̂ −1

ext
abβ̂ +1

, (11)

the probability of a and b are different.

Note that for all a ∈A , it holds that di(a,a) = 0 (i =
1, . . . ,n). Therefore, π̂aa = 0. Given a,b ∈ A , we say
that a is similar to b if π̂ab is close to 0. However if two
images a and b are very different with respect to some
feature (di(a,b) tends to infinite) and βi > 0, then the
probability that a and b be different, π̂ab tends to 1.

We aim to determine the most similar images to the
image under study by applying this method. For a new
image c, we can compute π̂ca j , that can be interpreted
as the discrepancy degree between c and a j. Note that if
c and a j are very similar, the probability of discrepancy
is near 0. Then, we must look for the images a j so that
the probability of this one being different from c is near
0. Observe that π̂ab near 0 is equivalent to xt

abβ̂ near 0.
Then, we could consider:

dg(·) =
n

∑
i=1

β̂idi(·), (12)

as the measure of discrepancy between images.

2.4 Relevance feedback to searching
The method may improve by providing user’s opinion
about retrieved images at each step. The β parameter
is then updated by applying the Bayesian Logistic Re-
gression method, and by showing new images to the
user. A measure is thus obtained for each query image
and user. This step corresponds to the learning process
in the methodology, see Figure 1.

Figure 1: Searching and relevance feedback.

The system displays the most similar images on data-
base to the Query Image (QI). The user can interact
with the system, indicating which of the retrieval im-
ages (RI) correspond to their search conditions (RI-
YES) and which do not (RI-NO). Therefore, the opin-
ion of the user in every query allows to add new pairs
by means of a process of feedback, see Table 1.

The system can learn from the answers provided by
the user and update vector β with the above mentioned
information (feedback). Once optimized, the system of-
fers new similar images. The process repeats itself until
the user demonstrates an agreement with the result.
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Image QI RI-YES RI-NO
QI . . . Y = 0 Y = 1

RI-YES Y = 0 Y = 0 Y = 1
RI-NO Y = 1 Y = 1 . . .

Table 1: Learning process (QI: Query Image; RI: Re-
trieval Image; RI-YES: RI corresponds to the QI; RI-
NO: RI does not correspond to the QI).

3 CONCLUSIONS
In this paper we have tested a novel pairwise compar-
ison method to find most similar images and a classi-
fication method based on Bayesian logistic regression.
The method has sorted query results by similarity, so,
we can say that it works like a similarity measure. The
technique is based on the Logistic Regression method,
and it is useful to get information for Decision Making.
In addition the method is integrated in a commercial
image database system. It is also particularly useful to
solve ranking issues involving a large number of fea-
tures and few images. Finally, the method is easily ap-
plied in practice. By extracting color, texture and shape
features from the digital images, acceptable results are
obtained for some real CBIR problems. This method
proposes an approach to the semantic gap.
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Abstract

In order to improve object recognition results, usually several image preprocessings are performed. If color images are used, a
color normalization is normally applied. Algorithms for color normalization will be compared to a colorimetric approach found
in the literature. Recovering colorimetric values insteadof a simpleRGB camera output leads to more reliable color images.
To this kind of processed object image a basic object recognition approach using different histogram distances is applied. It
will be shown that there is an effect on the results of object recognition rates if we use color calibrated images instead of color
normalization methods.

Keywords: Object recognition, color normalization, color calibration

1 INTRODUCTION
The use of color histograms as features is widely used
to solve the object recognition task and is described in
detail e.g. in [11]. In In our contribution, the color
of the object is not the main aspect of interest but the
statistical distribution of the image itself. We use the
RGB value and count it in a histogram bin, rather than
recording thecolor defined by a colorimetric tristimu-
lus value. We use three histograms per image that are
given by each of theR, G, andB color channel in the
RGB value case as well as in the colorimetric case.

The RGB values formed by the camera depends
heavily on the image formation process - especially the
illumination involved. Mainly for this reason color nor-
malization algorithms are applied to estimate the influ-
ence of pose and color of the illumination and elimi-
nate – or at least minimize – their influence to the im-
age appearance. In several situations such color nor-
malizations leads to an improvement of the recognition
rates that are presented in section 5. The question arises
whether the use of calibrated color values in the his-
tograms lead to another raise of these rates.

The following section gives an overview to some fa-
miliar color normalization algorithms. The calibration
approach used in the experiments is presented in sec-
tion 3. Results are discussed in sections 4 and 5.

2 COLOR NORMALIZATION
Using a normalized color one might expect the object
features to be better distinguishable. Hence numer-

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

ous color normalization approaches have been proposed
(e. g. [1, 3, 9, 7, 2]).

One very simple method normalizes the color of one
pixel (r, g, b) by dividing it by the lightness (r + g + b).
The results are called chromaticities.

A very well known assumption is the world to be
gray. It was formalized by Buchsbaum [1] and postu-
lates in average the color of a natural scenes sums up to
a gray.

A combination of the aforementioned was proposed
by Finlayson [3] who iteratively applies the two ideas
above in his so-called ‘comprehensive color image nor-
malization’ (CCN) algorithm.

Another idea that uses the gray world assumption is
the color normalization by rotation. All color values
are considered to be coordinates in a three dimensional
color space. All pixel together form a color cloud with
a preferred direction. Rotating their principal vector
onto the main diagonal, which is the gray axis of the
color space, leads to a normalized representation. Sev-
eral color spaces are used by different authors. One that
uses theRGB color space is proposed by Paulus [9].

Since color constancy is a nature of human per-
ception, some methods for color normalization try
to copy this feature. One well known approach is
called ‘Retinex’ and was introduced by Land [7].
A modification used for the experiments is done by
Fankle [4].

The Retinex is also capable to normalize the effect
of different light sources, while most other algorithms
assume only one. One approach that tries to deal with
local changes in illumination is called ‘local space av-
erage color’ (LSAC) and was introduced by Ebner [2]
who assumes that the changes are moderate within the
scene. The impact of several color normalization al-
gorithms is shown in Figure 1. Upper left shows the
original image from the capturing device, bottom right
illustrates the colorimetric calibrated version.
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Original Chromaticity Gray world CCN

RGB-Rotation Retinex LSAC Calibrated

Figure 1: Influence of several color normalization methods
used in the experiments to the unprocessed image (top left).
Bottom right the result of the calibration method proposed by
Lee [8].

3 CALIBRATION
Using a calibration for cameras leads to more reliable
results concerning the color of an object. Besides a
photometric calibration that determines the brightness
transfer function, a radiometric calibration is manda-
tory for colorimetric information. We use a a method
that provides a colorimetric calibration as proposed by
Lee [8].

3.1 Image formation
A simplified model of image formation considers the
light source, the reflectance of the object, and the cam-
eras sensor sensitivity. The brightness transfer function
is assumed to be equal to one, making the relation be-
tween radiance and the sensors response to be linear.
Camera outputs that do not hold this assumption are lin-
earized in a preprocessing step prior to the calibration.

The simplified image formation model is built as

f (k) =

∫

λ

E(λ) · ρ(λ) · Rk(λ) dλ (1)

Hereinf (k) is used as the sensors response which is
the signal at the output of the cameras channelk. Nor-
mally, a RGB-triplet value (K = 3, k ∈ {r, g, b})
is used. The spectral composition of the light source,
denoted byE(λ), is multiplied with the spectral re-
flectanceρ(λ) of the object. Hence the cameras inci-
dent light isEρ with the related spectrum. The mul-???
tiplication with the spectral sensitivityRk(λ) leads to
the sensor response which is the integrated value over
the spectral range of the sensor. The spectral calcula-
tion of the color values in the experiments is limited to
the range of380 nm to 730 nm with respect to the em-
ployed measurement device ‘Eye-One Photo’ of Gre-
tag Macbeth. The width of the sampling interval is
∆λ = 10 nm which leads toL = 36 samples. The
discretized version of (1) is

f (k) =

L
∑

n=1

Eλ · ρλ · Rk,λ · ∆λ (2)
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Figure 2:Spectra used for the calibration: Camera sensitiv-
ity [a], the light sources used during the image acquisition[b],
exemplary two reflectance spectra of the patches 6 and 16 of
the ColorCheckerc© with their reconstructed spectra received
by the applied calibration [c], as well as the CIE color match-
ing functions used to get the color valuesXY Z [d].

or rewritten in a matrix notationf = PER wheref

denotes the1×K output vector,P the1×L reflectance
vector,E the L × L illumination spectrum (a matrix
with Eλl

on the diagonal), andR the L × K sensor
sensitivity matrix. The∆λ as a constant implicitly is
contained in the sensor response.

3.2 Colorimetric calibration

A precondition for calibration as described in Lee [8]
is a controlled environment to set the parameters. After
calibration, a colorimetric tristimulus can be calculated
from RGB values.

The first step is to determine the cameras sensitivity
curves. Lee requires for his method an initial estimate
R̂ (L×K) but gives no hint about the necessary quality.
For this reason the manufacturers specifications (Fig-
ure 2[a]) are used. This first approximation is improved
by a3 × 3 correction matrixR̃ that contains an adap-
tion to the prevailing acquisition situation. For this rea-
son an image of the ColorCheckerc© is captured under a
known illumination (2[b]). The coefficients of the spec-
tral reflectance of the color patches, (e.g. Figure 2 [c]),
are known from the measurements with the photospec-
trometer, too. TheQ = 24 RGB-triple that complies
with the camera response for each patch is merged into
a Q × K matrix F . The unknown correction matrix
R̃ is determined by a Moore-Penrose pseudoinverse of
F = P ER̂R̃. The new, adapted camera sensitivity
R is given by multiplication ofR̂ andR̃. One has to
keep in mind that this matrixR has a bias induced by
theRGB values of the ColorCheckerc© and the illumi-
nationE.
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The next step is to perform a PCA on the spectra of
the calibration target. Lee states, that the reconstruction
of a spectrum could be done sufficiently correct by three
basis vectors that are combined in ab × L matrix P B.
The associated weights are calledG (1 × b). Together
with the mean spectrum of all patchesP M, (1× L) the
original spectra can be reconstructed by

P = P M + GP B. (3)

With this, (2) can be rewritten as

G = (f − P MER)(P BER)−1. (4)

This is the central equation for reconstructing a spec-
trum by calculating the weightG as a function of the
RGB valuesf . Putting the weight into (3) leads to a
reconstructed spectra.

Since the values are only correct for the patches, in
the following several correction steps are performed to
get colorimetrically correct values. That is why aQ×K

matrix C is introduced. For each channel (columns)
and patch (rows) the element is determined by the the-
oretical color values given byPER divided by the
measuredRGB values inF . An additional correc-
tion is carried out by multiplying each row ofC with
the corresponding ratio of the sum of the reconstructed
spectrum to the sum of the measured spectrum. Us-
ing f = C ◦ F leads now to a colorimetrically correct
RGB-value where ‘◦’ denotes the element by element
multiplication.

Still, RGB-values that are not part of the24
ColorCheckerc© patches has to be modified to result
in a good spectral estimation. The data has to be
interpolated, assuming smooth spectral changes leads
to smooth variations in theRGB values.

Hence the spectrum of an unknown triple can be re-
constructed by their neighbouring values from know
patches. This is done by the Euclidean distance from
the f r (that has to be reconstructed) to the every el-
ement (patch) ofF . This distance is multiplied by a
weight factorh to reduce the influence of patches with
a larger distance. Lee proposeh to be ln(10−9). For

the distance to thejth patchW (j) = e
h·D[j]
range . These

elements are part of the1×Q ‘inverse distance weight-
ing vector’ W . Range means the difference between
the minimum and maximum value the camera is capa-
ble of, usually255 using8 bit. The experiments are
performed by using the minimum and maximum value
within the image while assuming good-natured content.

When normalizingW by its sum and multiplying
by C, the result is close to one for those values pro-
duced by the patches and zero to those not examined
but not exactly one, or zero respectively. This is due
to the interpolation performed. For this reason another
L × L correction matrixW ′ is applied. Itsjth row
contains the vectorW described above for the respec-
tive patch. To maintain the original correction factor for

the ColorCheckerc© patches a final correction matrixC ′

(L × K) is introduced:C ′ =
(

W ′
)−1

C. Using a fi-
nal correction vectorc = WC ′ to modify theRGB-
valuef r that has to be reconstructed to get the values
f inserted in (4). The resulting weights are used in (3)
to reconstruct the spectrum of which two samples are
shown in Figure 2 [c].

This spectral estimations are assessed with the color
matching functions (Figure 2 [d]) to create the tristimu-
lus valuesXY Z which we transform to theRGB-color
space in our experiments.

4 EXPERIMENTS
The examinations are based on images taken from
KOPID1 that contains 17 objects recorded under three
different illuminations and at 12 varying viewpoints.
Additionally the camera was moved to five diverse
levels of height. Unlike other image databases such
as COIL-1002 or ALOI3 the KOPID-images contain
the ColorCheckerc© what makes it suitable for a
colorimetric calibration based on known color samples.

Other than the histogram comparisons in [11] the
histograms in the experiment at hand are created for
eachRGB-channel separately, i.e. we use three one-
dimensional histograms. This simplifies the calcula-
tion of the Earth Mover’s Distance distance (EMD) [10]
which we use for histogram comparsion. The informa-
tion loss compared to the three-dimensional histograms
is justifiable by the results which we show below.

The images were subject to one of the color nor-
malizations mentioned above. The quantization of the
histograms is done from8 to 16 bins per channel.
As distance measures the sum of squared differences
(SSD), histogram intersection (HI), aχ2 distance, and
the EMD are used. The recognition rates are deter-
mined as follows: The histogram of the object illumi-
nated by the fluorescent spectrum is compared to all
other histograms of the objects illuminated by the halo-
gen spot. If the smallest difference in the histograms
is found in an image containing the same object, the
recognition task is counted as successful. The recog-
nition rate is calculated by the number of successfully
classified objects divided by the total amount of tests
performed.

5 RESULTS
In Figure 3 the advance of the EMD (match distance
respectively) compared to the other histogram distance
measurements is obvious. The rates obtained by the
SSD are the least promising. For this reason, the results

1 http://www.uni-koblenz.de/kopid
2 http://www1.cs.columbia.edu/CAVE//software/
softlib/coil-100.php

3 http://staff.science.uva.nl/~aloi/
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Figure 3: Object recognition rates while using different
histogram distance measures. The set used for this case
contains the calibrated images only.
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Figure 4: Results using different color normalization al-
gorithms. The blue stars determine the recognition rates
where no color normalization is applied. The histogram
distance used to obtain this rates is the EMD.

presented in Figure 4 are achieved by the EMD com-
parison.

The first benchmarks to be reached are the rates re-
ceived by no normalization (blue stars in Figure 4).
These are the recognition rates without performing any
color normalization.

It is obvious that some algorithms do not hold the ex-
pectation to improve the recognition rate. This is the
rotation, gray world, and LSAC. The CCN and chro-
maticity have marks on both sides of the blue border-
line. Using the arithmetic mean they still fail to melio-
rate the recognition rate of no normalization.

The color normalization performed by the retinex-
algorithm displaces the aforementioned by86,11% cor-
rect classifications in average. The MatlabR© implemen-
tation provided by [5] performs a normalization in8
seconds on a 3GHz computer. That is roughly five times
as fast as the colorimetric calibration used.

Nevertheless the calibration applied leads to an addi-
tional raise of the recognition rates of around7% and
performs at93,54% in average on the top of all normal-
ization methods. Compared to the no normalization this
is a17% boost.

6 CONCLUSIONS
To consolidate the results in object recognition rates
several extensions could be added. First, the transfer
to three-dimensional histograms should be considered.
Second, the impact of other color spaces thanRGB has
to be analyzed. Third, the partly heavy variations in
some of the normalization methods could be analyzed.
One idea here is to increase the number of objects in the
database.

The poor performance of some of the algorithms
might be a topic for further experiments with other or
larger databases or different bin numbers. A larger sam-
ple size could also be contemplated for the calibration
results - the knowledge of (spectral) image formation
given.

Anyhow, finally the results show that a colorimetric
calibration outperforms the recognition rates received
by commonly used color normalization algorithms. The
price of a laborious calibration is well invested into
higher recognition rates.
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ABSTRACT 

In our work, we are dealing with problem of displaying video content under given restrictions. This work is 
oriented on museums and galleries and their exhibitions. The content has to be secured so it cannot be 
downloaded. With technology of streaming we offer solution for museums and galleries to display their 
exhibitions in videos. The transferred data is protected by an encryption in order to reduce the possibility of data 
leakage. The second challenge is to enrich the video with non-standard interaction elements, to make the 
exhibition more user-friendly and more interactive. Therefore, we propose using the component called “virtual 
path” for better orientation in museum. This component also visualizes the process of playing the video. Visitors 
get the opportunity of moving around the museum in chosen order or skipping corridors, which they do not 
intent to visit. To do that, we suggest adding some additional information about the scene, which will be 
displayed on demand. 

Keywords 
Streaming, virtual museum, interactive video, extended interaction 

1. INTRODUCTION 

In these days more and more museums and also other 
companies use Web for presenting exhibitions or 
work. Their presentation consists of certain text, 
images and also some multimedia elements such as 
video or audio. First, we have to consider all the 
possibilities for presentation of the museum.  

The simplest way to do this is using a photo gallery 
like in [EUROPE]. Panoramatic photo is more 
advanced way to present the exhibitions used in 
[LOUVRE]. However, using pictures has some 
disadvantages, they are static and they have small 

angles of view. On the other hand, the advantage of 
using photo galleries or panoramas is that they do not 
take up a lot of space and bandwidth. On the other 
hand, we can create 3D models of objects and create 
a virtual walkthrough. This type of presentation is 
interactive, but it takes a lot of time to make model 
that will be realistic. 3D models as a presentation of 
museum is used in [Fer07a].  

The last, but not least way of presenting a museum or 
gallery is to play a video tour around the exhibition. 
This type of presentation, which was for the first time 
used in [Cla78a], is very dynamic and video have an 
audio. Although the visitor can control the 
walkthrough and jump from one position in video file 
to another, s/he is not as free as in virtual 3D space.  

Our goal is to propose a solution for video in virtual 
environment, using streaming technology for data 
transfer and encryption to make the content safe. In 
addition, we have to extend the standard interaction 
elements and propose additional interaction. 

Permission to make digital or hard copies of all or part 
of this work for personal or classroom use is granted 
without fee provided that copies are not made or 
distributed for profit or commercial advantage and that 
copies bear this notice and the full citation on the first 
page. To copy otherwise, or republish, to post on 
servers or to redistribute to lists, requires prior specific 
permission and/or a fee. 
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2. BACKGROUND AND RELATED 
WORK 

In this section, we will discuss different ways of 
displaying a video in web page as well as how to 
transfer the video data from server to client.  

HTML in its last version does not have a tag for 
adding video into web page. Yet, HTML has tag 
<object> or <embed> to embed external video 
players like Windows Media Player [W3c99a]. Very 
popular among other web oriented technologies is 
Flash [FLASH]. The last way is to embed application 
written in a programming language, e.g. Java.  

When we are considering using video file, we have to 
decide file format (avi, mpg or mov), video format 
(mpeg-2, mpeg-4 ...) and coding algorithm (DivX, 
Xvid ...). We will stream the mov file format, as 
video format we used MPEG-4 specification and the 
new coding algorithms H.264 [Wie03a]. 

The video data are saved on server and we have to 
transfer it for the visitor. Our goal is to forbid 
downloading the video file, therefore we can stream 
the data and the user can just see the video and 
cannot download it. More about video streaming may 
be found in [Mac02a].  

There are many papers that consider streaming 
technology, so we will mention just a two of them. In 
[Xu04a], authors propose solution to problem with 
packet or frame lost while they streamed MPEG-4 
video file. The solution to problem of limited storage 
for video file in one server may be found in [Shi06a].  

3. STREAMED MEDIA IN VIRTUAL 
ENVIRONMENT 

In this section we offer our solution for playing 
streamed media in web page. We will present 
application named StreamBoat. 

3.1. Streaming Data 

The first important part is the data transfer. Figure 1 
displays the whole pipeline for transferring data from 
video file to displayed video. We use on demand 
video streaming [Mac02a], because we have the data 
already in a file. StreamBoat is a client-server 
application, where server is responsible for reading 
data from file and sending the content to the client. 
Visitor is interacting with client part of application 
which is a Java Applet. The applet is responsible for 
playing video, gathering received data and control 
the server side.   

For streaming protocol, we implemented a part of 
RTP [RTP] for data transfer and RTSP [RTSP] to 
control the streaming process.  

3.2.  Data Safety 

One of the conditions of this work is to make the 
content of museum safe from downloading. One of 
the security measures is streaming technology which 
erases used data. Although the streaming technology 
and the RAM memory should secure the content, 
someone might capture the packets and restore the 
whole video file. Therefore, we include encryption 
algorithm into data transfer. The encryption 
algorithm that we implement is a simple one, but it 
can be replaced with another algorithm.  

3.3. Video in Web Page 

To show a video in web page we choose to display 
the content in Java applet. The package Quick-time 
Java is controlling and displaying the video content 
[QTJDOC]. As a consequence, we control the 
displaying part and data transfer separately. The 
advantage of this approach is that we can receive the 
data faster than video plays. However, some data are 
needed on the client’s side before the video starts.  

Figure 1: Pipeline from video file to displaying video in web page. 
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4. INTERACTION 

In this section, we will propose and introduce two 
elements for better interaction. Basically there are 
three common interaction elements in standard video 
players, buttons: PLAY, PAUSE, STOP etc., time 
line to make a linear jump and slider to control the 
volume. We suggest adding two more elements as 
virtual path (4.1) and extended interaction (4.2). 

4.1. Virtual Path  

As I mentioned before, Virtual path (figure 2) is an 
element for better orientation in the museum and it 
gives free option in creating visitors own tour. The 
visitor in the real museum has information about the 
museum area, like number of rooms or the 
connections within rooms. We propose to use the 
ground plan to add this information about the 
museum as a background of interactive element. 

The main concept is to divide the ground plan to 
rooms or smaller segments like hallways. For every 
segment there needs to be a separate video file about 
the corresponding segment. Instead of one timeline 
we will put separate timelines for every segment into 

a corresponding room. These timelines are 
“connected” with each other in certain places and 
visitor may choose how s/he will continue the tour. 
They may be also rotated in every angle. This brings 
up a non-linear walkthrough where the visitor has 
more choices of direction in the exhibition.  

4.2. Additional Information and 
Extended Interaction 

Beside the virtual path, we suggest to add some 
additional information about the objects in video. In 
work [Son08a] authors propose to add more 
information about a picture, and they hide it inside 
the image. We suggest storing the additional 
information in extra files or database and they will be 
shown only on visitor’s demand. For this purpose we 
need an interaction element that will represent them. 

Let’s imagine an object in our video and we know 
more information about it. We get the position of the 
object and also the curve of how it moves. In our 
solution we have a quadratic B-spline which 
describes the movement in time. In the actual 
position of the object we put a dot, clickable object, 
which will represent some additional data (figure 3). 

Figure 2: Interactive element called virtual path with 
ground plan as a background.  

Figure 3: In the video part there are red dots. These 
dots represent more information about objects. 

Figure 4a: the data transfer quality test. We streamed 5 videos and we compute the ratio of received data and sent data. 
Figure 4b: the blue part - time needed to transfer whole video, the red part - delay before start playing 

WSCG 2010 Poster papers 29



If the visitor clicks on the dot, s/he will get the 
additional data. In our solution we have to store just 
control points of the curve and the start time and end 
time.  

5. RESULTS AND FUTURE WORK 

The last part of our work was to make several tests; 
tests of the quality of data transfer (the criteria were 
the ratio of sent packages and received packages) and 
speed test (we have measured the speed of data 
transfer and the beginning delay). We also had an 
anonymous inquiry. The server connection for tests 
was 1,5Mbps down /512Kbps up.  

The results of the first specialized test on the quality 
of data transfer (based on the size of video files) are 
displayed in figure 4a. From the same figure you can 
see that in all cases the quality was better than 91%. 
We consider these results as a success. You can find 
the results of the second test in figure 4b. 

In the inquiry there were about 30 respondents and 
mostly (about 65%) they think the application is 
useful and also like new elements for interaction. 

For future work we have some thoughts about 
another interaction.  

6. CONCLUSION 

In my work we have connected the art with the 
technology and proposed the solution for the video in 
web page problem concerning streaming technology 
and data encryption for virtual museums and 
galleries. Our application gives the opportunity to 
explore the museums from the comfort of your own 
home and see the exhibition. We extended the 
standard interactions element with two non-standard. 
The virtual path gives non-linear movement around 
the museum and we added additional data to some 
objects on demand.  
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ABSTRACT 
This paper presents the procedure for on-line visual-content-based video synchronization. The motivation of our 
pioneering work is the existence of several off-line video processing systems employed in video classification or 
summarization applications, but no evidence of on-line solutions for video analysis. In some applications, the 
video streams go through the broadcast systems that delay the original video and also distort the original signal. 
The system that would be able to automatically detect such delays, transmission errors, distortions or broadcast 
failure is highly required. Our solution employs visual vocabularies that allow signing the video frames by bag-
of-words. The synchronization procedure is then based on searching for similar frames from different video 
streams. This paper also overviews the state-of-the-art techniques required for visual vocabulary building and 
discuss the convenient properties of techniques for real-time on-line systems. 

Keywords 
On-line video processing, visual vocabulary, video synchronization 

1. INTRODUCTION 
The main task of the video synchronization systems 
is to detect and validate the time offset between 
similar video streams. The motivation of our 
pioneering work is the existence of several off-line 
video processing systems employed in video 
classification or summarization applications, but no 
evidence of on-line solutions for video analysis. In 
some applications, the video streams go through the 
broadcast systems that delay the original video and 
also distort the original signal. The system that would 
be able to automatically detect such delays or 
distortions or detect the transmission errors is highly 
required.  
Our research is focused on visual content, so audio is 
omitted. Our previous approaches [Ber08] based 
mostly on global features were poorly robust 
geometrical transformations that led our research to 
employ local features and visual vocabularies. 
The visual vocabulary used for video content analysis 

is introduced in [Siv03]. Motivated by text retrieval 
techniques, visual ‘words’ are pre-computed using 
vector quantization and inverted file approach 
document ranking are used. It results in immediate 
returning of a ranked list of documents (key frames, 
shots, etc.) in the manner of search in text 
documents. The local features are described by SIFT 
descriptor and quantized using naïve k-means 
algorithm. When introduced, the visual vocabularies 
were used in image and object retrieval applications.  
The real-time applications such as on-line video 
synchronization introduce specific demands to the 
commonly used techniques. The stability and 
robustness of the local features detection and 
discriminative power of feature description and 
quantization could be decreased at the expense of 
execution time increase. The computational cost 
demands also derive the size of the visual 
vocabulary. 
The paper firstly introduces the overview of two 
stages of the video synchronization system. Next 
sections describe the particular steps of each stage in 
more detail. Section 3 makes an overview of state-of-
the-art image feature extraction and description 
methods. The searching strategies are described in 
section 4. The possibilities of visual words weighting 
when bag-of-words are constructed are discussed in 
section 5. The sections 6 describes the experiments – 
used data and explored transformations and discuss 
the results.  

Permission to make digital or hard copies of all or part of 
this work for personal or classroom use is granted without 
fee provided that copies are not made or distributed for 
profit or commercial advantage and that copies bear this 
notice and the full citation on the first page. To copy 
otherwise, or republish, to post on servers or to 
redistribute to lists, requires prior specific permission 
and/or a fee. 
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2. SYSTEM STAGES 
The general objective of designed system is on-line 
monitoring of two or more video streams (query 
video streams) and detection of possible distortions 
in space or time domain comparing to the reference 
video stream.  
This work we focused on visual-based video 
synchronization in time domain. The objectives of 
the algorithm are: 

• real-time image signatures computation, 
• real-time image retrieval, 
• on-line time shift detection robust to basic 

video distortions. 
The way we utilize the visual vocabularies comprise 
two stages: off-line vocabulary construction and on-
line image retrieval. The steps of both procedures are 
examined in more detail in following chapters. 
The first step of the visual vocabulary construction 
is the extraction of the image features from training 
dataset. The next section overviews the existed 
feature detectors in more detail. Then the clustering 
step divides the features’ descriptor space. The 
clusters’ labels are used as visual words. Usually, the 
iterative k-means clustering algorithm is used. The 
procedure iteratively re-locates the cluster centers 
based on mean value of the closest samples to 
particular cluster. The filtering stage removes 
(empties) the clusters that do not follow predefined 
constraints (e.g. cluster size). The various searching 
strategies are described in section 4 for more details. 
The on-line image retrieval stage firstly extract 
features from the image, translate the features’ 
descriptors to visual words using visual vocabulary 
and compute image signature (bag-of-words).  

3. SPARSE FEATURES 
In this work, the sparse features mean image key-
regions. The key-regions can be constructed on two 
fundamental image structures: key-points or regions. 
The following section discusses the most popular 
approaches. The key-points are expected to be 
invariant to geometric and illumination changes. 
Different detectors emphasize different aspects of 
invariance, resulting in keypoints of varying 
properties and sampled sizes. 
One subset of detectors analyses the local changes in 
image intensity. The scale-adopted Harris function 
[Mik04] is sensitive to corner-like structures. The 
Hessian [Mik05] function, Difference of Gaussian 
(DoG) [Low04], Laplacian of Gaussian (LoG) 
[Lin98] detects the blob-like structures. The Harris 
and Hessian function are extended by characteristic 
scale detection which is where the LoG function 
attains a maximum over a scale. To obtain the affine 
invariance of the detectors, the affine adaptation 

process is included that iteratively adapts the region 
shape by maximizing the intensity gradient isotropy 
over the elliptical region. Later published results 
[Bay06] show that the Hessian function can be 
effectively approximated by block filters. The SURFs 
are based on effective platform based on computation 
of Haar-wavelets on integral images. The authors 
also introduced new descriptors utilizing the same 
platform. 
In this work, the speed factor is the most crucial. The 
SURF detector offers convenient balance between 
speed, robustness, precision and discriminative 
power. We used the SURF detector and descriptor in 
extended version that gives 128-dimensional feature 
descriptors. 

4. VISUAL VOCABULARY 
The idea of visual vocabulary, firstly used in “Video 
Google” [Siv03], brings the techniques from natural 
language processing and information retrieval area. 
The document (image) is represented as an unordered 
collection of words (bag-of-words model). In 
computer vision, the (visual) words might be 
obtained from the feature vectors by a quantization 
process. The objective is to use vector quantization to 
descriptors to translate them into clusters’ labels 
which represents the visual words. 
Visual vocabulary is created during the training 
stage. A part of the data (training data) is used to find 
cluster centers in the descriptor space. When the size 
of the resulting vocabulary is small (k < 105), the 
naïve k-means algorithm can be used. The time 
complexity of the k-means algorithm is O(kN), where 
N is the number of training feature vectors. Some 
applications (e.g. for object retrieval) need more 
discriminative vocabulary. One possible way how to 
reduce the time complexity is using Hierarchical k-
means [Nis06]. Instead of solving one clustering with 
a large number of cluster centers, a tree organized 
hierarchy of smaller clustering problems is solved. 
This reduces the time complexity to O(N.logk). The 
problem with HKM is that it optimizes the problem 
only locally, per tree branch. Other approach 
reducing the time complexity is replacing the nearest 
neighbor search of k-means by forest of kd-trees. The 
authors [Phi07] called this approach as Aproximate 
k-means.  
This work utilizes the idea from AKM with one kd-
tree for space search. A random selection of images 
from training datasets serves to generate feature 
descriptions. Because the discriminative power of the 
visual vocabulary video synchronization system does 
not need to be superior, we built the vocabulary of 
sizes 1k of visual words. 
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5. IMAGE SIGNATURE 
In our framework, the image signature is a collection 
of weighted words – vector of words’ frequencies. It 
degrades to a set-of-words when the weights 
represent only the word’s presence. Otherwise, it is a 
bag-of-words. In recent works, several weighting 
schemes were introduced and evaluated.  
In the pioneering work [Siv03], standard weighting 
used in text retrieval is employed that is known as 
‘term frequency – inverse document frequency’ – tf-
idf. The term frequency reflects the entropy of a word 
with respect to each document unlike inverse 
document frequency down-weights words that appear 
often in the database. The resulting weight is then: 
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where d is a document (set of words), |d| is a number 
of words in d and |d(w)| is the number of occurrences 
of word w in d, D is a dataset of all documents and 
D(w) is a set of documents containing the word w.  
At the retrieval stage, documents are ranked by their 
similarity. One of the mostly used similarity metric in 
text retrieval is normalized scalar product (cosine of 
angle) between the query vector q and all document 
vectors d in the database. 
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where · is a dot product and |…| is the vector 
magnitude. 
For the experiments in this work, the standard tf-idf 
weighting scheme is used when visual words are 
weighted in bag-of-words. 

6. TIME SHIFT DETECTION 
The system contains a frame buffer for each video 
stream. Local features are extracted and described for 
each incoming frame (query and reference streams) 
and used to create frame signature. The signatures are 
stored to the buffer for each video stream and used to 
compare frames. The similarities between each new 
frame from query video and all reference frames in 
the reference buffer are computed. 
The similarities between query frame and the frames 
from buffer of reference frames in time t can be 
expressed as a function: 

 ( ) ( )ittsimits ,,, dq=  (3)

where qt is a signature of the query video frame and 
dt,i is the signature of the i-th frame in the reference 
buffer at time t. Using the function in equation (5), 
the probability of a time offset i can be expressed as 
the weighted sum of previous similarities:  

 ( ) ( ) ( )itstwitO ,, ⊗=  (4)

where w is the weighting function. Two weighting 
functions were used in experiments – averaging 
(Eq. 7) and exponential function (Eq. 8): 
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where N is the window (buffer) size. The most 
probable time offset is then taken as the detection 
result: 

 ( ) ( )itOtoffset
i
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The voting strategy is employed to sum up the most 
probable time offsets over the time which stabilizes 
the detection results.  
Along with the detected time shift, the certainty level 
of the detection is computed. The certainty level is 
computed from the two bins from the voting that 
have the most votes. The precise function computing 
the certainty level is: 

 ( )
( )
( )
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where votes(t) is the ranked list of voting bins in time 
t and |…|r is the amount of votes in the r-th bin. 

7. RESULTS 
We use “TRECVID 2009 data BBC subset” to 
evaluate our system. The subset contains 77 video 
files. The TRECVID video data contains a variety of 
challenging disruption itself, especially for time 
video synchronization task. The TRECVID videos 
begin with long (cca 40-60 seconds) shots with color 
initialization stripes where very few local features are 
detectable. Further, many of the shots are static or 
almost static, so the frame comparison does not favor 
any frame and the detection fails; resp. does not vote 
for any particular time shift. 
The query video streams were created artificially. In 
this work, we focused on fundamental types of video 
distortions: 

• a uniform scale transformation, 
• partial occlusion of the visual content by 

static banner and  
• white noise. 

All experiments used the visually vocabulary trained 
on different dataset than the testing one. For training 
purposes, the Kentucky dataset [Nis06], containing 
10200 images, was used. The dataset contains 4-
tuples of object images taken from difference 
viewpoint. Each experiment run was done on all 77 
video files and certainty level from all files was 
aligned and averaged. The alignment is necessary 
because the length of the initialization shot with color 
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stripes at the beginning of each video differs. The 
video frame size is 352x288 pixels. 
The system sensitivity to the different time shift was 
also explored. The reference video was delayed by 1 
and 10 seconds. The tests with resized query video to 
90% of the original size revealed that in both cases, 
when query video is delayed by 25 frames and 250 
frames, the exponential weighting function 
outperforms the averaging function. The robustness 
to partial occlusion of the video frames was tested 
using overlaid banner. The graph on Figure 6 shows 
that the precision of the detector is not affected by 
partial occlusion; at least up to 25 frames delay. The 
robustness to the noise was tested with the noise level 
in between 0%-30%. The Figure 7 shows how the 
detector precision decreases with increasing level of 
noise. The experiments with blurring have proven the 
expected properties about the used feature extractor. 
The SURF features are sensitive to blobs so their 
repeatability decreases very slowly with increasing 
amount of blur.  

 
Figure 6. Partial occlusion by a banner. 

 
Figure 7. Added noise of different levels. 

 
Figure 9. Uniform rescale transformation. 

The computational costs of the algorithm depend on 
amount of extracted features. Data used in evaluation 
contain cca 200 features per frame. The algorithm 
was able to process 13 frames per second on the 
desktop PC Intel Core Duo 2.4GHz, 3.5GB. 

8. CONCLUSION 
The objective of the presented work was to design 
and evaluate the real-time on-line system for visual-

content-based video analysis. The solution is based 
on the visual vocabulary and bag-of-words. Several 
types of video distortions were addressed. The results 
of evaluated experiments show that the proposed 
solution is usable for the on-line real-time video 
analysis and video content comparison. The solution 
can be used as the basement for the other methods; 
e.g. dealing with geometrical transformation between 
video streams. The knowledge of the geometrical 
transformation might be useful when non-uniform 
geometrical distortion is expected and the automatic 
video quality control task analyzing noise ratio, 
contrast changes, color bias, etc. is required. 
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ABSTRACT 
The identification of objects displayed in existing Archaeological Museums, requires the observer to recognize 

the object or the associated concepts in the thematic environment. Usually, the visitor has a written guide or an 

expert that accompanies him on his visit. This paper presents an automated guide through annotations in 

Augmented Reality (AR) unmarked fiducial or free marker, by the recognition of objects shown in the showcase 

of the museum, showing 2D annotations on the objects. For that purpose, using Head Mounted Displays (HMD) 

or mobile PDA, the observer can see these annotations. The recognition is based specifically on mathematical 

relationships that gives us the principal component analysis (PCA), which evolves to create vectors that show 

more clearly the relationships in the image, which are known as principal component vectors (PCV). These 

concepts are used to identify archaeological objects and to create a symbolic image database for 3D 

archaeological objects existing in museum’s showcases, which allows to conform the museum’s guide system in 

appropriate time.  

The work helps in shaping an appropriate proposal of recognition to create the symbolic image database of 

objects, the proper record of annotations on objects, when the mouse click selects it. This record is achieved by 

robust calculation, and monitoring based on homographies to ensure the insertion of the adequate annotation. 

Keywords 
Principal Component Vector (PCV), Wrapping, Homography, Augmented Reality. 

1. INTRODUCTION 
Augmented Reality (AR) is seen as a variation on the 

concept of Virtual Environment (VE), which allows 

the user to see the real world around him combined 

with superimposed virtual objects or compounded 

with it. 

AR is a specific example of what Brooks, F. [Bro96] 

called Intelligence Amplification, using the computer 

to make easier tasks performed by humans. Hence 

the diversity of application fields, among which is, 

for example, Maintenance and Repair by 

Billinghurst, J. [Bil06], where AR applications 

simplify training and understanding for assembly, 

maintenance of complex industrial machinery, where 

annotation are shown, which can be used to associate 

them to real objects with information about 

themselves. Els Vilars [Vil06] in Arbeca, describes 

an Augmented Reality System developed at 

Universidad de Lleida, Spain, which using patterns 

marks placed on the environment, allow visits to the 

archaeological ruins. 

Technological advances and tracking techniques 

experienced in recent years allow us to explore 

outdoor environments with mobile systems. These 

systems open new possibilities in navigation and the 

use of geographic information.  

Simon, G. et al. [Sim00], performs tracking by planar 

homography, using the calculation of successive 

homographies with RANSAC (robust computing 

homography). The robust estimate of the 

homography is also used in the work in Malik, S. et 

al. [Mal02], tracking with passive mark a familiar 

pattern. 

Yuan, M. et al. [Yua06] presents a scheme free of 

marks to achieve tracking through projection 

matrices, knowing the 3D points of the reference 

images. This is based on the work of Hartley, R. and 

Zisserman, A. [Har00] about factorization process of 

the fundamental matrix, which encapsulates the 

epipolar geometry and the essential matrix 

( TRE ×= ), in this case, by decomposition, is 

projection or transformation matrices that relates the 

images and the coordinate system of the world 

always relative to the right image or second image. A 

more practical work is presented in Ma,Y. et al. 

[Ma06], which works directly with calibrated points 

and achieve compliance by the homographies and 

projection matrices that has reasonable mistakes, 

which are optimized for use later. 
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The purposes of this work focus on developing a 

methodology and propose an automatic architecture 

allowing insert annotations and virtual objects, 

without fiducial marker or intervention of the 

environment, near to the object in the showcase 

exhibited in the Archaeological Museum San Miguel 

de Azapa. 

2. SYSTEM ARCHITECTURE 
The system input consists of a sequence of images 

from the camera mounted on the video-based HMD 

or mobile device (PDA or Cellular). The system is 

make up of four main modules, where the former is 

responsible for selecting the object and its 

recognition by the method reported in [Her06]. If the 

object exit at the database the process continues with 

the initialization of the tracking. The next image of 

the sequence is considered second in order to 

initialize the tracking cycle, determining the 

correspondence matching using Scale Invariant 

Feature Transforms (SIFT) [Low04], where the 

points of interest of the recognized object is fit to the 

points identified in the second image, the third 

module calculates the homography with the 

corresponding points resulting from the matching and 

is optimized by robust calculation; and then selected 

points of entry are projected. Tracking to the next 

image consists of detecting image points in next 

image, then performing the matching with the points 

of the previous image. If the resulting number of 

matching points is greater than four points, then 

tracking process continues. The fourth module is 

responsible for positioning and inserting the virtual 

object so that it does not obstruct the object of 

interest (see Figure 1). 

 

 

3. RESULTS 
The test platform used to carry out the proposed 

method was a laptop with the following features: 

Intel Centrino Core 2 Duo T5550 processor, 1.8 GHz 

(2 MB cache, 3 GB of RAM DDR-2) with Windows 

XP operating system. The algorithm implementation 

was made using Visual Studio 2005 y Matlab 

Compiler, due to its ease of use and data 

management.  

Following, the results step by step obtained during 

the development of the application is presented. 

Selection and identification of the object 

of interest 
In Figure 2a, is shown the first image, in which you 

select the object of interest (Textile loom) and is 

enhanced using the region growing algorithm (see 

Figure 2.b). From this new image (Figure 2.b), 

proceeds the detection of characteristic points to 

recognize the object of interest and thereby seek the 

associated annotation on the database, then proceed 

to add the annotation (see figure 2.c.). 

Initialization of Tracking 
Once recognized the object of interest, initialization 

of tracking is performed, in order to detect 

characteristic points of the second image and perform 

correspondence between the selected points of 

interest from the object and those detected on the 

second image. 

Tracking 
After the correspondence of points, we can see there 

are points that are not relevant to the object of 

Figure 1. Proposed Architecture of the Augmented Reality System. 
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interest, for this reason we proceeded to remove these spurious points by robust estimates and proximity. 

 
 

 

 

From these points we have the conditions to insert 

the annotation associated to the object of interest, 

using the process described in the system’s 

architecture. 

To verify the proposed method of tracking one object 

of interest is representing in showcase 6 of 

Archaeological Museum San Miguel de Azapa, 

which in this case is “Ceremony Helmet”. The result 

of these tracking is found in Figure 3. 

Effectiveness of the System 
To analyze the results, we will consider only a 

showcase of the Archaeological Museum San Miguel 

de Azapa, in this case, we use the showcase 6 (see 

Table 1). This case includes the following items. 

To perform the tests objects that are more 

representative here used. These objects are 1, 2, 14 

and 16. 

 

 

 

 

Nº Objects  Nº Objects  Nº Objects  Nº Objects  

1 Ceremony Helmet 5 Tray of Cociba 9 
Points of Harpoons and 

fishing tools 
13 Ceramic Pitcher 

2 Textile Loom 6 Ceremony Plate 10 Cave painting 14 Ceramic Vase 

3 Fishermen Pocillo 7 Kitchen Tools 11 Mummified skull 15 Mini pitcher 

4 Fishing string 8 Fishing Harpoons 12 
Rudimentary fishing 

harpoon 
16 Typical Dress 

Table 1. Objects in showcase 6 of the Archaeological Museum San Miguel de Azapa. 

An important aspect to consider is the time it takes to 

make the insertion process of the annotation 

associated with the object of interest, as this process 

should be performed in real time. 

In table 2 then assesses the time (in milliseconds) it 

takes to make the insertion process. This will take 5 

iterations of the process. 

As can be seen in Table 2, the average time it takes 

the system to perform the insertion of entries is 27 

milliseconds, which is below the time required to 

make it in real time. 

In the test, the results are valid for real-time or 

appropriate time en mobiles applications [Wag05], 

according to the time it takes to make integration 

meet the requirements. 

  Time (milliseconds) 

 Object Showcase 6 Iteration 1 Iteration 2 Iteration 3 Iteration 4 Iteration 5 Average 

1 Ceremony Helmet 28,74 31,63 22,94 24,10 28,32 27,14 

2 Textile Loom 19,64 19,93 27,38 20,05 24,61 22,32 

14 Ceramic Vase 10,18 6,51 9,48 6,45 6,11 7,75 

16 Typical Dress 20,89 26,51 27,70 16,25 28,36 23,94 

Figure 2b. Object 

of interest. 

Figure 2c. Annotation associated 

to the object of interest. 

Figure 2a. Image where the 

object of interest is selected. 

Figure 3. Test: tracking objects "Ceremony 

Helmet", courtesy of Archaeological Museum 

San Miguel de Azapa, Arica Chile. 
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Table 2. Time (in milliseconds) to delay the insertion of annotations for objects 1, 2, 14 and 16. 

4. CONCLUSIONS 
The exploration of this area of image recognition and 

application of augmented reality in a space where the 

viewer is limited in connection with the object 

appears as a viable alternative and a contribution to 

multiple works on the use of PCV in computer 

vision. 

According to the results, we conclude that the objects 

in the showcase number six are recognized without 

any problem, regardless of the size the region 

understands;  this is due to the SIFT point detection 

and its use in establishing the automatic therefore it 

was used in earlier work of Harris and matching 

detection Pilu, see [Her06]. 

From the standpoint of characteristics points detector, 

it can be concluded that it must not only recognize a 

lot of points, but also that these are the most 

representative objects of interest, so that when 

carrying out the correspondence between images the 

object of interest and the second image successively 

obtained their positions. It is therefore very essential 

to optimize the points corresponding to eliminate 

those that do not belong to the object in question, and 

so, determine a best homography. The problem that 

arises is that for small objects, making this 

optimization eliminates points, which in some cases, 

prevents the determination of homography. 

From the viewpoint of the insertion of objects, their 

accuracy depends heavily on the preliminary 

processes and taking advantage of existing natural 

brands in the showcase for the determination of the 

position. From the results obtained, we can conclude 

that for objects of considerable size, the insertion of 

annotations with a proper position perform a hundred 

percent, this was not so for small objects because of 

the number of points detected. 

Regarding the time that it takes to perform the 

insertion of the annotation, we can conclude that the 

times obtained in the tests, are below those required 

to be used in real time, so the proposed method is 

valid to be used in real-time or appropriate time in 

mobiles applications. 

5. FUTURE WORK 
Performing the evaluation from the point of view of 

usability of the final system integration and insertion 

of alluding audio to the object on display will be 

considered. From the standpoint of computer vision 

operational comparisons with predictive and adaptive 

filters will be considered. 
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ABSTRACT

Usage of statistical classifiers, namely AdaBoost and its modifications, is very common in object detection and pattern recog-
nition. Performance of such classifiers strongly depends on low level features they use. This paper presents an experimental
implementation of the Local Binary Patterns (LBP) that uses SIMD instructions for acceleration. The experiments shows that
the proposed implementation is about six times faster than the plain C implementation (i.e. with no special optimizations) and
superior to optimized implementations of features with similar descriptive power.

Keywords: LBP, AdaBoost, Object Detection, Feature Extraction, SIMD, SSE, CUDA

1 INTRODUCTION
Object detection in images and video sequences has
wide range of applications. Several object detection
methods exist; however, one of the best available meth-
ods today is exploitation of statistical classifiers. The
statistical classifiers are able to distinguish an object
from non-object in a small window. To detect the object
in image data or video, it is necessary to scan the image
or video frame and apply the classifier to each possible
window location within the scanned image. The clas-
sifier works with low-level features extracted from the
classified image window. The features are usually sim-
ple functions of selected pixels from the window. The
design of the features significantly affects the perfor-
mance of the classifier and its speed and thus the speed
of detection.

The Local Binary Patterns (LBP) [7] discussed in this
paper are widely known to be good features to describe
local areas. They are frequently used in texture analysis
and segmentation. The recent studies show that they are
usable as features for classification as well.

In this paper, the high performance implementation
of LBP feature extraction is introduced. The imple-
mentation exploits the SIMD instructions (namely SSE)
available on contemporary CPUs. The implementation
is comparable with similar implementations of other
feature types – Local Rank Differences (LRD) [13] and
Local Rank Patterns (LRP) [6]. For the experiments

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice
and the full citation on the first page. To copy otherwise,
or republish, to post on servers or to redistribute to lists,
requires prior specific permission and/or a fee.

WaldBoost (a modification of AdaBoost [11]) training
algorithm [9] has been used.

2 RELATED WORK
The interest in fast feature extraction has been ear-
lier pursued by other researchers because the extraction
speed influences the overall performance of the object
detection. Efficient implementation is thus necessary
for practical applications of object detection.

Innovative approach that constituted a breakthrough
in real-time object detection was taken by Viola and
Jones [11]. They converted the input image into an inte-
gral representation which allows for calculation of Haar
features in constant time.

There has also been much effort to implement the Ad-
aBoost based object detection on hardware platforms
like FPGA or ASIC chips [12, 10, 5]. Typically they
use traditional Haar features. Recently there were pro-
posed implementations of object detection with Local
Rank Differences image features (LRD) on GPU [8]
and CUDA [2] which employs resources of modern
graphics cards to accelerate feature extraction. The dis-
advantage of this approaches is that they still need spe-
cial hardware.

In our previous work, we introduced high perfor-
mance implementation of the Local Rank Differences
[1] and Local Rank Patterns [4] image features. These
implementations exploited the SIMD instructions of In-
tel CPU. This work shares same framework with the
mentioned implementations of LRD and LRP.

3 LOCAL BINARY PATTERNS
Local Binary Patterns [7, 14], in their basic form, cap-
ture information about local textural structures through
thresholding samples from local neighborhood by its
central value. From the thresholded values a pattern
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code is formed such that each sample is represented by
a single bit (Figure 1). The image pixels or response of
some sampling function can be used as the samples. In
many applications, circular neighborhood with 8 sam-
ples is used (8 bit pattern).

sampling samples threshold weights

7 4 2

10 8 5

13 12 10

0 0 0

1 1 1

1 0

LBP = 11110000b = 240

1 2 4

64 32 16

128 8

Figure 1: Evaluation of the LBP feature. First the sam-
ples are taken from the image. The values are then
thresholded by the central value.

In this form, the feature response is dependent on the
feature orientation. In some applications, such as tex-
ture classification or image segmentation, the rotational
invariance is needed. In this case, the feature response
is normalized (e.g. by bit shifting).

In our approach, the feature consists from 3× 3 reg-
ularly spaced rectangular samples. The classifier can
hold feature instances of different sizes. However, for
practical reasons the size of a sample is constrained to
maximum of 2× 2 pixels. And therefore four possible
samplings exist as shown in the Figure 2. This con-
straint, as we show in [4], does not introduce any re-
duction of classifier precision.

Figure 2: Possible configurations of LBP features.

4 LBP EVALUATION
The traditional way of the feature evaluation is to gather
samples from the input image and sequentially con-
struct the LBP code bit by bit. The evaluation in the
proposed implementation is optimal in two ways. First,
it minimizes number of memory accesses by using pre-
calculated image representation – interleaved convolu-
tion image [1, 4], which allows for fast retrieval of nec-
essary data. Second, the evaluation takes advantage of
the SIMD instructions by processing all values of the
feature in parallel manner.

4.1 The SSE Instruction Set
Before the actual implementation of the LBP feature
evaluation is described, let us briefly characterize the
SSE instruction set on Intel CPUs. Unlike classic x86
instructions where an operation is executed on one
piece of data at the time, the SSE set provides means to
execute one operation over multiple data (as shown in
the Figure 3). Therefore the main attribute of the SSE
instruction set is parallel processing of data.

A a1 a2 a3 a4

B b1 b2 b3 b4

A+B a1+b1 a2+b2 a3+b3 a4+b4

ADDPS

Figure 3: Operation of SSE instruction ADDPS. The A
and B are considered to be vectors of four float val-
ues.

The SSE set was introduced in 1999 as an exten-
sion to x86 and MMX instruction set. The instructions
works with 128 bit wide registers which can hold a vec-
tor of values (e.g. 4× 32 bit float, 16× 8 bit integer,
etc.).

4.2 Image Preprocessing
As was previously stated, in our approach we use rect-
angular samples as an input for feature evaluation. In
the preprocessing stage, images convolved with all pos-
sible shapes of samples are created. This images are
later used as source of samples. Four images are cre-
ated in our case as the size of the samples is restricted
to maximum of 2×2 pixels.

Every convolved image is arranged in a manner that
four consequent pixels in the memory (i.e. 32 bit word
as we use 8 bit images) correspond to 2× 2 adjacent
convolution responses. This memory layout requires
that each convolved image is logically divided into
blocks where each block contains sub-sampled image
convolved with same modulo position of convolution
kernel. Number of blocks is determined by w×h where
w and h is width and height of the convolution kernel.
This is schematically shown in Figure 4 where prepro-
cessing of image with 2× 1 pixel kernel is displayed
and two memory blocks are formed. Images prepro-
cessed with other kernels are created analogically. This
layout ensures that data for each feature are placed in
same block and can be obtained by two memory ac-
cesses.

0 1

2 3

0 1

2 3

Image Convolution Memory

0 1 2 301

2 3

32 bit

ro
w

b
lo

c
k

1 2 30

1 2 30

1 2 30

0 1

2 3

block 0

block 1

Figure 4: Preprocessing of image with 2×1 pixel ker-
nel.

Note that the feature evaluation itself is independent
on the choice of the convolution kernels. The rectan-
gular shape was selected because the implementation
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of convolution and memory rearrangement can be very
highly optimized.

4.3 The Evaluation
The framework of evaluation of the features is dis-
played in the Figure 5. The input image is first pre-
processed – the convolution images are created. Each
feature is parametrized by a position in the image and
size of samples. The convolution image is selected ac-
cording to the size of samples and the block and ad-
dress within the block is determined from the feature
position.

Pre−calculated sampling function

P
k

P
k+1

P
k+2

P
k,0

P
k,1

P
k,2

Feature

32 bit word

convolve

evaluation
LBP

Input image

load data

Figure 5: Schematic view of the image preprocessing
and LBP evaluation. In this case a feature with 2× 2
pixel samples is used.

By loading eight 32 bit aligned pixels from two sub-
sequent rows of a convolution image (i.e. two 64 bit
reads), the 4×4 responses of the sampling function are
effectively loaded. The feature data is then located in a
3×3 sub-window of this data (feature shift). Note that
the feature evaluation code is independent on the size
of the feature as the data are loaded from precalculated
representations.
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Figure 6: Block diagram of LBP evaluation.

Figure 6 shows the feature evaluation step by step.
The corresponding code is displayed in the Figure 7.
Every grid represents a 128 bit SIMD register holding
sixteen 8 bit values loaded from the pre-calculated sam-
pling function. First, the central value (defined by fea-
ture shift) is expanded to the full register width and

compared with all other values. The comparison re-
sult then serves as a mask for vector of weights (again
selected according to the feature shift). The masked
weights (i.e. weights for which the comparison resulted
in true) are then summed up producing the LBP value.
Note that, although the comparison can result in true on
positions that do not belong to the feature, this will not
influence the result as the weights are always zero for
them.

union {
__m128i q;
signed short ss[8];

} result = {
_mm_sad_epu8(
_mm_and_si128(
lbpWeights[shift].q,
_mm_cmpgt_epi8(
data,
_mm_set1_epi8(*center))),

zero)
};
int lbp = result.ss[4] + result.ss[0];

Figure 7: The actual evaluation code (with Intel intrin-
sic functions). The lbpWeight[shift] selects one
of four possible weight vectors, data is vector of the
data and center is the pointer to feature central value.

5 RESULTS
The experiments were conducted on a PC with Intel
Core i7 CPU (eight core), 4 GB DDR3 and CUDA ca-
pable ASUS NVidia ENGTX 280 graphics card.

The proposed implementation was compared to ex-
perimental implementation of LBP on CUDA architec-
ture [3] and to the implementation with no special op-
timizations (which we refer to as Plain C). And also
compared to implementations of the LRD and LRP ex-
tractors which shares same evaluation framework.

The implementations were tested on the task of mul-
tiscale face detection. In the first test, we compare
the real detection performance in terms of processed
frames per second on a long video (taken from public
TV broadcasting).

α = 0.1 560×240px 720×576px 1280×720px
SIMD 61/58/57 22/20/20 10/10/10
CUDA 88/73/69 68/56/54 27/24/23
Plain C 8/6.4/5.6 3.4/3.5/2.8 1.4/1.3/1.1

α = 0.2 560×240px 720×576px 1280×720px
SIMD 87/82/81 28/24/24 13/11/11
CUDA 115/91/89 82/63/61 31/27/26
Plain C 12/10.4/9.6 4.5/4/3.7 1.9/1.6/1.5

Table 1: Object detection performance in frames per
second on different architectures with usage of different
feature extractors. The values in the table are ordered
in following way: LBP/LRP/LRD.

Results in Table 1 display performance of process-
ing of three videos with different resolutions ranging
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from low resolution to 720p HD video. Two classifiers
with different target error rate (α) were used. The ex-
periment shown that the SIMD implementation outper-
forms the Plain C. On the low resolutions the SIMD
almost reaches the performance of the multiprocessor
CUDA implementation athought on the high resolu-
tions the CUDA is almost three times faster.

560×240px 720×576px 1280×720px
SIMD 0.32 0.98 2.1
CUDA 0.29 0.43 0.82
Plain C 2.5 7.8 17.5

Table 2: Preprocessing performance [ms/frame]

The Table 2 shows comparison of preprocessing on
the three architectures. The preprocessing includes im-
age scaling to build image pyramid. Additionally, in the
SIMD implementation, each pyramid level is convolved
according to description in the Section 4.

6 CONCLUSION AND FUTURE
WORK

The goal of the work presented in this paper was to ef-
ficiently implement the Local Binary Patterns feature
extractor in the contemporary CPUs using the advanced
SIMD instructions. The goal was fulfilled and high per-
formance feature extractor was implemented and exper-
imentally evaluated.

The extractor needs preprocessing stage which pre-
pares convolution images with precalculated sampling
functions. In the evaluation stage, each feature needs
only two memory accesses to load necesarry data and
the data are then processed by SIMD instructions to cal-
culate the LBP feature response.

The results show that the SIMD extractor is faster
than the Plain C extractor by factor of 6.5 and almost
reaches to performance of implementation on CUDA
architecture. And the speed of LBP evaluation is com-
parable or better than evaluation of feature types as
LRD and LRP. Although the CUDA implementation
is faster, it needs special hardware which supports the
CUDA architecture. On the other hand, the SIMD
instructions are common in all contemporary CPUs
which makes the SIMD implementation suitable for
larger range of applications. Espetially for embeded
systems.

The future work includes optimization of feature
evaluation on bulk data, for example evaluation of
several independent features in parallel or simultaneous
evaluation of consequent features. The future work
also includes further dataflow optimizations.
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Zemčík. Implementation of the "local rank differences" image
feature using simd instructions of cpu. In Proceedings of Sixth
Indian Conference on Computer Vision, Graphics and Image
Processing, page 9, 2008.

[2] Adam Herout, Radovan Jošth, Pavel Zemčík, and Michal
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ABSTRACT

This paper presents an idea for partial bottom-up parse of image content by use of an attributed graph grammar, in order to
achieve effective high-level representation of knowledge contained in image. Terminal nodes of the proposed grammar are
formed by image objects (points, lines, and objects detected by classifiers) and areas detected in image by various image
processing and segmentation methods. Based on attributes of terminal nodes, each production rule creates derived attributes
for high-level representation of lower-level knowledge. Graph that is parsed by graph grammar is constructed in process of
knowledge extraction by application of segmentation and image processing algorithms. Created graph is then processed by
sequential application of graph grammar rules. Left side of rules is detected by isomorphism detector, and consequent rewrite
is performed by rule with highest priority. A part of rewrite process is represented by processing of evaluations of vertices and
edges, that describe various properties of objects and their relationships. Further in the paper we present example of attributed
graph grammar application in order to describe image content.

Keywords: Graph grammar, Rewriting system, Bottom-up graph analysis, Knowledge representation

1 INTRODUCTION

Methods of region, object and edge detection forms ba-
sic approaches exploitable in process of image analy-
sis. Mentioned methods produces set of objects and
regions, with describable relations between them. For
example, we can say that the detected edge a is parallel
with edge b and has common end point with edges c
and d.

Such information can be easily represented by struc-
tured data. In fact, in image analysis and pattern recog-
nition, data structures are used for representation of
objects topology and relations between these objects,
which are not in basic properties different from mathe-
matic graphs. Based on this fact it can be said that at-
tributed graphs with unrestricted possibilities of vertex
and edge evaluations can describe any of these struc-
tures.

Graphs created by the outlined approach are compli-
cated structures, with dense set of vertices and edges,
which cannot be easily interpreted without further mod-
ification. Principle of graph grammars based on graph
rewriting systems (which will be further introduced)

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice
and the full citation on the first page. To copy otherwise,
or republish, to post on servers or to redistribute to lists,
requires prior specific permission and/or a fee.

can be successfully applied in sense of reduction com-
plexity of structured data represented by graph. Graph
grammars thus enable creation of effective representa-
tion of knowledge contained in processed image. This
paper targets extraction of knowledge contained in im-
age (represented by graph of objects from which is im-
age composed) by application of graph grammar rewrit-
ing system.

The paper is organized as follows. In section 2. pa-
pers and publications dealing with similar problem are
mentioned. In section 3. the proposed approach to de-
scription of knowledge represented by image is intro-
duced. Further in this section, an example of graph
grammar and its application to image description is pre-
sented. Section 4. describes actual state of work on
graph grammar rewriting system implementation and
image processing tools. Finally section 5. concluding
paper, contains the results achieved so far and proposed
ideas for consequent work.

2 RELATED WORK
The idea of using graph grammars or some other for-
malism for recognition of image content described by
structured data is not revolutionary. Many efforts based
on use of attributed grammars, rule-based analyzers,
and rewriting systems for image description have been
made.

In [11], K. C. You and King-Sun Fu, describe ob-
ject shape by attributed grammar, where its terminal
symbols denote open curve segments and angle be-
tween two adjacent segments. Feng Han and Song-
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Chun Zhu propose in [4] grammar composed from six
rules, which enable (based on edges detected in image)
description of rectangular objects and arrays of rectan-
gular objects in image by use of top-down/bottom-up
inference.

Strong image recognition and description system
was introduced in [8] by Yuichi Ohta. The system
is based on segmentation of input image by various
methods, and sequential combined top-down and
bottom-up analysis of retrieved information against
model data. The introduced approach is not purely
graph grammar rewriting system but more likely (as au-
thors say) rule-based region analyser. Similar approach
is proposed in [7] by Yuichi Ohta, Takeo Kanade, and
Toshiyuki Sakai. Input image is segmented to basic
areas by testing of intensity data, which are described
by structured symbolic data. The knowledge represents
set of rules by semantic nets.

A model called spatial random tree grammars is in-
troduced in [10] by J. M. Siskind, Jr J. Sherman, I. Pol-
lak, M. P. Harper, and C. A. Bouman. The approach is
based on Bayesian methods. The authors developed al-
gorithm for exact computation of likelihoods and max-
imum a posterior probabilities, and EM updates for
model parameters estimation. The method is applied to
the task of classifying of natural images and it is shown
that use of described hierarchical structure significantly
improves classifier effectivity.

In [3], an approach for image content description is
proposed by T.-J. Fan, G. Medioni, and R. Nevatia,
based on detection of image objects and finding rela-
tions defined between them. Introduced examples are
based on description of 3D objects by their surfaces de-
tected in input image by segmentation method based
on curvature properties. Detected objects and their re-
lations are in result represented by graph, whose ver-
tices represent patches and edges represent geometric
relations between them. Inference of objects in these
graphs is then performed by reasoning of the type of
connections between adjacent patches. The used graph
processing is not based on graph grammars or some for-
mal graph rewrite system.

The authors, Chungan Lin and Ramakant Nevatia,
propose in [5] method for detecting of buildings and
description of their 3D shape by use of geometric and
projective constraints. These constraints are used to
generate hypotheses for the presence of building roofs
from low-level linear features, and their parallelograms.
Generated hypothesis are then verified against created
models.

3 PROPOSED APPROACH
In this section is on practical example demonstrated ap-
plication of graph grammar rewriting system for detec-
tion of crosswalks in image. The proposed approach is
based on detection of edges and, consequent creation of

simple graph describing detected edges and their rela-
tions.

3.1 Image processing
Detection process is composed from the following
steps: In source image, whose example is displayed
in Figure 1, edges are detected by standard algorithms
(Sobel, Laplace, Laplacian of Gaussians), displayed in
Figure 2. Detected edges are then interpolated by lines
described by geometric parameters (Hough transform).
The result is displayed in Figure 3.

Figure 1: Crosswalk original

Figure 2: Crosswalk edges

Figure 3: Crosswalk interpolated strong edges

The created set of edges is then preprocessed in order
to retrieve their relations, such as common points, inter-
section points, orthogonality, shortest and longest dis-
tance, etc., depending on needs of defined graph gram-

WSCG 2010 Poster papers 44



mar and its rules. Based on retrieved information is then
created graph, whose vertices describe image edges,
and edges of the graph describe relations between these
vertices.

Figure 4: Edge colors legend

In image graph, are by edges expressed the following
relations: Neighbour - connected objects are close each
to other and there are no other objects between them.
Parallel - connected edges are parallel. Common end
point - connected edges have at least one common end
point. Aligned - connected objects are aligned. Part -
target object is part of source object. Tile list relation -
description of relations between items in list object.

Graph created from input image (describing only la-
beled edges from Figure 3.) is displayed in Figure 5.
Legend denoting color and style of edges used in ex-
ample graphs is displayed in Figure 4.

Figure 5: Graph of edges from image in Figure 3.

3.2 Example of graph grammar
Simple graph grammar designed for description of im-
age content is composed from seven rules. Basic prin-
ciple of the presented grammar is detection of tiles,

and recursive merge of detected tiles to linear struc-
ture describing crosswalk. Short explanations of each
grammar rule and their representation by graph follows.
Number in brackets denote rule priority (rule with lower
priority precede before rule with higher priority).

First rule (Figure 6.) serve for detection of tiles,
based on description of tile by four edges connected in
end points, where opposite edges of tile must be paral-
lel. Second rule (Figure 7.) adds neighbour property
to tiles determined by neighbour properties of edges
from which are these tiles composed. Third rule (Fig-
ure 8.) mark tiles as aligned by detection of their mu-
tual aligned edges. Rule determines alignment of tiles
only when these tiles are already in neighbour relation.
Fourth rule (Figure 11.) describes initialization of tile
list. Tile list serves as linear list of aligned tiles where
each two adjacent tiles are neighbour in processed im-
age. Described structure serves as basic tool for de-
scription of crosswalk structure. Fifth and six rules
(Figures 10. and 11.) describe insertion of new neigh-
bour tiles to begin or end of already existing list of
tiles. Last rule displayed in Figure 12. describes sim-
ple rewrite from list of tiles vertex to crosswalk vertex,
which determine final detection of crosswalk. Recog-
nize of incomplete tile lists is disabled by setup of rule
priorities.

Figure 6: Rule 1: Detection of Tile (0)

Figure 7: Rule 2: Neighbour tiles (1)

Important property of mentioned rules is their prior-
ity. Priority of rule determines order, in which the rules
are applied when possibility exists to rewrite by more
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Figure 8: Rule 3: Aligned tiles (2)

Figure 9: Rule 4: Initialization of tile list (4)

Figure 10: Rule 5: Insertion to tile list end (3)

Figure 11: Rule 6: Insertion to tile list begin (3)

than one rule. Good example of rule priority impor-
tance are rules 6 and 5 vs. rule 7, ensuring that if there
are some crosswalk tiles that can be inserted to tile list
then rewrite by rule 7 is disabled.

Figure 12: Rule 7: Detection of crosswalk (5)

Proposed graph grammar detects standard crosswalks
composed from orthogonal tiles i.e. continental type
of crosswalk displayed in Figure 13. By creation of
special grammar for each type of crosswalk, we are able
to generalize (by proper rules) different crosswalks to
one general class.

Figure 13: Differend types of crosswalks

4 ACTUAL STATE OF WORK
Graph grammar processing tool is in state of devel-
opment. This tool consist from several components,
which are: graph representation, graph isomorphism
detector, graph rewriting system, and graph grammar
representation.

Component for representation and manipulation
with graphs is complete. This tool enables loading
and saving of graphs with arbitrary structure and
standard vertex and edge evaluations (standard data
types, strings, arbitrary data types controlled through
dynamic libraries).

Abstract data type set is implemented as red-black
trees, enabling fastest possible searching for processed
vertices and edges. Graph representation enables exe-
cution of various graph algorithms as are: detection of
spanning tree, search for shortest path, detection of iso-
morphism between two graphs, decomposition to graph
components, and more graph algorithms.

Second component of graph grammar processor is
represented by graph isomorphism detector. Created
detector of graph isomorphisms is specially designed
for application in graph grammar processing system.
Detector is based on automatized creation of so called
graph parser (graph automata) which is intended for
searching of set of subgraphs isomorphisms in one host
graph. Isomorphism detector use described representa-
tion of graphs, which enables dynamic modification of
graphs and thus is proper for graph rewriting.

Graph rewriting system which forms third part of
graph grammar processing tool is in phase of design
and partially in phase of implementation. The rewrit-
ing system so far enables loading of graph grammars
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(set of rules with defined priorities, where each rule
is composed from two graphs, and transformation re-
lations between these two graphs), creation of graph
parser described previously (based on left side of gram-
mar rules), detection of left rules and basic rewrite, so
far without more complicated processing of vertex and
edge evaluations.

Last part of graph grammar processor is formed by
graph grammar representation, and it is in phase of de-
sign and implementation similarly as previous compo-
nent. This component is closely bind to graph rewriting
system.

In current state, graph grammar processing tool is ca-
pable of generating graphs based on set of given graph
grammar rules, and parsing of these generated graphs
by grammar reverse to generating grammar. Exper-
imental grammars for processing graphs of program
flow has been created and tested. From the results it
can be implied that designed graph rewriting tool based
on defined graph grammar is capable to significantly
optimize graph of program flow.

5 CONCLUSION

In this paper was proposed an idea for description of
image content by graph grammar rewriting system,
along with example of graph grammar of such system
applied for description of simple image content.

Content of an image is in the first steps of process
transformed to graph, which describes objects of image
by graph vertices, and relations between these objects
by graph edges. Further information describing image
content is represented by evaluation of graph vertices
and edges. The created graph is then interpreted by
graph grammar processor, where individual rewriting
steps determine structure of data represented by graph.
Applied graph grammar processor is based on rewrite
system which is in phase of design. Rewrite system
is based on graph isomorphism detector mentioned in
Section 4.

Graph grammar processing tools has been so far
tested on grammars generating graphs of program flow
and reverse grammars parsing generated graphs. From
the achieved results it can be seen that graph rewriting
system is capable of described properties (parsing and
interpreting complicated graph structures).

Further work will concentrate on finishing design and
implementation of grammar representation and graph
rewriting system. Next steps in design of graph isomor-
phism detector and consequently graph rewriting tool
will be:

• Complex evaluation of vertices and edges, and
mainly their processing and configurable modifica-
tion by process of graph rewrite

• Allow use of stochastic graph grammar rules (de-
signed if possible without need of change of graph
isomorphism detector)

• Integration of graph rewriting system to graph gram-
mar description, and completion of system allowing
complex graph analyses based on given graph gram-
mar

• Testing of designed system and evaluation on data
extracted from real world images

Essential step of whole process will be testing of de-
signed system on real world data, retrieved from videos
and images provided by European project WeKnowIt,
of which is this work part.
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ABSTRACT 
In this paper, we propose the segmentation technique by using Snakes for 4dimentional magnetic resonance imaging 

(MRI) data of the movements of the oral tract shapes when pronunciation is performed. In the segmentation of the 
time-sequence  MRI images, there is the specific problem that depends on a tongue shape quick deformation. We 
found that the Optical Flow of image sets is useful criteria for the decision of the geometry of control points in Snakes. 
Compared to the normal Snakes, our original method which modified Snakes by utilizing Optical Flow  demonstrated 
superior accuracy of the segmentation of 4D MRI data. 
 

Keywords 
Segmentation, Snakes, 4dimensional MRI, Optical Flow 
 
1. INTRODUCTION 
For example, there are some studies of simulations 

for the blood flow by the heart beat and oral air flow 
by speech. In these simulations, the mesh for 
computation fluid dynamics is generated geometrical 
by using geometrical data. The geometrical data of 
the region of interest (ROI) is extracted image set 
such as MRI data. In these simulations, there are 
some temporal changes of ROI in time course. For 
example, the tongue moves when pronunciation is 
performed. Those organs movements should be taken 
into consideration.  In order to represent movements 
of organs, we need to consider the changes of the 
geometrical data. These simulations often use 
Arbitrary Lagrangian Eulerian (ALE) method. In 

ALE method, the changes of the geometrical data are 
represented by the shift and deformation of the mesh. 
In order to shift and deform the mesh, we need to get 
the velocity of the mesh nodes. An approach to get 
the velocity uses a mathematical model that represent 
the movement of geometrical data in time course 
[Watanabe04]. However, in the speech production 
simulation, it is impossible to use the mathematical 
model, because the movement of a tongue is 
volitional. So, the other approach to get the velocity 
of the mesh nodes without the mathematical model is 
required, which is to get the velocity from time-
sequence image sets. In this approach, the 
geometrical data is extracted from image sets at each 
time step. And then, the difference of the geometrical 
data is computed between at time step Tn and Tn+1. It 
is computed how much each mesh nodes move 
between adjacent time step by using difference of the 
geometrical data. The information about movement 
of the mesh nodes means the velocity of mesh nodes.  
Some segmentation methods of using Active 

Contour Model (ACM) have been proposed, which 
extract the geometrical data from time-sequence 
image sets. In our initial implementation, we segment 
4D MRI data of oral tract shape while speaking by 
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using ACM simply. However, the problem is that the 
accuracy of segmentation depends on how much ROI 
changes between adjacent time steps. For example, if 
the tip of the tongue moves quickly between adjacent 
time steps, the result of segmentation tends to be 
unacceptable. 
 In this paper, we propose the segmentation 

technique by using Snakes with the specified 
criterion derived from Optical Flow in order to 
capture the quick motion of the tip of the tongue.  
 

2. RELATED STUDY 
Active Contour Model  
Segmentation methods using ACM semi-

automatically extract the geometrical data from time-
sequence or spatial sequence image sets. When these 
segmentation methods are applied to an image in 
order to get the geometrical data of the boundary 
edge of ROI as a result contour (RC) of the 
segmentation, an initial contour (IC) is given on the 
image by the user and deformed based on some 
control rules such as some functions in order to close 
to the boundary edge of ROI. If these segmentation 
methods are used to segment time-sequence image 
sets, IC of the image at present time step is RC of the 
image at previous time step.  
There are Snakes [Kass85] and Level Set Method 

(LSM) [Osher88] for two representative method 
using ACM. The main differences are how to 
represent active contour (AC) and control AC. In 
Snakes, AC is represented by control point (CP) set 
and deformed in a way that each CP is moved based 
on the evaluation function which is defined based on 
some features such as the shape of boundary edge of 
ROI. In LSM, AC is represented as the zero level set 
of an auxiliary function called the level set function 
(LSF), and deformed in a way that, the equation for 
the evolution of LSF is numerically solved. 

The Difference between Snakes and LSM 
 There are two differences between Snakes and LSM. 
The first difference is that topology of AC can 
change only in LSM. The second difference is that 
Snakes uses the parametric representation for the AC, 
and LSM uses implicit function. 
 

Optical Flow 
Optical Flow is an approximation of the local image 

motion and specifies how much each pixel moves 
between adjacent images. We can get the information 
about velocity of object in the image by using Optical 
Flow. Generally speaking, Optical Flow computation 
methods can be classified into two categories: the 
dense Optical Flow method (the dense method) and 

sparse Optical Flow method (the sparse method). 
Block matching method [Huang95] and Horn & 
Schunck algorithm [Horn81] are the dense method. 
In the dense method, the velocities of all pixels are 
calculated as Optical Flow. Lucas-Kanade (LK) 
method [Osher88] is also the dense method but it can 
be the sparse method.  Pyramidal implementation of 
the LK (pyramidal LK) method [Bouguet00] is 
sparse method. In the sparse method, Optical Flow is 
computed only for an exclusive number of features. 
By computing Optical Flow only for some features, 
the accuracy of Optical Flow is able to be higher than 
the dense method. In order to obtain Optical Flow of 
the object which moves significantly, Pyramidal LK 
method is more effective than LK method. 
 

3. PROPOSED METHOD 
4D MRI Data of Oral Shape  
The MRI data of oral tract shape in pronunciation of 
“/u/-/s/-/u/-/i/” has been taken by 3 tesla MRI system  
for a second, and covers before and after pronunci-
ation. The partial resolution of the MRI data is 
128*128 pixels and the temporal resolution is 16 
images for a second. 7 slice images are taken for 
every time steps. So, there are 121 slice images in the 
MRI data. 

Fig.1: The segmentation process of 4D MRI data  
 

Snakes to Segment 4D MRI Data 
In the order to obtain the velocity  of the mesh 

nodes from the difference of the geometrical data sets, 
there are two requirements for the segmentation to 
perform the simulations by using ALE method. The 
former one is keeping the same topology of the AC at 
every time step. The oral tract shape sometimes splits 
in two, develops holes, or the reverse of these 
operations by the motion of the tongue in 
pronunciation. In fact, the topology changes like 
these means that the oral tract gets thin or thick. In 
order to represent the movement of the tongue, the 
topology of AC must not change. The latter one is 
keeping the correspondence of the each point of the 
geometrical data between adjacent time steps. 
Because the geometrical data is used to compute the 
velocity of the mesh nodes. Those requirements 
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ICT,S = IC used for segmentation of ImgT,S 
RCT,S = the result contour of segmentation of ImgT,S 
for  n = 1..the number of time step do 
       RCn,S  = segment using Snakes(Imgn,S, ICn,S) 
       ICn+1,S = RCn,S 

indicate that Snakes is superior to LSM for our 
purpose. 
The 4D MRI data can be segmented by simply 

using Snakes. In simply using Snakes, the process of  
the segmentation of the MRI data consists of 3 
phases ((1), (2) and (3) in Fig.1).  
In the first phase ((1) in Fig.1), the user gives ICT0,S0 

which is IC at time step T0 and at slice location S0. 
ICT0,S0 is obtained in a way that Img T0,S0 which the 
image at T0 and at S0  is smoothed by the Gaussian 
filter and binarized by threshold.  
In the second phase ((2) in Fig.1), the time-sequence 

images are segmented by using Snakes. RCT0,S0 is 
obtained by segmenting ImgT0,S0. Then, RCT0,S0 is 
used as ICT1,S0 , and ImgT1,S0 is segmented. Thus, the 
segmentation of ImgTn,S0 (n∈1~15) is performed by 
using RCTn-1,S0  as ICTn,S0.  
 

Algorithm 1: Pseudo-code of the segmentation 
algorithm in the second phase. 

 
In the final phase ((3) in Fig.1) is the segmentation 

of the spatial-sequence images. The segmentation 
ImgTn,S1 is performed by using RCTn,S0 as ICTn,S1. 
Similarly, the segmentation of ImgTn,Sk (k∈1~6) is 
performed by using RCTn,Sk  as ICTn,Sk. Thus, 4 
dimensional geometrical data is obtained by the 
segmentation of the temporal and spatial sequence 
images involved in the MRI data.  
 
 
 
 
In the second phase, first of all, It0,s0 is segmented  
 
Algorithm 2: Pseudo-code of the segmentation 

algorithm in the final phase. 
 

Fig.2: The problem depends on a tongue shape 
quick deformation. 

 
There is the problem in the second phase of the 

method simply using Snakes. The problem is that the 

accuracy of segmentation depends on how much ROI 
changes between adjacent time steps. For example, if 
the tip of the tongue moves significantly between 
adjacent time steps, the result of segmentation is 
unacceptable (the yellow circle in Fig.2). In order to 
solve this problem, the criterion of tongue movement 
incorporated into segmentation process. 
 
Segmentation Technique Based on the 
Tongue Movement 
  In order to obtain more accurate RC by alleviating 
the above-mentioned problem which depends on a 
tongue shape quick deformation, it is effective to 
move IC closer to the boundary edge of ROI. In our 
proposed method, IC is refined based on the object 
movement estimated between adjacent time steps, 
and the movement is estimated by using Optical Flow. 
Now, we are interested in only ROI, not all pixels. So, 
the pyramidal LK method is utilized with IC as the 
features to calculate Optical Flow. Fig.3(a), and (b) 
show the shape of the tongue at time step Tn, Tn+1 
respectively. In these images, black line denotes the 
boundary edge of the tongue, and green line denotes 
the RC at time step Tn. In Fig. 3(a), red arrow means 
Optical Flow of all pixels on the RC calculated by 
pyramidal LK method. In our proposed method, the 
refined IC at the time step Tn+1 is obtained in a way 
that the information of Optical Flow add to the 
coordinate data of RC at time step Tn. The refined IC 
is shown as a red broken line in Fig.3 (b) .  

 
Fig.3: The shape image of tongue at time step of 

Tn , Tn+1 respectively. 
 

4. EXPERIMENTAL RESULT 
To validate our proposed method, the method have 

been applied to 2 time-sequence  images of the MRI 
data explained in Chapter 3. In these images, the tip 
of the tongue moves significantly. Fig.4 shows the 
results of this evaluation. Here, the window size is 
arbitrary in calculating Optical Flow using pyramidal 
LK method. The window of 13*13 pixels was 
suitable for estimation of the movement captured in 
the images used in this experimentation. Fig.4 (a) and 
(b) show respectively the picture at the time step Tn, 
and Tn+1, which are used in this experimentation. 
Fig.4 (c) is the picture extending the tip of the tongue  

for  n = 1..the number of time step do 
for  k = 1..the number of spatial slice do 

           RCn,k  = segment using snake(Imgn,k, ICn,k) 
           ICn,k+1 = RCn,k 
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Fig4: The experimental result. 
 

 
of Fig.4 (a). In Fig.4 (c), the green line and red line 
respectively show the RC at time step Tn and the 
Optical Flow calculated from these consecutive 
pictures. Fig.4 (d) and (e) are the pictures extending 
the tip of the tongue of Fig.4 (b). Fig.4 (d) shows the 
result of  simply using Snakes and Fig.4 (e) shows 
the result of our proposed method. In Fig.4 (d) and 
(e), the red line plots the IC, and the green line plots 
RC. From these results, our proposed method is more 
effective than the method simply using Snakes, in 
order to extract the contour from the 2 time-sequence 
images in which the object in the images moves 
significantly. 
 

5. CONCLUSION 
In this paper, we proposed the segmentation 

technique by using Snakes for 4D MRI data of oral 
tract shape. Our proposed method overcame the oral 
tract shape deformation problem by utilizing the 
criterion of Optical Flow. Compared with the normal 
Snakes, the proposed method could improve the 
accuracy of segmentation. The proposed method is 
not taken into consideration of calculation cost so 
much, and so it is possible to be more rigorous 
segmentation by improving the accuracy of both the 
Snakes and Optical Flow. 
 

6. FUTURE WORK 
In our future work, we are going to segment all the 

oral shape MRI data by using our proposed method, 
and extract 4 dimensional geometrical data. In this 

work, the window size has been determined 
experimentally according to the movement of interest.  
In order to determine the window size that is suitable 
for several movements, we should analyze more 
cases in which the method simply using Snakes can 
not be used to segment. Furthermore, we will 
generate the mesh from the 4 dimensional 
geometrical data, and simulate the oral air Flow by 
using the mesh. Then, we consider the availability of 
the mesh from the point of the calculation accuracy. 
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Figure 1. 64-bit extension overheads for large (yet on-core) models. Models are ray traced with shadows 
at 1024x1024 on a 2-way 3GHz Intel ®Core™2 Duo machine (4 cores, 1 thread/core), 8Gb RAM, Vista64 
 

ABSTRACT 
A lot of rendering solutions use an acceleration structure to reduce the complexity of solving geometric 
proximity search problems. Although acceleration structures are well studied, data exceeding 32 bit address 
space require an acceleration structure with special properties, such as compact memory layout, efficient 
traversal capability, memory address space independence, parallel construction capability and 32/64 bit 
efficiency. 
We propose a specific memory layout for a kd-tree and methods of processing that data structure handling 
massive models with the highest efficiency possible. The components of that are easily applied to other 
hierarchical acceleration structure types as well. 

Keywords 
Rendering, acceleration structure, kd-tree, ray- tracing, proximity search. 

1. INTRODUCTION 
Rasterization or ray tracing of models with large 
polygon counts usually rely on fast methods of 
geometrical proximity search. A good quality 

acceleration structure reduces complexity of the 
search queries from O(N) to O(log(N)), where N is 
the number of primitives [Hav01]. The most efficient 
structures are based on non-balanced binary trees 
like kd-tree, BVH, BIH [WK06] or BSP, refer to 
[Hav01] for an overview.  An acceleration structure 
practical for high-speed parallel processing must 
satisfy the following requirements:  
• Efficient traversal capability – compact 
representation do not slow down the traversal step 
• Memory address space independence –the 
acceleration structure is easy to save/load/transfer 

a) Asian Dragon model, 7.2M triangles,  
64-bit extension consumes only 2Mb of 
1.3Gb acceleration structure, 
extension processing time is <0.5% of 
rendering time 

b) Thai Statue model, 10.2M triangles,  
64-bit extension consumes only 2.1Mb 
of 1.4Gb acceleration structure, 
extension processing time is <0.5% of 
rendering time 
 

d) Thai Statue model replicated 7 times 
64-bit extension consumes only 4Mb 
of 7Gb acceleration structure, 
extension processing time is <0.5% of 
rendering time 
 

Permission to make digital or hard copies of all or part of 
this work for personal or classroom use is granted without 
fee provided that copies are not made or distributed for 
profit or commercial advantage and that copies bear this 
notice and the full citation on the first page. To copy 
otherwise, or republish, to post on servers or to 
redistribute to lists, requires prior specific permission 
and/or a fee. 
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•    Parallel construction - the acceleration structure 
should support creation in multiple parallel threads 
•   32 and 64 bit efficiency – the acceleration 
structure size should not explode on 64 bit 
architectures. The 32 bit mode acceleration structure 
mode should have exactly the same binary 
representation on 64 bit architectures. 
In this paper we propose specific memory layout 
solving the above problems. We use kd-tree as 
example, but the solution we proposed is also 
applicable to a wide range of partitioning hierarchies. 
Furthermore it has a backward compatibility with 
previous layouts one may have. 

2. PREVIOUS WORK 
Kd-tree is a binary tree in which each node 
corresponds to a spatial cell. A kd-tree construction 
proceeds in a top-down fashion using a cost metric to 
determine split plane position in a current node until 
some termination criteria is reached and the node 
becomes a leaf. An inner node stores splitting plane 
position and references to the two child nodes. Each 
leaf node refers to a corresponding list of primitives. 
The representation of a non-balanced kd-tree node 
requires a flag indicating whether the current node is 
an inner node or a leaf. The inner node stores a single 
address offset. Adding the offset to the memory 
address of a given node gives the memory address of 
the two child nodes  [WBWS01]. A kd-tree node 
occupies eight bytes only. In combination with a 
proper memory alignment, the layout allows storing 
the split dimension in the two least significant bits of 
the offset. The highest bit indicates inner node or 
leaf, while the remaining 29 bits encode an unsigned 
address offset (substituting a pointer) to either the 
child nodes or to the list of primitive indices: 

Figure 2. Basic eight byte kd-tree node layout. 
Refer to [Ben06] or [Wal01] for details. 
Storing offsets instead of pointers makes the data 
structure independent of its base address, thus no 

pre-processing is required for storing/loading. The 
31st (sign) bit of the offset field as leaf indicator 
results in efficient leaf/node test if offset are always 
non-negative. However, a 29 bit offset limits the 
displacement to 229 bytes, which becomes 
insufficient for models larger than 10M triangles. 
Naïve replacement of 4 bytes with 8 bytes to get 61 
bit offset on 64 bit machine leads to explosive 
growth of the memory footprint. 
We propose to address that problem with a 64 bit 
extension mechanism that uses 32 bit offset field for 
the majority of nodes extending the offset to 64 bits 
for only a small fraction of nodes. Also a kd-tree 
fitting into 32-bit address space will have exactly the 
same binary layout on a 64 bit machine as it had on a 
32-bit machine.  
Positive offset ( [Wal01]) assumes that child nodes 
are always located at higher addresses than their 
parents, which limits choices of memory allocation 
strategies, especially for multi-threaded builds. 
Construction threads usually allocate memory by 
continuous chunks. Once chunk is full a thread 
requests a new region from memory allocation 
system  [SSK07]. A multi-threaded memory 
allocation system cannot guarantee positive offsets 
between branches of kd-tree constructed with 
multiple threads. So using positive offsets require 
additional transformation pass (similar to 
 [ZHWG08]). We propose using negative offsets and 
that enables building using multiple regions rather 
than a single continuous array. To the best of our 
knowledge in-place construction of a kd-tree in 
multiple threads has never been done using offset-
based representation. 
As in  [Wal01] we store both children of a node next 
to each other, both nodes are stored in the same 
cache line, so they're always fetched together 
automatically. However we noticed that less care was 
paid to the leaf/internal node test. As traversing a 
BSP node is by far the most frequent operation in a 
ray tracer, it has to be implemented with extreme 
care. Our leaf node test needs exactly one instruction 
before branch. 
In a compiler field there is an intensive research on 
automatic pointers compression for 64-bit address 
space [LA05]. In our case only small number of 
nodes is really compressed/decompressed. As a 
result, even for high memory regions granularity the 
slowdown of rendering is less than 0.5% in compare 
to having 32-bit offsets only.  

3. SOLUTION 
A solution we propose still uses only eight bytes for 
kd-tree node layout. What is really new is how 
information is encoded and the amount of additional 

/* basic 8-byte layout for a kd-tree node */ 
struct KDTreeNode { 

union{ 
//position of axis-aligned split plane 
float split_position; 
// or number of primitives in the leaf 
unsigned int items; 

} 
unsigned int dim_offset_flag; 

//’dim_offset_flag’ bits encode multiple data: 
// bits[0..1]: encode the split plane dimension 
// bits[2..30]: encode an unsigned address offset 
// bit[31]: encodes whether node is an inner node or a leaf 
}; 
// macros for extracting node information 
#define DIMENSION(n) (n->dim_offset_flag & 0x3) 
#define ISLEAF(n) (n->dim_offset_flag & (UINT)(1<<31)) 
#define OFFSET(n) (n->dim_offset_flag & 0x7FFFFFFC) 
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information we manage to store within the same 
bytes, refer to Figure 3. 
Since nodes and leaf data arrays are naturally aligned 
by 4-byte boundary, an offset between any two of 
them has 2 least significant bits available to store 
additional information: 
• values 1, 2, 3 indicate internal node and 
split plane orientation (correspondingly X, Y, Z axis) 
• value 0 is  leaf indicator. 
Our kd-tree node layout uses least significant bits for 
node/leaf flag, thus allowing for negative offsets. 
The changes in layout are highlighted in red below. 

 Efficient leaf/node test 
During traversal the leaf/internal node test is 
executed at each traversal step, so its performance is 
critical. Having 0 as a leaf indicator (Fig.3) allows 
reducing the test to exactly 1 instruction before 
branch:  

and  Node, 0x03  
jz ProcessLeaf 

Our experiments with the proposed test demonstrated 
rendering performance improvement of ~5% on 
average (in compare to Fig.2 layout). 

32 and 64 bit efficiency 
To handle an unpredictability of a kd-tree size a 
construction algorithm allocates memory by 
reasonably sized continuous regions. The algorithm 
continues construction in the current region until it’s 
full and then requests a new region from memory 
allocation system, Figure 4. As a result each such 
region contains a large connected portion of a 
constructed tree (one or more sub-trees). The number 
of links between those sub-trees is relatively small 
(<<1% of total number of links), thus the number of 

nodes pointing to children located in another memory 
region is also small.  
The typical region size is way smaller than 4GBs. So 
inside a continuous region the nodes can use 32-bit 
offsets as far as they reference children within the 
same region. The only nodes that potentially need 
64-bit offsets are the nodes having children located 
in another memory region. A node needing 64-bit 
offset is encoded as a special extension of a regular 
node. To avoid frequent checks if a node is extended 
we extend leaves rather than internal nodes.  

Multi-threaded construction 
The tree is usually constructed in top-down manner 
from parent nodes to children nodes. When the tree is 
constructed in multiple threads each thread builds 
some sub-tree [SSK07]. Thus different threads may 
create a parent node and its children nodes. So when 
a parent is created the offset to children nodes may 
be unknown. That fact prevents from allocating 64-
bit offset data next to a node (when 32-bit offset is 
insufficient). The actual data of 64-bit extended node 
is stored in a special per-thread relocation table: 
continuous memory region i 

 
64-bit nodes table tbl_n 

continuous memory region j 

 64-bit nodes table tbl_m 
Figure 4. Mem. allocation by continuous chunks 

As described in previous section, 64-bit extension 
node is a special type of leaf: 

a) -(entry+1), where entry is a table entry 
number, is stored in items field (see Figure 
3). Negative value indicates special leaf. 
Adding 1 distinguishes from empty  leaf; 

b) (tbl)<<2 where tbl is a per-thread table 
number, is stored in dim_offset_flag field. 
The shift is required to zero 2 least 
significant bits, indicating a leaf. 

Each construction thread creates its own 64-bit node 
table. So there is no contention between threads for 
updating or reallocating (when full) the tables.  Since 
each table is small its usage does not affect 
construction performance. Tests on models with up 
to 70M polygons demonstrated that 256-entry per-
thread tables were never full. Storage or transmission 
of a tree located in multiple memory regions requires 
relocation of cross-region offsets. Since 64-bit node 
tables are exactly nodes with cross-region references, 

/* 8-byte layout for a kd-tree node */ 
struct KDTreeNode { 

union{ 
float split_position; 
unsigned int items; 

} 
int dim_offset_flag; 

// ’dim_offset_flag’ bits encode data in a new way 
// bits[0..1] : indicate either  
// • a leaf(if set to 0) 
    // if ‘items’ field is >=0 it is true leaf     
    // otherwise it is 64-bit extension 
// • an inner node with split plane dimension  
//   (if set to 1,2,3 for x,y,z axis corresp.) 
// bits[2..31] : encode a signed
}; 

 address offset 

Figure 3. The proposed kd-tree node layout. 
Changes in layout are highlighted in red.  

 -(entry+1)    tbl_n<<2 

left child 
right child 

… 

entry 

offset   node 

… 
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the relocation operation is a simple update of nodes 
in the tables rather than a scan and update of the 
whole tree.  

 
Figure 5. Kd-tree layout+64-bit extensions macros 

Modifications of traversal algorithm 
The conventional 32-bit tree can be rendered by 64-
bit code without any modifications. For the specific 
64-bit extensions of the traversal algorithm, refer to 
Figure 6, Figure 7. Since the probability of traversing 
leaf is way smaller than probability of traversing 
internal node, the additional 64-bit extension test is 
performed at a very small fraction of traversal steps.  

 
Figure 6. 64-bit extensions for traversal algorithm 

modification (in red). 

4. Performance impact 
 Tests on large models demonstrated that with the 

proposed layout memory, footprint of trees 
constructed on 64-bit machine have almost the same 
size as the ones constructed on 32-bit machine (i.e. 
using 32-bit offsets only). Managing per-thread 64-
bit node tables in our measurements demonstrated 
that construction slowdown is <1% and thus is 
negligible. We also performed tests for 2-128 
construction threads with wide range of models (1-
100M polygons). For all the tests, 64-entry per-
thread tables are more than sufficient to connect 
portions of a tree constructed with different threads. 

The performance of rendering using new layout 
supporting 64-bit extensions is the same as of 
rendering the efficient layout supporting 32-bits only 
(see Figure 1 for examples). Even on complex 
models and high memory region granularity the 
slowdown using the proposed layout was less than 
0.5% comparing with 32-bit only offsets and one 
continuous memory region for the whole tree.  

5. Future Work 
 Transparent support of multiple continuous 

memory regions that we proposed, allows 
implementing simple and efficient paging/caching 
mechanisms in spirit of [YM06]. 
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Figure 7. Pseudo-code for handling of 64-bit 
extensions in the traversal algorithm (in italic/bold) 

struct TableEntry{// relocation table entries  
      //actual leaf/node but with zero offset in dim_offset_flag  
 KDTreeNode node;  
      //true offset  
 __int64 offset; 
}; 
#define NOTLEAF(n) (n.dim_offset_flag&0x3)  
#define DIMENSION(n) ((n.dim_offset_flag&0x3)-1) 
#define IS_64BIT_EXT(n) (n.items<0) 
#define MAKELEAF(n,its,ofs) n.items = its; \ 

n. dim_offset_flag = ofs; 
 
#define ENCODE64BIT_EXT(n,table_id,entry_id) \  

MAKELEAF(n,-(entry_id+1),table_id<<2) 
#define DECODE64BIT_EXT(node, newadr) \ 
   int tab_id = (node.dim_offset_flag)>>2; \ 
   int entry_id = -node.items-1; \ 
   TableEntry e = m_tables[tab_id][entry_id]; \ 
   newadr = &node + e.offset;   node = e.node;  
 
 

YES 
NO 

YES 

NO 

YES 

NO 

node:=load (nodeadr) 

Is node 
internal? 

Process internal node 

Process leaf 64-bit 
ext? 

Empty leaf? 

Process 64-bit 
 

register KDTreeNode node = m_root; 
// ADRINT is  int or __int64 (32/64-bit architectures)  
ADRINT newadr = &node; 
traverse_loop: 
while (NOTLEAF(node)){ 
       //get dimension, traversal order, etc 
        const ADRINT adr0 = newadr+…;//front child 
         const ADRINT adr1 = newadr+…;//back child 
        //traverse of either back/front child or both 
        //… 
} 
//processing leaves 
if(node.items >0){ 
       //... 
} 
#ifndef _M_X64 
else if(IS_64BIT_EXT(node)){ 
//64-bit extensions processing: 
//newadr is patched using relocation table 
   DECODE64BIT_EXT(node, newadr); 
      goto traverse_loop; //another option is to duplicate 
traversal/leaf- processing code here 
 } 
#endif// _M_X64 
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ABSTRACT 
In this work, 3-D representations of human faces are obtained at a computer by making use of a DLP projector 
and a high resolution camera. The system calibration is carried out using a calibration pattern image. A colored 

structured light approach is adopted in this paper instead of the traditional gray-tone pattern to obtain depth 

information. A heuristic color correction approach is proposed in this work to improve the performance of the 

previous approaches. Experiments show that high resolution depth information can be extracted with this 

approach. Furthermore, a GUI is designed to enable user controlled modifications of the 3-D model.   

Keywords 
Computer vision, Structured light, 3-D Modeling, Model Warping. 

1. INTRODUCTION 
3-D (3-dimensional) technologies have applications 

in medicine, biology, unmanned control systems, 

and object recognition. An easy way to obtain 3-D 

representations of real world objects it to use 

structured and coded light [1].  
Laser strips can be used with a rotating 

mechanism to create 3-D representation of objects 

[2]. Another way is to form a structured light using a 

projector and capture this pattern using a camera. 

The advantage of the later approach is that it does 

not require any rotating mechanism to obtain the 3-D 

model. Thus, compact and low-cost devices that are 

able to create 3-D models can be designed using this 

approach. 

In this work, a low-cost and efficient 3-D 

modeling and modification system is designed 

similar to [3] with an enhanced color correction 
approach novel to this work. Furthermore, a 

graphical user interface is designed to enable user to 

make modifications on the model obtained in the 

computer. 

 

2. 3-D MODELLING SYSTEM 
The main idea of the 3-D modeling system used in 

this work is to follow changes in the reflections of 

the projected structured light. This idea is depicted in 

Fig. 1(a).  

 
 

2.1. Hardware 
The system used for 3-D model creation is 

composed of three main components: projector, 

camera and computer. A typical placement of these 

components is shown in Fig 1(b). The system is 

controlled by the computer. Our setup consists of a 

projector that has a resolution of 1024x768 pixels, 
3000 ANSI lumens of brightness, a camera which is 

capable of capturing images at 12Mpixel and 

notebook computer which controls the whole 

system.  

   
(a)                                         (b) 

 

Fig.1: (a) 3-D scanning using structured light 

approach, (b) A typical placement of components 

used in the 3-D scanning system.  
 

2.2. 3-D Model Creation Method 
Calibration plays an important role to find the 

relation between the real word and 3-D world 

created on computer [4]. The calibration process can 

also compensate for errors originated from the 

optics.  

  Since a high resolution camera is utilized to 

capture images the method used for the extraction of 

the depth information has to be computationally 

efficient to process the high amount of data. Thus, a 

special structured light pattern has to be chosen so 

that less computation will be required for separation 
of the strips. The pattern used in this work is shown 

in Fig 2(a) [3]. Fig. 2(b-c) shows a raw test image 
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and its structured light projected form. 

 

 After obtaining the image as in Fig 2(c) the next 

step is to determine the face area. We used user 

supervision at this stage for simplicity. General 

framework of the proposed 3-D modeling approach is 

depicted in Fig. 3(a) [3]. The image obtained after the 
face selection process is given in Fig. 3(b).  

 
                                   (a) 

     

               (b)                                (c) 

Fig. 2: (a) Color pattern used for 3-D model 

creation (rotated by 90) [3], (b) Original image 

(used for texture information), (c) Structured 

light projected form of (b). 
 
 

(a) 
 

 

 

(b) 

Fig. 3: (a) Flowchart of the proposed method [3]        

(b) Image obtained after face region selection 

process. 
A 2-D hourglass shaped low-pass filter and 1-D 

band-pass filter is employed successively to remove 

noise and facilitate easier tracking of the strips as in 

[3]. Note that the filtering operations not only remove 

the noise but also provide a more convenient image 

for the separation of the color strips.  

 The effect of filtering operations on the color peak 

values are shown in Fig. 4. The figure shows the 

color value changes in terms of RGB values for the 

highlighted area in Fig. 3(b). After enhancing the 

input image the next step is to detect color peaks in 

the filtered image to follow the strips. We propose to 

find the peak values in a heuristic way instead of 

polynomial fitting used in [3]. 

                                       

   

Fig. 4: The effect of filtering operations on the 

color peak values.  Before filtering (up),  

After filtering (down). 

 

 

Fig. 5: Heuristic peak position determination. 

Fig. 5 shows how our heuristic approach works. It 

firstly follows the changes of the peak values along 

the strip and then detects two critical points at which 

increase in the amplitude finishes and decrease starts.  

Peak value positions are computed in a similar 

way for each color channel. Next, peak positions for 

each channel are averaged to find vertical peak color 

positions as in [3]. There are some misclassifications 

at this stage which might significantly affect quality 

of the final model. In [3], a k-means based line fitting 

method (KMeansLineFit) is utilized to eliminate 

misclassifications examining distributions of pixel 

values in RGB space (Fig. 6(a)). This method fits 
seven lines to the RGB space and decides the class of 

the pixel according to the distance between the line 

and the point.  
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Our experience has shown that when the 

amplitude values of pixels are below a certain value, 

the classification performance might be degraded. In 

order to improve the performance we propose to use 

a weighting approach before the classification stage 

as given below: 

w fI I I w  
 

(1) 

where (1), I, If, Iw, and w represent the original image, 

filtered image, enhanced image and weighting 

coefficient, respectively.  

The pixel value distribution in RGB color space 

after the weighting operation is shown in Fig. 6 (b). 

As seen from this figure, distinction between the 

classes is more obvious. The enhanced part of the 

highlighted image area in Fig. 3(b) is also shown in 
Fig. 6 (c). The KMeansLineFit method is executed 

after the weighting process.  

 

(a) 

 

(b) 

 

(c) 

Fig. 6: (a) RGB space distribution of the pixels 

that corresponds to peaks in Fig 3(b). (b) Same 

distribution after the weighting (c) Color values 

after the enhancement
 

Although the weighting operation reduces the 

number of color strip misclassification, there are still 

some incorrect color assignments. If there is more 

than one color in a strip then majority voting is 

carried out within the strip and a fixed color is 

assigned to all pixels belonging to that strip. Next, 

strip segments that do not have any connection with 

other segments are examined by taking the reference 

strip into consideration and gaps between the 

segments are linearly fitted. An original image part 

and the corresponding color classification obtained at 
this step are shown in Fig. 7.  

The position differences between the originally 

projected and observed lines are required to compute 

the depth. For this purpose, the reference lines that 

are obtained using camera-projection calibration [5] 

are compared to strips obtained as in Fig. 7 to extract 

the depth information. Depth information is depicted 

as 3-D form in Fig. 8. 

 

Fig. 7: Example enhanced image part and 

corresponding color classification of the proposed 

approach. 

 

Fig 8: Representation of the extracted depth data 

After the depth information is obtained the data has 

to be triangulated for further processing.  In this work 

the Delaunay triangulation method [6] is used for this 
purpose.  

2.3. 3-D Model Warping 
After the triangulation process, the data can be 
visualized in different forms. Example visualization 

with texture mapping is given in Fig 9. OpenGL 
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software interface is commonly used in 3D 

applications [7-8].  

 One of the main purposes of this work is to 

make modifications on the 3-D model by means of a 

GUI. The modification on the model corresponds to 

changing some of the triangle coordinates of the 

model in 3D space. After the selection of the 
deformation area, deformation type and effect region 

must be defined. In our application, deformation 

region shape is chosen as a disk but it could be any 

smooth geometric shape. The effect of the 

deformation should decrease by distance to the 

deformation center. This effect is carried out by 

introducing a weighting coefficient.
 

2 1 *(1 / )X X k dist R    
(2) 

2 1 / (1 / )X X k dist R    (3) 

In (2) and (3), 1X , 2X , k , and dist  show old and 

new positions of the vertex, the weighting coefficient 

and distance to the deformation center, respectively. 

The function given in (2) is used for expansion 

whereas the function in (3) is used for diminishing of 

the area. Fig. 9 shows original models (left column) 
and deformed model (right column) using the 

function in (2) and (3). Note that for example, in Fig. 

9, nose of the female model is bigger than the 

original model.  

 

3.  CONCLUSIONS 
We present a modified method for 3-D face model 

creation in this work. The method is based on the 

structured light approach and it work well for face 
modeling. Enhanced color correction approach 

presented in this work improves modeling accuracy. 

We also designed a graphical user interface for 

model modifications. Experimental results show the 

effectiveness of the proposed method. Additional 

modification operators will be considered for further 

work. 
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ABSTRACT 
In this paper we introduce an improvement to the well known mean-shift color tracker. On each new frame we 
estimate the histogram resolution which provides the best separation between color distributions of the object 
and the background. The optimal resolution is derived from the principle of minimum uncertainty of 
foreground/background classification. The augmented mean-shift method with variable histogram resolution 
was applied to the task of face tracking. 

Keywords 
Mean-shift color tracker, histogram resolution, Renyi entropy. 

1. INTRODUCTION 
Creating interactive computer systems that are 
effective and easy to use is an important direction of 
modern research. For example, face and hand 
tracking software can be a part of a human-computer 
interaction system that creates the illusion of 
feedback between user and an OpenGL application 
running on a personal computer. In this paper we 
focus on the face tracking method based on the well 
known mean-shift color tracker [Com03].  
Recent developments have shown the effectiveness 
of color based tracking algorithms for objects with 
variable appearance. These methods can be separated 
into geometric (contour, region), feature-based 
(color, texture) and hybrid ones. Feature-based and 
hybrid methods are of particular interest in recent 
years and can be further subdivided into distribution 
tracking [Com03, Goo02, McK99, Zha05] and 
feature classification [Ngu02, Bra98] methods. 
Distribution tracking is a relatively robust process, 
which locks firmly on an object’s sub-region over 
multiple frames; however, it might not follow the 
shape and orientation changes. 
 
 
 
 
 
 
 

A typical feature classification method uses a model 
(e.g. histogram) to classify points of a new frame into 
object or non-object ones. Usually the model is 
deduced from past observations. The result of a 
classification is a 2D-array of weights or 
probabilities, where adjacent points with high values 
are aggregated together to form an object. This 
approach is geometrically flexible, but also error 
prone since it can produce false positives. If a 
distribution is dispersed across a feature space (e.g. 
histogram bins are not densely populated), a 
classification might be unreliable. Fortunately, face 
color distribution is usually compact. 
We used the mean-shift tracker [Com03], which has 
been proved to be robust and computationally 
effective, as a reference. In order to reduce the 
sensitivity of color tracking methods to the presence 
of object-like features in the background, we came 
up with the following contributions: 
1) We replaced the ad-hoc background utilization 

proposed in [Com03]. Instead, the histogram 
resolution, which provides the optimal 
separation between foreground and background, 
is computed in each new frame [Akh07]. 

2) Given estimation of object’s location in a new 
frame, obtained by the mean-shift tracker, we 
generate a probability map (see Figure 2), where 
each pixel keeps the probability of object 
presence. Our aggregation method uses the 
probability map to make the final estimation of 
object’s position. 

Permission to make digital or hard copies of all or part of 
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otherwise, or republish, to post on servers or to 
redistribute to lists, requires prior specific permission 
and/or a fee. 
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2. COLOR TRACKING ALGORITHM 
Optimal Histogram Resolution 
Hereinafter we talk about color features only and 
color histograms as the distribution models. We 
assume that the reader is aware of the basic concept 
of the mean-shift tracking approach [Com03]. 
One possible way to find the optimal histogram 
resolution is to choose the one that minimizes 
statistical distance between foreground and 
background color distributions in the current frame, 
where object location is known. The best resolution 
found is used by the tracker in the next frame. The 
drawback of this approach occurs from unstable 
lighting conditions and low quality video output 
from cheap web-cameras. In contrast, our method 
takes into consideration a portion of the next frame, 
which likely contains the object being tracked. 
Let us begin with some notation. At each moment t 
on the frame It the face occupies an elliptic region rt 
obtained as the result of previous calculations. At the 
moment t = 0 initial region is given. Let us introduce 
the set of face or foreground points Ft and the set of 
background points Bt. These sets form two regions 
inside and outside of face respectively (left picture 
on Figure 1). The set Ct = Ft + Bt includes all points 
of the current frame that participate in the tracking 
process. Let us define the set of points Nt of the next 
frame It+1 covered by the set Ct shifted on the vector 
of mean interframe displacement Tt = (dx,dy) (right 
picture on Figure 1). We do not know the exact face 
position at the moment t+1, but we assume that it lies 
somewhere inside Nt. A color vector c = (R,G,B) is 
given at each image point. Color histograms Hf, Hb 
and Hn are constructed on the point sets Ft, Bt and Nt 
respectively. Let us denote a histogram entry for a 
color c as H(c), and the number of samples as |H|. 

 
Figure 1. Regions on the current frame (left) and 
candidate region on the next frame (right). 
 
The Idea of Optimal Histogram Synthesis 
A color component R, G or B varies within the 
interval [0,255]. We define histogram resolution as 
the number of bins this interval is divided into. 
Optimal resolutions of channels Rbin, Gbin and Bbin are 
obtained by minimization of classification 
uncertainty 

( )
, ,
min ( ) ( ), ( ) ,

bin bin bin
t

n b fR G B N
U H E H H

∈

= ∑
c

c c c  (1) 

where Hn(c) is the number of points of the set Nt with 
color c, and E(,) is the entropy (uncertainty measure) 
of classification of a point with color c. The entropy 
function receives the numbers of samples with color 
c in the background and foreground distributions as 
its arguments. Summing in (1) is carried out over all 
non-zero entries of the histogram Hn. 
The idea of (1) is to minimize classification 
uncertainty over a region of the next frame, which 
contains an object being tracked, using foreground 
and background histograms accumulated so far at the 
current frame. We assume that histograms of the best 
resolution separate foreground and background 
points on the next frame with the least uncertainty. 
This is not necessarily true, but the heuristic works 
well in practice. 
In order to reduce the mathematical complexity, we 
choose equally populated sets Bt and Ft (|Hb| = |Hf|) 
by proper selection of the background ellipse (the 
outer ellipse on Figure 1) or downscale the largest 
histogram. 
Minimization of (1) is achieved by direct 
enumeration of histogram resolutions Rbin, Gbin and 
Bbin. We divide the interval [0,255] into 4, 8, 16 and 
32 bins. Three channels give 43=64 partitions of 
color space. The best partition minimizes (1). 

Entropy 
In this paper, point classification means assignment 
of a background pb and a foreground pf probabilities 
to a point with color c on the next frame. Renyi 
entropy of such classification is given as follows: 

( )2 2( ) ln ( ) ( )b fE p p= − +c c c , (2) 

where empirical probabilities can be defined, for a 
while, via frequency of occurrence in histograms Hb 
and Hf respectively, e.g. pf = Hf (c)/(Hb(c)+Hf (c)). 
Both Shannon and Renyi entropies produce similar 
results, but there exists efficient approximation to 
Renyi entropy: E = const (pb pf + 2.15544 (pb pf )2). 
In practice formula (2) does not work correctly 
because many histogram bins are populated with 
only few samples. In [Akh07] we have shown that 
more realistic results can be obtained by averaging 
the entropy over an unknown “true” state. The 
important consequence is that the average entropy 
significantly increases, comparing with the 
theoretical one (2), as the number of samples in a 
histogram bin becomes too small. The optimal 
histogram resolution compromises between good 
separability of background and foreground 
distributions (high resolution) and low classification 
uncertainty (low resolution, many samples in a bin). 

WSCG 2010 Poster papers 62



The first term in Renyi entropy approximation gives 
the following expression after averaging (see 
[Akh07]) 

(1 ( )) (1 ( ))
( ) .

(2 ( ) ( )) (3 ( ) ( ))
b f

b f b f

const H H
E

H H H H
⋅ + +

≈
+ + + +

c c
c

c c c c
We call it the discrete entropy. Discrete entropy 
participates in minimization (1). Then the optimal 
histogram resolution is used to run the mean-shift 
tracker. Similarly we calculate expectation of 
empirical probability, which takes into account a 
(potentially) small number of samples in a histogram 
bin, [Akh07] 

( ) ( )( ) 1 ( ) 2 ( ) ( ) .f f b fp H H H= + + +c c c c  (3) 

Blob Aggregation 
The original mean-shift tracker [Com03] does not 
support plane rotation of an object. On the other 
hand, the cam-shift method [Bra98] provides flexible 
adaptation of an elliptic face, but often fails when the 
subtle balance between optimal window size and 
actual space distribution of skin-like points is broken. 
We have found that ideas from both methods can be 
unified into a better approach: 
1. Given parameters of a face ellipse on the current 

frame It (center position, large and small semi-
axes, angle between x axis and large semi-axis), 
find the optimal histogram resolution. 

2. Compute foreground (Hf) and background (Hb) 
histograms with optimal resolution. Feed the 
histogram Hf into the mean-shift tracker. 

3. Run the mean-shift tracker 9 times with scale 
factors {0.9, 1.0, 1.1} in the directions of ellipse 
axes and pick up the best estimation [Com03]. 

4. Keeping the same value of ellipse area, change 
estimated ellipse so that the ratio between the 
large and the small semi-axes does not exceed 
1.2 [Bir98, Bra98]. The latter improves the 
overall stability of the color face tracker. 

5. Take in turn all points of the set Nt and calculate 
foreground probability (3) at each point. Points 
outside Nt receive default probabilities 0.5. As a 
result we obtain a probability map similar to 
back-projected image in [Bra98], see Figure 2. 
Every entry of the map keeps the face presence 
probability at a point of the next frame It+1. 

The final steps correct the orientation and semi-axes 
of the face ellipse in the next frame: 
1. Scale the ellipse, estimated so far, by a factor 

from the set {0.90, 0.92, …, 1.0, …, 1.08, 1.10}. 
2. Compute covariance matrix C over the area of 

each scaled ellipse, C = ((Mxx,Mxy),(Mxy,Myy)), 

( , ) ( , )( )( )
( , ) ( , )

i i i i i c i ci
uv

i i i ii

p x y k x y u u v v
M

p x y k x y
− −

= ∑
∑

where u,v = {x,y}, (xi,yi) is a point inside a 
scaled ellipse, (xc,yc) is an ellipse center, p(xi,yi) 
is the value of probability map entry (3) and 
k(xi,yi) is a Epanechnikov kernel employed in 
[Com03] that falls down to zero at the elliptic 
boundary of the face (we use the similar kernel 
in the main algorithm). 

3. Estimate new ellipse parameters as it was done 
in [Bra98]. To prevent new ellipse from 
shrinkage, we have to “normalize” its semi-axes 
(next step). 

4. Compute another covariance matrix C1 assuming 
p(xi,yi) = 1. Uniform probability map means no 
change in ellipse geometry should be done and 
the product of eigen-values of C1 must be equal 
to the squared product of ellipse’s semi-axes a 
and b (which are eigen-values in fact): 
s2 det(C1) = a2b2, where s is a normalization 
factor we need to accomplish the step 3. 

5. For each scaled and “normalized” ellipse 
compute the mean foreground probability <pf> 
inside face area Ft and the mean background 
probability <pb> inside background area Bt, see 
Figure 1. The quality (probability) of corrected 
estimation is defined as follows: 

1
t t t t

b f f fB F B F
P p p p p= = − . 

6. Pick up the scaled and “normalized” ellipse with 
the highest probability P. 

Let us now summarize the most important points: 
1) In contrast to [Bra98], we do not query points 

outside the (scaled) face area while computing 
moments Muv. This protects us from outliers. 

2) We trust the center position found by the mean-
shift tracker, but we try to adjust the ellipse 
rotation and semi-axes on each new frame by 
direct enumeration of scale factors ([0.9…1.1]). 

3) The normalization step is an important 
mechanism that stabilizes the ellipse nearby the 
most prominent blob in the probability map. 

4) At the optimal ellipse location, the contrast 
between the face and the background regions on 
the probability map attains maximum. 

5) Average probabilities and moments can be 
computed as the contour integrals, if we prepare 
an integral image [Vio04] from the probability 
map. This provides tremendous performance 
gain. 
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3. EXPERIMENTS 
During experiments we used a standalone 
implementation of the color tracker. The face 
detector, proposed in [Vio04] and implemented in 
the OpenCV library, was invoked on the first frame 
to initialize the face position. 
Currently we have an efficient C++ implementation 
of the module that computes the optimal histogram 
resolution and creates the probability map (about 2 
ms per frame), a relatively efficient mean-shift 
tracker implementation (6-7 ms with 9 scale 
combinations) and a blob aggregator (2.5-3 ms). The 
typical running time is 10-12 ms per frame on Intel 
Pentium 2.6 GHz, 2 Gb, single thread. We are aiming 
to double the performance in the next version. 
Our experiments confirmed that 16x16x16 
histograms adopted in [Com03] have optimal 
resolution most of the time, see Table 1. However, 
even a few “difficult” cases might be crucial for the 
overall stability of the method, so the resolution 
optimization is useful. 

 
Figure 2. The typical probability map. Each pixel 
keeps the probability of object presence. 
 
The paper describes the ongoing project, though 
some observations could be summarized at this stage: 
1. The augmented mean-shift tracker is stable, it 

tolerates moderate occlusion, including 
occlusion by the objects of the same color (e.g. 
hands), and it is able to recover by itself in many 
situations. 

2. Methods based on skin detection (e.g. [Bra98]) 
may fail to start, if the camera settings are not 
appropriate, whereas our feature classifier 
almost always produces a dense blob. 

3. We have noticed that slow face histogram 
updating, adopted in [Goo02], distorts rather 
than improves results. This is due to changing of 
lighting conditions and camera instability. 

4. Some particular situations cannot be handled by 
a color tracker only. Open chest, neck or 
shoulders are unavoidably detected along with 
the face; see Figure 2, causing a drift and loss of 

face ellipse. The problem could be solved by 
employing geometric methods, e.g. [Bir98], in 
addition to the color tracking approach. 

5. A color tracker should be considered as an 
auxiliary tool that quickly localizes a face in a 
new frame. The next step after localization 
should include face detection (within a limited 
area), or deformable template matching, e.g. 
[Vio04, Dor06]. 

 4 bins 8 bins 16 bins 32 bins 
Red 4.20% 40.4% 54.5% 0.89% 
Green 2.29% 2.42% 50.2% 45.1% 
Blue 0.13% 1.91% 76.8% 21.1% 
All 2.21% 14.9% 60.5% 22.4% 

 

Table 1. A typical bin number distribution of the 
optimal histogram per color channel. 
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ABSTRACT 
We propose a method of downsizing technique for point sampled data which reduces information amount of 
three dimensional point cloud data. Our method generates clusters and spiral chain lists. Each chain is consists 
of three dimensional points.  After that, we adopt a predictive encoding to compress these chain lists. In addition, 
we show the effectiveness of our method with same experimental results by comparison with one of 
conventional methods. From these experiments, our method can reduce the information amount coordinate data 
to 31.7% of original model. 
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1. INTRODUCTION 
Many types of 3d scanner have been developed in 
recent years, and we can use point cloud 
representation to design three dimensional shape by 
capturing form real shapes,. This is an easy way to 
modeling 3d shapes from real object. So it is thought 
that in the near future, point cloud data will be 
generally distributed in CAD and computer graphics 
areas. Fig.1 shows an example of point cloud data. 
Each point has three-dimensional coordinate and  
normal vector.   

Figure 1. An example of point cloud 
However, point cloud data consists of enormous 
number of points. As a result, it causes enlarging data 
size and increase of network traffic in case of 
transfer via networks. So it is required to compress 
those data by transforming them into smaller 
representations. Waschbüsch, et al [Was04a] 
proposed a method which compresses coordinates 
and normals progressively by using binary tree. 
However it is for both coordinates and normals, so 
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the process needs both of them and does not work 
separately. In addition, it is not a lossless method but 
a lossy one. This is the point different from our 
method. 
In this paper, we propose an information 
transformation method for point cloud captured by 
range scanner such as 3d laser scanner, reducing its 
information amount. With this method, we can 
convert it into smaller file using conventional 
compression techniques such as zip and so on. 
Fig.2 shows a general outline of data compression 
process. The process consists of two procedures, 
information transformation and entropy encoding. 
First, information transformation technique is applied 
to point cloud data in order to reduce information 
amount with redundancy elimination. After that, 
entropy coding is applied to compress transformed 
data, for example, Huffman coding, arithmetic 
coding and so on. 
 

 
Figure 2. Outline of data compression.  

 

2. Information transformation 
First, our method generates clusters to manage data 
points. 
In this section, we propose a  new data structure. We 
call it Spiral Chain List(SCL). SCL consists of chain 
code representations listing each data point. 

2.1 Point clustering 
Our process generates clusters of point cloud to get 
more efficient result. Each cluster consists of points 
within a radius thR  defined by a user, as shown in 
fig.3. is  is the center of cluster iC . Each distance 
between cluster centers is longer than thR . If we use 
bigger thR , the number of clusters becomes smaller. 
On the other hand, if we use smaller thR , the number 
of clusters becomes larger.  The radius of clusters is 
the key to get better result. To get more effective 
result, we thought that properties of points which 
belong to same cluster should be similar. Those 
properties consist of three-dimensional coordinate, 
normal vector, color and so on. So we should have to 

choose appropriate radius thR . In general, smaller 
radius is preferable for the point cloud which has 
many flat or low curvature features, and lager radius 
is preferable for complex one. 
If cluster circles overlap each other, the number of 
points in each cluster gets to be smaller and the 
information amount of each cluster gets to be smaller 
too. So our method chooses centers of cluster in 
order to place apart from each other as long as 
possible. With this strategy, the process can generate 
large clusters efficiently and get effective result. 
In the latter of the process, remaining points which 
do not belong to any cluster yet,  are scattered and 
the size of cluster becomes small as process advances. 
However, sizes of clusters become larger as a whole 
result. 

2.2 Spiral chain list 
 This process applies differential encoding to points 
in each cluster. Differential encoding converts 
properties of points into difference value. So the 
process generates point lists, SCL like a scroll print 
as shown in fig.4. 
SCL connects points sequentially which begins at 
center of cluster is  and glow out toward the 
boundary of cluster iC . Differential values, such as 
differential coordinates and differential normals are 
calculated along SCL. In addition our method has 
adopted a predictive encoding. In this process, points 
are connected sequentially as shown in fig.5. 

( )nipi K1=  is a point on SCL and this process 
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Figure 4. Spiral chain list. 
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calculates predictive point q . Then there is 
difference between next point 1+ip  and q . So the 
differential vector diffv  is stored as a differential 
encoding result and in most cases, diffv  is smaller 
than 1+iv .  With this prediction, the information 
amount of point cloud becomes smaller than original 
data. 

 
Figure 5. Prediction vector. 

 

3. Experiments 
We evaluated effectiveness of our method and 
measured the difference between original point cloud 
data and transformed data about information amounts. 
In this experiment, we used 2 models, Bunny and 
Buddha. Each model consists of 34,834 and 543,652 
points with three dimensional coordinate and normal.  
Experimental results are shown in table 1 and table 2. 
The information amount of original Bunny is 72.8KB 
for coordinate and 88.6KB for normal. The results of 
our method are 23.1KB and 86.1KB respectively. 
Total compression ratio is 67.7% and this is not so 
good. However, the compression ratio for coordinate 
is 31.7%. The results for Buddha are 195.4KB, 
852.7KB and 1046.1KB respectively. Total 
compression ratio is 44.1%, and Coordinate 
compression ratio is 19.7%. 
Fig.6 and 7 show frequencies of original and 
transformed Bunny using 8-bit quantization. Fig 8 
shows the path of spiral chain list generated by 
proposed method and its close up image is shown in 
fig.9.  
The results of Buddha are shown in fig 10, 11 and 12. 
From this experiment, our method is effective just for 
coordinate to reduce information amount of point 
cloud. It is thought that in our method, the predictive 
encoding is applied only to coordinate, so 
compression ratio for normal is not effective. We 
think this may be improved by adopting prediction to 
normal also.  
 
 
 
 
 
 

Table 1. Information amounts for Bunny. 

 Original Transformed Ratio 

Coordinate 72.8KB 23.1KB 31.7%

Normal 88.6KB 86.1KB 97.2%

Total 161.4KB 109.2KB 67.7%

Table 2. Information amounts for Buddha. 

 Original Transformed Ratio 

Coordinate 989.7KB 195.4KB 19.7%

Normal 1388.2KB 852.7KB 61.4%

Total 2377.8KB 1048.1KB 44.1%

 

4. Conclusions 
From this experiment, our method is effective to 
reduce information amount of point cloud and 
provide more compact representation for point cloud. 
It is thought that our method is effective for 
coordinate to reduce data size and reduction of 
network traffic when point cloud data is transferred 
via network. 
Now we’re trying to implement one of compression 
techniques to reduce information amount of point 
cloud. We will show the results of comparison our 
method and conventional one.  
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(b) Normals 
 

Figure 6. Histograms of original Bunny. 
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(b) Normals 
 

Figure 7. Histograms of transformed Bunny. 
 
 

 

Figure 8.  Path of spiral chain list for Bunny. 
 

 

Figure 9. Detail of spiral chain list. 
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(b) Normals 
 

Figure 10. Histograms of original Buddha. 
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(b) Normals 
Figure 11. Histograms of transformed Buddha. 

 

 
Figure 12. Path of chain list for Buddha. 
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ABSTRACT

This paper addresses the design issues that may improve the responsiveness of a multi-platform collaborative modeling system,
for which robustness and awareness are necessary requirements. The key points of our proposal are, whenever possible, (1)
to reduce as much as possible the granularity of the transmission data over network; (2) to simplify as much as possible the
functional feedbacks for fast screen update; and (3) to avoid as much as possible the network accesses for synchronization.
On the basis of these hypotheses, we explore the features of a hybrid groupware architecture and show the feasibility of our
proposal. Several latencies are measured to validate our assumptions.

Keywords: Collaborative Systems, Groupware, Geometric Modeling, Geometric Robustness, Awareness.

1 INTRODUCTION
The typical scenario for collaborative modeling is a
shared workspace, where a dispersed group of users
(end-users) work together for creating and modifying
an application-dependent 3D-model over an internet
network. Concerning with the underlying system ar-
chitecture one may distinguish three approaches: cen-
tralized, replicated [2], and hybrid one [9].

In the centralized architecture only one instance of
the shared application runs in a central server, while
end-user workspaces display the same scene from the
central server and managing the input events. It makes
the 3D-model concurrency control simpler to be imple-
mented, but the interactivity might be compromised.
Beside, this approach may generate substantial over-
load both in the central server and network due to the
continuous traffic and processing.

In the replicated architecture, one instance of the
shared application runs locally on each end user’s
workspace. The system’s response time may be
enhanced, once the network traffic is relatively lighter.
The benefits of a replicated architecture must, however,
be balanced against the homogeneous numerical
computation offered by the centralized one, when
we migrate to a heterogeneous computing environ-
ment. Under heterogeneous platform, we understand
internetwork of computers equipped with distinct
hardwares (CPU, display technologies, memory and
mainly GPUs), under different operating systems, com-
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piler implementations and capabilities for float-point
computing.

To achieve consistency across the heterogeneous ma-
chines, without disregarding their individual perfor-
mance, we proposed in [3, 9] a hybrid architecture
for collaborative applications, as a tradeoff solution for
keeping the consistency of 3D-model (geometric ro-
bustness) and keeping the system usability. The hy-
brid architecture results from the combination of the
both centralized and replicated architectures. The ba-
sic idea consists in separating application-dependent
model from graphics functionalities.

Besides the robustness, the separation of the geo-
metric and the graphical model makes the rendering
mode in each participating machine tailorable to the lo-
cal computing power. Though, the participants may not
only be working in different parts of the space with dis-
tinct viewpoints, but also calibrate the rendering param-
eters to the acceptable interactivity level.

In this paper we consider the aspect that helps ensure
usability of any interactive system: the responsiveness.
We will show that in the hybrid architecture we may
control the granularity and the frequency of the trans-
mitted information without sacrificing interactivity and
robustness. Moreover, since the rendering mode may be
tuned in the local workspace to fit the hardware capabil-
ities. Personalized rendering may be set to compensate
the latencies of different network transmission rates and
the distinct processing performance of low ou high end
GPUs used together. To validate our proposal, we have
integrated our solutions in the multiplatform collabo-
rative geometric modeler called CoMo (Collaborative
Geometric Modeler) [9]. Several measures of latency
have been performed and compared with the range of
acceptable values proposed by Nielsen [7].

1
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Figure 1: The conceptual model of a collaborative mod-
eling system.

2 DESIGN ISSUES

In [9], we presented a hybrid architecture for collabo-
rative 3D modeling systems, where two equivalent data
are kept in the geometric modeling kernel: a geometric
and a graphical data (Figure 1).

The geometric data is common to all end-users (inter-
active applications), whereas the 3D graphics data are
replicable for visualization and manipulation in each
end user workspace (interactive application). In this
approach, we may take advantages of the well-known
robust geometric algorithms [5], designed for mono-
lithic modeling applications, to enhance the robustness
of the entire heterogeneous platform.

To provide a more versatile way to refer to an object
residing in the geometric modeling kernel, a proxy [1]
is designed to make the user workspace communicate
with a representative of the geometric model, rather
than with the geometric model itself. We reused
rendering and interaction functionalities provided by
the Manipulation Toolkit MTK [4], running on top of
OpenGL [6]. This is because that a main differential of
MTK with respect to the other known graphical toolkits
is its loosely decoupling of the application and the
graphical models, although it provides efficient direct
manipulation mechanisms via 3D-metaphors.

Several users may interact with the shared 3D model
simultaneously. To avoid/solve resource contention of
potential conflicts that may arise from simultaneous ac-
cesses of a shared application by various end users and
to support group awareness, it is also devised in our ar-
chitecture floor control mechanisms residing in a group
manager server. The adopted infrastructure for objects
communications over a network, independent of spe-
cific platform and techniques used to implement these
objects, is based on the the Common Object Request
Broker Architecture (CORBA) [8].

One drawback of the hybrid architecture, is that the
group awareness may be drastically reduced and the
system’s usability may be deteriorated. As a solution,
we proposed to integrate two awareness sub-windows

in the user interface of each interactive application (on
the left side of each application interface in Figure 2), in
addition to the conventional drawing area (scene view)
where users can interact with the 3D model through the
3D-metaphors (on the right side of each application in-
terface in Figure 2). The awareness windows are re-
sponsible for conveying the global view of the ongoing
activities: one is a listbox that contains the participant
names (on the bottom left) and the other is the second
drawing area (global view on the top left) where a sim-
plified version of the global overview of the 3D shared
workspace is presented.

Group Server
Modeling Server

User

User

User

workspace
shared

User

Figure 2: A Sample of The Modeller User Interface

For 3D graphics interactive systems, some of usabil-
ity metrics are functions of system’s latency. Latency is
related with the update speed of an image in response
to a user action. It plays an important role in the fluidity
of end user interactions with their applications. The la-
tency must be the lowest as possible. As computer can-
not provide fairly immediate response, three important
latency limits have been identified regarding the reac-
tion and behavior of end users [7]: 0.1s - the sistem is
reacting instantaneously, no feedback is required; 1.0s
- limit for the user’s flow of thought to keep uninter-
rupted, despite the noticeable delay; 10s - the limit for
keeping the user’s attention focused on the dialogue, vi-
sual feedback is required.

3 THE SYSTEM RESPONSIVENESS
The emphasis on the design of an end-user workspace
application for a hybrid architecture based system is its
tailorability to each local computing power and the ac-
cessibility to all geometric functions provided by a ge-
ometric modeling server and the knowledge of the ac-
tions of the other users that share the same application
model.

For making each instance of the end user workspace
an interactive application, we have proposed useful
awareness feedbacks, four problems must be solved:

1. System latency;

2. Event handling;
2
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3. Remote pointing and viewing volumes;

4. Graphic states synchronization;

3.1 System latency
One of the challenging issues that we must circumvent
is to devise a technique for interacting with a remote
object through its corresponding graphical object in the
user workspace, whose latency can be expressed as

tlatency = tt1 + tm + tt2 + tr, (1)

where tt1, tm, tt2, and tr, are, respectively, the trans-
mission time of a user’s request, the processing time in
the central server, the transmission time of the server’s
response, and the rendering time on each participating
computer.

Eq. 1 suggests us that when an application is sepa-
rated from the user interface, we have several ways to
improve its latency: (1) we may locally adjust the ren-
dering parameters (tr) in order to counterbalance the de-
lays in a network (tt1 and tt2); (2) we may invest in the
processing power of the central server (tm); or (3) we
may invest in a higher bandwidth network. Whatever is
the solution, a hybrid architecture supports it.

Our network-independent solution for optimizing the
interaction performance is a graphical object–dragger
loosely coupling interaction paradigm that is supported
by MTK. Under a dragger, we understand an object
that has a pictorial representation and can map the 2D
inputs from the pointing devices to motions in three
dimensions. With the Mediator design pattern [1],
we define the class of objects, called Manipulator, to
control the interaction between each pair dragger–
graphical object. In the graphical object–dragger
interaction model, two interaction loops may be distin-
guished: user–dragger–geometrical model–graphical
model–user and user–dragger–user (Figure 3).

Network

Remote interaction loop

Dragger

(graphical)

Local interaction loop

3D object

(geometric)

3D object

(graphical)

3D object
Input

device

2D / 3D

Output

device

Figure 3: Interaction loops.

It is important to remark that the time response of
the two interaction loops are different. Whereas the re-
sponse time of the first loop is given by Eq. 1, the la-
tency of the second loop may be expressed by

tdragger_latency = tl p + tr, (2)

where tr and tl p are, respectively the local processing
and rendering time.

Observing in Figure 3, by a sequence of events view-
point, a manipulator generates a unit of information that

is a semantically valid transformation, which is applied
on the the dragger for local visual feedback. In parallel,
the sequence of transformations is concatenated into a
unique transformation for updating a 3D geometric ob-
ject in the geometric server. This approach relieves the
communication traffic.

3.2 Event Handling
The cost for loosely decoupling the geometric and
graphical model in the context of interactions is the
increase in the complexity of event handling. In
addition to the user input events that can be handled
by any interaction techniques toolkit, there are events
from the communication channel that may also affect
the context of the scene view sub-window, as illustrated
in Figure 3.

An algorithm is necessary to extend the standard dis-
patching code for selecting the correct window for each
of these events. A solution is to use an interaction that
allows some portions of the event dispatching code to
be modified by application programmers, provided by
all GUI SDKs. On top of the window system, a Chain
of Responsibility [1] defines an object that decouples
the sender of events from the windows whose handlers
an event should be forwarded.

3.3 Remote Pointing and Viewing Volume
Whenever a user interacts with the pointing device,
the sequence of actions is collected and mapped into
a meaningful unit of information. This unit of informa-
tion is broadcasted to all the rest of participating ma-
chines for updating the state of the replicated manipu-
lator. It guarantees the location awareness. Moreover,
if the viewing parameters at each user workspace ap-
plication are modified, they must also be multicasted to
all the participating machines for redisplaying the con-
text of the global view window and maintaining the per-
spective awareness. We propose an Observer design
pattern [1] to define the object that performs this pas-
sive replication: the original manipulator/view parame-
ters is the subject that all their replica (observer)
must keep on observing. This approach keeps all client
applications consistently updated.

It is worth observing that the latency of the manipula-
tors is the most critical one, since the user interacts con-
tinually with them and the obtained units of information
must be constantly transmitted over the network. This
latency depends on the transmission time of the repli-
cated data tt1 and the rendering time tr in each partici-
pating machine (Figure 4):

trep_latency = tt1 + tr. (3)

To make this latency as lower as possible, we suggest
to use the wireframe rendering mode in the global view
window and to adopt the simplest graphical represen-
tation to the replicas. The pictorial representations of

3
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Figure 4: User–user interactions.

the pointing devices and the volume view that we chose
are, respectively, colored graphical representations of
the manipulators and colored wireframe boxes. Fur-
thermore, we allocate an event channel only for repli-
cations of the manipulators and view volumes.

3.4 Graphics Attributes Synchronization
For providing appropriate visual feedbacks, positions of
a pointing device that a user manages should be shown
in the scene view sub-window. At the same time, for the
sake of group awareness, these positions must be sent
to all instances of the user workspace application, inclu-
sive the instance that generates the event, in order to up-
date the content of every global view sub-window. This
means that both sub-windows are selected and their
corresponding event handlers are invoked for, concur-
rently, redisplaying. These handlers need to access cor-
rect graphics states for correctly re-rendering the graph-
ics objects. Otherwise, incorrect drawings may be gen-
erated.

The solution that we propose for synchronizing the
graphics states with the selected windows is to explic-
itly issue the command that make the graphics states of
any focused window as the current states. In this way,
the handler can always draw the objects with the ex-
pected attributes in each window.

4 EXPERIMENTS AND CONCLUDING
REMARKS

To validate our proposal, we implemented a new ver-
sion of CoMo with extended functionalities, installed
in different machines (Sparc with Elite 3D, and PCs
with FX6600 and GeForce 8600GT), and measured la-
tency parameters over 1.0Mb/s, 10.0 Mb/s and 1.0Gb/s

LANs. We collected some measure about latencies pa-
rameters proposed in this paper.

The dragger latency lied in the range 0.1–1.0s for all
machines. While, the results collected for object ma-
nipulation shows the transmission rate did not affect the
object latency. It’s because the size of the geometric
data was much smaller than the network capacity. It is
one of the advantages of replicated and hybrid architec-
tures over a centralized architecture. The tele-dragger
latency has been the most critical one, since the user in-
teracts continually with it. Therefore, we shows that the
latency of the tele-draggers is dominantly dependent on
the network transmission rate.

Based on experiment, our proposed solutions is close,
but does not satisfy completely yet, the recommended
interactivity metrics. We have work in thee system
reimplementation, considering lightweight communi-
cation protocols.

The main contribution of this work is to demonstrate
that it is feasible to design an interactive and usable
system in a heterogeneous multi-platform environment,
where the shared data consistency must be ensured. Be-
sides, rendering parameters and display can be adapted
accordingly with local system resource to assure indi-
vidual performance. We believe that a hybrid archi-
tecture may becomes a good alternative for any multi-
platform application whose the most important require-
ments are the robustness and the adaptability to local
computational resources.
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