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A Hybrid Ambient Occlusion Technique for Dynamic
Scenes
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Jörn Kohlhammer
TU Darmstadt
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64283 Darmstadt, Germany

Joern.Kohlhammer@
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ABSTRACT

In this paper we present a hybrid technique for illuminating a dynamic scene with self shadowing. Our goal is to
perform the necessary calculations with real-time or interactive frame rates. The main idea is to split up the self
shadowing process into a global and a local part. This separation allows us to choose combinations of completely
independent algorithmic approaches. The global part calculates the self shadowing information of the entire scene.
Since it has to process the whole scene, it has a high computational cost; however, a coarse approximation can be
created in a short time. In contrast the process for the local part deals with fine details, which have local impact on
the scene. It only processes a relevant subset of the scene. Finally we present results based on an implementation
using a GPU based self shadowing approximation combined with screen space ambient occlusion for solving the
local part

Keywords Shadow Algorithms, GPU Programming, Ambient Occlusion

1. INTRODUCTION
Shadows are a very important part for the realism of
a 3D scene. They give information about spatial ob-
ject relations, allowing better immersion. Our goal is
to illuminate a fully dynamic 3D scene with a high
dynamic range (HDR) light probe surrounding this
scene. Since the light probe describes colour and in-
tensity for given directions, it is necessary to know
the directional occlusion of the light for each posi-
tion of the scene. Additionally the lighting condi-
tion described by a light probe creates a wide range
of shadow frequencies. This is especially a prob-
lem for dynamic and deformable scenes, where no in-
formation about self occlusion can be precomputed.
To cope with the complexity of the shadowing prob-
lem in large, dynamic scenes, we propose a new ap-
proach. The core of the problem is based on the fact,

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

that all geometry and all lighting parameters may af-
fect the lighting conditions in every single point in
the scene. All approaches are approximations, work-
ing on specific samples of geometry, spatial areas or
light sources (or combinations thereof), always result-
ing in a trade-off between computational speed and ac-
curacy/realism. The strategy for our approach is to use
two shadowing algorithms for two different computa-
tional domains: A global domain for the dependencies
between the lighting conditions of the complete scene
and a local domain for the small-scale dependencies
especially focussing on the visible part of the scene. In
the global domain the light exchange is approximated
on a scale coarse enough to allow real-time rendering.
The computational effort for the details of the scene is
shifted to the algorithm operating on the local domain.
The algorithms work and can be chosen independently
from each other. The result of both algorithms is a
”shadow-mask” of the scene, defining the effect for its
specific domain. We combine the two results, in the
final step.

In our implementation section we present the imple-
mentation of a particular combination of algorithms.
This combination shows self shadowing evaluation per
pixel and the ability to trade speed against accuracy in

WSCG 2009 Communication Papers 1 ISBN 978-80-86943-94-7



the global part. In the local part we decided to use
a screen space ambient occlusion (SSAO) technique,
which has the advantage of being independent from
the complexity of the scene.

The presented implementation processes the all fre-
quency self shadowing of the scene at interactive or
real time frame rates on current GPUs. It is able to
process non-manifold deformable objects within fully
dynamic scenes without prior knowledge of the ani-
mation.

In section 2 we refer to work related to our approach.
Additionally we refer to two previus works, that we
use for the global and the local computation. Then, we
explain our technique and considerations behind it. In
section 5 we present the particular case we have cho-
sen and implemented. In the next section we present
a summary and results of this approach, followed by a
future work section.

2. RELATED WORK
We will now present a collection of algorithms, which
aim at similar goals. These algorithms can be clas-
sified as follows. We will start with algorithms,
which deal with the shadowing problem of single light
sources. A survey of real time shadowing methods is
given in [HLHS03]. Some of the presented algorithms
work with small area light sources, but can be com-
putational costly if these lights become large. Fast
shadow calculations for simple point or directional
lights within dynamic scenes can be done inside mod-
ern GPU’s. Mainly two different approaches are used:
Shadow volumes [Cro77] and shadow maps [Wil78].
Shadow maps are fast to compute and need less fill rate
than shadow volumes. On the other hand, care has to
be taken of sampling artefacts. An approach for min-
imizing shadow buffer artefacts and softening of the
borders of shadows can be found in [RSC87, DL06].

We will now refer to algorithms, which provide or
store directional lighting information. If shadows are
not necessary, the scene can be directly illuminated
by an environment map. For this task a lot of fast
environment mapping methods (like [Gre86, RH01,
HS99])exist. The advantage of using environment
map based approaches is based on their capability to
consider all lights at once, which makes them inde-
pendent from the number lights used. High dynamic
range (HDR) environment maps [Deb98] represent the
full variablility of natural lighting conditions, which
can be used to bring together synthetic and real scenes.
An environment map used for illuminating a scene is
referred as lightprobe in this literature. Since this tech-
nique does not support directional shadowing directly
it can be necessary to compute a carefully chosen set
of light sources to approximate the lighting effect of

a light probe. As an alternative methods can be used,
that handle directional information directly. The rep-
resented occlusion or lighting data is then used to pro-
cess the environment map. These methods store di-
rectional data, using spherical harmonics, or similar
methods. The type of data used often require precom-
putations, so they cannot be used for animated geom-
etry. This problem is addressed by Kautz et al. in
[KLA04]. By using model hierarchies they acceler-
ated the calculations to interactive frame rates. Limi-
tations are small model sizes and low frequency shad-
ows. In addition model hierarchies are costly to com-
pute. A method with similar results is presented in
[SSZK04]. It evaluates the visibility of a given set
of directional light sources per vertex, taking into ac-
count the colour of the environment map, by sampling
the map in an uniform way. Visibility calculation is
done inside the GPU, and is read back to the CPU
which is a bottleneck.

At last we will refer to ray casting and ray tracing
methods, which too are well suited to answer oc-
clusion questions. [WPS+03, WBS03, PBMH02].
Nowadays, real-time frame rates can be achieved by
using a PC-cluster, the GPU or dedicated ray tracing
hardware, which is still in development. Software so-
lutions require the power of an efficient cluster system
and at last GPU ray tracing needs to solve the bottle-
neck problem of reading back towards the CPU.

Utilising a real time ray tracer, global illumination can
be simulated. In [CHL04] a direct approach towards
global illumination on the GPU is presented, which
works for small scenes. Another approach aimed for
fast global illumination computations was presented
by Keller et. al in [Kel97]. In this method single
shadow casting lights are used to illuminate the scene.

Previous Work
We will now describe two techniques which we used
as building blocks for the local and the global part in
our implementation.

In [KF05] a fast GPU based method for evaluating
the directional occlusion of a 3D scene is described.
The method heavily relies on the capability of mod-
ern GPU to quickly perform shadow calculations. The
HDR light probe is approximated by a set of light
sources, which are used in conjunction with shadow
mapping. The advantage of this approach lies in the
possibility to tune its performance with the parame-
ters ”‘light sources”’ and ”‘shadow map resolution”’.
Since the map resolution is directly related with the
details preserved within the casted shadows this is a
complement to the SSAO algorithm. However one
drawback of the presented method is an effect called
”‘light bleeding”’ which occurs, when using shadow

WSCG 2009 Communication Papers 2 ISBN 978-80-86943-94-7



maps with low resolutions. To prevent aliasing arte-
facts the masking effect of the shadow buffer is ap-
plied a short way behind the occluder to not accidently
shadow the occluder’s front.

Figure 1: To prevent shadow texel aliasing effects the
shadow effect is moved a bit behind the occluder. This
results in a ”‘light bleeding”’ effect for thin occluders,
since the light travels a bit through the occluder, until
it is masked out by the shadow buffer.

To deal with the local occlusion we use a SSAO tech-
nique. The key idea of (SSAO) is to interpret the depth
information as a height field. For this height field the
self occlusion is computed. The approach is decou-
pled from the scene geometry, since it is completely
screen based. In [SA07] the authors present a tech-
nique for evaluating the ambient occlusion (AO) of
a scene. They divide the ambient occlusion problem
into a near AO part and a far AO part (these stand
for the high and low frequency details of the scene).
For the low frequency part they use an arrangement
of spheres which allows a quick approximation of the
ambient occlusion in a very coarse way. The authors
evaluate the high frequency part by a SSAO technique.
This algorithm uses the depth information of the cur-
rent frame. However the depth information of the cur-
rent scene is only a very lossy representation of the
information defined by the 3D scene. The localness of
the method is given by the range in which occluders
are searched around the currently processed object.

In difference to this technique our presented combi-
nation is able to use a HDR lightprobe to model the
incoming light. Ambient Occlusion assumes a steady
over the area of the lightprobe. In combination with
lightprobes representing an unbalanced intensity dis-
tribution this can lead to a wrong illumination.(figure
2)

At last our implementation makes massive use of de-
ferred shading in order to separate the computations
from the scene complexity. The idea of deferred shad-

Figure 2: Difference between the occlusion of sin-
gle light sources and ambient occlusion. Left: shad-
owing of the single light sources. Middle: Ambient
occlusion. Left: difference image. The beach-cross
lightprobe[Deb98] was approximated by 2048 light
sources to create a high quality rendering

ing is originally presented in [DWS+88]. The key idea
behind deferred shading is to store rendering informa-
tion in images once per frame. These images resample
information of the rendered objects, like depth, nor-
mal, colour and other scene data. This allows to per-
form processes like ”‘lighting the scene”’ without the
need to touch the original geometry. Typically these
images are rendered into a so called multiple render
target (MRT), which allows the rendering of several
images at once. Algorithms, which only need to ac-
cess this data, run independently of the scene com-
plexity.

3. HYBRID OCCLUSION

Figure 3: Difference between the occlusion of single
light sources and an ideal hybrid directional/ambient
occlusion combination. Left: shadowing of the single
light sources. Middle: Result of an ideal hybrid ren-
dering. Left: difference image. Shadows of the single
light sources are computed on a coarse level to reduce
computational costs. Details are processed by a local
Ambient Occlusion technique. In Difference to 2 the
difference image shows fewer artefacts, since Ambient
Occlusion now only affects small regions.

Our key idea is to separate the complex self shadowing
problem into two parts. The first step is the global
shadow calculation on a level coarse enough to allow
interactive frame-rates. We use a shadow map based
approximation for the directional occlusion, but our
hybrid approach is not restricted to this specific class
of algorithms.

The benefit of this approach is mainly given by the
characteristics of the local part. In the local part oc-
cluders are only tested near the current object of inter-
est. This reveals high frequency details only and has
the low computational costs of a local process. The
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main strategy is the reduction of overall computational
costs by reducing the costs in the global part far more
then the costs appended by the local part.

Figure 4: Differences between Local(right) and
Global(left) Part. In the local part an object tries to
figure out its occlusion. In the global part light from
outside the scene is occluded by the scene.

The Global Part

Figure 5: Principle functionality of our global part
workflow. Upper image: We first render the whole
scene in the scene/shadow buffers. Lower image: in
the lighting stage only the data inside the buffers is
needed to perform the shadow computations. The
world position is calculated from depth and camera
information. This position is then transformed into
shadow map world space for the lookup.

Our intention within the global part is to calculate an
approximation of the directional occlusion effects of
the entire scene. The process starts by converting the
light probe into a set of directional light sources, for
which shadow maps are computed to approximate the
directional occlusion. The conversion process has to
be done once; since the light probe has a static prop-
erty. However, the shadowing process itself is dy-
namic and can be performed completely inside the

GPU. Additionally we intent to overcome the appear-
ance of single shadow borders by by adding noise
to the sample position of the shadow map. Unfor-
tunately this increases the amount of light bleeding,
since the higher threshold has to be chosen in order to
not shadow the occluder accidently. This is due to vir-
tually increasing the area of a texel in the shadow map,
which introduces the same artefact like decreasing the
shadow map resolution. The noising allows us to re-
duce the shadow map resolution, reducing the fill rate
used to generate the shadow maps, saving computa-
tional time. Unfortunately the whole shadowing pro-
cess will tend towards low frequency shadows, since
the high frequency parts are blurred away, too. These
two issues, light bleeding and missing details are then
addressed in the local part.

The Local Part
The idea of the local part is to add missing details to
the scene shadowing, and to correct artefacts, intro-
duced by the global parts approximation. In this part
we want to retrieve missing high frequency shadows
and additionally we reduce the light bleeding artefacts.
The basic approach is to apply an algorithm to the out-
put image of the global part, which darkens concave
areas of the scene with a local operation. Since this
wanted property is similar to ambient occlusion it ful-
fils both purposes.

Combination

Figure 6: The effects of the details introduced by the
local part: Top: local output. Middel: global part out-
put. Down: the final combination.

In a final stage we have to combine the results of the
two used methods. To simplify this we constructed
the whole process around a deferred shading render-
ing system. The local part outputs an attenuation
value, with which the result from the global pass can
be modulated. Modulation is a sufficient operation in
this case, since directional information provided by
the global part can not be applied to the local part

WSCG 2009 Communication Papers 4 ISBN 978-80-86943-94-7



Figure 7: Light bleeding reduction introduced by the
local part: Top: local output. Middel: global part out-
put. Down: the final combination.

algorithm. So both outputs are combined in a final
stage and not on a per lightsource level. Otherwise
the output factors of both algorithms would have to be
merged regarding their direction. By using an ambi-
ent occlusion technique in the local part we can work
around this problem.

4. IMPLEMENTATION
We implemented our technique on a NVIDIA 8k Se-
ries graphics hardware. It is a recent Graphics proces-
sor, which is capable to use the same processing stages
for vertex processing as well as fragment processing.
We use this capability to perform most of the work on
a per fragment level.

Global Part
Our experimental scene setup is illuminated by a large
spherical area light source surrounding the scene - the
light probe. We get our light setup by sampling the
light probe uniformly.

Figure 8: To smooth the transition between single
shadows we introduce noise to the current sample
position of the shadow map. Left image: shadow
map sampling using only the map position, right im-
age: shadow map sampling with noise, resulting in a
smoother appearance.

These light sources are used in conjunction with
shadow buffers to create the self shadowing effect. So

we can control 2 parameters. The first is the number
of light sources used; the second is the resolution of
the shadow buffers used. To enhance the image qual-
ity of the borders between shadowed and non shad-
owed areas, we introduce noise to the shadow map
sample position. (seen in figure 8.) The noise data is
stored in a small tiled texture, which is repeated over
the screen. This method introduces only low extra
cost in difference to other smoothing or soft shadow
methods. Additionally the shadow maps are applied
in a screen space based method, which makes this part
of the algorithm independent of the scene complexity.
The cost of the shadowing process is only dependent
of the number of shadows applied.

Local Part

Figure 9: Self occlusion of the depth image, showing
one line interpreted as height field: we test points in-
side a spherical region. The test results are related to
the current sample point in the centre to get an approx-
imation of its occlusion by its surroundings.

For the local self shadowing effects we have chosen a
screen spaced ambient occlusion technique similar to
the one presented in [SA07]. It only processes data
of the depth component of the MRT buffer. In differ-
ence to the SSAO technique presented in [SA07] we
used some simplifications. Our version samples the
occlusion of the spherical area around the currently
analysed pixel. We do not take into account the cur-
rent normal. The distance attenuation of the impor-
tance of an occluder is automatically given by using a
denser sampling towards the centre of the sphere. The
amount of occlusion is simply approximated by aver-
aging the test results of the sampled positions. Due to
this sampling method, objects occluding less then the
half of the sphere would appear brighter then usual.
Since this is the case for all convex objects, we clamp
the attenuation factor generated by the algorithm to the
range between [0..1].
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Figure 10: Overview of the used Rendering Architec-
ture.

Architecture
The rendering system was implemented via a de-
ferred shading approach. This allows a modular de-
sign and reduces the number of rendering passes for
algorithms working on the current frame of the scene.
An overview can be seen in figure 10. We start with
a standard scene traversal and rendering of the scene.
The result of the traversal is a light list, which is pro-
cessed later in the pipeline. The scene is rendered to
a multiple render target buffer wich holds the neces-
sary information for the later deferred shading pro-
cesses. In our case this buffer contains the colour com-
ponent, the normal component and the depth compo-
nent of the scene. We use the camera parameters to
reconstruct the word coordinates of pixel data from
the depth buffer information. The global pass is per-
formed with the light list, an associated shadow map
list and the colour + normal information from the MRT
buffer. The local pass consists of the SSAO algo-
rithm which works on the depth component of the
MRT buffer. To reduce the number of texture reads
inside the algorithm we make use of dithering. After
the SSAO stage an adaptive filtering stage is applied
to get a smooth appearance of the local pass output
image. For the final combination the image from the
lighting stage is attuned by the image from the local
pass.

5. RESULTS AND DISCUSSION
We presented a hybrid technique for calculating the
self shadowing of a fully dynamic scene with inter-
active to real-time frame rates. The technique splits
the process into a local and a global method in order
to combine the advantages of both. These methods
can be chosen independently and are not limited to the
ones we used. For the implementation of these two
parts we presented a combination of a shadow buffer
based self shadowing method and a screen spaces am-
bient occlusion algorithm. We have shown the ca-
pability of the local part to reduce light bleeding ef-
fects introduced by the method used in the global part.

Additionally it adds shadowing details, which are not
covered by the global part. Both parts are evaluated
on the GPU using a deferred shading approach which
is independent of the scene complexity. In our imple-
mentation we reach around 6 FPS when using an light
probe approximation of 512 light sources and around
15 FPS when using an approximation of 128 lights.

6. FUTURE WORK
A benefit of the presented implementation is the possi-
bility to use standard lighting models inside the global
part. The presented screenshots use lambertian re-
flectance, but other reflection models can be used, too.
A major problem of combining a directional occlu-
sion and an ambient occlusion technique is over oc-
clusion. Since both methods do not communicate with
each other, light can be occluded several times. A fu-
ture local approach should take into account the di-
rectional character of the incoming light. It would al-
low combining the directional occlusion information
of both parts correctly. Additionally the lighting in-
formation of the light probe would also be taken into
account in the local part. Another topic is the use of
global illumination techniques inside the global and
local part. The presented technique should be flexible
enough to allow such modifications. However, an in-
teresting aspect will be the combination of the local
and the global part. With increasing complexity of the
used algorithms it will be more and more necessary to
exchange information between local and global part
to get a seamless merge of the local and the global do-
main.
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Figure 11: Comparison between the different effects of the presented technique. Upper left: no self shadowing.
Upper right: local part. Lower left: global part. Lower right: combination of local and global part. The light probe
was sampled using 512 light sources. The achieved an average of 6 fps.

Figure 12: Comparison between different amounts of light sources in the global pass. Left image: 128 light sources
at 15 fps. Right image: 512 light sources at 6 fps.
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ABSTRACT 
We present an approach of geometric fitting of freeform shapes to 3D data points, where the size of the fitting 
problem is relatively large. The shapes studied represent ship propeller blades of dimension up to 3m, with preci-
sion requirements of few mm. Moreover, the shapes are freeform and designed using a geometric model depend-
ent on hundreds of numerical parameters. For the ship industry it is crucial to optimally deal with the shape pa-
rameters in order to judge whether or not a particular manufactured part fits within the tolerances. We have de-
veloped a method to evaluate the shapes numerically and we report on the approach we took. The sensitivity of a 
deviation objective function with respect to critical design parameters could be acquired. Also some procedures 
for automated optimization were explored. 

Keywords 
Propeller shapes, geometric design parameters, objective function, optimization, shape fitting 

1. INTRODUCTION 
Fitting of geometric shapes to predefined data points 
can be regarded as a special case of function fitting, 
where the function specifies a surface of dimensional-
ity 2 in three-dimensional (3D) space. Shape fitting is 
a well developed technique applied in surface recon-
struction for reverse engineering, or as part of a shape 
feature recognition process, for example [Chivate 
1993, Bardinet 1998, Thompson 1999, Li 2000, Piegl 
2001]. In most applications, the shape is modeled as 
function of shape parameters, for example when the 
shape is represented by B-spline functions (then the 
parameters are the control point coordinates), or as a 
form feature. In the latter case the parameters are 
called design parameters, since the parameters reflect 
a quantity which is relevant to the particular applica-
tion or purpose of the shape.  

Although designing new shapes starting from 3D 
range data is getting technically feasible [Vergeest 

2003], the major purpose of 3D scanning and meas-
urement is, historically, the verification of manufac-
tured parts against design requirements. Reverse en-
gineering of shape is mostly done in order to calcu-
late and present spatial deviations between a physical 
object and a nominal geometric model of the object’s 
surface. 

In this paper we explore some ways to evaluate rela-
tively complex shapes of ship propeller blades. These 
shapes have large dimensions (up to 3 meter each) 
and should meet high requirements of surface 
smoothness and geometric precision. The formal re-
quirements of the shapes is evaluated according to 
quantities defined in ISO standard ISO 484 of manu-
facturing tolerances [ISO 1981]. To evaluate the 
shape of a propeller blade against the standard it is 
sufficient, in industry, to measure a relatively small 
number (about 100) of surface points. It is obvious 
that practicing the right methodology for shape 
evaluation is critical, since the rejection of a manu-
factured propeller would be extremely costly. In sec-
tion 2 we describe the nominal model of the shape 
and the definition of the design parameters, and the 
general process of shape evaluation. In section 3 we 
investigate the sensitivity of the geometric deviation 
function on critical shape parameters. In section 4 we 
propose a semi-automatic method to determine 
whether or not a shape conforms to the ISO require-
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ments. An outlook to application of the method to 
larger number of parameters is given in section 5. 

2. DESIGN AND MEASUREMENT OF 
THE GEOMETRIC SHAPES 
The purpose of a propeller is to deliver propulsion to 
a ship by pressing water backwards with its rotating 
blades. The shape of a blade is designed to move 
water particles into the direction of its axis of rota-
tion. The distance that a water particle would theo-
retically be moved during one full revolution of the 
propeller is called the pitch of the blade. Once the 
requirements of the propeller are determined by the 
customer, the designer creates the shapes. The actual 
production is achieved by filling molds with a copper 
alloy. The inner shape of the molds is not exactly 
equal to the shape of the blade, since there should be 
compensation for shrinkage of the metal after cooling 
down. In this paper we will only consider the nominal 
model of the shape, as designed, and the shape of a 
physical propeller blade after its manufacturing (Fig-
ure 1). 

Figure 1. Example of a propeller blade. The marks 
on the surface indicate the locations of the verifi-
cation measurements. 

The model of the shape B is constructed from m pro-
file curves G’1, ..., G’m, where G’ i defines the inter-
section of B with a cylinder of radius r i with axis 
equal to the rotation axis of the propeller. However, 
G’ i is specified by the designer as the development Gi 
of the closed curve onto the xy-plane. Profile Gi is 
specified by n points gij with coordinates (xij ,, yij  ), 
i=1, ... ,m, j=1, ..., n. Here we assume that n is the 
same for all profiles. To each profile Gi the following 
quantities are assigned, which will determine the 
mapping of Gi into �3: 

• r i is the radius of the cylinder onto which the 
points gij, j=1,...,n will be placed. 

• φi is the pitch angle designed for the profile. The 
pitch angle determines the pitch distance (de-
fined below). A pitch angle can be designed (im-

plemented) by rotating the profile in the xy-plane 
by that angle. 

• pi is the pitch distance, defined as the theoretical 
amount of shift due to a screw revolution of 360 
degrees, or pi=2πr i tg φi. and hence φi = atan 
pi/2π r i. 

• σi is the skew distance designed for the profile. It 
is implemented by a shift of the profile in the 
surface of the cylinder in a direction perpendicu-
lar to its axis. 

• ρi is the rake distance designed for the profile. It 
is implemented by a shift of the profile in the 
surface of the cylinder into a direction parallel to 
its axis. 

Examples of a profile curve is shown in figure 2. 

Example profile in 2D
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Figure 2. One of the profiles Gi of an example 
blade design. 

The profiles Gi are mapped into space by applying 
the transformation Ti to each of its points gij as fol-
lows: 

g' ij = Ti (gij) = Ti(xij, yij),  (1) 

such that 
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From the points g'ij the mapped profiles G'i can be 
derived for i=1,...,m and from these the nominal blade 
design B. Figure 3 shows the points g'ij of an example 
blade design with m=25. 

Equation (1) implies the coordinate system conven-
tion used, which differs from the one depicted in 
[ISO 1999]. 

From (1) we see that in 3D points g’ ij are located on 
cylinders with axes in the z-axis of the coordinate 
system. 
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Figure 3. Profile points positioned in 3D space 
using equation (1). 

In the simplest case, if rake, skew and pitch are van-
ishing, a profile point in the origin of the 2D plane is 
placed in 3D at the intersection of the y-axis with the 
cylinder. Points with positive x-values in the 2D 
plane will be positioned with negative x-coordinates 
in 3D, since fij is getting negative. Points with posi-
tive y in 2D will have lower z-coordinates in 3D. 
Now, if the pitch angle (or pitch distance) is set to a 
positive value, points in the profile having large x-
values in the 2D plane move up into positive z-
direction in 3D. In other words, due to increasing 
pitch the profile is rotated in 3D about the y-axis in 
the positive sense, i.e. counterclockwise, and thus 
influences the shape of the propeller. If the propeller 
is operated and be rotated clockwise about the z-axis, 
the profile would then be rotated clockwise about the 
z-axis and the water be pressed into the positive z-
direction and thus the ship be propelled into the nega-
tive z-direction. Then the water is pushed by the pres-
sure side, as it should for forward propulsion of the 
ship. The shape of the blade resulting from equation 
(1), see Fig. 4, should be interpreted in 3D relative to 
the ship as follows. The forward direction of the ship 
is in the negative z-direction, the y-direction is verti-
cally upward and the x-direction is horizontal to the 
right as seen from an observer on the ship looking 
forward. The blade is orientated such that the line 
from axis of rotation toward the tip of the blade is 
roughly into the positive y-direction. As seen from 
behind the ship the blade is pointing upward and its 
pressure surface is visible. Due to forward operation 
the tip of the blade has a speed into the positive x-
direction. The profile point located nearest to the 
origin of the 2D plane (as in Fig. 2) will in 3D have 
the largest x-value and will move into the positive x-
direction and therefore is a point on the so-called 
leading edge of the blade. The concave part of the 
profile (the lower part in Figure 2) is facing the posi-
tive z-direction in 3D and is hence in the pressure 

surface. A drop of water near the pressure surface of 
the blade will observe the surface moving toward it 
and receive a momentum into the positive z-direction. 

If the pitch would increase then the shape in Fig. 5 
would be further twisted about y. If the rake of a par-
ticular profile gets positive, then in 3D the profile 
shifts into the positive z-direction, according to equa-
tion (1). When its skew increases, the profile moves 
into the positive x-direction in 3D. Obviously, rake 
and skew have a smaller effect on the performance of 
the screw than has the pitch. 

 

 

Figure 4. Shape of B in 3D space after applying 
equation (1) to the profile points. 

The model depicted in Fig. 4 includes the foot of the 
blade, which was not represented by the profile 
points. We show this picture to provide a clear im-
pression of the positioning of the blade relative to the 
propeller and the ship. However, from this point on, 
we will refer to a simpler shape design directly ob-
tained from the profile points, see Fig. 5. This shape 
is used for the computation of distances between 
measured points on a surface and the designed sur-
face later. The shape consists of two B-spline sur-
faces, one representing ∂Bp (the pressure surface as 
designed) and the other ∂Bs (the suction surface) . 
The pressure surface in Fig. 5 was obtained from the 
designed profile points g’ ij as follows. The profile 
points form two networks of m×n = 25×19 points 
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each, one for the pressure surface, one for the suction 
surface. Using a tensor-product B-spline approxima-
tion method [VNI 2006] we determined the B-spline 
surface of polynomial degree 3 in both directions, 
having 15 control points in each direction approxi-
mating the profile point network of the pressure sur-
face in a least-squares sense. The suction surface ∂Bs 
was obtained similarly. 

 

Figure 5. Shape of B consisting of two B-spline 
surfaces fitted to the profile points in 3D. 

Once a blade B has been manufactured it is inspected 
as to verify whether its shape fits within the toler-
ances supplied by the customer. The current proce-
dure at the Wärtsilä company includes the digitization 
of the shape of physical part B. Typically, about 100 
data points are acquired of each of the two surfaces, 
∂Bp and ∂Bs. Let us denote these two point sets by pi 
and si, where pi, si ∈ �3 and i is an index from 1 to 
the number of points in the set. The locations of the 
measured points pi and si relative to the designed 
shapes are shown in Fig. 6 for the example model. 
Suppose that the data points pi are all in front of the 
designed surface ∂Bp when viewed from an angle as 
in the upper picture of Fig. 6. Then, in case the devia-
tion would exceed a tolerance it could be resolved by 
machining or polishing material away from the pres-
sure side of B. However, when the data point would 
be behind the designed surface, there is a risk that B 
is too thin, and there were no correction possible by 
machining. It is therefore the general policy to pro-
duce B for which piz < p’ iz for all i, where piz is the z-
coordinate of pi and p’ iz is the z-coordinate of p’ i , the 
point in ∂Bp closest to pi. Similarly, siz > s’iz for all si 
and s’i is the point in ∂Bs nearest to si. In the particu-
lar example shown in Fig. 6 the z-residuals have all 
have that property.  

 

 

Figure 6. B-spline surface representing the pres-
sure surface and points measured on it (top); same 
picture of the suction surface (bottom). 

In Fig. 7 the distribution z-differences Dz, calculated 
as  piz − p’ iz and siz − s’iz ,have been plotted. The Dz 
against the radius of the data points, i.e. their distance 
from the z-axis, are shown in Figure 8. The data 
points appear in a vertical linear pattern, due to the 
fact that the surface was measured at about 5 posi-
tions on a profile of a particular cylindrical radius r. 

3. SENSITIVITY ANALYSIS OF 
SHAPE PARAMETERS 
Instead of correcting physical part B itself we can (at 
least theoretically) also modify the design B as to 
fulfill the measurement conditions piz − p’ iz > 0 and siz 
− s’iz. < 0 (if necessary) and/or to decrease the mean 
error of the physical part against the modified nomi-
nal design model. 
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Figure 7. Distribution of signed Z-residuals of the 

measured data points to the nominal surface of 
the blade. 

 

In doing so, the negotiation between customer and 
supplier is made in terms of design parameters, rather 
than in terms of spatial deviations of measured points 
from the nominal shape. We wish to gain understand-
ing of the effect on the shape due to modification of 
shape parameters. The parameters which are the least 
critical to the performance of a propeller are the rake 
parameters ρi. Suppose that the design fulfills all re-
quirements is still not optimal. Then modification of 
rake could improve the shape while remaining meet-
ing the requirements. This offers an opportunity to 
optimize a manufacturing condition 
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Figure 8. Z-residuals of the measured data points 
versus their radius. 

 From equation (1) it follows that if the rake ρi  of 
some profile(s) Gi is increased by a positive amount a 
then the values p’ iz and s’iz will increase by an amount 
between 0 and a, depending on the location of the 
surface point relative to the changed profiles. In 
terms of the two plots in Fig. 8 it means that points in 
both plots will move down when a is increased and 
will move up when decreased From Fig. 8 it can be 
reasoned that at r near 3500mm the rake should not 
be increased since it would make some of the Dzi for 
the suction side negative and thus bring some data 
points inside the blade’s volume. A decrease of the 
rake would be admitted. The largest deviation be-
tween data points and suction surface occurs at r ≈ 
3000mm, so an increase of rake in that region might 
improve the shape fit in a least-squares sense. 

We performed a numerical sampling of rake values 
ρ’ i around the design values ρi by setting: 

ρ’ i = ρi + A1  for  1 ≤ i < 5 

ρ’ i = ρi + A2  for  5 ≤ i < 9           (2) 

ρ’ i = ρi + A1  for  9 ≤ i < 13, 

where we used step sizes of 5mm for A1, A2 and A3.  
The index i=1 corresponds to the data points on the 
profile with largest radius, r1 = 3650mm, and the 
highest, i = m = 25, for this particular blade design, 
the radius is r25 = 730mm. The A-parameters influ-
ence the rake values and thus the position of the de-
sign points g' ij as follows. A1 affects points in the 
region of approximately 3600mm < r < 3650mm, A2 
in the region 3100mm < r < 3600 and A3 in the region 
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Table 1. Deviation of data points from the shape for three configurations. 

Measure Initial design A1,2,3 = (-20, -5, +5)  Free ρρρρ0 ... ρρρρ11 

Dist. sq. P (mm2) 15609.3 13644.7 16059.2 

Dist. sq. z P (mm2) 13103.8 10991.3 13565.8 

Av. dist. P. (mm) 12.5 11.9 12.9 

Max. dist. P (mm) 26.9 21.1 27.2 

Dist. sq. S (mm2) 18442.2 19684.8 15885.3 

Dist. sq. z S (mm2) 12391.2 13897.0 11223.5 

Av. dist. S (mm) 13.8 14.5 12.7 

Max. dist. S (mm) 27.4 27.0 25.9 

Dist. sq. P and S (mm2) 34051.4 33329.5 31944.5 

  

2370mm < r < 3100mm. The best fit by sampling was 
obtained for A1 = −20mm, A2 = −5mm and A3 = 
+5mm. We also performed a shape fit with ρ0 ... ρ11 
as independent free parameters. The results of the 
analysis are shown in the second data column of Ta-
ble 1. 
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Figure 9. Z-residuals of improved shape design, 
for optimal A1, A2 and A3. 

 

 

The sums of the distances squared from the meas-
urements of the pressure surface (P) and suction sur-
face (S) are presented, as well as the average and 
maximum distances. 

We performed a 12-parameter fit where the objective 
function was the sum of the two sums of distances 
squared, displayed in the lower row of Table 1. The 
result from the 12-parameter fit, listed in the right-
most column of Table 1, is not realistic, since the 
rake values deviate strongly (between 10 and 
1000mm) from the original design, leading to a dis-
torted shape of the blade (not shown). So, although 
the fitting criterion is well satisfied, the shape would 
be unacceptable. The method of stepwise varying sets 
of 3 adjacent rake values, as in equation (2) provides 
a more reliable result. The individual data points for 
this configurations are shown in Figure 9, and can be 
compared to Figure 8. One improvement of the de-
sign in Figure 9 is the reduction of the error at the 
pressure surface around r = 2900mm. It goes at the 
cost of a slightly larger sum of squared distances at 
the suction surface, but the total error, of both sur-
faces together reduces from 34051.4mm2 to 
33329.5mm2. 

We study the effect of changing rake more closely by 
varying A3 around its best value A3 = 5mm found 
during the rough stepwise sampling. The quantities 
defined for Table 1 are plotted as a function of A3 in 
Figure 10.  
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Figure 10.  Deviation of shape from data points a 
function of deviation of rake with indices 7 to 11. 

The sum of distances squared of the data points 
measured on the pressure surface (labeled “to P” in 
Figure 10) is minimal for A3 ≈ 19mm, compared to A3 
≈ −14mm for the suction side. The total sun of dis-
tances squared in the z-direction are shown as well. 
The total sum reaches its minimum at A3 ≈ 3mm. 

4. POSSIBLE FITTING STRATEGY 
The minimal total sum (as used for Figure 10) is a 
criterion for goodness of shape, since it implies that 
material should be removed from both sides of the 
physical part in order to achieve zero-error. However, 
care should be taken that the modified shape design 
never touches or encloses data points. 

As mentioned, leaving each rake value as a free pa-
rameter in a fit does not work properly. The main 
reason for this is the instability of shape generation 
from the design points g' ij. This problem does not 
occur during the regular design process, where the 
overall smoothness of the shape is controlled. For the 
purpose of the numerical experiments, however, we 
used a simpler, faster shape generation method as to 
keep the objective function efficient. In this simpli-
fied method it can occur that the shape becomes wavy 
when subsequent rakes are changed very unevenly. 
To avoid those fluctuations, we varied the rake values 
in sets, as in equation (2). The result of such a fit is 
shown in Table 2. Indeed the total sum of squared 
distances is reduced compared to the estimated values 
in the middle data column of Table 1, however at the 
cost of a larger distance at the pressure side of the 
blade. 

The fitting result in Table 2 was obtained by setting 
the starting values for A1, A2 and A3 to -20, -5 and 5. 
When choosing different starting values, the fit typi-
cally appear to be worse. 

 

 

 

 

Table 2. Fit of shape to data points with free pa-
rameters A1, A2 and A3. 

Measure A1,2,3= (−−−−20.0, −−−−5.2, 3.5) 

Dist. sq. P (mm2) 15228.2 

Dist. sq. z P (mm2) 12345.6 

Av. dist. P. (mm) 12.7 

Max. dist. P (mm) 23.0 

Dist. sq. S (mm2) 17640.9 

Dist. sq. z S (mm2) 12381.9 

Av. dist. S (mm) 13.7 

Max. dist. S (mm) 26.2 

Dist. sq. P and S (mm2) 32869.1 

 

The fitting strategy could be composed as follows: 

1. Import the data points from measurements of the 
pressure side and the suction side of the propeller 
blade(s). 

2. Calculate the deviation of the data points from 
the nominal design of the blade surface. 

3. If any of the data points is contained in the vol-
ume of the nominal model or if any data point is 
too far off from the nominal design, issue a mes-
sage. 

4. Starting form the nominal design parameters, 
minimize the total of the sums of squared dis-
tances of data points to the shape, where a subset 
of the shape parameters are free in the fitting 
procedure.  

5. Perform some sampling of the free parameters 
and conduct the action as described in step 4. If 
any shape is found better fitting the data points, 
then save these parameter values. 

6. Verify whether this shape is conform the specifi-
cations of the customer. If not reiterate step 5. 

7. Use the resulting shape to generate a milling or 
grinding process to achieve a physical part 
matching a design. 
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5. DISCUSSION 
We have shown for a particular case that instead of 
the shape of the nominal design, an improved shape 
can be found to control the final machining process of 
the physical part. The new shape can provide a better 
balanced machining result because the shape is “posi-
tioned” halfway the data points of the pressure sur-
face and those of the suction surface. Then the 
amounts of material to be removed from the two sides 
are approximately equal, making the machining proc-
ess more efficient. 

Using the simplified surface construction method, the 
objective function of the fitting procedure is suffi-
ciently efficient as to generate new shape proposal in 
about 100s or less. However, as mentioned, there is a 
small deviation between the shape constructed using 
the company’s high-end CAD system and the shape 
we obtained by a straightforward least-squares cubic 
B-spline surface fitting against the design points g' ij 
of equation (1). In this B-spline fit, there are multiple 
options for the B-spline knot vector and the polyno-
mial degree of the B-spline functions [VNI 2006]. 
There is also an issue in the computation of the dis-
tance between a data point to the B-spline surface. 
Finding the point in the B-spline surface closest to a 
given data points depends on a Quasi-Newton fit with 
the u- and v- parameters of the B-spline surface as 
free parameters. In some cases this fit produces a 
wrong local minimum, and thus fails to find the clos-
est point. We could solve this issue by choosing 16 
points evenly dispersed in the  uw-space, and per-
forming the distance computation with each of these 
16 points as starting values. 

As mentioned, the fitting procedure for shape against 
data points can produce unreliable results. The Quasi-
Newton algorithm typically outputs a local optimum 
near the starting values supplied. Even if the number 
of parameters is kept as low as three (as we did with 
the Ai fits), finding the global optimum requires pre-
sampling of the parameter space. Whereas this 
proved feasible for three parameters, it would become 
impractical for 10 or more parameters. A more so-
phisticated search algorithm, dedicated to the specific 
geometric characteristics of propeller blades should 
be developed. It is unlikely that such an algorithm 
would work on the data consisting of as few as about 
a hundred points on each side of the blade. A medium 
dense point set, of about 5000 points on each surface 
side is required. 

As mentioned, the pitch is a more critical parameter 
than the skew and rake are. Still, very small changes 
to the pitch of the nominal design model based on 
measurements of the produced part, could improve 
the final machining process as we showed for 
changes of rake, that is better balanced removal of 

material. However, if the measurements would reveal 
that the pitch values are not as designed (and maybe 
even exceed the tolerances) then it can be attempted 
to create a new design model with improved pitch 
values, but still contained within the volume of the 
manufactured part. 
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ABSTRACT 

 
3D shape transformation is usually confined to transformation between a pair of objects. The objective of this paper 
is to look at shape transformation from a different perspective: instead of binding this concept between two objects, 
the technique is extended to the concept of  incorporating the characteristics of a number of objects in one body at a 
time. Equal number of slices are generated from all objects. Slices may be parallel to each other or each slice may 
have different orientation. Traversal of a data along its longitudinal direction may generate slices which are 
differently oriented from each other. When multiple objects are transformed to one and is used as an influence shape,  
it also works as incorporating multiple influence shapes at a time during transformation between two objects.  The 
paper shows the ease of implementation of this concept in sliced data and also discusses its extendibility. 
 
Keywords: 
Shape Transformation, Boundary interpolation, Surface Reconstruction. 
 
1. INTRODUCTION 
Generally shape transformation means incorporating 
the characteristics of two different bodies in one output. 
Our aim is to interpret the term in a different way: 
incorporating the overall characteristics of a number of 
different objects (more than two) in one output or 
incorporating the characteristics of a number of 
different objects in different proportions in one output. 
The idea of inventing and designing new models may 
have applications in show piece design, in pottery 
industry as well as in animation industry.  
In this paper a shape transformation algorithm based on 
slices is discussed. A number of objects are collected 
and equal number of slices are generated from these 
objects. Slices from a particular object may be parallel 
to each other or each slice can have different 
orientations. The method works with minimal user 

intervention without producing any significant 
distortion to the eye. Again a number of different 
transformed output can be generated from the same 
number of objects and user has the right to choose the 
best one. This method particularly shows the 
extendibility, versatility of the sliced data and ease of 
its implementation.  
 
2.   BACKGROUND 
Shape transformation algorithms can be classified into 
the following two broad categories: a) Surface-based: 
consists of continuous mapping of small pieces of 
polygonal surfaces of corresponding objects; b) 
Volume-based: modifies voxel values of a volume data 
set. 
Surface-based approach uses user-defined control fields 
such as point fields, line fields etc. during transforma -
tion to map key features of the input objects  [Hong88, 
Kent92, Gregory98, Lazarous94, Lee99]. Surface-based 
methods are important because of its ability to morph 
between objects of different types of genus, but these 
methods also require a significant amount of user input. 
Another troubling feature of surface-based method is 
the problem of self-intersection. It cannot guarantee that 
polygonal surfaces will not pass through themselves, 
creating self-intersecting intermediate result as found in 

Permission to make digital or hard copies of all or part of 
this work for personal or classroom use is granted without 
fee provided that copies are not made or distributed for 
profit or commercial advantage and that copies bear this 
notice and the full citation on the first page. To copy 
otherwise, or republish, to post on servers or to redistribute 
to lists, requires prior specific permission and/or a fee.  
Copyright UNION Agency – Science Press, Plzen, Czech 
Republic. 
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[Hong88]. All these problems will become more 
prominent when more than two objects are involved. 
Volume-based approach alleviates some of the 
problems mentioned above. Among them, the simplest 
approach is the cross-dissolving method [ Hughes92,He 
-94] which at first transforms volume data from spatial 
domain to frequency domain, interpolates volume in 
frequency domain and again transforms back to spatial 
domain. Transformation of multiple objects based on 
fourier or wavelet can be easy but both methods will 
have difficulties in specifying slightly complex 
geometric transformations such as object rotation. 
This problem can be alleviated by applying warping 
before interpolation as found in [Lerois95]. Here user-
defined warp is applied on input objects to resemble 
each other. Instead of using point and line control fields, 
user-specified disk field [Chen96] can be used. Equal 
number of disks are applied on both source and target to 
establish correspondence between them. Each disk has 
its own normal direction which helps considering 
distortion of the body. But as the number of input 
objects increases, the amount of user intervention 
involved  also increases in both of the above mentioned 
cases. 
‘Distance Volume’ [Payne92] measured by computing 
the shortest distance of each voxel within the volume to 
the surface of the object or ‘Level Set Method’ 
[Breen01] where the way in which points on the surface 
moves is used to establish connection among all input 
objects may not scale well as the number of objects 
increases. 
In shape transformation using implicit function 
[Turk99], implicit functions of each pair of 2-D slices 
are determined using a set of constraints i.e. location, 
weight, scalar values etc. When the number of objects 
increases, this method may become a bit complex. 
Pasko et al. uses CSG for blending a number of objects 
but in a very limited way [Pasko05]. 
From the above discussion, it is obvious that most of 
the shape transformation methods do not scale well as 
the number of objects increases. Our aim is to develop a 
shape transformation algorithm which optimizes user 
input, considers rotation/orientation of rigid body 
during transformation as well as scales better when the 
number of input objects increases. 
  
3.    PROPOSED ALGORITHM  
 
The algorithm mainly consists of the following major 
steps as shown in Figure 1: 
• Data Traversal and the Slicing of the Data;  
• Boundary Extraction; 

• Boundary Projection and Boundary Interpolation; 
• Orientation and Translation of Boundaries; 
• Surface Reconstruction. 

 
Figure 1: Flow Chart of the Proposed Algorithm. 
 
Various steps of the algorithm are discussed in detail in 
the following sub sections. 

3.1 Data Traversal and Slicing of the Data 
A number of data is collected. The initial orientations 
along which the data are subdivided in the first step of 
the binary subdivision is defined along any of the 
directions of the Oriented Bounding Box (OBB) 
[Lin96]. An Oriented Bounding Box (OBB) is a 
bounding box that does not necessarily align itself 
along the coordinate axes. OBB is constructed from the 
mean and covariance matrix of the cells and their 
vertices that define the dataset. The eigen vectors of the 
covariance matrix are extracted, giving a set of three 
orthogonal vectors that define the alignment of the 
dataset. Figure 2 shows the difference between a 
normal bounding box and an oriented bounding box. 
No doubt, an oriented bounding box more closely fits 
the data than a normal bounding box. The purpose of 
choosing the oriented bounding box is to allow 
checking of the longitudinal direction of dataset from 
its oriented bounding box rather than from normal 
bounding box. 
Eigen vectors describe the maximum, medium and mini 
–mum  variance of  concentration of  point  clouds. The 
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Figure 2: (a) Normal Bounding Box and (b) Oriented 
Bounding Box. 
 
‘maximum’ direction shows the maximum amount of 
concentration of the cells of the data along that 
direction, whereas the ‘medium’ direction exhibits less 
amount of concentration than maximum direction and 
the ‘minimum’ direction shows the least amount of 
concentration or the least alignment of the cells along 
that direction. The first subdivision takes place along a 
plane centered at the center of the Oriented Bounding 
Box (OBB) of the object with normal along the initial 
alignment. This step, called ‘step 0’, divides the data 
into two end parts. 
In the next step i.e. ‘step 1’, each of the two end pieces 
found from ‘step 0’ is wrapped with OBB and tested 
whether the longitudinal direction of the alignment of 
the sliced end is still within the maximum or medium 
direction of the OBB. If the alignment is still within 
maximum/ medium direction, a line joining the center 
of the previous cut plane and the center of the OBB is 
used as the direction of the cut plane normal for the 
ends in that step (Figure 3(a)). Otherwise ends are 
sliced along the cut plane normal found in the previous 
step which is used for any further subdivision of the 
ends and in the subsequent steps no further checking on 
the alignment is done. At the end of ‘step 1’, the data is 
divided into four parts i.e. two end parts and two middle 
parts. 
Before further subdivision of the ends, if necessary, 
checking is done for the alignments of the two sliced 
ends. The procedure described in ‘step 1’ is followed 
for further subdivision of the two ends. For the middle 
parts, data is sliced along the plane with center as the 
center of the OBB and normal directed along the 
resultant normals of the two ends of the middle data 
(Figure 3(b)). Slicing is continued along the 
longitudinal direction until the desired number of steps 
is reached. In each subsequent step, the number of 
slices is doubled. The default longitudinal direction is 
the ‘maximum’ direction of the eigen vectors and the 
default number of steps for binary  subdivision of the 
data is ‘four’. To provide more flexibility, the initial 
longitudinal direction as well as the number of steps 
can be defined by the user. We indicate the maximum 
alignment as ‘0’, the medium alignment as ‘1’ and the 
minimum as ‘2’. Therefore, the users are allowed to 

vary the morphed output based on the initial alignment. 
Subdivision can also be forced to happen along any 
particular direction or along any of the axes i.e. x, y or z 
to generate parallel slices.  
 

 
Figure 3: Division of (a) the End Data and (b) the Middle 
Data. 
 
After reaching the desired number of steps, two ends 
are traversed along the tip. Usually no further checking 
for the alignments of the two ends are needed now as 
the current alignments of the sliced ends are usually not 
along the maximum or the medium direction of the 
OBB of the two sliced ends. Hence the normal is 
usually along the direction which was found at the step 
before the last checking step and traversing towards the 
tip is continued along that direction until it is close  
enough  to the tip. At this stage two ends are again divi 
-ded into two parts.  
 
3.2 Boundary Extraction 
Only boundaries of the slices are extracted (Figure 4). 
As discussed above, in ‘step 0’, data is divided into two 
parts. In each of the subsequent steps, the number of 
slices are doubled. Hence in ‘step 4’, there are 2(4+1) i.e. 
32 slices. From 32 slices, 31 boundaries can be 
extracted. Then boundaries at the ends which are 
determined after the specified number of steps is 
reached are also added. Two such boundaries at the two 
ends result in a total of 33 boundaries each. Hence in 
‘step 4’, the number of extracted boundaries (for each 
data) is computed as follows: 

2(step+1)  + 1 = 2(4+1) + 1= 25 + 1 = 33. 

3.3 Boundary Projection and Boundary 
Interpolation  

All data boundaries are projected onto the XZ plane and 
centered at the origin. Each of the boundaries are 
traversed along the direction of their minimum X (Xmin) 
to maximum X (Xmax) with a traversal plane defined as 
(1,0,0). For each boundary, traversal spacing is deter- 
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Figure 4: Extraction of Boundaries from a Number of 
Data. 
 
mined separately. Equal number of traversals is perfor -
med for all data. Traversal spacing is determined as 
follows: 

Spacing =  (Xmax – Xmin)/ Number of Traversals 

Only boundary points are extracted from the traversals. 
If the number of extracted points in any cut plane 
happens to be odd, it is made to be even. Next interpo -
lation is performed onto the XZ plane. For simplicity, 
linear interpolation is used in our implementation. Here 
it should be noted that only one normal is extracted per 
boundary regardless of whether any particular boundary 
consists of multiple holes or empty spaces. Also each 
boundary has one center irrespective of the irregular 
geometric configuration of that particular boundary. 
Usually corresponding boundary point clouds are just 
interpolated. Sometimes enhancement of the interpola -
tion process is carried out. When all boundaries have 
equal number of regions and there are more than one 
region in all of them, then each of the corresponding 
regions are interpolated so that interpolated point 
clouds also have equal number of regions (Figure 5). 
Region is an area where the number of points extracted 
by the cut plane is the same while traversing along the 
X axis. 

Again when there are equal  number of empty spaces in 
all boundaries, we have equal number of corresponding 
regions for the corresponding boundaries. Thus corres -
ponding regions can be interpolated. When some of the 
boundaries contain empty space while other does not 
have any, number of empty spaces is counted from the 
boundary which contains the least number of empty 
spaces and equal number of empty spaces are inserted 
into the non-empty boundaries. Now all the boundaries 
contain empty spaces. When there are unequal number 
of empty spaces/ regions, rightward and leftward traver 
-sals are carried out from both ends until region in one 
of the  boundaries is exhausted. Corresponding  regions  

Figure 5: Interpolation of Boundaries after Region 
Separation. 

during the traversal are just mapped and interpolated 
while the remaining regions can just be mapped if the 
exhausted side ends with an empty space. Otherwise 
number of empty spaces is counted from the non-
exhausted side which contains the least number of 
empty spaces and a similar process is applied by 
inserting into the region of the exhausted side equal 
number of empty spaces. 

3.4 Orientation and Translation of 
Boundaries 

Each of the interpolated boundary already projected 
onto the XZ plane is oriented along the resultant normal 
of each of the source and target boundaries and trans 
lated- to the average center of each of the source and 
target boundaries (Figure 6).  When all the interpolated 
boundaries are oriented as well as translated, we get the 
outline of the morphed output (Figure 7). 

 
Figure 6: Orientation and Translation of a Single Inter -
polated Boundary. 
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Figure 7: Orientation and Translation of  All Interpola- 
ted Boundaries. 

3.5 Surface Reconstruction 
From the stack of oriented and translated boundaries, 
surface of the morphed object is constructed. Each of 
the boundaries merges with the next boundary by 
dividing the in-between space of the two consecutive 
boundaries into a number of cells. Surface reconstruct- 
tion is performed by only considering each of the two 
consecutive boundaries. This simplifies the overall sur -
face construction process as where data is highly ire -
gular, necessary modification among cell coordinates is 
limited to only two consecutive boundaries. Surface 
reconstruction in detail is discussed next. 

3.5.1 Disconnected Region Separation 
Each consecutive boundary may have regions which are 
disconnected from one another (Figure 8(a)). Nearest 
neighbor searching is carried out to find this kind of 
regions. The disconnected regions are laterally mapped 
(for better effect) and the other regions are to be 
mapped across the boundary. This is called vertical 
mapping (Figure 8(b)). The details of the vertical 
mapping are discussed in the next subsection. 

Figure 8: Separating Disconnected Regions 
between Two Consecutive Boundaries. 

3.5.2 Basic Cell Construction 
After region separation, two consecutive point/ cell 
arrays (representing two consecutive slices) are 
obtained and vertically mapped. The two arrays which 
contain the number of interpolated points at each index 
need to be compressed so that the process of mapping 
can be carried out in an easier and straightforward 
manner. Figure 9 shows the process of compressing two 
consecutive arrays. In the compression, the arrays are 
transformed into two new arrays each: region number 
array (where region numbers are stored) and number of 
occurrences array (where the number of occurrences of 
each region number are stored). 
Firstly, the size of both arrays should be made equal 
using a heuristic approach. Sometimes some index 
values are dissolved and some are omitted in order to 
make the size of both arrays equal. Corresponding 
values of the number of occurrences arrays should also 
be made equal so that they are ready to be vertically 
mapped. In the case of unequal values, the larger of the 
two values is made equal to the smaller number by 
removing excess number of that particular number of 
occurrences value. Corresponding number in the two 
region number arrays should also be equal for the pur- 
pose of vertical mapping. If they are not equal, a further 
processing needs to be done. The process starts with 
finding the nearest matched index values of the region 
number arrays by traversing to the left and the right. 
The nearest matched values will ensure better continui -
ty between different-numbered regions. Next the 
corresponding region numbers are split into two 
portions where the values of the region number of the 
first portion is derived from the continuous mapping of 
the nearest matched index values to the corresponding 
region number values and the values of the region num-
ber of the second portion are the remaining region num 
-bers resulting from the split. In the example (Figure 9), 
the first discrepancy occurs at index number ‘2’ and the 
nearest matched values are at index number ‘1’ with a 
value of ‘4’ and ‘4’. The current values (i.e. 8 and 6) 
need to be split into two portions. The first portions are 
made equal to ‘4’ and the second portions are assigned 
the remaining values (8-4 = 4 and 6-4 = 2). 
At the end of the entire processing, two sets of region 
number arrays are obtained. The top set (Figure 9(a)) 
now consists of equal region number and can therefore 
be vertically mapped whereas each of the bottom set 
(Figure 9(b)) is to be laterally mapped separately.  
Enhancement is carried out in surface reconstruction 
when empty space is met or at the transition point 
between two different-numbered regions.  
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 the shape transformation when there 
jects. In Figure 11(a), shape transfor – 

mation is performed with the initial direction of traver -
sal for all data along the principal axis Y  and in 
Figure11(b) transformed output is generated with initial 
direction of traversal  for all data along minimum direc 
-tion of the eigen vector i.e. ‘alignment = 2’. 

Figure 12 compares the shape transformation as the ini 
-tial direction of traversal for the same input object cha 
-nges. In Figure 12(a), the initial direction of traversal 
for all data is  along the maximum direction of the ei -
gen vector i.e. ‘alignment = 0’ and in Figure 12(b), the 
initial direction of traversal for the first data along prin -
cipal axis Y and the rest of the data is along the maxi -
mum direction of the eigen vector i.e.‘alignment = 0’. 

Instead of incorporating the overall characteristics of all 
the objects into one, different parts of different objects 
can be incorporated in different proportions during 
shape transformation or some portions of some objects 
can be kept unchanged. This may result in a totally 
different objects which is a blend of a number of 
objects. Figure 13 shows shape transformation by blend 
-ing  two objects in top and bottom portion  while the 
middle portion is a blend of three objects. Figure 14 
shows the gradual transformation between two objects 
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where the initial directions of traversal for both objects 
are along the minimum direction of the eigen vector i.e 
‘alignment = 2’. 

   
Figure 10: Shape Transformation when the Number of 
Input Objects is Equal to Three. 

Figure 11: Shape Transformation when the Number of 
Input Objects is equal to Four. 

 
Figure 12: Shape Transformation for the same Input 
Objects with Different Initial Direction of Traversal. 

Figure 13: Shape Transformation by Blending  Different 
Objects in Different Proportions. 

Figure 14: Gradual Shape Transformation between Two 
Objects (Leftmost and Rightmost). 

The usual way of incorporating multiple influence 
shapes in shape transformation is to use different 
influence shapes at different stages of transformation in 
between two objects. Using multiple influence shape in 
this way does not incorporate the overall characteristics 
of all the influence shapes among all the intermediate 
objects.  This shortcoming can be alleviated by using 
our technique. All the influence shapes are transformed 
first. Then the transformed object can be used as a 
single influence shape to produce a uniform blend of all 
the influence shapes during transformation (Figure 15). 

 
Figure 15: Transformation of Multiple Objects to One 
Single Object to Influence the Original Path of Morphing. 

  (a) 

  (b) 

  (a) 

  (b) 

(c) 

  (d) 

  (a) 

  (b) 
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5. DISCUSSION 
This section compares the proposed algorithm with 
some other existing shape transformation algorithms. 
Most surface-based methods consider the distortion/ 
rotation of the rigid body, but division of both source/ 
target into a number of corresponding patches or 
meshes is needed at the expense of a large number of 
user input and longer pre-processing stage [Kent92, 
Lazarous94, Gregory98, Breen01]. Hence surface-
based methods do not scale well when the number of 
input objects increases. The proposed algorithm works 
without any user input with default initial settings 
(‘number of steps = 4’ and ‘alignment = max’).  If 
variations in the number of steps and alignments are 
desired, the user just needs to specify these two 
variables. The number of slices can also be reduced by 
varying the number of steps. This automated method of 
reducing the number of slices as well as run time is 
absent in most other algorithms. In most other existing 
algorithms, specific number of user-defined disk fields 
[Chen96] or point/line fields [Kent92, Lazarous94, 
Gregory98, Breen01] are used. Varying these fields 
involves a considerable amount of user intervention and 
longer pre-processing time: minor variation in these 
fields can generate a major variation in the output. The 
proposed algorithm automatically traverses the data 
along the user-defined initial alignment and is free from 
any inaccurate user intervention and at the same time if 
needed, allows user to specify the initial direction of 
traversal. This generates different transformed output 
for the same set of data. Scalability is another major 
characteristics of the algorithm. This algorithm scales 
well when the number of input objects increases.  
Transformed shape maintains the geometric features of 
the input objects. Rotation/ distortion of the rigid body 
is also considered which is absent in some volume-
based methods that use discrete mathematical function 
in shape transformation [Hughes92, He94, Turk99]. 
Some volume-based algorithms alleviate this problems 
[Payne92, Breen01]. However they are highly sensitive 
to the user-specified initial overlapping of the objects. 
Use of CSG in blending of a number of shapes is a bit 
rigid and its application is also limited [Pasko05]. 

6. CONCLUSION AND FUTURE WORK 
 
Simplicity and flexibility are two major characteristics 
of the algorithm which have made it more dynamic and 
extendible over other existing shape transformation 
algorithms. Future work includes exploitation of the me 
thod in parallel / distributed computing environment as 
simple data structure of sliced body and binary 

subdivision are suitable for both data and functional 
partitioning. 
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ABSTRACT

The use of Geographic Information Systems (GIS) has becoming very important in fields where detailed and precise study of
earth surface features is required. Environmental protection is such an example that requires the use of GIS tools for analysis
and decision by managers and enrolled community of protected areas. In this specific field, a challenge that remains is to build
a GIS that can be dynamically fed with data, allowing researchers and other agents to recover actual and up to date information.
In some cases, data is acquired in several ways and come from different sources. To solve this problem, we propose a tool
that includes a model for spatial data treatment on the Web, that we named System for Integrated Monitoring - SIM. The
research issues involved in this tool start with the dealing of satellite images of protected areas. It is followed by acquisition
and processing of different types of video and images as Small Format Aerial Images, or simply SFAI, acquired by a radio
controlled helicopter, used for construction of mosaics to be fed in the GIS, and underwater geo-referenced pictures, acquired
in-loco by researchers for better analyzing a given area. The SIM continues with the feeding and processing of environmental
control data collected in-loco as biotic and geological variables and finishes with the presentation of all information on the
Web. For this dynamic processing, we have developed tools that make MapServer more flexible and dynamic, allowing data
uploading by the proper users. As example, on the top of SIM, we have developed a module that uses interpolation to aiming
spatial data analysis. A very complex application that has validated our research is to feed the system with data coming from
coral reef regions located in northeast of Brazil.

Keywords: Coral Reefs, GIS, Ajax, Interpolation.

1 INTRODUCTION
The use of geo-referenced information is a fundamen-
tal issue for enhancing the understanding, managing
and ordering of territories, mainly in countries as huge
as Brazil. The need of systems for adequate geo-
information managing is crucial on the treatment of ur-
ban, non-urban and environmental problems. The avail-
ability of spatial data trough the Internet is also very
important since managing of actual (trustable) and up
to date information can be performed in a shared way
by users on different locations. The great importance of
Internet is related to its possibility of allowing access to
information in a shared way including users remotely
connected.

In this work, we use Web technologies developed
based on the open-source paradigm in such a way that
results can be achieved attending two main character-
istics, low-costing and information sharing. The main
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idea is to allow different users, with distinct needs, to
feed the system with data and to have access to all infor-
mation by way of maps available in the Internet. These
characteristics are essential in environmental managing
actions, including monitoring.

In this context, we propose the System for Inte-
grated Monitoring (SIM) destined to manipulation
of geographic data, which has been tested, in a more
specifically case study, with environmental coral reef
data. Getting input data to the system involves dealing
with satellite images, techniques as mosaic construc-
tion based on the acquisition of small format aerial
images (SFAI), and underwater images acquisition,
besides other ways of acquiring data (manual counting,
water analysis etc), and the feeding and integrating of
these data into the system, a dynamic Web GIS. On the
top of this, tools for spatial analysis, as interpolation
techniques, could be developed for presentation of data
on the Web. The system also allows different users to
have different views of the spatial information using
user profiles.

So, the main contribution of this work is the develop-
ment of a flexible platform that can be used by univer-
sities or organizations that may be interested in control-
ling environmental data on the Web. Also, another con-
tribution is the development of mechanisms that allow
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more interaction user × system, in such a way that the
user can work on-line, inserting, removing or changing
geographic data in several formats, including shape f ile
insertion (standard file used in most GIS [1, 2]). An
application of interpolation was also developed in or-
der to generating graphics and other presentation ob-
jects that facilitate analysis of correlated data in en-
vironmental monitoring, which validates our proposal.
Further, this work is a contribution not only to the GIS
field but also to the communities involved in environ-
mental areas management and protection, as public or-
ganisms (State Environmental Institute), tourists, fish-
ermans, and other Internet users that may be interested
in such information.

In order to validate the SIM methodology and techni-
cal proposals, we use a case study dedicated to environ-
mental monitoring. We have chosen an area in the State
of Rio Grande do Norte, northeast of Brazil, called Par-
racho of Maracajaú that is perfectly adequate to this
need. The mentioned area has 9 kilometers by 3 kilo-
meters. It is approximately 7 kilometers distant from
the shore and partially emerged at low tides. Actually,
Parracho of Maracajaú is a coral reef formed by rocks
and biogenic living organisms.

The remainder of this paper is organized as follows.
In section 2, some background is given about GIS and
Internet. In section 3, a brief description about the
methodology is explained. In section 4, the implemen-
tations for users upload and the interpolation method
are described. Experiments and results that validate our
proposal are presented and discussed in section 5. Fi-
nally, in section 6, we suggest conclusion of this paper
and the future works.

2 DEALING WITH GEOGRAPHICAL
DATA ON THE WEB

The use of Geographic Information Systems (GIS) has
significantly increased in the last two decades. How-
ever, it is still necessary more researches in contribu-
tion to the development of this field. As described by
Openshawn [3], exactly two decades ago but still true,
the age of digital map in GIS is coming to an end due to
the demand of more specific and advanced geographic
analyzes. It is also believed that, in the future, it will be
necessary to incorporate more adequate and linked an-
alytical procedures with the existing features used for
presenting geographic data.

Besides all of this evolution seems also to happen on
GIS, or specifically on Web GIS, we could easy ver-
ify that these are, still, very closed applications, mainly
with restricted permission for data insertion. Normally,
such permissions are allowed only to the creators and
managers of the system, presumable experts in geo-
informatics, in most of the cases done off-line. So it
is inherent and easy perceivable the lack of dynamism
in several Web systems [4, 5, 6, 7, 8, 9].

In part, this is due to the fact that most systems use
MapServer, that works with a single configuration file
(map f ile) thus being incrusted to a single graphic rep-
resentation of the map. Obviously the user is allowed to
change the map representation, but such modification is
made through standard control tools on the Web GIS, as
changing the level of zoom, showing or hiding certain
layers, between others.

As well described by Camara [10], a GIS generally
uses the concept of layers to present maps. Each layer
is composed by spatial objects and these are super-
posed forming the map image. The application environ-
ment known as MapServer also uses the concept of lay-
ers, which are described by a configuration file named
map f ile [11]. Besides layers description, the map f ile
also has all information necessary for MapServer to re-
produce the map image referent to this map f ile. Each
map image reproduced has a corresponding map f ile
and each map f ile describes only a single map. Thus,
the correct generation of map f iles is fundamental for
the development of a GIS [12].

A good definition of map f ile can be found in the lit-
erature [13]. The GIS component is evaluated on the
server by an information conversion into a map f ile.
The map f ile is a configuration tool of the map server
and influences the appearance of the generated map.
That map f ile and the GIS data (out of the database)
generate the desired map. It is important to keep in
mind that GIS data is not transferred between client
and server. It is stored during the whole process in
the database. Only the information about the location
where the file is stored and the appearance of the GIS
data is transferred.

Further, by analyzing the infinity of variations in per-
sonalization of geographic systems that can be repre-
sented on the Web, we can observe that the MapServer,
working with a single map f ile, is limited. A solution
would be creating and incrusting more than a map f ile
into a single system. In fact, this is valid and is what
we propose in this work. With the association of multi-
ple files of the type map f ile, we can, for example, in-
sert, alter, or remove data directly on the map disposed
on the Web GIS. So, in order to attend the dynamical
needs of the application case (environmental monitor-
ing), a tool with some singular characteristics is devel-
oped here. It has to be easy of use, to allow input of data
by the users themselves and to allow on-line processing
and creation of layers to be presented on the Web.

2.1 Data interpolation for presentation
In order to come up with proposed modifications in the
generally used, single map f ile approach, in this work
we started by studying a well known problem, which is
related to how simple data collection can be converted
into information (knowledge). In many cases, data need
to be converted into contour line maps, diagrams of per-
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spective or images for graphically representing space
variation of the data. In other cases, inferring values
between given points need to be achieved. In both situ-
ations, an interpolation process is necessary [14].

Spatial analysis as part of a GIS offers a variety of
tools for estimating unseen points [15]. The use of
techniques for interpolation of the measured data allows
representing natural phenomena through mathematical
calculations that improve understanding of the varia-
tions of spatial data. In general, these techniques use
models that aim at quantifying the spatial dependence
among samples through the use of geo-statistics tech-
niques that presuppose a homogeneous behavior of the
structure of spatial correlation in the study area [16].

The single question that we faced is: how to allow
users to insert data into the system, process these data
(for example in the above interpolation procedures) and
present them in a raster image form, on-line? The an-
swer is: a map f ile, basis for the visualization, would
have to be generated on-line. So we decided to open
the black-box, generating our own map f ile, as neces-
sary, in order to get this facility to all users of our SIM.

3 THE SIM METHODOLOGY
As depicted above, we propose a full methodology con-
sisting of data acquisition, feeding the system, data pro-
cessing and presentation of processed information on
the Internet. Each one of these steps has an associ-
ated module in our system. Actually, this work is an
integration of several researches that have been done at
our Lab: a complete GIS including several visualiza-
tion tools is developed for environmental monitoring, a
spatial database is modeled for GIS applied to environ-
mental monitoring, techniques are also developed for
satellite image processing and for mosaic construction
from small format aerial images, and other researches
in which we have acquired in-loco data, in the case
study region. This integration will be described here.
So, a challenging problem solved in this work is to pro-
vide dynamic (on the Web) treatment and presentation
for data coming from several sources, as hand anno-
tated tables from researchers using scuba diving, satel-
lite, aerial and underwater pictures, and videos.

3.1 Data Acquisition
Figure 1 shows a schema describing our acquisition
system. We use satellite images (Landsat) at 30 m res-
olution for first classifying our interest areas, for visu-
alization when working at low resolutions, and also for
serving as basis for other layers coming from other kind
of data.

For taking small format aerial images (SFAP) and
videos, we have developed an acquisition system con-
sisting of an air model helicopter, a JR GSR260 Voy-
ager Gas, that has a video acquisition and transmis-
sion system mounted on a coupled platform under it.

Figure 1: General vision of the acquiring data systems

The used air-model with the coupled platform is pre-
sented in Figure 2. Actually, it has a pan-tilt head with
a camera on it, pointing down, with 360 degrees of mo-
tion in pan and 90 degrees of motion in tilt (so a com-
plete hemisphere is possibly reached only by moving
the head). A computer for receiving data, on-line, is
also part of this system that works as a ground station.
The platform is capable of taking data on the study re-
gion and transmitting it to the ground station, in which
it can be processed and presented on-line (in real time).
The RC helicopter has a GPS coupled to it that can be
used for geo-referencing data. In fact, we have gener-
ated geo-referenced mosaics of our study areas using
digital images acquired from this system [17]. Based
on these mosaics, several visual analyses can be carried
out and the results presented using the GIS visualization
tools.

Other ways for acquiring digital images are also
planned in areas where more detailing is necessary
based on the visual analysis of the mosaics. For that,
we use a digital camera, a Sony DSC-T10, protected by
an underwater case. We have taken underwater videos
and pictures. Also, hand annotated (geo-referenced)
data serve as input to our system, collected by re-
searchers working on the area such as biologists [18]
and geologists [19, 20].

3.2 Data visualization tools (Web GIS)
With the improvement of Web platforms, there is an
increasing number of amazing technologies that bring
GIS visualization applications to new levels of power
and usability. In this work, we use the open-source
platforms Apache Web Server and MapServer as ba-
sis for visualizing geo-referenced data, on top of which
we developed a GIS for showing spatial information
on the Web. We use the PHP Mapscript module as
programming interface and the free library PostGIS
for adding support to geographical objects to the Post-
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Figure 2: Our small helicopter with the pan-tilt image
and video acquisition head

greSQL database manager, in such a way that it can be
used as a spatial repository for geographical informa-
tion. So, representation of the geometric data is com-
patible with the open GIS consortium (OGC) standards.

We use AJAX [21] to implement the Web GIS appli-
cation. This is a powerful and new programming model
that has incorporated together and brings several tech-
nologies. The XML, JavaScript, HTTP and XHTML
are examples of well known and widely-used technolo-
gies. Google Maps is an example of a high perfor-
mance AJAX based application. By integrating these
new powerful technologies [22] into GIS systems, we
get higher performance results with additional function-
alities.

4 IMPLEMENTED TOOLS (SYSTEM
ARCHITECTURE)

Figure 3 shows the architecture of the proposed sys-
tem. Communication among system and map f ile (item
2 of Figure 3) normally does not occur in other systems
as they do not generate map f ile. The SIM uses this
communication to guarantee consistency, as a map f ile
may be automatically generated during system execu-
tion. Also, with this characteristic, a system devoted to
the coral reef case study could be created with possi-
bility of having different views, by grouping users ac-
cording to user profiles. Yet, data insertion by the users,
themselves, can be done.

4.1 User view based on profile
The case study region involves different users (tourists,
managers, researchers, fisherman etc), each one with
a different need when visualizing data. So a different
view for each class of user (based on a user profile)
is initially adopted, which can be changed by the user
once he (or she) is working in the system. Besides, for
better directing and optimizing the system, the concept
of profile access is adopted in this work. Basically, the
following types of users have access to our system:

Figure 3: Data communication

• Researcher
- Biologist with major interest, for example, in lay-
ers such as seaweed and other plants, fishes, live
coral reefs, and other biotic species.

- Geologist with interest in layers as coral reef,
rocks, sand, and other types of bottom, water salin-
ity, pollution, and in environmental aspects that may
influence changes in the geological formation of the
area.

- Oceanographist with interest in layers as water
visibility, quantity of fishes and other biotic organ-
isms, and in variables such as level of degradation
and tourism flow

• Tourist with interest in fishes and other alive organ-
isms, coral reefs, water clarity, floating-boats posi-
tion etc

• Govern and other managers with major interest
in environmental variables as pollution, degradation
level, amount of tourists per area, tax payments, ac-
cessibility and other control variables.

• Local community with interest in points where
fishing is permitted, including lobster and shrimps,
points where it is allowed to go with common boats
etc.

In this way, the user initially inform to the system
which type of user is intended, being directed to the
most interesting layers. We not that this is just an ini-
tial indication, that can be changed by the user, mixing
layers as desired.

It is important to remark that this treatment inside
each profile does not involve use of multiple map f iles,
since distinct representations are based only on the con-
cept of exhibition/occlusion of layers.

4.2 Multiple mapfiles, a tool for user in-
putting data

As described in subsection 2.1, we verified that a mech-
anism for allowing inserting/updating/removing geo-
graphic data by the users themselves is necessary in our
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application. This has produced significant advances in
the system in relation to user interaction and to an in-
creasing in the amount of currently known information
about the area. So the concept of multiple map f ile is
implemented. Basically, a login is associated to each
map f ile, that can be managed by the data-base man-
agement system (DBMS). A specific table stores user
data including ids for the associated map f iles.

For creating each map f ile, file writing libraries of
PHP are used. A module written in PHP verifies in the
data base which layers are already shown to the user
and then adds new layers to these ones, as necessary,
according to the following insertion manners:

1. Data insertion by shape f iles or raster image.

2. Data insertion of points and related values in the
map with creation of a new table.

3. Data insertion of points and related values in the
map in a previous existing table.

4. Data insertion using a file of points with related val-
ues.

Insertion by shapefiles or raster image This way
makes possible to insert shape f iles or even raster im-
ages. The use of shape f iles is due to the fact that this
is an extension standard broadly used in geographical
systems in general. A primary advantage of shape f iles
is that this simple file structure draws faster than a cov-
erage does. This may be why the shape f ile data struc-
ture was developed for the ArcView GIS, a software
program that was originally designed for data view-
ing rather than analysis. In addition, shape f iles can
easily be copied and does not require importing or ex-
porting as they do the .e00 format files. The shape f ile
specification is readily available, and a number of other
software packages support it. These reasons have con-
tributed to the emergence of the shape f ile as a leading
GIS data transfer standard [23].

In our system, we first define how the shape f iles
are graphically represented, that is, attributes as layer
name, group name, representation symbol (point, line,
polygon, circle etc), srid, and filling and border color
are set firstly. Then, the shape f ile is uploaded. Each
shape f ile consists of at least three files: shapefile.shp,
shapefile.shx, and shapefile.dbf. The latter is the
shape f iles feature attribute table stored in dBASE
format. A shape f ile can contain only one table.
The other two files (shapefile.shp and shapefile.shx)
contain information about feature geometry [24]. With
the shape f iles in the server side, a script runs auto-
matically in order to insert them in the geographical
database.

For raster images representation, the procedure is
quite similar, differing only in some attributes defini-
tions and in the upload of only one file in the geoti f f
format.

Insertion with creation of a new table Here, the
user can insert points by directly clicking the mouse in
the location in the map and entering the associated val-
ues. A table is created for the user data be stored. This
is done dynamically as necessary by the user, which
has to provide attributes as table name, group name,
representation symbol (point, line, polygon, circle etc);
srid; filling and border color. The definition of the ta-
ble columns is also made by the user that determines
its name, type (text, char, integer etc) and the size of
the fields. Besides table creation, it is also realized the
elaboration of the map f ile with representation charac-
teristics (lines polygons, color etc) and the table name
according with data given by the users.

After the definition of the table and the map f ile, the
user performs mouse clicks on the map and enters for
entering the points in the created table including its ge-
ographical localization and its n-values.

It is important to note that the MapServer uses a
cache for storing data transmitted in the user session
in such a way that the information flow between client
× server is optimized. This mechanism avoids instanta-
neous visualization of new alterations in the map, once
the system searches for previously transmitted data. In
this way, it is necessary a mechanism (a script) for
cleaning the session cache, allowing immediate visu-
alization of new insertions.
Insertion in a previous existing table This function
allows the user to enter more information in an existing
table in the data base. Procedures for insertion of points
work in the same way as in the previous case (insertion
in a new table). It is important to note that, as it does ex-
ist a table and a map f ile associated to it, any insertion
is performed only on the table and not in the map f ile
anymore.
Insertion from a file This function is allows the user
to insert data with known localization and n-values in
the data base, without the need of using any software
for generation of shape f iles. A window is opened in
which the user enters the file name for upload, inserting
its data automatically in the corresponding table in the
database. The file extension is .txt and each line of the
file have the position of the point (X and Y coordinates),
and n attributes, as necessary, one for each row of the
table.

The system also has mechanisms for changing and
removing points and tables. The PHP allows the system
to change the map f ile, removing the part of code that
reference a table, after a table is removed.

4.3 Implemented interpolation method
To the end of the implementation of the above mecha-
nisms, we could observe that the system has attended
the needs for integration of collected data, since it al-
lows, for example, an unknown user that could be real-
izing a given research in the region to enter with other

5
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data in the system. This information can be visualized
only by this user or by other ones, once the system
has mechanisms for marking data as public or private.
Based on these modifications, we could implement an-
other mechanism that facilitates data analysis, using in-
terpolation.

We adopt inverse distance weighting (IDW) as the ba-
sic interpolation method. We choose IDW because of
its ease of use and low computation charge [25]. And
furthermore IDW is a popular method used in several
problems such as predicting of rainfall and temperature
and mapping of crop spraying [26]. The main assump-
tion of IDW is that values of locations closer to the un-
sampled location are more similar to the value to be
estimated than values of locations far away [27]. IDW
interpolations are of the form:

Xp =

n

∑
i=1

(
1
d2

i
Xi)

n

∑
i=1

(
1
d2

i
)

(1)

where Xp is the predicted variable; Xi is the particu-
lar measurements at the i-th neighbor point; and the
weight function di is derived from the inverse square
distance from the target point to the i-th neighbor point
expressed by Equation 2:

di =
√

(xi− x j)2 +(yi− y j)2 (2)

So, also as a way to validate the use of interpola-
tion methods as a tool for coral reefs monitoring, the
above interpolation module was implemented and in-
corporated to the system, which helps several types of
users to monitoring the region of study.

5 EXPERIMENTS AND RESULTS
In order to validate our system, we present results from
the system running, depicting its functioning. Figure 4
shows a view of the system for the biologist user.

We also made experiments using the implemented in-
terpolation method. Basically, the interpolation mod-
ule can be divided into four stages, as shown in Figure
5. The last stage of the interpolation module - stage 4
(Figure 5) - is responsible for representing the estimated
values of each selected point chosen by the user. In or-
der to improve the understanding of these values, they
have been plotted as bar graphs. All three sets of graph-
ics relate to the tables mentioned above. In the first set
(fish set graphics), it is possible to have more sub graph-
ics varying accordingly to the number of species in the
region. Figure 6 shows the bar graphs of 3 different
regions (a), (b) and (c).

By analyzing the interpolated data, it is possible to
identify the relationships between different aspects,
such as: good clarity of the water versus high provision

Figure 4: Biologist profile

Figure 5: Stages of interpolation process

of fish in the region; low provision of fish versus high
erosion of the coral reef area. For example, from
Figure 6 we can infer some questions to be answered
by specialists:

• Why does the level of destruction of the coral reefs is
substantially increased on points in which the water
clarity is better?

• Why does, differently from Budiao fish specie, the
incidence of Garoupa is smaller in regions in which
there is a larger concentration of coral reefs?

To verify the first question, Figure 7 shows a view of
the map where interpolated data is used to serve as input
for analysis of the amount of degradation in function of
water clarity.

6 CONCLUSION AND FUTURE
WORKS

This paper describes main results obtained by work-
ing on a Web based system that aims to help the sci-
entific community. An integrated monitoring system is
proposed that involves since data capturing until spa-
tial data representation on the Web, including a pro-
cedure that helps data analyses based on interpolation.

6
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(a) (b) (c)
Figure 6: Interpolation graphics

Figure 7: Destruction plus clarity

In this paper, to satisfy previously mentioned require-
ments, new integration methods are proposed and im-
plemented. The method proposed in this paper for en-
hancing data integration has implemented the concept
of multiple map f iles. Each file, related to the user lo-
gin, makes possible the insertion of dynamical data that
can public and private through the use of shape f iles,
tables, or even by clicking the position directly in the
map.

We can cite several benefits that are generated by this
mechanism. A greater amount of data is stored and,
consequently, being presented to the user. Indepen-
dence of systems devoted to the local machine, once
all the creation of the system can be done in the server
side. A better control mechanism of facts related to

coral degradation. The user does not have to know how
to create map f iles.

Based on these advances, a method for interpolation,
presented in the paper, could be implemented and used
for analyses in the case study region. This makes pos-
sible to work with analytical data, with comparison of
data collected on points in the field besides an estima-
tion can be given to points where data was not collected.

As future work, the interpolation procedure imple-
mented will be used not only for graph generation, but
also for creation of polygons and raster data from the
point samples. These can be visually represented thus
enhancing analysis mainly for managers. For example,
dark of clear colors can be used for representing places
with more or less amount of fishes, as it happens when
using a numerical terrain model in some tools. Yet, an
agent architecture is already conceived and will be im-
plemented as a way to determine the user profiles, in a
more dynamical way. From user information, the sys-
tem could infer a transaction set according to the char-
acteristics of each user.
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ABSTRACT

We propose a motion detection algorithm which works well in low illumination environments. By using the level set based
bimodal motion segmentation, the algorithm obtains an automatic segmentation of the motion region and the spurious regions
due to the large CCD noise in low illumination environment are removed effectively. Based on a noise analysis, we will show
how to obtain the required parameters automatically. Experimental results verify the stableness of the proposed algorithm in
low illumination conditions.

Keywords: Level set, motion detection, low illumination, surveillance system.

1 INTRODUCTION

Motion detection in low illuminance environment is
one of the most difficult and important problems in
surveillance camera applications. Conventionally, mo-
tion detection is performed by using thresholding based
methods [7][8][9][10][11] or statistical methods such
as Pfinder [12], W 4 [13], Mixture of Gaussians method
[14], and so on. Such methods all use some kind of a
threshold value that has to be determined a priori.
However, motion detection in low illumination environ-
ment are difficult due to the following facts: First, the
difficulty of setting an a priori known threshold value
for segmentation[7] increases in low illumination envi-
ronment, since the range of the brightness value in the
difference map is narrower than in day light environ-
ment. Second, the CCD noise, which becomes more
dominant when the light intensity(or the SNR) is low,
causes several spurious regions that can raise the false
alarm rate in intelligent surveillance camera systems.

In this paper, we propose an algorithm that deals with
these problems effectively. The algorithm performs a
real-time motion detection in low illumination environ-
ment as well as in day light environment, without the
need of setting a threshold value and with the capabil-
ity of removing spurious regions caused by the noise.

The algorithm is based on two separate level set
based bimodal segmentation algorithms [4]-[6], which
process a level set function such that the processed level
set function classifies the image frame into the motion
and the non-motion regions. The first bimodal seg-
mentation processes the level set function such that the

Permission to make digital or hard copies of all or part of this work
for personal or classroom use is granted without fee provided that
copies are not made or distributed for profit or commercial advantage
and that copies bear this notice and the full citation on the first page.
To copy otherwise, or republish, to post on servers or to redistribute
to lists, requires prior specific permission and/or a fee.

level set function automatically sets the threshold value,
and performs a pre-segmentation of the motion region,
which contains also spurious regions. After that, a new
difference map is formed using the geometric informa-
tion of the pre-processed level set function, and the sec-
ond bimodal segmentation processes this new differ-
ence map such that spurious regions caused by the CCD
noise become entirely removed.

2 LEVEL SET BASED OBJECT DE-
TECTION

In [4], we have proposed a model that implements a
bimodal segmentation based on the competition of the
brightness values in an image. The segmented regions
are represented via a level set function φ which mini-
mizes the following energy functional:

E(φ) =λ1

∫

Ω

∣∣u0(r)−ave{φ≥0}
∣∣2 φ(r)H(α +φ(r))dr

− λ2

∫

Ω

∣∣u0(r)−ave{φ<0}
∣∣2 φ(r)H(α−φ(r))dr,(1)

where λ1,λ2 are non-negative parameters,α is an arbi-
trary small positive value, u0(r) is the given image, Ω
is the domain of the given image u0, φ is the level set
function, and ave{φ≥0},ave{φ<0} are the average val-
ues of u0(r) in the 2-D regions {φ ≥ 0} and {φ < 0},
respectively. Here, H(φ) is the one-dimensional Heav-
iside function with H(s) = 1 if s ≥ 0, and H(s) = 0 if
s < 0. In [4], the following theorem was proved.

Theorem 2.1 Assume u0 is a continuous function. Let,
Λφ (r) :=

∣∣u0(r)−ave{φ≥0}
∣∣2 −

∣∣u0(r)−ave{φ<0}
∣∣2

and

sign(Λφ (r)) :=





1 if Λφ (r) > 0
−1 if Λφ (r) < 0

0 if Λφ (r) = 0.

Then, if φ(r) is a minimizer for the energy func-
tional E(φ) in (1), sign(Λφ (r))φ(r) = −α , i.e.,
φ(r) =−sign(Λφ (r))α , whenever sign(Λφ (r)) 6= 0.
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The theory states that the energy of the energy
functional in (1) is minimized when every r at which∣∣u0(r)−ave{φ≥0}

∣∣2
<

∣∣u0(r)−ave{φ<0}
∣∣2 is classified

in the region {r | φ(r) = −α}, and every r at which∣∣u0(r)−ave{φ≥0}
∣∣2

>
∣∣u0(r)−ave{φ<0}

∣∣2 is classified
in the region {r | φ(r) = α} with an arbitrary initial
level set function. In the steady state, the φ function
becomes a piecewise continuous function having either
the value α or −α at each point, and the zero level
set of φ becomes the contour that segments the image
region into two regions based on the competition of
the colors. Since the segmentation result depends on
the competition of the colors, that is, on the relative
relationship of the colors, the segmentation result is
adaptive to the image.

The adaptive property of the bimodal segmentation
makes it useful for motion detection. As mentioned in
the introduction, the object is normally segmented by
segmenting the background subtracted frame, where
the threshold value varies from scene to scene. How-
ever, the bimodal segmentation algorithm segments
the object without thresholding, and therefore the
segmentation process becomes adaptive to the image
and automatical, since there is no need to set an a priori
known threshold value. In the bimodal segmentation
scheme, we use instead of u0 in (1), the background
subtracted frame Du.

When the SNR of the image becomes very low, then
the noise becomes apparent in the difference frame,
and some pixels, at which the intensity difference
value exceeds the average intensity difference between
the two regions, become classified in the counterpart
region. Figure 1(a)-(c) shows the background frame,
the current frame, and the difference frame of a
scene obtained in the night. Figure 1(d) shows the
segmentation result with the bimodal segmentation.
Even though the bimodal segmentation segments the
regions automatically, due to the noise, there appears
many spurious regions in the segmented regions.

Figure 1(d) shows that the φ function has several
outliers(dotty points), which result in falsely segmented
regions. Hereafter, we refer to the noise as the outliers
in the φ function, that is, the points which have falsely
converged to α (or -α), instead of -α (or α). To
eliminate such outliers, certain regularization terms
which suppress spatial discontinuity in the φ function
have to be used together with the bimodal term.

3 LEVEL SET BASED MOTION DE-
TECTION WITH HARMONIC REG-
ULARIZATION

Various energy functionals that use the magnitude of
the gradient of the image can be used as the regu-
larization term to suppress the noise. A well-known
regularization term is the total variation regularization

term. Using this term together, the energy functional
becomes:

E(φ) = λ1

∫

Ω

∣∣Du(r)−ave{φ≥0}
∣∣2 φ(r)H(α +φ(r))dr

− λ2

∫

Ω

∣∣Du(r)−ave{φ<0}
∣∣2 φ(r)H(α−φ(r))dr

+ β
∫

Ω
|∇φ |dr, (2)

where we denoted by Du, the background subtracted
frame, and where α and β are an arbitrary positive
value, and Ω is the domain of the given image Du.

The corresponding gradient descent flow equation
with respect to φ is :

φt = β∇ ·
(

∇φ
|∇φ |

)

− λ1|Du(r)−ave{φ≥0}|2{H(α +φ(r))+φH ′(α +φ(r))}
+ λ2|Du(r)−ave{φ<0}|2{H(α−φ(r))−φH ′(α−φ(r))}.

However, a faster algorithm than using the total varia-
tion term as the regularization term is the one with har-
monic regularization. The harmonic regularization uses
the L2 norm of the magnitude of the gradient of the im-
age and thus the smoothing speed is faster than the to-
tal variation regularization. The bimodal segmentation
with harmonic regularization has the following energy
functional form:

E(φ) = λ1

∫

Ω

∣∣Du(r)−ave{φ≥0}
∣∣2 φ(r)H(α +φ(r))dr

− λ2

∫

Ω

∣∣Du(r)−ave{φ<0}
∣∣2 φ(r)H(α−φ(r))dr

+ β
∫

Ω
|∇φ |2dr, (3)

Here, the choice of β will depend on the noise structure
of the difference image.

The corresponding gradient descent flow equation
with respect to φ is :

φt = β∇2φ
− λ1|Du(r)−ave{φ≥0}|2{H(α +φ(r))+φH ′(α +φ(r))}
+ λ2|Du(r)−ave{φ<0}|2{H(α−φ(r))−φH ′(α−φ(r))}.

Normally, in image denoising, it is preferred to use the
total variation regularization term, since it preserves
edges, and the intensity value of large scale structures
varies not much. However, in smoothing the φ func-
tion, the change in the magnitude of the φ value is not
of interest as long as it does not change its sign, since
it is the sign of the φ(r) value and not the magnitude
value that determines the classification. Sharp edges
in the φ function become smeared by the harmonic
regularization term, but the smearing is not so critical
an artifact as in image denoising, since the position of
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(a) (b) (c) (d)

Figure 1: Showing the result of object detection with level set based bimodal segmentation without using regular-
ization terms. (a) current frame (b) background frame (c) absolute difference frame (d) segmentation result (level
set function).

the zero level set will not change much by the smearing
process. Therefore, the harmonic regularization term
can achieve similar classification result as the total
variation regularization term, while being faster. Since,
in video processing the speed is the more important
factor we prefer (3) to (2).

Clearly, the regularization process should have a
larger effect if the SNR becomes lower. Therefore, the
parameter β is dependent on the SNR. Therefore, we
give here a rough analysis on the relationship between
the parameter β and the noise, and show how to choose
the parameter β .

We denote by Ψ[φ ](r) the integrand of the energy
functional in (1):

Ψ[φ ](r) := +
∣∣u0(r)−ave{φ≥0}

∣∣2 φ(r) H(α +φ)
−

∣∣u0(r)−ave{φ<0}
∣∣2 φ(r) H(α−φ),

(4)
As stated in theorem 2.1, in the steady state this inte-
grand converges to α or to −α according to the inten-
sity value at the pixel corresponding to the integrand.
Now, together with the harmonic regularization term,
the new integrand becomes,

Ψ[φ ](r) := +
∣∣u0(r)−ave{φ≥0}

∣∣2 φ(r)H(α +φ)
− ∣∣u0(r)−ave{φ<0}

∣∣2 φ(r) H(α−φ)+β |∇φ |2
(5)

We will compute the minimum value of this integrand
for a “one-pixel noise” model. In the “one-pixel noise”
model it is assumed that there is no other noisy pixel
in the neighborhood of the noisy pixel. Figure 4 shows
this “one-pixel noise” model for the one-dimensional
case. Here, the values φa = −α ,φb = α , and φc = −α
are assumed to be the φ values at the steady state of (2)
without the harmonic regularization term, where pixel
‘b’ corresponds to the noisy pixel, and ‘a’ and ‘c’ are
the rightly classified pixels. By denoising, we mean
that the φ value of ‘b’ drops below zero, so that sign of
the φ values of ‘a’,‘b’, and ‘c’ all become the same, i.e.,
negative.

First, we compute the minimizer φ value of ‘b’ with
the harmonic regularization, i.e., the minimizer of (5),
with β fixed. Then, we find the condition of β which
makes the φ value of ‘b’ negative. Definitely, the min-
imizer at which the energy of the integrand reaches the
minimum cannot be outside the interval |φ | < α , since

this would make both the energy of the bimodal term
and the harmonic regularization term increase. There-
fore, the minimizer must lie in the interval |φ | < α ,
which is the point φ ′

b in Fig. 4. In this interval the
two Heaviside functions in (5) become both 1, and the
integrand becomes

Ψ[φ ](r) := Λ(u0,φ)φ(r) +β |∇φ |2, (6)

where Λ(u0,φ)=
[∣∣u0(r)−ave{φ≥0}

∣∣2−
∣∣u0(r)−ave{φ<0}

∣∣2
]
.

Even though Λ(u0,φ) is a function of φ , the one point
denoising has scarcely any effect on the change of
ave{φ≥0} or ave{φ<0}, therefore, to make the analysis
simple, we regard Λ(u0,φ) as a constant with respect to
φ , and denote it by Λ(u0). We also use the discretized
version of the harmonic regularization term, that is, we
let

|∇φmin|2 = (φ ′
b−φ ′

a)2 +(φ ′
b−φ ′

c)2

= 2(φ ′
b−φ ′

a)
2

= 2(x− (−α + x
2 ))2 = 2(α− x

2 )2
(7)

where φmin is the minimum φ value of (6). Here, x is
the solution we are looking for. We assumed that the
change in magnitude of the φ value of point ‘a’ is twice
those of point ‘b’ and ‘c’. This assumption is supported
by the fact that the noisy pixel ‘a’ has on both sides
φ values that differ by 2α , whereas the pixels ‘b’ and
‘c’ have it only on one side. With this assumption, the
φ value which makes the integrand in (6) smallest be-
comes

φmin(r) =−
(

α +
Λ(u0)

4β

)
. (8)

In our one-pixel noise example, denoising means that
the sign of the current φ value has changed from a pos-
itive value to negative value. The condition for φmin(r)
to become a negative value is,

φmin(r) =−
(

α + Λ(u0)
4β

)
< 0

⇔ β >−Λ(u0)
4α

(9)

where it has to be kept in mind that Λ(u0) is negative
in our example. The value of Λ(u0) is related to the
amount of the noise in the image. It can be seen from
(9) that if the noise becomes larger than β has to be
larger to eliminate the noise. Intuitively, we see that
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(a) (b) (c)

(d) (e) (f)

Figure 2: Result of automatically setting the β value,
and applying the harmonic regularized bimodal seg-
mentation on simulated images. (a) SNR =30 (b) SNR
=25 (c) SNR = 20 (d) SNR = 15 (e) SNR = 10 (f) SNR
= 5

Λ(u0) is somehow proportionally related to the variance
of the noise. Therefore, after estimating the variance of
the noise through some existing estimating method, we
set the value of β to

β = 3
(

Varnoise

4α

)
. (10)

Figure 2 shows the result of setting the β value as in
(10) and then performing the harmonic regularized bi-
modal segmentation on simulated images with different
SNR values. The intensity difference of the box in the
middle and the outside is 8. It can be seen that the auto-
matic setting of the β value results in good results when
the SNR is large. However, as the SNR value decreases,
the shape of the zero level set distorts much. Therefore,
in the next section, we propose a method for eliminat-
ing the spurious regions due to the noise.

4 LEVEL SET BASED MOTION DE-
TECTION WITH ELIMINATION OF
SPURIOUS REGIONS

For a further elimination of spurious regions due to the
noise, we can take extra elimination steps. These extra
steps can also be directly applied on the level set func-
tion obtained by the bimodal segmentation without reg-
ularization term, to give good elimination results. The
elimination of spurious regions is performed in the fol-
lowing three steps: First, calculate a mean curvature
map from the processed level set function obtained by
(3). Second, calculate a new difference map by nor-
malizing the original difference map with respect to the
mean curvature map, and taking the segmentation result
in section 2 into account. Third, perform a regularized

bimodal segmentation on the new difference map.
To calculate the mean curvature map, the level set

function obtained from (3) is first binarized, where
the binarized pixel values corresponding to the region
{r|φ(r) ≥ 0} are 1, and those corresponding to the re-
gion {r|φ(r) < 0} are 0. Then, regarding the binarized
image as a two dimensional surface in the three dimen-
sional space, with the binarized pixel value correspond-
ing to the z axis, the mean curvature is computed at
each pixel. The mean curvature value can be regarded
as a measure that measures the amount by which the
image structures deviate from being flat. As a result,
small image structures like spurious regions due to the
noise tend to have large mean curvature values. There-
fore, if the region in the difference map corresponding
to the motion region obtained by (3) is divided by the
mean curvature map, then most of the spurious regions
will have relatively small values in the new difference
map. The new difference map is obtained by dividing
the original difference map (DI) by the mean curvature
mapM and normalizing it as follows:

DInew(r) =





DI(r)
M(r) DImax

, if φ(r)≥ 0

0, if φ(r) < 0 orM(r) = 0,
(11)

where φ is the level set function obtained by (3), M(r)
is the mean curvature value at the position r, and DImax
is the maximum of all the DInew(r) values.

Figure 5(h) shows the mean curvature map calcu-
lated from the binarized level set function, and Fig.
5(i) shows the corresponding normalized new differ-
ence map. The effect of dividing by the curvature map
can be seen by comparing Fig. 5(f) and Fig. 5(i). The
dense noise with relatively large intensity values in Fig.
5(f) appear to have become sparse in the new difference
map, since small image structures have experienced a
large decrease in their intensity values by the division
through the mean curvature value. Therefore, if now
a level set based bimodal segmentation with harmonic
regularization is performed on the new difference map,
the spurious regions due to the noise become entirely
eliminated by the harmonic regularization.

The level set based bimodal segmentation with har-
monic regularization term solves the following differ-
ential equation:

dφ̂
dt

=
1

c1 + c2
(DInew−c2)2− 1

c1 + c2
(DInew−c1)2+∇2φ̂

(12)
The equation is the same as (3), except for the harmonic
regularization term (∇2φ̂ ). The first and the second
term in the righthand side are normalized with respect
to c1 + c2 such that the harmonic regularization term
can compete with these terms. The harmonic regular-
ization term smooths out the level set function fast such
that the sparse spurious regions due to the sparse noise
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Figure 3: Overall block diagram of proposed method.

Figure 4: One-pixel noise model in 1-D

in the new difference map become entirely eliminated,
while the valid motion regions survive due to the strong
influence of the first two fidelity terms.

The segmentation result that results from the compe-
tition can be seen in Fig. 5(f), which shows the mo-
tion region represented by the region {r | φ̂(r) ≥ 0}.
The spurious regions have been effectively eliminated
while motion regions are well preserved. For compar-
ison, Fig. 5(g) illustrates how a simple application of
a morphological filter can fail in the complete elimina-
tion of spurious regions. Figure 5(d) shows the result of
using a threshold based method and Fig. 5(e) shows the
result of the MOG (Mixture of Gaussian) method with
threshold value 0.7 to segment the object. It can be seen
that the a priori given threshold value can result in a loss
of the object region or produce spurious regions. Fig-
ure 3 shows the overall block diagram of the proposed
motion detection method. Figure 6 shows the object
detection result of the proposed method. The proposed
method works in real time on a 320× 240 frame with
2.1GHz PC due to the fast bimodal segmentation algo-
rithm, which takes just 3–5 iterations for the classifica-
tion.

5 CONCLUSION
In this paper, we presented a motion detection scheme
that sets its target especially for motion detection in low
illuminance environment. It is shown that the proposed

scheme can detect moving objects well even in very low
illumination conditions and without the need of setting
an a priori known threshold value and with the capabil-
ity of eliminating spurious regions.
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ABSTRACT

Virtual environments should offer the user a deep interactive experience with both large worlds to explore and a higher degree
of perceived realism. The main goal of our work is to provide the final user with an easy-to-use accurate terrain generation
application, which allows non-professional users to design their own desired terrain. In this paper we consider the creation
of islands to be used in computer games. We introduce a simple terrain algorithm and we also consider its integration into
a sketching application. The application will offer both a 2D and a 3D representation of the terrain, in order to simplify the
interface and provide the user with more interactive feedback about the island that has been designed. Our framework offers
real-time algorithms for both creating and modifying terrain features, thus improving the final results with more realism and
greater customization by the user.

Keywords: Terrain Generation, Sketching Inteface, Islands, Game Environment.

1 INTRODUCTION

Figure 1: Example of a terrain obtained with our frame-
work and imported into the Torque Game Engine.

In recent years, computer graphics have undergone
an intense evolution as new graphics hardware offers a
final image quality that was unimaginable just a few
years ago. As a result, interactive graphics applica-
tions, such as computer games or virtual reality envi-
ronments, now include more complex scenes offering
very detailed environments. Terrain is therefore a key
element that can lessen the sense of realism if it is not
addressed correctly.

Terrain generation is a research area which has been
active for many decades. The growing power of mod-
ern computers has made them capable of producing in-

Permission to make digital or hard copies of all or part of this
work for personal or classroom use is granted without fee provided
that copies are not made or distributed for profit or commercial
advantage and that copies bear this notice and the full citation on the
first page. To copy otherwise, or republish, to post on servers or to
redistribute to lists, requires prior specific permission and/or a fee.

creasingly more realistic scenarios. Synthetic terrain
generation is a process which creates elevation values
throughout a two dimensional grid. The need for highly
realistic scenarios often involves developing algorithms
that can generate more realistic terrains with more user
control over the final terrain that is created. Different
terrain generation techniques that are capable of offer-
ing very realistic artificial terrains have been reported
in the literature. Nevertheless, not many applications
provide enough user control. On the contrary, those ap-
plications that provide user interaction are often too dif-
ficult to control.

Sketching is a tool that is well suited to the design
of architectural elements and it provides the user with
a considerable amount of control over the created ele-
ments. Research has produced prototype tools for inter-
preting sketches of abstract polyhedra [23, 11]. How-
ever, less work has focused on sketching the underly-
ing terrain or extracting it from a photograph. Thus,
buildings are often considered as the foreground and are
taken into account properly, whereas terrain is seen as
background which is often ignored.

Our aim is to develop convenient and simple ways
to create computer models of terrain. In this paper we
address the problem of creating models of islands for
use in computer games. Our goal is similar to the idea
given in [12], where the authors show that relatively
simple algorithms can provide non-professional users
with fast, successful results.

In this work we describe a terrain creation algorithm
for islands based on heightmaps, which are regularly-
spaced two-dimensional grids of height coordinates.
The elevation of the terrain is automatically calculated
from the coastline sketched by the user, who can also
create hills and apply perturbations in order to achieve
a more realistic and irregular terrain. Once again, it is
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important to mention that our aim is to provide the user
with more control over the terrain that is generated.

Furthermore, we also consider the integration of our
algorithm into a sketching application. This applica-
tion combines a 2D representation window and a 3D
displaying window. First, the user creates a silhouette
of the island in the 2D window and then, the user will
be able to modify the terrain appearance in the 2D and
the 3D windows. The terrain thus obtained will be out-
putted as a heightmap that may then be imported into a
game engine.

This work is organized as follows. Section 2 contains
the state of the art in terrain generation and sketching
freeform surfaces. Section 3 describes our terrain gen-
eration algorithm. After that, Section 4 analyzes our
sketching application. Later, Section 5 depicts our re-
sults and discusses a usability test. Finally, Section 6
presents our conclusions and future work.

2 RELATED WORK
In this section we analyze the different approaches that
currently exist for terrain generation. After that we will
take into account the different software tools which are
available for creating artificial terrain. Finally, we will
give some basic ideas on sketching and its application
to our purposes.

2.1 Terrain Generation
The literature offers a wealth of research on synthetic
terrain generation. Techniques can be grouped into
three different categories:
Procedural Approaches. This category includes meth-
ods in which the terrain is generated automatically.
These methods can be further separated into fractal
techniques and physically-based techniques.

The most popular procedural approach is fractal-
based terrain generation, which is efficient but difficult
for users to control. It is possible to find a review of
recent fractal approaches in [2].

Physically-based techniques simulate the effects of
physical processes such as erosion by streams [8] or
wind [24]. A recent technique that combines a non-
expensive fluid simulation with an erosion algorithm is
presented in [1]. It also supports effects like dissolving
or sedimentation of material in the process of erosion.

Fractal landscape terrain generation and physical ero-
sion simulation are both approaches that add terrain
details through procedural refinement. Nevertheless,
modifying their parameters to obtain a desired terrain
may be a painstaking task.

Another proposal appears in [15], where the authors
provide an alternative method for terrain generation that
employs a two-pass genetic algorithm approach to pro-
duce a variety of terrain types using only intuitive user
inputs. The process is efficient but very difficult for a
user to control.

Real Terrain Information. This approach groups
the techniques from the Geographic Information Sys-
tems (GIS), where elevation data come from real-world
measurements [25]. Similarly, another source of infor-
mation could be the study of the extraction of terrain
from photographs [3]. All these approaches have the
advantage of offering highly realistic terrains in very
little time, but with little user control.
User Defined Approaches. This is the most flexible
type of technique, in which a human artist creates the
terrain manually, using an image editing program, 3D
modeling software, specialized terrain editor programs
or the editors that are included in game engines.

The authors of [10] allow the user to control the ter-
rain generation process by receiving as input an im-
age generated by an image editing program in order to
perform the terrain generation. In [26], patches from
sample terrain (represented as a height field) are used
to generate new terrain and the synthesis is guided by
a user-sketched feature map that specifies where ter-
rain features occur in the resulting synthetic terrain.
Later, [22] introduced a simple interface for sketching
heightmaps of islands. This application was very sim-
ple but, although it offered a good amount of user con-
trol, it was difficult to use and the obtained terrain was
not completely customizable.

2.2 Terrain Software
In this section we introduce some terrain tools for sim-
ulating artificial environments. There is a wide range
of software available. In Terragen [19] and Terraineer
[20], the user sets parameters and the program creates
a pseudo-random landscape which meets those param-
eters. Terraineer offers the possibility of experimenting
with different height generation algorithms. World Ma-
chine [17] additionally includes modeling of physical
weathering processes. In all of these programs, terrain
is modeled and imported/exported as a heightmap.

Further user interaction is offered in Nem’s Mega 3D
Terrain Generator [5], where the user is initially pre-
sented with a flat piece of terrain and has various op-
tions for modifying it. L3DT [21] is another software
that generates artificial heightfields and exports its data
to multiple formats.

2.3 Sketching
There have been some recent developments on the
automated interpretation of freeform surfaces from
sketches, but they either interpret the drawing as
being that of a single solid object [7] or leave the
freeform surface floating in mid-air as a patch, without
continuing to the horizon in the manner of a landscape
[18, 6].

However, interpreting a terrain sketch as a floating
free-form patch presents some problems. Qin et al [18]
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require the user to draw a grid of quadrilaterals to rep-
resent the surface, and a trained neural network is also
needed to interpret it. In Kaplan and Cohen’s approach
[6] the boundary of the patch must be clear in the orig-
inal input, either by virtue of its obvious contrast with
the background or by being specified by the user. Their
approach also requires user intervention to resolve am-
biguities. The problem of boundary constraints can be
overcome if we restrict ourselves to sketching islands.
The boundary constraints for islands are simple: an
island has a coastline, that is, a continuous bounding
curve.

More recently, a system for designing freeform sur-
faces with a collection of 3D curves has been proposed
in [13]. They create objects within an easy interface,
which is based on drawing simple lines. By using a
similar simple sketching interface, [27] introduce an
over-sketching application for feature-preserving sur-
face mesh editing. This application allows simple yet
realistic mesh deformations to be obtained.

3 OUR TERRAIN GENERATION
The method that we present here for generating islands
is based on the use of heightmaps and allows users to
define and modify the coastline of the island. Further-
more, they can also create and reshape any number of
hills, which will interact each other and with the exist-
ing terrain. Finally, we offer the possibility of applying
filters to give the final terrain a more realistic appear-
ance.

3.1 Reshaping the Coastline
The user can draw the silhouette of the island freely, but
it will be necessary to delineate a continuous curve by
sketching a closed shape, as shown in Figure 8. The
shape of the coastline can be changed by redrawing,
starting and ending at points near the existing coast-
line and drawing a continuous curve in any direction
between those two points. Thus, it is possible to ap-
ply different operations in order to modify the existing
coastline.

The user may decide to cut a piece of the island off.
As a consequence, the terrain will be split into two ar-
eas. Depending on the direction of the cut, the algo-
rithm will decide which one of these areas is to be re-
jected. The direction of the cut is understood as being
the direction running from the initial to the finish point.
The rejected area will be the one on the left-hand side of
the cut. Figure 2 presents an initial coastline and the sil-
houettes obtained after performing cuts with the same
start and finish points but following different directions.

Furthermore, the user can also add new pieces to the
existing area. Again, the algorithm will behave differ-
ently depending on the direction of the sketched draw-
ing. If the line has been sketched clockwise, the new
area will be added to the existing one. In contrast, if the

line has been performed in an counterclockwise direc-
tion, then this new area will be maintained and the old
one will be rejected. In Figure 3 we can see an example
of these possible ways of modifying the area by adding
or subtracting a piece of terrain.

We must note that the algorithm will differentiate
between cut and supplement operations by testing
whether the line goes through the terrain area or not.
In those cases in which a line is used to perform more
than one operation, each point where the line intersects
the silhouette will be interpreted as the finish and
start points of the consecutive operations. In Figure
4 we depict an area that is being modified by two
consecutive operations: the first one consists in an
external clockwise supplement and the second one is
a curved internal cut that is rejecting the piece on its
left-hand side.

3.2 Updating the Terrain Height
Every time the coastline silhouette is modified, the ter-
rain algorithm has to react adequately to those changes
and recalculate the height of the terrain in order to offer
a smooth continuous surface.

Since we are simulating the terrain of an island, we
must take into account the level of the sea. We have to
ensure that every single point within the sketched coast-
line is above sea level. As a consequence, when the
coastline changes, it may be necessary to modify the
elevations of some onshore points. Ideally, points close
to parts of the old coastline which remain unchanged
should also remain unchanged, but points close to parts
of the new coastline should be elevated above sea level
regardless of their previous height. Therefore, if we re-
shape the coastline then we have to check whether all
the points contained inside the island have the appropri-
ate height.

In order to obtain the new height values, we take
into account the distance from each point to the near-
est piece of new coastline Dn and to the nearest piece
of old coastline Do, both scaled to the range 0 to 1.

Figure 2: Cutting and reshaping the island.
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Figure 3: Supplementing and reshaping the island.

Figure 4: Two consecutive operations.

The height of each onshore point Hi is calculated as
a weighted value between the old height Ho and the
new one Hn, the latter being proportional to Dn. We
implement the calculation of the heights with Equation
1,where the weight W is calculated by Equation 2.

Hi = Ho(1.0−W )+HnW (1)
W = 0.5+0.5tanh((Do)2−Dn) (2)

The hyperbolic tangent (tanh) function is chosen be-
cause it has the appropriate shape, which is close to −1
for points near the old coastline and close to 1 for points
near the new coastline. Moreover, it never goes outside
this range. D0 is squared so that points close to neither
coastline are treated as being closer to the old coastline
rather than to the new one.

Whether a pixel is onshore or not is assessed by re-
ferring to a silhouette of the island which is recalculated
after each change to the coastline by drawing the coast-
line on a blank array of pixels and using a flood-fill rou-
tine (starting from a point clearly outside the coastline)
to distinguish sea from land.

3.3 Generating Hills
In previously presented methods for sketching islands
[22], the orography was difficult to define. In our work
we want to improve on the user definition of terrain.
The idea is to allow the user to create multiple hills hav-
ing the desired radii, height and location on the terrain.

In our algorithm we define hills as elliptic
paraboloids. An elliptic paraboloid is shaped like
an oval cup and can have a maximum or minimum

Figure 5: Example view of elliptic paraboloids.

point. In a suitable coordinate system, it can be
represented by the equation:

z
c

=
x2

a2 +
y2

b2 (3)

considering that the elliptic paraboloid is centered on
0,0,0 with radius a,b (along the x and y axes), being
a,b ∈ℜ and a > b.

Equation 3 represents an elliptical paraboloid which
opens upwards and can be seen in Figure 5a. This
quadratic surface will be used in our algorithm to de-
fine the hills. It is important to note that we allow the
user to define valleys by means of elliptical paraboloids
which open downwards, as can be seen in Figure 5b.

With this equation the user can introduce the central
point, the radius and the height of each hill. Once we
have this information, our algorithm will be able of cal-
culate the height of each point affected by the hill. All
those points are obtained with the central point and the
radius that have been defined. The height of each sin-
gle point will be modified by following Equation 3. We
will add the new height to the previous one in order to
obtain more realistic and integrated terrains. By so do-
ing, we allow for the creation of valleys and volcanos.

3.4 Filtering the Terrain
In order to obtain a better appearance for the terrain be-
ing designed, we can introduce some fuzzy bumps to
deform the regular surface. We have implemented a
filter to introduce ’noise’ into the previously defined
rounded terrain. This filter can be applied as many
times as the user desires and it will give us a number of
perturbations that are proportional to the surface area of
the island. These perturbations will also have an ellipti-
cal paraboloid shape, but they will be wider than taller
and they will be produced upwards or downwards in a
random manner.

3.5 Integrating the Processes
The final terrain that is visualized comprises three
heightmaps that will be added one after the other.
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Figure 6: Sample composition of the Final Grid of
heights by adding the previously updated grids.

These heightmaps are stored as grids (2D matrix) of
floats:

• Heights Grid, which contains the heights of the ter-
rain obtained after modifying the coastline.

• Hills Grid, which stores the increments or decre-
ments in height, due to the hill volumes.

• Filters Grid, which holds the variations introduced
by the filters that have been inserted.

As a consequence, with those three data structures
we obtain the Final Grid, which stores the sum of the
three previous ones. We assume that the Heights Grid
defines the basic features of the terrain. Then, the other
data structures will add more details. It is important
to comment that the division of the terrain information
into those three data structures simplifies the updating
process of any of them. This way, for example, adding
a hill only involves modifying the Hills grid.

In Figure 6 we can see an example of the different
grids that compose the Final Grid. The Heights Grid
is obtained after defining the coastline of the island.
The Hills Grid contains three different hills. Lastly,
the Filters Grid stores the perturbations introduced by
the user. Consequently, these three grids combined to-
gether give form to the final terrain.

This representation uses an internal triangle mesh for
representing the 3D island. The 2D heightmap is prop-
erly linked with this 3D representation in order to al-
low fast and efficient updates. The implementation has
been optimized to assure that each modeling operation
entails to update the minimum amount of information,
including both the heightmap and the vertices informa-
tion: spatial coordinates, normals, colors, etc.

4 USER INTERFACE
This section describes our sketching application for ter-
rain generation by using the ideas presented earlier. In
paper [22], a simple interface for sketching heightmaps
of islands was presented. This interface was close to
the ideal of a modeless single-tool interface, with all
of its major operations being controlled by a single de-
vice (pen or single-button mouse). A problem that ap-
pears in some of the most advanced sketching applica-
tions, like [16], is that they require a multi-modal push-
button interface. Our intention is to maintain the origi-
nal sketching objectives in order to keep our application
as simple and natural to use as possible. Nevertheless,
it has been necessary to develop a two-button mouse
software application to integrate all the functionalities
presented in the previous section.

Our proposed framework offers the user an interac-
tive sketching application. This solution consists of two
windows. The 2D window depicts the silhouette of the
coastline of the island, as seen in Figure 7a. The 3D
window represents the volumetric view of the whole is-
land, as seen in Figure 7b. This 3D view presents a
smooth surface which is automatically constructed with
the information stored in the heightmap. When the im-
plementation starts, the 2D window contains a circu-
lar coastline, as shown in Figure 7a. The 3D window,
shown in Figure 7b, depicts a conical island, which is
the initial terrain that the user will be able to modify.

Figure 7: 2D and 3D Window on Startup.

In the following subsections we will provide a de-
tailed description of the interaction with the aforemen-
tioned windows in our application. In Figure 8 we
describe a step-by-step design of an island using our
framework.

4.1 2D Modeling Operations
The 2D window allows the user to perform two basic
sketching operations: defining the silhouette of the is-
land and adding and modifying hills.

When interacting with the left mouse button in this
window, the user is allowed to design the coastline of
the island. It is possible to draw a free-form silhouette
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Figure 8: Designing a sample island in four steps.

interactively and the system will simultaneously update
the terrain. As we have mentioned in previous sections,
it is possible to cut and extend the existing terrain by
defining lines that start and end on the coastline. Fig-
ure 8 shows how we could draw any irregular shape to
delimit the terrain of our island. Our system includes
an additional feature, which has proved popular with
users: when a change is made to the coastline, the old
coastline gradually fades away, taking about two sec-
onds to do so. Pressing the right mouse button during
this period removes the new coastline and recovers the
old coastline.

In our application, when the user clicks with the right
button either inside or outside the coastline, the appli-
cation understands that the user is defining the central

point of a hill. Then a colored circular line will appear
on the terrain surface surrounding the central point that
has just been created. This line represents the area in-
fluenced by that particular hill. The user may add as
many hills as desired and each one will be depicted in
a different color. It is important to note that the hills
which are located outside the coastline affect the ter-
rain in those areas where the hills overlap the already
existing coastline. After defining the hills, the user will
be able to modify the radii and the location of the hills
inside the island. Right-clicking on the center point of
the hill and dragging, allows the user to change the po-
sition of the hill. The user can eliminate a hill by drag-
ging it outside the island until its radius is completely
outside the coastline. Alternatively, right-clicking and
dragging on the circular line allows the user to modify
the hill radius.

The application includes the possibility of zooming
in on the sketched island by clicking the right button of
the mouse. Using the zoom can help the user to get a
better overview of the terrain. We have to click outside
the island in order to zoom, but always away from the
coastline. This is because if the user clicks too close to
the coastline, the application will interpret that the user
wants to create or modify a hill.

4.2 3D Modeling Operations
In the initial version of the application, the height of the
island was defined by the cross section [22] selected in
the Plan Window and the input given in the Elevation
Window. This interface was complicated to use and it
did not give the user full control.

In our application, the 3D window shows a volumet-
ric view of the terrain. The user will be able to click
with the right button on any of the previously defined
hills and can decide on the height of each hill by drag-
ging the mouse up and down. If we drag upwards, then
the height will be positive and we will create a hill, and
if we drag downwards the terrain will be a valley. Fur-
thermore, by dragging the mouse left and right, the user
will be able to decrease and increase the size of the ra-
dius of the selected mountain.

The 3D window also allows for the use of filters,
which the user can decide to apply to the whole ter-
rain in order to introduce some fuzzy bumps. Clicking
with the left mouse button on any point on the island
and dragging upwards will add filters to the terrain. The
more we drag upwards, the more bumps are created. On
the contrary, if we drag downwards then the application
will understand that we want to decrease the number of
perturbations.

In addition, the 3D window offers two more func-
tions. Clicking with the left button away from any hill
and dragging, acts as a rotating function. Also, clicking
with the right button away from the terrain and drag-
ging, acts as a zoom function.
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Figure 9: Examples of volcanic island in TGEA.

5 RESULTS
This section presents our results using a Pentium D
2.8 GHz processor with 2 GB. RAM and an nVidia
GeForce 8800 GT graphics card. The framework was
implemented in C++ with OpenGL.

In order to show the possibilities of our framework,
we exported different heightmaps obtained from our
terrain generation algorithm. Then we introduced those
heightmaps as input to a game engine and we obtained
several examples of islands. The game engine that we
selected in our tests is the Torque Game Engine Ad-
vanced (TGEA) [4].

Figure 1 depicts an elongated island. The island is
quite abrupt after having applied some filters in order
to give the final terrain a more realistic appearance. In
Figure 9 we have rendered a volcano with two tiny hills
on one side. The volcano consists of a big hill but with
a hole in the middle. This hole is performed by apply-
ing a slightly smaller negative-height hill, located in the
middle of the first hill we created.

5.1 User Study
We consider important to perform a user study in order
to evaluate the quality of our sketching application. We
gave first-time users some basic indications in order to
make them know how our application works. After that,
we asked them to try to draw an island silhouette with
the desired hills. They played with different coastline,
hills and filters until they outlined the desired appear-
ance of island and terrain.

Our informal user study considered the application
from different perspectives. First, we ask our volun-
teers to grade from 1 to 10 the overall quality percep-
tion of the application, being 1 the worst and 10 the
best. Secondly, we monitored their activity to record
the time passed until they obtained a satisfactory ter-
rain. Finally, we asked them to report any difficulty or
mistake they could find in using our application.

Different studies have proven that 5 users are enough
to assess the quality of software applications [14], al-
though evaluating visualization results need a different

amount of volunteers in order to obtain valuable results
[9]. In our case we have conducted the test with 30
people. We have also grouped them in three groups
depending on their expertise both in computer use in
general and in computer design in particular.

In Table 1 we present the results obtained with uni-
versity volunteers. Most of them were satisfied with
their results after less than five minutes. It is important
to mention that both computer scientist and designers
found several problems that helped us to improve the
application. Most of them found the application diffi-
cult to use at the beginning, although after some prac-
tice they started modeling their terrains. These initial
usability problems helped us to modify some aspects of
the application and also encouraged us to create a brief
guide to explain how the application works. Moreover,
most users found the application funny and played with
it after acquiring a little expertise. Finally, we also en-
couraged some of them to include the terrain inside the
Torque Game Engine [4], in order to give them the pos-
sibility to experience gaming over their modeled island
and terrain.

6 CONCLUSIONS
This paper presents a method for terrain generation
which is suitable for users who wish to have full con-
trol over the whole creation process. We have also pre-
sented a simple tool for creating solid models of imagi-
nary islands. The tool is easy to use and requires only a
minimal user interface, with all of its major operations
being controlled by a two-button mouse. From this ap-
plication, the user can add, remove and reshape exist-
ing hills interactively and the terrain will be updated
accordingly. Moreover, the user is able to modify the
silhouette of the island and add fuzzy bumps as desired.

With the images of islands that we have shown in the
previous section, it can be seen how our approach is ca-
pable of offering very realistic terrains. The user can
decide on the final appearance of the island, as it is pos-
sible to apply as any number of filters. Nevertheless,
the user could choose not to apply filters in order to ob-
tain a fairly rounded terrain which could be useful for
a cartoon-like environment. The usability study, which
was performed among persons with different computer
skills, showed that the user interface we finally selected
is comfortable and adequate in most cases.

Future lines of work on this application include the
possibility of adding more tools at the expense of los-
ing simplicity. In this sense, the authors are interested in
allowing the user to include weather phenomena or veg-
etation and other decorative elements on their island.
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Study Number of Overall Avg. Required Observed Usability
Group volunteers Satisfaction Time (min.) Problems

Computer Scientists 12 8 3 12
Designers 7 6 5 7

Other Disciplines 11 9 4 2

Table 1: Results obtained with 30 university volunteers.
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ABSTRACT

The interactive visualisation of digital terrain datasets deals with their interrelated issues: quality, time and resources. In this

paper a GPU-supported rendering technique is introduced, which finds a tradeoff between these issues. For this we use the

projective grid method as the foundation. Even though the method is simple and powerful, its most significant problem is

the loss of relevant features. Our contribution is a definition of a view-dependent grid distribution on the view-plane and an

error-bounded rendering. This leads to a better approximation of the original terrain surface compared to previous GPU-based

approaches. A higher quality is achieved with respect to the grid resolution. Furthermore the combination with an error metric

and ray casting enables us to render a terrain representation within a given error threshold. Hence, high quality interactive

terrain rendering is guaranteed, without expensive preprocessing.

Keywords: GPU-Rendering, terrain rendering, projective grid, level of detail

1 INTRODUCTION
The interactive visualisation of digital terrain datasets is

a complex and challenging problem. Usually highly ac-

curate terrain datasets contain billions of elevation and

colour values, a data volume that cannot be displayed in

real-time. View-dependent approximation of the terrain

is needed to achieve interactive rendering.

In general, interactive terrain rendering has to address

three interrelated issues:

• quality of the final image,

• restrictions regarding available resources, and

• the real-time capability of the algorithm.

The approximation of terrain data with respect to

these criteria and for a given application context is a

current research challenge. The problem can be charac-

terised as follows: Usually we seek high quality. This

can be accomplished either by spending more time on

rendering or by storing pre-calculated results. On the

other hand, we have to keep an eye on the resources

used. Using fewer resources either leads to lower qual-

ity or might require to forego the real-time capability.

Hence, changes with respect to one criterion necessar-

ily affect the other criteria. The challenge is to find a

Permission to make digital or hard copies of all or part of this

work for personal or classroom use is granted without fee provided

that copies are not made or distributed for profit or commercial

advantage and that copies bear this notice and the full citation on the

first page. To copy otherwise, or republish, to post on servers or to

redistribute to lists, requires prior specific permission and/or a fee.

good compromise between quality, used resources, and

rendering time.

There has been extensive research on terrain visuali-

sation. Today’s algorithms can be categorised based on

their utilisation of graphics hardware into CPU-based
and GPU-based algorithms. CPU-based approaches fo-

cus on high quality and as such spend much time on

complex calculations on the CPU. To achieve real-time

capability they use pre-computed data structures that

consume additional resources. However, the commu-

nication between CPU and GPU is often a transporta-

tion bottleneck that usually leads to lower frame rates.

Moreover and inversely, most CPU-based terrain ren-

dering algorithms use advanced error metrics, which di-

rectly affects rendering quality and time.

GPU-based algorithms, on the other hand, focus on

real-time rendering by exploiting the parallel architec-

ture of the graphics hardware. The idea is to perform

many rather simple operations instead of a few com-

plex ones to achieve high performance. This is possible

through programmable vertex- and fragment processors

of current graphics hardware. Even though GPU-based

algorithms do not take the topology of the terrain into

account, they can produce high-quality images due to

the high primitive throughput. However, GPU-based

algorithms usually cannot guarantee an approximation

within a freely adjustable error rate.

All these terrain rendering approaches are powerful

and well-designed. But some problems still exist in par-

ticular scenarios. For instance, CPU-based algorithms

are not suited for resource-limited environments or for

applications where the terrain is subject to modifica-

tion during runtime. Vice versa, GPU-based algorithms

are not the best choice in cases where a representation

within a given error threshold is required.
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Our approach focuses on a compromise between the

competing needs for high quality, low resource con-

sumption, and real-time capability. We have developed

an algorithm that avoids expensive pre-processing, en-

sures real-time rendering, and achieves high quality

within a guaranteed error threshold. This is particularly

useful in aerospace systems, where resources are lim-

ited and a high quality visualisation is strictly required.

Other applications like games can also benefit from our

approach if they make use of dynamic terrain.

As the basis for our approach we use the projec-
tive grid method [13]. Johanson employs this method

for real-time rendering of water surfaces that are mod-

elled as dynamic height fields. The algorithm is eas-

ily portable to the GPU and suitable for very large

terrain datasets using cliptextures [20]. Even though

the algorithm can be applied for direct high-quality

view-dependent rendering of height fields in real-time

without any pre-processing, some problems can be ob-

served. For instance, while navigating a height field,

visual artifacts are recognisable. These are due to inad-

equate sampling and filtering of the height field. They

are also caused by not taking the height field’s topology

into account.

In our approach, we reduce these visual artifacts

to achieve high quality while maintaining real-time

capabilities. Furthermore, we guarantee the terrain

representation’s quality within a given error threshold.

To achieve real-time rendering, we employ a view-

dependent sampling of the height field that results in a

view-dependent level of detail (LOD) representation

of the terrain. We use a GPU-tailored grid resolution

for the sampling to fully exploit the power of the

GPU. This leads to higher quality during rendering.

Additionally, we generate an error map that gives us

error boundaries for each elevation sample. In turn, the

error map is used to control an adaptive ray casting that

is applied to those regions of the image whose errors

exceed a desired threshold. This way, the rendering

quality can be guaranteed to be always better or equal

to the given error threshold.

In the remainder of the paper we explain in detail how

we achieve this good compromise between rendering

quality, used resources and real-time capability. In the

next section, we discuss approaches related to our work.

In Section 3, we introduce the projective-grid method

and discuss its major problems when applied to terrain

rendering. Based on this discussion, we present and

evaluate our own approach in Section 4. Section 5 is

dedicated to the discussion of results.

2 RELATED WORK
Terrain rendering algorithms can be categorised into

CPU-based and GPU-based approaches.

CPU-based approaches construct, manage and select

a proper approximation of the terrain data set using the

CPU and the RAM. This allows utilising complex data

structures and operations to construct terrain geome-

try. The composed geometry is then sent to the graph-

ics hardware for rendering, which is often a bottleneck.

The geometry of digital terrain data sets is usually de-

scribed by triangles, which are directly supported by

graphics hardware. Assembling a triangle mesh with

regard to a sufficient triangle count leads to a good ap-

proximation of the terrain, provided that a proper tri-

angulation algorithm is used. However, such meshes

must be reassembled each frame to get a suitable view-

dependent refinement of the original terrain data set.

For example, [7, 24] apply a delaunay triangulation to

limit the triangle count. This is also useful to improve

the refinement and simplification of the terrain mesh

and to reduce temporal aliasing. Whereas some ap-

proaches like [11, 12] do not constrain the triangula-

tion process, other do so to generate and display hierar-

chies with multiple levels of detail. Many approaches

use a regular network or quad-tree decompositions re-

sulting in specialised and limited level-of-detail hier-

archies. [17, 10] use binary trees to efficiently traverse

and store the triangle hierarchy. Quad-tree triangulation

is preferred by [2, 22]. The subdivision scheme from

[19] subdivides the longest edge of a triangle to refine

the terrain mesh. All these approaches extract a mesh

on each frame, which restricts geometry caching and

makes it difficult to utilise specialised techniques for

efficient rendering. To solve this problem, [16, 22, 23]

aggregate triangles to patches of different resolutions.

At rendering time, patches of suitable resolutions are

chosen to be combined and sent to the GPU. Hence,

using patches accelerates the communication between

CPU and GPU, but does not solve this problem entirely.

Algorithms like [3, 4, 5, 26] store the patches in the

graphics hardware’s video memory. This significantly

reduces data transmissions between CPU and GPU and

hence increases rendering speed.

GPU-based approaches delegate the geometry pro-

cessing to the GPU. These algorithms perform many

simple operations rather than a few complex ones to

achieve high performance through the parallel archi-

tecture of the GPU. In [1, 6, 9, 15, 14, 21] approaches

are presented that can be implemented on today’s pro-

grammable GPUs. A progressive geometry transmis-

sion is applied in [26] to reduce CPU to GPU com-

munication. Warping and resampling of the underly-

ing grid according to the viewpoint is done in [8]. This

approach also adds procedural detail after resampling.

Most GPU-based approaches use static levels of detail:

the stitching of different resolutions is a common prob-

lem.

Another alternative for height field visualisation is

the projective grid method. The method was first in-

troduced by Johanson in [13] and was later applied

to dynamic height field visualisation. Livny applied
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(a) place grid (b) project grid

(c) displace grid

points

(d) use grid for ren-

dering

Figure 1: Steps of the projective grid method

the approach to terrain rendering and combined it with

clipmaps (see [27]) to support very large terrain datasets

[20]. Instead of handling the geometry on the CPU, the

grid is cached on the GPU and the programmable hard-

ware is used to project and render the grid. This re-

duces CPU to GPU communication to a minimum. In

[25], Schneider et al. use the projective grid method to

display theoretically infinite terrain in high detail. In-

stead of precalculating height fields, they are generated

at runtime.

Whereas Schneider et al.’s approach can not be used

for predefined height fields, Livny does not guarantee

rendering quality within a given error threshold.

We extend the projective grid method of Johanson in

such a way that it is applicable to arbitrarily predefined

or dynamic height fields. Furthermore we also ensure

rendering quality within a given error threshold.

3 PROJECTIVE GRID METHOD
In this section we give a brief overview of the idea be-

hind the projective grid method and describe the prob-

lems to be solved for its application to terrain rendering.

Basic idea
The projective grid method has been developed for in-

teractive water rendering based on a dynamic height

field. The principle of this method is simple and power-

ful. The basic idea is to cover the currently visible area

of a height field and just this area, with a grid of fixed

size which is placed onto the view plane. The size of the

grid determines the quality of the terrain approximation

and can be adjusted with respect to the capabilities of

the used graphics hardware. The grid is projected onto

the terrain’s ground plane. Each projected point of the

grid is displaced in the direction of the ground plane’s

normal by a fetched height value. The resulting grid is

a view-dependent approximation of the original height

field and can be used for rendering (see Figure 1).

(a) (b)

(c)

a) backfiring projection when looking above the horizon
b) intersection of terrain data peaks with view frustum
c) undersampled terrain and resulting grid
Figure 2: Visual artifacts caused by the projective grid method

Figure 3: Projection camera with increased field of view to

solve backfiring and intersected terrain

Problem discussion
Even though the grid projection seems straight forward,

there are three special cases which it needs to be ad-

justed in (see [13]):

• Looking above the scene’s horizon results in Back-
firing, which means that grid points will be projected

behind the scene camera (see Figure 2(a)).

• In case of terrain data with high amplitude, peaks

outside of the projected ground plane may intersect

the view frustum (see Figure 2(b)).

• Undersampling can lead to a loss of relevant fea-
tures, e.g., peaks and dips in the terrain. (see Fig-

ure 2(c)).

To solve the first two problems Johanson introduced

the concept of an additional projection camera. This

camera is aligned with respect to the viewing camera,

but it never looks above the horizon. Moreover, to con-

sider terrain that possibly extends into the view frus-

tum, the projection camera’s field of view is increased

(see Figure 3). The problem of losing relevant features

is not addressed by Johanson, because it can be ignored

when rendering water surfaces. However, when apply-

ing the projective grid method for terrain rendering this

problem has to be solved.
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Figure 4: a non-uniformly shaped projection area leads to in-

adequate filter values due to the choice of the enclosing sam-

pling radius.

For this purpose, filtering of the height field has to be

carried out. In [20], different resolutions of the height

field are generated and the proper resolution depending

on the sampling radius of a projected grid point is used.

A drawback of this approach is that in situations where

the view direction is close to the horizon, the projec-

tion of a single point in screen space onto the height

field leads to a trapezoid area strongly elongated in the

view direction, but narrow in the transverse direction

(see figure 4). Because of the enclosing sampling radius

used to determine the LOD, a filtered elevation value is

chosen that does not approximate the underlying height

field in a proper manner.

Undersampling as well as inaccurate filtering of the

height values lead to a loss of relevant features, depend-

ing on the current view parameters and the resolution of

the grid.

4 OUR METHOD
In this section we present our algorithm for interac-

tive terrain rendering that addresses the problems de-

scribed in the previous section. The general procedure

can be described as follows: First, we generate a sam-

ple grid whose resolution depends on the capabilities

of the graphics hardware. Thereby, we can guarantee

the highest quality that is possible with respect to a

given output device. Like in [20], we cache the grid

in video memory, thus projection and rendering can be

performed on the programmable graphics hardware. In

contrast to previous approaches, we define the grid on

the view plane depending on the current view in such a

way that the projection of grid points results in a better

approximation of the original terrain surface. This alle-

viates undersampling problems and helps achieve bet-

ter image quality with respect to a given grid resolu-

tion. The projection is performed in a straight-forward

manner. But contrary to known approaches, we com-

pute an approximation error for each grid point using

an extended MipMap hierarchy for the height field. The

error values are used to generate an error buffer. Dur-

ing rendering the buffer is deployed for an adaptive per-

Figure 5: Scheme of our method’s rendering process.

pixel displacement mapping in regions where the error

threshold is exceeded. This guarantees a representation

within a given error threshold. A scheme of the render-

ing process is shown in figure 5. In the following, we

will discuss the individual steps in more detail.

Grid Definition
The grid definition is a crucial step of the projective

grid method. An accurate approximation of the origi-

nal terrain surface implies a proper grid point distribu-

tion on the view plane. Earlier approaches used a fixed,

pre-defined grid point distribution, leading to visual ar-

tifacts in particular situations (see Section 3).

These artifacts occur due to the fact that the projected

grid points do not correspond to the original grid points

of the terrain data. To alleviate this problem, we use

a non-uniform, view-dependent grid point distribution.

The grid points are defined in the view plane in such

a way that the projection of the grid leads to almost

quadratic grid cells. Thus, stretched grid cells caused

by specific viewing conditions are avoided. This im-

plicates that the region of influence of a projected grid

point is also almost quadratic. As a result, artifacts

caused by inadequate filtering are reduced. However,

finding a good distribution is not a trivial task, because

we need knowledge about the projection and perspec-

tive distortion. To define such a view-dependent grid

point distribution in the view plane, a two step method

is carried out:

First, a uniform grid is defined in the view plane and

is projected onto the terrain’s ground plane. The aspect

ratio of each grid cell is calculated. This gives us a mea-

sure for the distortion of the grid cells. The aspect ratio

is a sufficient measure, because it depends on the grid

resolution as well as on the current view parameters. In

the second step we use this measure to distort the uni-

formly distributed grid in the view plane, resulting in a

non-uniformly distributed grid.

Whereas the first step is straight-forward, the sec-

ond step can be implemented with the help of the

importance-driven warping technique introduced in

[8]. The warping function distorts the grid in such

a way that more grid points are placed in regions
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with high importance, while grid points are removed

in other regions. This is exactly the behaviour that

accomplishes our problem.

The required importance map is computed based on

the aspect ratio of the projected grid cells. Regions with

aspect ratios less than one are considered as very im-

portant, whereas regions with aspect ratios greater than

one are declared as less important. This prompts the

warping technique to relocate grid points from regions

marked as unimportant to those declared as important.

Hence, this results in the desired non-uniformly dis-

tributed grid.

This calculation is expensive and must be carried out

on the CPU (see [8]) and therefore cannot be applied to

the entire high-resolution grid. To reduce the calcula-

tion overhead, we use a coarse grid defined in the view

plane. After applying the warping algorithm, we use the

programmable GPU to refine the grid as far as possible

with respect to the power of the graphics hardware.

Our procedure does not result in an optimal grid point

distribution, but nonetheless, it leads to much better re-

sults than fixed, view-independent grid point distribu-

tions. Thereby, we are able to reduce visual artifacts

and to achieve a better quality (see section 5).

Projection
After defining the non-uniform grid in the view plane,

the grid points are projected using the algorithm intro-

duced by Johanson. However, to reduce aliasing arti-

facts and to avoid a loss of relevant features, we calcu-

late the height values of grid points with regard to their

regions of influence on the ground plane.

To calculate proper height values, we filter the height

field. We construct a multi-level texture pyramid of the

height field, similar to [20], as follows: Starting from

the original (finest) level, each level is constructed from

the previous one by applying an average filter followed

by halving its size in each dimension. The algorithm

determines the level in the pyramid which a value is se-

lected from depending on the region of influence. Simi-

lar to previous approaches, we calculate the farthest dis-

tance dist between adjacent projected grid points and

use this distance to calculate the level in the texture

pyramid as follows:

level = max(0, log2 dist) (1)

In contrast to other approaches, our grid definition

guarantees an almost uniform distance between adja-

cent neighbours of a grid point on the ground plane.

This leads to more accurately filtered height values.

The result is a better approximation of the original ter-

rain surface (see Figure 6) with respect to the grid res-

olution.

Even though the projected grid could now be ren-

dered using a simple texture mapping into the colour

Figure 6: The left image shows the result of a uniform grid

while the right image is generated using the view-dependent

grid point distribution.

buffer, further enhancements are necessary to guaran-

tee a high quality representation within a given error

threshold.

Error Metric
In our approach we want to guarantee a representation

within a given error threshold. For that purpose, we use

the following two error types:

• screen-space error

• object-space error

During the projection phase, the object-space error

δi, j for each grid point pi, j is calculated. The object-

space error depends on the chosen filtered height value

havg as well as on the local minima hmin and maxima

hmax in the region of influence of pi, j. It is calculated as

follows:

δi, j = max(hmax−havg,havg−hmin) (2)

To gather local minima and maxima we generate a

min and max filtered texture pyramid similar to the pre-

viously generated average texture pyramid. In this way,

average, min, and max height values can be fetched in

unified manner from the texture pyramids. The fetching

can be carried out in the projection step and the object-

space error can be calculated using Equation 2. The

object-space error is then projected back to the view

plane, resulting in a screen-space error ρi, j. Since this

can be computationally inefficient (see [18]), we use a

simple metric:

ρi, j = λ
δi, j

‖pi, j− e‖ (3)

with λ = w
φ , where w is the number of pixels in the

field of view φ and e the view position (see [18]).

The screen-space error ρi, j can now be compared

to the user-defined screen-space error threshold γ. If

ρi, j > γ we displace the grid point pi, j by hmax to pre-

serve local maxima. Furthermore, the error is stored for

each projected grid point pi, j and is used in the render-

ing pass to guarantee a representation within the error
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Figure 7: The error buffer for a 256x512 grid resolution. Red

means high error, while black represents errors within the

user-defined threshold. The left image shows the error buffer

for a uniform grid point distribution. The right image was

generated using the non uniform grid point distribution. Note

the high detail and the minimised error in far-away regions.

threshold γ. For that purpose, we normalise the error

values to the range [0,1] as follows:

pi, j.error =

{
0 ρi, j < γ
1.0− γ

ρi, j
else

(4)

Finally, the grid is rendered with the error value as

colour attribute, resulting in an error buffer (see Figure

7) containing an interpolated error value for each visible

pixel.

Rendering
During rendering our goal is to keep the per-pixel error

below a given error threshold. Previous GPU-based ap-

proaches generated high quality images only by render-

ing huge numbers of primitives. But this does not guar-

antee any error rates. Therefore, we follow a different

strategy. We perform adaptive ray casting in selected

regions with errors that exceed the user-defined thresh-

old. Hence, we are able to guarantee a chosen quality.

The adaptive approach reduces calculation costs com-

pared to applying ray casting to the entire height field.

Ray casting is performed on the GPU as follows: For

each pixel in screen space, the error is retrieved from

the error buffer generated in the previous step (see Sec-

tion 4). Ray casting calculates exact colour and precise

depth values for a pixel in screen-space and replaces

the less accurate ones in the colour and depth buffer

(see Section 4). The final image can then be rendered

using a deferred shading approach. We prefer deferred

shading because it decouples shading from ray casting.

Without deferred shading, to perform ray casting, we

would require knowledge about the shading algorithm.

5 DISCUSSION AND RESULTS
Our approach can be summarised as follows:

Figure 8: Ray casting of the terrain on selected areas. The

left image shows terrain rendering without ray casting. On

the right image ray casting is turned on.

The grid definition: defines a view-dependent, non-

uniform grid on the view plane, which is novel

compared to previous approaches. A uniform grid

is warped with the help of an importance-driven

method. The importance is defined by the aspect

ratio of projected grid cells. This results in a non-

uniform grid point distribution. Due to the view-

dependent grid definition, we achieve a better ap-

proximation of the original terrain surface with re-

spect to the grid resolution.

The projection: projects the non-uniform grid onto

the ground plane and fetches proper height values

for each projected grid point. The grid definition

guarantees that the projected grid cells are almost

quadratic, which leads to more accurately filtered

height values. To avoid undersampling, the projec-

tion uses an average MipMap representation of the

height field to fetch proper height values for each

grid point.

The error measure: is used to gather approximation

errors during the projection of grid points. In this

step, a min and max MipMap representation of the

height field is utilised. Based on the MipMaps, an

object-space error is calculated for each grid point.

The object-space error is projected back onto the

view plane defining the screen-space error. The error

is compared to a user-defined threshold and is nor-

malised. An error buffer is rendered containing the

interpolated normalised errors for each visible pixel.

The rendering process: performs adaptive ray casting

utilising the error buffer in regions with high errors.

The ray casting approach guarantees a representa-

tion within the user-defined error threshold.

The MipMaps reduce calculation time during the dif-

ferent steps. They can be generated in an offline pro-

cess, but it is also possible to execute this during run-

time, because the calculations are very simple and fast.

Ray casting allows for a representation with a per-pixel

error below a given error threshold. In fact, this can not
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fps error

grid size uniform non-

uniform

ray cast-

ing (uni-

form)

ray cast-

ing (non-

uniform)

uniform non-

uniform

1024x512 68.72 61.48 33.43 36.42 0.20 0.03

512x256 251.34 217.82 64.26 70.17 0.21 0.06

600x600 98.14 90.69 41.05 43.64 0.20 0.05

300x900 131.47 119.53 43.27 45.81 0.19 0.04

400x1900 48.61 45.80 23.52 25.34 0.18 0.02

fps: average frames per second for 8000 frames
error: average normalised error per grid point

Table 1: Speed and quality comparison between the

standard method from [20] and our technique using dif-

ferent grid resolutions.

guarantee a fixed frame rate, as the original approach,

but it is a good compromise between quality, time and

resources. Indeed, the generation of the MipMaps con-

sumes resources, but on the other hand, it enables us

to guarantee a representation’s quality. High quality is

guaranteed by performing adaptive ray casting on se-

lected areas, which, however, consumes time. But we

keep ray casting to a minimum, by using an improved

non-uniform grid point distribution on the view plane.

This distribution is computed by a CPU-based warping

technique, which again consumes time. However, ex-

cept for the warping technique, all other calculations

are performed on the GPU, which guarantees real-time

and high quality terrain visualisation.

Our approach has been implemented using OpenGL

2.0 and requires graphics hardware supporting shader

model 3.0 or higher. We use the vertex shader to define

the grid on the view plane as well as for the projection

and displacement of the grid points. The programmable

fragment pipeline enables ray casting on the GPU. For

the purpose of evaluation, we use the real-world 4k

Puget Sound data set provided by Lindstrom with the

original scaling factors having a peek at mount Rainier

with ca. 4.400 metres.

It is also possible to support very large terrain using

clipmaps as presented in [20]. Since Livny’s and our

approach use the same projection procedure, only a few

modifications would be necessary.

The results we report in this section have been

achieved on a PC with a Core 2 Duo 2.0 GHz pro-

cessor, 1GB of memory and a GeForce 8800 GTX

graphics card. Table 1 shows average frame rates (fps)

as well as the average screen-space error per grid point,

during a flight over Puget Sound with and without ray

casting turned on (see figure 9). We tested various

grid resolutions using the standard method and our

technique, with a fixed screen size of 1024 x 800. The

uniformly distributed grid rendering corresponds to

Livny’s approach (see [20]).

As Table 1 shows, the usage of a non-uniform projec-

tion grid leads to a better approximation of the underly-

ing terrain and reduces the average screen-space error

per grid drastically. For instance, using a low grid res-

(a) (b)

(c)

a) the start of the flight
b) near ground in the middle of the flight
c) close up at the end of the flight
Figure 9: The flight over Puget Sound. We tested various

camera perspectives, from flight near ground till closeups.

error pixels avg error max error

grid-size uniform non-

uniform

uniform non-

uniform

uniform non-

uniform

1024x512 10.7 7.5 1.60 1.42 18.0 6.77

512x256 15.6 12.1 1.70 1.40 23.1 6.9

600x600 11.9 8.5 1.83 1.53 22.0 8.3

300x900 13.0 9.0 1.68 1.44 19.3 6.7

400x1900 11.0 7.4 1.67 1.51 14.9 6.7

error pixels: the number of error pixels in % of all visible
pixels
avg error: average screen-space error of all visible pixels
max error: max screen-space error of a all visible pixels

Table 2: Statistics on the errors of visible pixels. Our

method minimises the regions, which ray casting must

be performed in. Thus, we reduce the calculation

time to achieve a representation within a defined error

threshold. For performance issue see Table 1.

olution like 512x256 and a non-uniform projection grid

generates an average error of 0.06 where a uniform grid

with a four times higher resolution with 1024x512 still

generates an average error of 0.20.

Comparing the frame rates of the standard method

with our approach the time needed for warping is recog-

nisable when using low grid resolution. The higher

the grid resolution is, the more the frame rates con-

verge. Looking at the grid resolution 400x1900, the

frame rate difference between the standard method and

ours is very small and can be neglected.

Table 2 displays the percentage of error pixels in re-

lation to the screen resolution (corresponding perfor-

mance measurements are shown in Table 1. These re-

gions must be handled by ray casting to guarantee ren-

dering quality within the error threshold. Furthermore,

the average error of all visible pixels as well as the max-

imum screen-space error have been captured. Compar-

ing the maximum screen-space error of both techniques
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shows that our technique approximates the original sur-

face much better. Moreover, our method also minimises

the regions with high errors. Hence, a lower resolution

can be chosen, which still results in nearly the same

number of error pixels, in contrast to the original ap-

proach. For instance, a 600x600 grid resolution gener-

ates fewer error regions with our technique than a grid

resolution of 400x1900 with the classic approach. The

results of Table 1 and Table 2 show that a compromise

between time, resources and quality has been achieved.

6 CONCLUSION
We have introduced a GPU-supported approach for ter-

rain rendering, using the projective grid method. We

have shown how to reduce visual artifacts caused by

inaccurate filtering of height values. Furthermore, we

gather approximation errors that help us determine re-

gions that need to be rendered using adaptive ray cast-

ing. Ray casting guarantees a representation within a

given error threshold. We see the scope of future work

in improving the view-dependent definition of the grid

distribution in the view plane. Moreover, ray casting

should replaced by a GPU-based subdivision algorithm

utilising the shader model 4.0. This algorithm can be

controlled by the error metric, and can be processed

during the projection step. This will also increase the

performance.
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ABSTRACT 

This paper presents an improved method for the direction-oriented interpolation (DOI) method. The technique of 
DOI is considered to be a very strong tool for intraframe-based deinterlacing in the literature. However, the DOI 
still have a problem to use wrong edge direction. To remedy this problem, we embed three steps in the DOI 
method to interpolate missing lines more efficiently and robustly than existing methods. In the proposed method, 
the spatial direction vector (SDV) data are reused and processed to prevent them utilizing in next interpolation 
step, resulting in the more accurate de-interlacing method. We carry out experiments to compare the proposed 
method with the existing methods including the edge-based line averaging (ELA) and DOI. Experimental results 
show that the proposed method gives better performance in objective and subjective quality than the existing de-
interlacing methods. 

Keywords 
Direction-oriented interpolation, direction vectors, ELA, de-interlacing. 

 

1. Introduction 
In order to reduce bandwidth for broadcasting, 

television system decides to adopt interlaced video 
signal. The interlaced video signal means delete odd 
lines in one frame and delete even lines in the next 
frame alternatively. We call frame without odd lines 
or even lines as field. It means capacitor of interlaced 
signal will become half of the original signal. 
Moreover the technique of CRT can display 
interlaced signal directly in alternative scanning lines. 
It will not exhibit flicker obviously. However, flat 
display can’t show interlaced signal instantly. 
Interlaced signal must be recovered the original 
progressive signal before displayed. Therefore the 
technique of recovery is called de-interlacing. 
De-interlacing methods have been proposed ever 

since the introduction of interlacing. With the 
advancement of technology, progressive displays 
have become feasible and that the importance of de-
interlacing has increased. The methods have been 
suggested vary greatly in complexity and 
performance, but they can be segmented into two 
categories: intraframe and interframe. Intraframe 
methods only use the current field for reconstruction, 
while interframe methods make use of the previous 
or subsequent frames as well. Note that, all the 
methods attempt to reconstruct the missing scan lines 

without the knowledge of the original progressive 
source.  
One well-known special domain interpolation 
method is the edge-based line-averaging (ELA) 
algorithm [10]. The algorithm utilizes directional 
correlation to interpolate a missing line between two 
adjacent lines of the even or odd filed. The ELA 
method provides a good result in regions where the 
edge can be estimated correctly. Introducing several 
methods in this paper is based on ELA. 
In this paper, we proposed improved DOI method 

that added 3 steps. Expand the edge because after 
that the edge will be stronger and clearer. The 
method used SDV. Then, added the direction that 
can’t be found and removed the noise produced after 
interpolation.  In the section 2, will explained ELA 
and Directional Oriented Interpolation (DOI).  In the 
section 3, we will explain our proposed method and 
next section we will explain the comparison our 
propose method with the previous method. In the last 
section, we will explain the conclusion. 
. 

2. Conventional De-interlacing Methods 
2.1 Edge-based Line Averaging 
The ELA method which utilizes directional 

correlations among the neighboring pixels 
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Using (4) and (5), the horizontal components of the 
USDV and the LSDV are obtained from: 

interpolates the missing pixels linearly. A 3x3 
window is used as shown in Fig.1. 

 
Figure 1 3×3 window for ELA method 

According to Fig.1, the ELA method can be 
described in the equation (1), (2) and (3). The 

denote a directional correlation measurement,  ( )C k

 ( ) ( ) ( ) ,  ,..., 1,0,1,...,C k U i k L i k k n n= + − − = − − (1) 

The  is then used to determine the direction of 
the highest spatial correlation. The edge direction θ 
is determined as: 

( )C k

 arg  min{ ( )},C k n k nθ = − ≤ ≤  (2) 

The current pixel ( )x i  is then interpolated by: 

 ( ) (( )
2

U i L ix i )θ θ+ + −
=  (3) 

The ELA method provides good performance in the 
most cases, however, due to misleading edge 
directions, interpolation errors often become larger in 
the areas of high frequency components. These 
unwanted artifacts significantly deteriorate visual 
quality. 
 

2.2 Directional Oriented Interpolation  
The DOI method interpolated the missing pixels 

using spatial direction vectors (SDVs) [13]. A spatial 
direction vector (SDV) is introduced so that finer 
resolution and higher accuracy of the edge-direction 
can be obtained. In figure 2, the center block of size 
3-by-2 slides on the two upper reference lines or on 
the two lower reference lines for block-matching 
purpose.  

 
Figure 2  Illustration of the DOI 

The USDV and the LSDV are determined as: 
1

2 2
0 1 0 0

1

( ) ( ( ) ( ) ( ) ( ) )u
j

S k U i j U i j k L i j U i j k
=−

= + − + + + + − + +∑  (4) 

1
2 2

0 0 0 1
1

( ) ( ( ) ( ) ( ) ( ) )L
j

S k U i j L i j k L i j L i j k
=−
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 arg  min{ ( )},u usdv S k R k R= − ≤ ≤  (6) 

 arg  min{ ( )},L Lsdv S k R k R= − ≤ ≤  (7) 

The current pixel ( )x i  is then interpolated by: 

 0 0( ) (
( )

2
uU i i L i i

X i
+ + +

=
)L

u

 (8) 

 
/ 2,  
/ 2,  

u u

L L L

i sdv i i
i sdv i i
= +

= +
 (9) 

If the two index of the reference pixel and Ui Li  are 
not integer, the reference pixel can be obtained using 
interpolation in the horizontal direction. Detailed 
explain this method, give the current line and 4 
reference lines, the magnitude of the difference 
between  and  is compared with a 
threshold T. If the magnitude of the summation of 
the two SDVs is larger than one, 

0 ( )U i 0 ( )L i

( )X i  is interpolated 
using linear interpolation in the vertical direction. 
Otherwise, the reference pixels are founds and ( )X i  
is interpolated using (12). 
This de-interlacing method gives better 

performance in objective and subjective quality than 
ELA, Line Doubling, Line Averaging, A-ELA and 
E-ELA. However, even though DOI is more robust 
than the above methods, but DOI may produce 
annoying artifacts in periodic structures. 
 

3. Proposed method 
In this paper, we propose an improved approach to 

intra-frame de-interlacing which is based on 
direction-oriented interpolation (DOI) method as 
figure 3. We proposed method find the SDV, and 
then extend the SDV boundary within edge. Next, fill 
up the SDVs space in edge. Finally, we delete the 
wrong direction.  
3.1 Calculate the intensity value 
This step is previous step, we need the intensity 

value of edge in order to interpolate edge of correct 
direction.  Intensity value of edge can estimate 
whether the direction edge is correct or not. Intensity 
value of edge is shown in the following: 

 
Figure 3 Calculate the intensity value 
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If the blank points are edges, current pixel 
calculates the intensity edge of value which is using 
SDV. And if the difference of USDV and LSDV is 
small, the edge has high possibility. So, intensity 
value of edge is large. Otherwise, if the difference is 
large, and the intensity value of edge is small.  The 
equation of intensity edge of value is in the 
following: 

 

0 0

0 0

 1: [ ] [ ]

     1.1: [ ] [ ] 1  
             robust edge direction
     1.2 : [ ] [ ] 1  
             weak edge direction

 2 : [ ] [ ]
            nondirectio

USDV LSDV

USDV LSDV

Case U i L i T

Case P i P i

Case P i P i

Case U i L i T

− ≥

+ ≤

→

+ >

→

− <

→ n

 (10) 

 

3.2 Extension of edge area 
The first step is how to extend the edge area which 

used SDV. Extension of edge area is showing in the 
figure: 
 

 
Figure 4 Extension of edge area 

If black points are edges, we should compare SDVs 
of left and right pixels. The SDV in comparison, if 
there is no difference and similar, the SDV value is 
inserted at side pixel. The extension of edge area is 
determined as: 

 1: [ 1] 2 and [ 2] 2 or 
              [ 1] 2 and [ 2] 2
     1.1: [ 1] [ 2] 0 and

                     [ 1] [ 1] 0
                    extend the left SDVs
     1

SDV SDV

USDV LSDV

CASE D i D i
D i D i

CASE P i P i

P i P i

CASE

+ = + =
− = − =

+ − + =

+ + + =

→

.2 : [ 1] [ 2] 0 and

                     [ 1] [ 1] 0
                    extend the right SDVs

 2 : [ 1] 2 and [ 2] 2
                    maintain the SDVs

SDV SDV

USDV LSDV

P i P i

P i P i

CASE D i D i

− − − =

− + − =

→
− < − <
→

 (11) 

The result of previous step, we can get higher 
quality image than using the general SDV method. 
But it still can’t find SDV. In this step, we can find 
the direction and add the direction of the edge using 
the near SDV, and we also can find direction using 
USDV，LSDV.  

 
Figure 5 Elimination of edge hole area 

For elimination of edge hole area, we use the 
neighborhood pixel of hole area. If intensity values 
of side pixels are large and SDVs(LSDV, USDV) of 
side pixels are similar, we can consider that the 
neighborhood pixels are in the same direction. So 
SDV of hole area pixel inserts SDV of next pixel, 
and then we can eliminate the edge hole area. The 
equation of elimination of edge hole area is as 
following: 

 1: [ 1] 2 and [ 2] 2 or 
              [ 1] 2 and [ 2] 2
    1.1: [ 1] [ 2] 0 and

                    [ 1] [ 1] 0 and

                    [ 1] [ 2] 0 and

 

SDV SDV

USDV LSDV

SDV SDV

CASE D i D i
D i D i

CASE P i P i

P i P i

P i P i

+ = + =
− = − =

− − − =

− + − =

+ − + =

                    [ 1] [ 1] 0
                    fill up the SDVs

 2 : [ 1] 2 and [ 2] 2 or 
              [ 1] 2 and [ 2] 2
                    maintain the SDVs

USDV LSDVP i P i

CASE D i D i
D i D i

+ + + =

→
− < − <
− < − <
→

 (12) 

 

3.3 Correction of misdirection 
The image of the last step which we calculated 

usually is wrong. Because it has the hopeless image, 
so in this step, we can get the improved quality of 
image when the information of SDV is wrong. How 
to remove the wrong SDV, the method is following: 

 Through this step, the edge is robust and sharp. 
Figure 6 Correction of misdirection  

To correct misdirection, we use the neighborhood 
pixels. If intensity value of neighborhood pixels is 
lowly and SDV of neighborhood pixels are similar. 

3.3 Elimination of edge hole area 
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So we consider that current pixel is the misdirection. 
We need modify SDV of current pixel. The 
correction of misdirection is shown in following 
equation 13: 

 1: [ 1] 1 and [ 1] 1
     1.1: [ 1] [ 2] 1 and

                     [ 1] [ 1] 1 and

                     [ 1] [ 2] 1 and

                     [ 1] [

SDV SDV

USDV LSDV

SDV SDV

USDV LSDV

CASE D i D i
CASE P i P i

P i P i

P i P i

P i P i

+ ≤ − ≤

− − − ≤

− + − ≤

+ − + ≤

+ + +1] 1
                    delete the wrong direction SDVs

 2 : [ 1] 1 and [ 1] 1
                    maintain the SDVs
CASE D i D i

≤

→
+ > − >
→

 (13) 

Through these steps, we can use the correction of 
misdirection to decrease the noise of image and 
improve the quality of image.  

 
Figure 7 Flow diagram of the proposed method 

 

4. Experimental Results 
 
In order to obtain fair empirical evaluation of 

intraframe de-interlacing methods, it is important to 
use a set of well-known images for experiments. In 
this paper, seven intraframe-based de-interlacing 
methods are chosen to evaluate their performance. 

Here we set the threshold t to 10, and we set the 
search rage R to 16 as DOI.  
Table 1 shows the performance of these methods 

for various images. We compare the proposed 
method with ELA, Block-Based Directional, Edge 
Interpolation (BDEI), Edge-Based Median Filtering 
(EMF), Anti-aliasing Interpolation filter (AAIF), 
Modified ELA (MELA) and Directional Oriented 
Interpolation (DOI). Compare to proposed method 
with other method, the propose method most 
performance is good. PSNR results show a higher 
value of 0.03dB to 0.47dB. Subjectively, the quality 
of result image is similar to the DOI, and the result 
images are good as shown figure 8 and figure 9.  
 
5. Conclusion 
 
In this paper, we proposed an improved directional 

oriented interpolation algorithm. We proposed 
method is based on DOI. We apply the three steps in 
DOI algorithm. We obtain the more sharp result 
image using extend SDVs step. And proposed 
method improves image quality for the SDV of 
wrong direction modified. Using the SDV method, 
the edge’s boundary will be expanded. So, we can 
get the clearer image. And also we get the high 
quality image because of reducing noise when 
modify the wrong direction. The result of our 
experiment showed objectivity using PSNR. The 
value is almost same with the other methods and 
even better in some cases. Experimental results show 
that the proposed method gives better performance in 
objective and subjective quality than the existing de-
interlacing methods. 
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Table 1 PSNR result of different intraframe de-interlacing methods for various images 

Image LA ELA  MELA  BDEI  EMF  AAIF  DOI  Proposed 
method 

Lena 
(512×512) 36.82 35.99 36.07 37.09 36.81 38.05 37.32 37.35 

Airplane 
(512×512) 31.82 31.12 30.41 31.59 31.55 32.22 31.69 31.72 

Baboon 
(512×512) 23.50 22.97 23.00 23.49 23.71 23.07 23.43 23.47 

Bike 
(400×500) 24.40 23.60 22.92 24.26 24.51 24.19 25.36 25.59 

Gold 
(720×576) 33.30 32.73 32.94 33.44 33.57 33.73 33.73 33.80 

Hotel 
(720×576) 32.88 32.15 31.75 32.42 32.37 33.39 32.94 33.07 

Target 
(512×512) 17.13 18.98 17.35 16.46 17.16 16.54 18.60 18.75 

Table Tennis 
(352×240) 26.83 27.05 27.27 26.90 26.98 25.19 29.53 30.10 

Light House 
(512×768) 30.27 29.38 30.30 29.87 29.69 24.01 30.40 30.86 

House 
(256×256) 31.83 31.88 31.79 31.73 31.68 22.59 32.55 32.62 

Couple 
(512×512) 27.93 27.43 27.42 27.75 27.88 22.28 27.91 27.94 

Average 28.79 28.48 28.29 28.64 28.72 26.84 29.41 29.57 
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(a)                                                                              (b) 

    
(c)                                                                              (d) 

    
(e)                                                                              (f) 

    
(g)                                                                              (h) 

Figure 8 (a) Result of Table Tennis image, (b)-(h) Interpolated: (b) line-doubling (c) line-averaging (d) 
ELA (e) AAIF (f) MELA-2 (g) DOI (h) proposed method 
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(a)                                                                              (b) 

    
(c)                                                                              (d) 

    
(e)                                                                              (f) 

    
(g)                                                                              (h) 

Figure 9 (a) Zoomed results of Bike image, (b)-(h) Interpolated: (b) line-doubling (c) line-averaging (d) 
ELA (e) AAIF (f) MELA-2 (g) DOI (h) proposed method 
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(a)                                                                              (b) 

     
(c)                                                                              (d) 

     
(e)                                                                              (f) 

   
(g)                                                                              (h) 

Figure 8 (a) Result of Light house image, (b)-(h) Interpolated: (b) line-doubling (c) line-averaging (d) 
ELA (e) AAIF (f) MELA-2 (g) DOI (h) proposed method 
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ABSTRACT 
This contribution describes recent development in ongoing work focused on point cloud rendering algorithm 

implementation usable in environments containing programmable or custom hardware. The approach described 

in this paper is based on the idea that direct point cloud rendering, which is in the principle not too complicated, 

can be efficiently implemented in programmable or custom hardware. Such implementation can be useful not 

only for its performance but especially for the possibility to include it into solutions that require 3D graphics 

output in non PC environments and in embedded solutions with low power consumption, etc. This contribution 

describes the overall approach and the current results. 

Keywords 
Point cloud, programmable hardware, FPGA, hardware rendering. 

1. INTRODUCTION 
3D point-clouds [Rusi01][Gros02] represent a 

modern trend in computer graphics. They can be used 

for an alternative representation of graphics scenes 

instead of traditional entities, such as planar polygons 

or triangles, surface patches, etc. Geometrically, 

point-clouds are “internally unorganized” sets of 

points and as such they are very easy to handle during 

various graphics operations. On the other hand, point-

clouds require large amount of memory to represent 

common objects and that is the reason why they have 

not been widely used historically. In recent few years, 

the situation changed. Not only the recent computer 

systems, including embedded and DSP systems, can 

be are equipped with cheap and large memory, but 

also the today affordable 3D scanning devices can 

create object models based on point clouds directly. 

To visualize these point clouds, however, methods to 

convert them into surface patches are still often used 

and/or GPUs are mostly used to render these 

structures although for direct point cloud rendering, 

the GPUs are often inefficient. The proposed 

approach offers an alternative based on a simple 

engine for direct point cloud rendering based on 

custom hardware circuits in the form of 

programmable hardware or custom chip. This 

alternative will most probably not be of wide use in 

contemporary PCs whose graphics performance, 

thanks to the modern GPUs, is very high and at the 

same time the PCs are relatively cheap. However, the 

approach, if successful, can serve as a model for 

future high performance implementation, e.g. as a 

module in some future piece of hardware or it can be 

used in embedded systems where exploitation of 

GPUs is not feasible at all and also in systems with 

limited power consumption, where exploitation of 

GPUs is also very problematic. 

The recent development in programmable hardware, 

specifically Field Programmable Gate Arrays 

(FPGAs) [Curd07][Hite05] offers a good platform for 

power efficient, cost efficient, and also high 

performance implementation of point cloud 

rendering, which is not quite supported by the 

traditional computer graphics manufacturers  

The proposed solution is characterized by using low 

amount hardware resources (system logic and fast 

memory) – offering possibility to embed numerous 

rendering engines on a chip, low power consumption, 

low heat emission and other features important for 

non-desktop applications. 

The solution describer in this paper is an extension to 

previous work on FPGA accelerated point cloud 

rendering and adds higher performance due to both 

Permission to make digital or hard copies of all or part of 

this work for personal or classroom use is granted without 

fee provided that copies are not made or distributed for 

profit or commercial advantage and that copies bear this 

notice and the full citation on the first page. To copy 

otherwise, or republish, to post on servers or to 

redistribute to lists, requires prior specific permission 

and/or a fee. 
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technology and solution itself, parallelism, and 

extended color model [Zemc03][Zemc04]. 

2. POINT ELEMENT 
The point cloud rendering algorithms described in 

this paper relies on rendering of the single oriented 

points forming the point cloud. 

Point Element Shape 
One of the feasible geometrical representations of the 

scene element – oriented point – is an oriented circle 

whose projection is a general ellipsis. See Figure 1.  

 

Figure 1: Point element projection 

 

The rendering algorithm can be subdivided into 

several principal parts [Zemc04][Hero05] 

[Tisn02][Mars08]: 

1. Projection of the elements’ positions into 2D 

screen and Z space and computation of the 

corresponding elements’ projected normal and radius. 

2. Evaluation of the elements’ color (lightness) based 

on the projected normal vector, element local lighting 

model (material), and the light sources’ and 

observer’s parameters.  

3. Rendering of the elements (ellipses) into the image 

frame buffer (visibility solved using Z-buffer).  

In the proposed approach, all the part 1 is performed 

through the host processor (DSP), part 2 is performed 

partially in the DSP through access to the pre-

calculated reflection and diffusion tables and the final 

color evaluation is done in the FPGA, and the part 3 

is performed in the FPGA. 

Representation of Shapes 
The point shapes are pre-calculated. The idea of pre-

calculation is based on the fact that the normal vector 

can be converted into two dimensions according to 

the below equation and quantized and thanks to the 

fact that radius can be quantized as well. 

 

(1) ( ) ( ) nknnknnnn yxzyx
′=′′==
rr

1,,,,  

The shapes of ellipses (circle projections) can then be 

stored in tables, indexed by quantized point size and 

normal vector, the size of the table is 17x64
2
 ( yx nn ′′ ,  

are quantized as 64 values, the particle size as 17). 

An efficient method is used to compress the point 

bitmaps is used, which uses namely the fact that the 

point shape is convex and symmetrical. Based on 

experiments on practical data and hardware 

implementation issues, the bitmap size is defined to 

be 8×8 pixels. For small points (whose shape can fit 

into the 8×8 raster), symmetry is exploited to 

minimize the representation size. Experiments show 

that majority of points rendered by the system meets 

the extent of small points and their processing is thus 

efficient. However, even larger point shapes appear 

in the rendered set, whose encoding takes larger 

number (inherently not limited, but practically 2×2) 

of fractional bitmaps. See Figure 2 and Figure 3 for 

examples of small and large point shapes. 

 

 

Figure 2: Small point shape evaluation 

 

 

Figure 3: Large point shape evaluation 

 

Representation of Colors 
As for the color model, the proposed solution allows 

for Phong model with diffuse and specular parts but 

limited to a single level of specular reflection and 

single color of light sources presumably white. 

 

(2) SpecularMaterialsDiffuseMateriald IkIkII ,,0
ˆˆˆˆ ++=  

where Diffuse, Specular, and Material are parameters 

sent to the rendering engine for every element while 

color 0Î and both dk̂ and sk̂ color tables are stored in 

the rendering engine. 

Centre x0, y0, z0 

Radius r 
Normal (nx, ny, nz) 
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The elements’ properties, as evaluated by steps 1. and 

2. described above through the pre-calculated table, 

form a code-word of 64 bits which enters the 

rendering Engine. See Figure 4 for the code-word’s 

structure. Note, please, that the y co-ordinate is 

missing from the code word as the engine generates it 

implicitly. Detailed description of the rendering 

machine is in the following section of the paper. 

 

Figure 4: Point code word 

 

3. SYSTEM ARCHITECTURE 
The rendering engine is experimentally implemented 

on a PCI board placed in a host PC. 

System board 
The board (UNI1P-VUT manufactured by CAMEA, 

Brno) contains PCI controller, DRAM memory, and 

programmable hardware including FPGAs to control 

the data flow. The board is capable of carrying up to 

four DSP/FPGA computational engines (DX64), each 

with a DSP (TI C6416), FPGA (Xilinx VIrtex II), 

and DRAM (128MB). Block diagram is shown in the 

Figure 6. 

Each of the DSP/FPGA boards implements single 

rendering engine. 

 

Figure 6: System architecture block diagram 

Rendering engine 
Each of the point elements could be rendered very 

quickly, just through interpreting the key word that is 

simple and the interpretation can easily be done in 

parallel except for the natural bottleneck lying in the 

number of pixels affected by each point element that 

can be up to 64 (8x8 blocks). 

In our approach, however, this bottleneck is 

overcome through subdividing of the raster image 

memory and Z-buffer memory, used for rendering 

output, into 8 parts so that all the lines of the element 

image (8x8 pixels) can be rendered in parallel. As the 

shape of the element is encoded in very simple way 

(see above), the rendering lies merely in updating the 

Z-buffer and conditional writing of a color value into 

the output raster. As the Z-buffer and raster memory 

have 4 pixels per word (oriented horizontally), 

8 pixels can be updated within 3 accesses in the 

memory as the data is not always word aligned. 

Because the size of the raster and Z-buffer memory in 

the FPGA is limited, our implementation slides a 

narrow window (e.g. 16 pixels high and as wide as 

the image) across the output image line by line so that 

only that narrow window of raster and Z-buffer are 

present in the on-chip memory in the FPGA. The 

already processed part of the image is flushed out of 

the rendering engine. This approach allows for 

evaluating only those elements whose y co-ordinate is 

in the centre of the sliding window. This fact enforces 

sorting of the elements according to the y co-ordinate 

and sending them into the rendering engine in the y 

order. While the sorting operation seem to cause high 

computational complexity, the fact is that the y range 

is limited and as the co-ordinates are anyway integer, 

the sorting can be seen as merely subdividing the 

point cloud (set) into several subsets with linear 

complexity. 

See Figure 7 for the illustration of sliding window. 

Note, please, that 8 pixels high window would be 

sufficient for rendering but the extra lines are suitable 

for buffered flushing of the output and buffered 

loading of the input (initialized raster and Z-buffer). 

 

 

 

Figure 7: Sliding window over the raster 

 

Rendering chain 
The above described approach is well parallelizable. 

As the rendering engine is capable of uploading of 

the initialized image and Z-buffer and flushing the 

processed output with relatively low delay 

(processing of 16 lines of the window), it is possible 

to chain the rendering engines as shown in Figure 8 

and when randomly data distributed among the 

engines lead into nearly linear speedup. 
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Figure 8: Processing chain block diagram and the rendering output 

 

The block diagram of the engine itself is shown 

below. Note, please, that the “writer block” contains 

the raster and Z-buffer on-chip memory. 

 

Figure 9: Single engine block diagram 

4. PERFORMANCE 
The performance of the approach can be evaluated in 

terms of the point elements rendering speed and in 

terms of the resource consumption. 

Resource consumption 
The consumption of FPGA resources on the Virtex II 

chip is shown in Table 1 below. Overall, the design 

consumes approximately 60 percent of the small 

Virtex II-250 chip. 

 

Table 1: Consumption of the FPGA chip resources 

Rendering speed 
The achievable rendering speed is affected by the 

clock speed of the FPGA structure. Currently, the 

achieved clock speed is 100 MHz and 4 clock cycles 

are needed to evaluate single element. At the same 

time, 4 rendering engines run in parallel so the raw 

rendering speed of 100 million (10
8
) elements per 

second. The useful rendering speed is affected by the 

idle times. If e.g. video is generated, the worst idle 

time is 0.02 s. The rendering speed for N elements is: 

(3) ( ) ( )8

Im 10/,02.0max Nst age =  

5. CONCLUSIONS 
It has been demonstrated that the direct point cloud 

rendering engine in FPGA and DSP is feasible and 

that it can be built using relatively simple resources in 

programmable hardware. While the raw speed of the 

single engine does not reach extremely high figures, 

the approach is easily scalable and parallelizable and 

can be also used in embedded environments. 
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ABSTRACT
This paper focuses on evaluation of motion of objects through classification of their trajectories. The objects 
used for  evaluation of  the presented  method are objects  tracked in video sequence but  the method is  quite 
general and can be used for more general trajectories. The main potential application of the presented method is 
detection of abnormal behavior of humans, hand gesture detection and recognition, etc. Hidden Markov Models 
(HMMs) and Gaussian Mixture Models are used as the base of the the classification mechanism. The paper 
contains description of the method, description of experiments and their results, and conclusions.

Keywords
Trajectory classification, Gaussian Mixture Models, Hidden Markov models, video sequences.

1.INTRODUCTION

Understanding  dynamic  behavior  of  objects  is  still 
very open problem. One task, which is a small subset 
in the wide objects dynamics field, is classification of 
short  fragments  of  motion  of  objects.  This  task  is 
particularly  interesting  for  human  computer 
interfaces,  computer  applications  in  surveillance 
tasks,  computer-assisted  communication  between 
humans,  general  computer  graphics  and  computer 
vision,  etc.  Human computer  interfaces  can benefit 
specifically from understanding human hand gestures 
and  human  body  motion.  Surveillance  applications 
can  exploit  detection  of  “abnormal”  behavior  of 
humans  in  e.g.  public  places.  Computer-assisted 
communication  between  humans  can  benefit  from 
understanding  the  gestures  and  body  motion,  too, 
specifically in case the users cannot see or even hear 
each other or in cases where the communication is 
otherwise  limited.  Other  applications  in  computer 
graphics  and  computer  vision  include  e.g.  human 
motion  understanding  in  navigation  in  virtual  3D 
space,  animation of objects and humans, or motion 
capture assistance.

Previous Work
The generally used approach to analysis of dynamic 
behavior  of objects is focused on understanding of 
video  content.  This  leads  to  decomposition  of 

problem to a couple levels of analysis. The first level 
of decomposition usually consist of image processing 
e.g.  object  recognition.  This  part  also  includes 
temporal  element e.g.  object  tracking.  The problem 
of object  recognition  and  tracking  is  discovered  in 
[Hra06],  [Jir06],  [Jir08].  The  second  level  of 
decomposition  is  information  interpretation. 
Decomposition of  problem and  solution of  parts  is 
widely  discussed  in  [Mli08].   The  [AC99], 
[CRCZ05]  summaries  the  approach  with  focus  on 
human motion analysis. 

More general low level video processing which tends 
to obtaining complex information from scene could 
be  based  for  example  on  texture  analysis  [CV05], 
important  points  analysis  (SIFT)  or  areas  analysis 
(SURF)  [Bay08].  However,  it  is  very  difficult  to 
describe  behavior  patterns  in  general,  therefore 
proposed approach use only informations about well 
defined objects in scene.

The  result  of  content  focused  analysis  is  set  of 
features with describes  variable count of objects in 
time.  The  special  case  of  these  features  in  time is 
the trajectory.  For  detailed  analysis  of  object 
behavior  is  essential  to  describe  all  possible 
behaviors  (trajectories)  and  assign  them  the  most 
appropriate  interpretation,  which  is  discussed  in 
[Mli08a].  In some  cases,  few  well  defined  “strong 
types  of  behavior”  could  be  sufficient  for  scene 
understanding.

The  Gaussian  Mixture  Models  (GMM)  method  is 
suitable for the trajectory classification task as it is 
capable of recognition of pattern in temporal variable 
data. The GMM statistically describes whole feature 
vector  in  time.  Other  well  known  approach, 
Dynamic Time Wrapping (DTW), describes changes 
of feature vector in time. The generalization of these 
two  methods  is  done  by  Hidden  Markov  Models 
(HMM)  which  was  used  for  sign  language 

Permission to make digital or hard copies of all or part of 
this work for personal or classroom use is granted without 
fee provided that copies are not made or distributed for 
profit or commercial advantage and that copies bear this 
notice  and  the  full  citation  on  the first  page.  To  copy 
otherwise,  or  republish,  to  post  on  servers  or  to 
redistribute  to  lists,  requires  prior  specific  permission 
and/or a fee.

WSCG 2009 Communication Papers 67 ISBN 978-80-86943-94-7



recognition [Sta95] and gesture recognition [Rig97], 
[Bor08].

The  method  of  gesture  classification  through  the 
alternative  Conditional  Random Fields  is  discussed 
in [WLD06].

Data and Trajectory Classes
Based  on  the  results  of  the  previous  work,  we 
examined  some  data  and  methods  for  dynamic 
gesture  processing  and  human  motion  trajectories. 
The data was available from CareTaker [Car08]  in 
the form of moving humans in a public environment 
(underground  stations)  and  AMIDA  [Ami08] 
projects in the form of meeting data (humans sitting 
by a table and having a meeting). Since the number 
of  all  possible  classes  in  data  and  their  inner-class 
variability is too high,  we have chosen and limited 
our solution to only few classes of trajectories. These 
classes  included  so-called  Speech  Supporting 
Gestures  (SSG)  and  Abnormal  Human Trajectories 
(AHT). The choice was made with the motivation of 
improvement  of  the  speaker  identification  in  the 
meeting  data  and  of  identification  of  generally 
abnormal behavior of humans in the public areas.

Our approach can be subdivided into several  parts. 
The first part of the approach was to obtain the object 
trajectories through video sequence processing. Next 
part  is  dynamic  (pre)processing  of  the  trajectories. 
Finally, the training and classification is the last part 
of the processing chain.

2.OBJECT TRAJECTORIES

The aim of this part is to find positions and sizes of 
the objects that we can affirm to correspond to body 
parts. This approach has been widely investigated as 
mentioned  above  but  let  us  briefly  mention  the 
approaches used in the experiments. 

Object Localization
The  localization  task  starts  with  the  color-based 
segmentation.  A  Single  Gaussian  Method  trained 
from  two  sets  (skin  and  non-skin  pixel  colors) 
outputs  the  Skin  Probability  Image  (SPI)  where 
connected  components  are  possible  occurrences  of 
ROIs.  Every region  area  is  evaluated  and only the 
ones with the largest size are considered.

Once these regions are found we need to assign them 
to the body parts presence of which is expected in the 
image.  For  the  available  meeting  data,  simplified 
approach has been taken so the number of persons in 
every meeting data sequence is assumed to be two as 
well as it  is assumed that in the beginning of each 
one, both persons remain in regular positions (head 
above  hands  and  hands  not  switched  while  each 
person occupies his/her “half” of the image). In the 
public  environment  data,  every  moving  object  is 
considered to be a moving human. This approach has 
proven  to  be  sufficient  for  the  further  presented 
steps. (See Figure 1 for the meeting data approach.)

   
Figure 1. Skin probability and connected components evaluation

Object Detection

The positions of  participants’  hands can be refined 
by  localizing  palms  instead  of  hands  (entire  skin-
colored  regions).  Let  us  assume  the  sub-image 
containing  hand  which  has  been  multiplied  by 
appropriate  SPI.  In  such  a  sub-image  only  a  flat 

region of skin color will occur corresponding to the 
elbow  (and  potentially  arm)  and  a  region  with  a 
certain  number  of  protrusions  as  a  consequence  of 
inter-finger  distance  and  shadows.  Then,  local 
maxima  clusters  feature  finger  region  in  this  sub-
image  convolved  with  kernels.  (See  Figure  2  for 
illustration of the approach.)
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Figure 2. Convolution kernels and hand localization

Object Tracking
Once  the  regions  are  identified,  they  are 
consequently tracked so their trajectories are found.

From  all  of  the  inquired  algorithms  for  object 
tracking,  the  Overlapping  Boxes  Method  [Wah07] 
was  chosen  as  it  showed  the  best  results  on  the 
meeting data. The essence of this method is that in 
two subsequent images,  the two occurrences of the 
same  object  lie  so  close  to  each  other  that  the 
bounding boxes overlap. 

However,  this algorithm cannot solve the occlusion 
problem.  The problem of occlusion could be solved 
by modeling of motion by KLT filter presented e.g. 
in  [Hra06].  In  the  future  work,  more  tracking 
algorithms should be investigated; however, for the 
experiments  shown  below,  the  simple  tracking 
algorithms are sufficient.

In case of public areas, the input data in the form of 
positions  of  humans were  available  along with  the 
data set so the positions of the humans in the video 
were known in advance and no need for application 
of tracking algorithms existed.

3.TRAJECTORY PREPROCESSING
The trajectory can be described as a timed sequence 
of  tuples  [x,  y]  x, and  y represent  positions  of  the 
object. For the classification purposes, it is not clear, 
whether the motion of objects is characterized by its 
absolute position,  speed of  changes  of  the position 
(first  derivative  of  position),  or  perhaps  even 
acceleration  (second  derivative  of  the  position). 
Additionally, co-ordinate system might be of interest 
in  this  context.  In  the  presented  approach,  the 
quadruple  [x,  y,  dx,  dy],  where  x,y represents 
positions of object and  dx, dy represent its velocity, 
was chosen as a good compromise.

Classification  process  selects  trajectories 
(represented  here  through a sequence  of  the above 

mentioned  quadruples)  that  do  belong  to  a  certain 
class (or  classes).  However,  as we need to classify 
only  parts of trajectories that are characteristic for 
the class (classes) of interest.  A problem can occur 
in  situation  where  the  trajectory  is  relatively  long 
and/or  in  cases  where  the  characteristic  motion  is 
preceded or bound with other motion. This fact can 
lead in a need to cut the trajectories.

The method of choosing the best  position of cut is 
unknown  in  general,  but  it  depends  on  the 
application. The usual way is to divide the trajectory 
on  uniform  overlapping  parts.  Another  approach 
assumes its division  according to quiescent state of 
trajectory (trajectory has small energy). 

By  examining  the  trajectories  a  certain  degree  of 
jitter was discovered. This might cause unsatisfactory 
result  in  the  recognition  stage.  So  the  Double 
Exponential  Filtering  was  worked  in.  This  filter 
makes the positions of tracked objects stable when in 
a  rest  phase  preventing  unwanted  sub-trajectories 
from being segmented out by the Activity Measure 
Method (AM). In a dynamic phase (hand movement, 
etc.)  it  ensures  that  a  motion  trend  from  previous 
images  is  taken  into  account  resulting in  smoother 
trajectory.

In  case,  when  we  want  to  process  position 
coordinates  of  the  trajectory,  it  is  necessary  to 
normalize it.  The normalization process  consists  of 
alignment  of  all  coordinates  according   to  mean 
position.

4.TRAINING AND CLASSIFICATION
As mentioned  in  the previous  part,  the purpose  of 
classification is to decide whether  a trajectory or  a 
sub-trajectory belong to a certain class. Such a sub-
trajectory may represent e.g. gesture.

WSCG 2009 Communication Papers 69 ISBN 978-80-86943-94-7



For the experimental  purposes,  a set  of  trajectories 
was  manually  segmented  and  modeled  using  one 
Gaussian Mixture Model M for each of the two basic 
classes we had decided to work with: one for those 
led in horizontal direction (MH) and one for those in 
vertical (MV). The basic models of this situation are 
shown in Figure 3.

Figure 3. Hidden Markov Model corresponding 
with single Gaussian Mixture Model

The Figure describes Hidden Markov Model with the 
unitary  transition  probabilities  and  the  emitting 
probability given by Gaussian Mixture Model.

For  every  unknown  potentially  infinite  sequence 
O(n)  =  (o1,  o2 ..  on)  the  log-likelihood  of  being 
emitted  by the horizontal  or  vertical  model  can  be 
computed as follows:

pO∣M X=∑
i=1

n −log p oi∣M x

n
As an auxiliary metrics for validation of O belonging 
in SSG class we have defined periodicity of O in this 
manner:  suppose  some subsidiary  vector  w  =  (w1, 
w2 ..  wZ)  elements  of  which  (wi)  are  indices  of 
winning distributions in model MX for oi where MX 

stands  for  the  model  with  higher  p(O | MX). 
The periodicity is then the number of sub-sequences 
(wi, wi+1 .. wj) for which the following conditions are 
met:

i ≥ 1, j ≤ Z, j – i ≥ C

∀ k=i.. i−1:w k=w k1

wk = wk+1 where k = i .. j - 1

wi-1 ≠ wi

wj+1 ≠ wj

In the first condition we can find a constant C which 
defines  the minimal length of  such  a sub-sequence 
(period).

As it has been observed that the higher the number of 
periods is the more probably the unknown sequence 
will be a SSG class representative.

Figure 4. Gaussian Mixture Model
for “vertical gestures” sub-class

The Gaussian Mixture Models describing two SSG 
and non-SSG are shown in Figure 4.  The red colored 
cluster (in bottom part of picture) denotes  non-SSG 
clusters and blue cluster denotes  SSG gestures. 
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Figure 5. Examples of Speech Supporting Gesture and no-gesture 

The  training  and  evaluation  of  speech  supporting 
gestures  was done on data set  containing about  30 
trajectories  with  average  length  of  20  coordinates. 
The accuracy of classification was about 62%.

However, the single state HMM cannot differ more 
complex gestures. The second experiment was done 
with  data  from  a  public  environment.  For  single 
scene was defined five simple classes which denoted 
different person behavior. For example person going 
thru  turnpike  (e.g.  entering  platform)  and  person 
going around turnpike. 

The  classification  algorithm  for  Hidden  Markov 
Model  M  is  realized  by  the  Viterbi  Algorithm 
[Cer03]  and  it  is  defined  as  finding  of  path  thru 
model M with best response:

P*
O∣M =max

X
P O , X∣M 

The probability of passing of Object O thru a model 
M by way X is described by following equation, 
whereas ak,j denotes transition probabilities between 
states. Except first and last state, states are emiting or 
generating output probability density function 
bj(o(t)).

PO , X∣M =ax o x1∏
n=1

T

bx t ot ax t x t1

For this case it was chosen more complex HMMs 
and the topology of each of them is shown 
in Figure 5.

Figure 5. Example of non trivial
Hidden Markov Model

Training  and  evaluation  was  performed  on  about 
800 trajectories.   The  trajectory  correct  class  was 
recognized  with  accuracy  about  90% on the  given 
data.

5.CONCLUSIONS
The  work  presented  in  this  paper  focused  on 
classification of hand gestures and human motion. It 
has  been  shown  that  the  classification  of  the 
trajectories  through  the  HMM classifier  is  feasible 
and can lead into good results.

The  single  state  HMM  is  well  for  recognition  of 
gesture parts or simple gestures with single direction. 
Opposite, more complex gestures are very interesting 
from  point  of  human  behavior  analysis  and 
understanding.  However,  definition  and  training  of 
complex gestures is more difficult. 

However, we believe that the presented approach is 
reasonably well working and generally usable.

Further  work  is  needed  specifically  in  the field  of 
refinement the sub-trajectories selection and also in 
refinement of representation of the trajectories.

The  performance  of  the  presented  algorithm  is 
affected by the segmentation and tracking methods. 
And  the  best  working  methods  to  be  used  in  the 
presented approach have yet to be evaluated.

The  experiments  has  shown,  that  the  HMM based 
approach  is  suitable  for  sequential  data  like  are 
gesture trajectories.
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ABSTRACT

This paper describes a generalization of our previously published simple roller method for seamless enlargement of colour
textures such as natural bidirectional texture functions (BTF) that realistically represent appearance of given material surfaces.
The generalized roller allows automatic detection of major texture periodicity directions which do not need to be aligned with
coordinate axes. The roller texture synthesis method is based on the overlapping tiling and subsequent minimum error boundary
cut. One or several optimal double toroidal BTF patches are seamlessly repeated during the synthesis step. While the method
allows only moderate texture compression it is extremely fast due to complete separation of the analytical step of the algorithm
from the texture synthesis part. The method is universal and easily implementable in a graphical hardware for purpose of
real-time rendering of any type of static or dynamic textures.

Keywords
Texture Enlargement, Texture Sampling.

1 INTRODUCTION
A realistic physically correct visualization of virtual
objects with real material surfaces require to map
3D shapes with genuine nature-like colour textures.
However, the appearance of real materials dramatically
changes with illumination and viewing variations. Thus
the only reliable way for a material visual properties
representation is to capture its reflectance in as wide
range of light and camera position combinations as
possible. This is the principle of the recent most ad-
vanced texture representation the Bidirectional Texture
Function (BTF) [DvGNK99, HF07]. The BTF textures
which have rugged surfaces do not obey the Lambert
law and their reflectance is illumination and view angle
dependent. The purpose of a synthetic BTF texture
is to reproduce and enlarge a given real digitized
texture image so that ideally both natural and synthetic
texture will be indiscernible under any illumination or
viewing condition. BTF types of textures which occur
in virtual scenes models can be either digitized natural
textures or textures synthesized from an appropriate
mathematical model.
However modelling of a natural texture is a very chal-
lenging and difficult task, due to unlimited variety of
possible surfaces, illumination and viewing conditions
simultaneously with the strong discriminative function-
ality of the human visual system.

Permission to make digital or hard copies of all or part of this work
for personal or classroom use is granted without fee provided that
copies are not made or distributed for profit or commercial advan-
tage and that copies bear this notice and the full citation on the first
page. To copy otherwise, or republish, to post on servers or to redis-
tribute to lists, requires prior specific permission and/or a fee.

The related BTF texture modelling approaches may
be divided primarily into intelligent sampling and
model-based-analysis and synthesis [HF07], but no
ideal method for texture modelling exists. Each of
the existing approaches or texture models has its
advantages and simultaneously limitations and thus the
optimal texture modelling method always depends on
the application and material to be modeled.

Model-based texture synthesis [Bes74, Kas81, Che85,
BK98, BK99, Hai91, HH98, HH00, ZLW00, HH02,
GH03a, HGS∗04, HF07] requires non-standard multi-
dimensional (3D for static colour textures and even 7D
for static BTFs) models. If such a texture space can be
factorized then these data can be modeled using a set
of less-dimensional random field models [HF07], but
in any case such models are non trivial and they suf-
fer with several unsolved problems which have to be
circumvented. Among such possible models the Gaus-
sian Markov random fields [HF03] are advantageous
not only because they do not suffer with some problems
of alternative options (see [Hai91, Hai00, HH00] for de-
tails) but they are also relatively easy to synthesize and
still flexible enough to imitate a large set of natural and
artificial textures. Unfortunately real data space can be
decorrelated only approximately, hence this approach
suffers with some loss of image information. Alterna-
tive full nD models allow unrestricted spatial-spectral
correlation modelling, but its main drawback is large
amount of parameters to be estimated and in the case of
Markov models also the necessity to estimate all these
parameters simultaneously. Model-based methods are
also mostly too difficult to be implemented in modern
graphical card processors.
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Intelligent sampling approaches [DB97, EL99, EF01,
HB95, XGS00, LLX∗01, LYS01, DC02, TZL∗02] rely
on sophisticated sampling from real texture measure-
ments. Given a randomly selected starting block of tex-
ture in the image, they propagate out from it selecting
new texture blocks. For each new block in the image,
all neighboring blocks that have already been gener-
ated are checked and the example image (or images) is
searched for similar textures. The k best such matches
are found and then randomly chosen the correspond-
ing new texture patch from among them. The meth-
ods [EF01, EL99, WL01] all vary in how the blocks are
represented, how similarity is determined, and how the
search is performed.

Intelligent sampling approaches, such as the presented
method, are based on some sort of original small tex-
ture sampling and the best of them produce very re-
alistic synthetic textures, usually better than model-
based methods. However these methods require to store
original texture sample, often produce visible seams,
they are mostly computationally demanding, they can-
not generate textures unseen by the algorithm, and they
cannot approach the large compression ratio of model-
based methods. This paper describes a generalization of
our previously published simple roller method [HH05]
for seamless enlargement of colour textures. The gener-
alized roller allows automatic detection of major texture
periodicity directions which do not need to be aligned
any more with the coordinate axes.

The rest of the paper is organized as follows. The fol-
lowing section describes a simple sampling approach
based on the repetition of a double toroidal tile carved
from the original texture measurement. The algorithm
is summarized in the section 3. Results are reported in
the section 4, followed by conclusions in the last sec-
tion.

2 DOUBLE TOROIDAL TILE
BTF is typically measured in the form of several thou-
sand images covering many combinations of illumina-
tion and viewing angles, however, such measurements
have huge size what has prohibited their practical ex-
ploitation in any sensible application until recently. The
BTF data space for a single material (e.g. wood Fig.7)
represents giga bytes of data for recent BTF measur-
ing setups [MMK03]. Even though any sampling based
method cannot approach compression ratio of alterna-
tive probabilistic BTF methods, it is still important to
select double toroidal tiles as small as possible to com-
press these huge original measurements. We assume
mutually well registered data of the size N×M for fixed
viewing angle and changing illumination angle hence
the algorithm is repeated for every viewing angle but
produces simultaneously identical tiles for all illumina-
tion angles.

Periodicity Detection
The methods starts with the detection of two major tex-
ture periodicity directions. We compute the Fourier am-
plitude spectrum (Fig.2) from the grey-scale version of
the perpendicularly illuminated input multispectral tex-
ture component. Two largest Fourier coefficients with
angular difference larger than 10 degrees specify bisec-
tors of two sectors Fig.1-bottom. Using the maximum
correlation approach in these two sectors we find mag-
nitude and direction ~u = (u1,u2),~v = (v1,v2) for each
major texture periodicity. If there are several local max-
ima in a given sector we choose the smallest periodic-
ity maximum. These two directional vectors simulta-
neously specify two edges of the rhomboid to which is
the double toroidal tile inscribed. The minimal rhom-
boid to which the tile is inscribed is limited not only
by the sample spatial frequency content but also by the
size of BTF measurements and the number of toroidal
tiles we are looking for (n).

Figure 1: Original measured texture and its amplitude spec-
trum (upper row), detected spatial correlation sectors (bottom
row) and the resulting toroidal tile.

Figure 2: The amplitude Fourier spectra of the corduroy
(Fig.8), proposte and wool textures, respectively.

Overlapping
The double toroidal tile (see Figs.1-bottom right,3-
middle,) is limited by the selected minimal rhomboid to
be inscribed in from the original texture measurement.
The texture tile is assumed to be indexed on the
regular two-dimensional toroidal lattice. The optimal
lattice searched by the algorithm allows for seamless
repetition in both ~u and ~v directions, respectively.
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Figure 3: The roller principle - left input texture (left), combined toroidal tiles (middle), and the result (right), respectively.

Figure 4: The optimal tile cuts in both directions
(left) and the multiple tiles cut (right).

The multiindex r has two components r = [r1,r2],
the first component is row and the second one column
index, respectively. Let us define the overlap error for a
pixel r as follows:

ψ
u
r =

(
Yr−Yr+[N,0]−~u

)2 ∀r ∈ Iu , (1)

ψ
v
r =

(
Yr−Yr+[0,M]−~v

)2 ∀r ∈ Iv , (2)

where Yr denotes a multispectral pixel indexed on the
N×M underlying lattice and the index sets Ih, Iv are
defined

Iu = (1, . . . ,u2)× (1, . . . ,M) ,

Iv = (1, . . . ,N)× (1, . . . ,v1) .

Optimal Cut

The optimal cuts for both the~u and ~v edge is searched
using the A∗ algorithm. This suboptimal search method
allows fast selection of both tile cuts. However for most
applications the fast synthesis is prerequisite while the
computation time for separately solved analytical part
is of no significant importance. Both optimal cuts have
to minimize the overall path error

Ψ
u
r = ψ

u
r +min

{
Ψ

u
r−[1,1],Ψ

u
r−[0,1],Ψ

u
r+[1,−1]

}
,

Ψ
v
r = ψ

v
r +min

{
Ψ

v
r−[1,1],Ψ

v
r−[1,0],Ψ

v
r+[−1,1]

}
.

The combination of both optimal directional cuts cre-
ates the toroidal tile as is demonstrated on the Fig.4.

Multiple Tiles
Some textures with dominant irregular structures can-
not be modeled by simple repetition of only one tile
without clearly visible and visually disturbing regularly
repeated effects. These textures are modeled by random
changing of several tiles Figs.5,6 which have identical
tile borders but different content. Similar tile rhom-
boids are searched using the correlation measure and
such rhomboids are stacked and simultaneously opti-
mally cut.

Figure 5: Multiple tiles for the BTF corduroy material.

Figure 6: A tile and multiple rectangular tiles for the BTF
wood material.

Synthesis
The synthesis of any required BTF texture size for a
single tile case is simple repetition of the created double
toroidal tile in both directions until the required texture
is generated. There is no computation involved in this
step hence it can be easily implemented in real time or
inside the graphical card processing unit (GPU). In the
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Figure 7: BTF wood rectangular tiles for different illumination angles.

case of several mutually interchangeable tiles we need
a uniform random generator to decide which tile will
follow. This additional computation is very simple and
can be realized inside the GPU as well.

3 THE GENERALIZED ROLLER
ALGORITHM

The completely automatic roller algorithm is as fol-
lows:

• Analysis

1. Find the minimal inscribed rhomboid(s).

2. Find the optimal vertex r∗.

3. Search for optimal major periodicities directional
cuts starting from r∗ with final points in the cor-
responding rhomboid vertices.

4. Create the double toroidal texture tile(s).

• Synthesis

The number of tiles is the only parameter specified by
the user. The analytical part is completely separated
from the synthesis. The most time consuming part of
the analysis is the minimal tile specification together
with its position in the input texture sample. In the
worst case ( fr1 = fr2 = 2) it is proportional to

T ∝ MN2 u2

2
(N− u2

2
)+NM2v1(M−

u2

2
) .

The optimal cuts search time requirement is propor-
tional to

T ∝ v2
1

u2

2
N−2v2

1
u2

2

2
+Mv1

u2

2

2

and interior replacement for multiple tiles needs:

T ∝ (M−ncol)(N−nrow)(ncol
u2

2
−nrowv1) .

The optimal tile size evaluation time is in most graphi-
cal applications not important while the important syn-
thesis step contains either no computations at all or only
uniform number generation.

4 RESULTS
We have tested the algorithm not only on BTF tex-
tures (e.g. Figs.8,9,10) but also on several hundred
colour and grayscale textures from the VisTex database
[PGM∗95], Noctua database, Brodatz textures [Bro66]
and mainly from our extensive texture database, which
currently contains over 1000 colour textures. Tested
textures were either natural such as bark, wood, plants,
water, etc., or man-made knitwear, upholstery, brick
wall Fig.11, textiles, food products and many others.

Figure 8: Enlarged BTF corduroy material.
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Figure 9: Enlarged BTF wood material.

Figure 10: Enlarged BTF foil texture.

Several of these results (brick wall Fig.11, rattan Fig.12,
leafs Fig.13, jeans cloth Fig.14, tiles Fig.16, text Fig.17,
and plastic fence Fig.18) are demonstrated in the fol-
lowing images. Each image shows the input texture,
one toroidal tile example, and the resulting synthetic
texture, respectively. Such unusually extensive testing
was possible due to simplicity and efficiency of the al-
gorithm and it allowed us to get insight into the algo-
rithm properties. BTF data we use are from the Uni-
versity of Bonn [MMK03]. We have tested the algo-
rithm on BTF colour measurements such as upholstery,
lacquered wood, knitwear or leather textures. Each
BTF material sample comprised in the Bonn database
is measured in 81 illumination and viewing angles, re-
spectively and has resolution 800× 800. Figs.8,9,10
demonstrate synthesized results for three different ma-
terials: fabric, wool and leather. Fig. 9 illustrates the
lacquered wood smooth BTF synthesis.
Resulting textures are mostly surprisingly good for such
a very simple algorithm. For example our results on the
text texture (Fig.17) are indistinguishable (see [EF01])
from results on the same texture using much more com-
plicated and slower image quilting algorithm [EF01].

Figure 11: Enlarged brick texture.

Figure 12: Enlarged rattan texture.

Figure 13: Enlarged leaves texture.

Obviously there is no optimal texture modelling
method and also the presented method fails on some
textures as can be seen on the following metal sheet
example (Fig.19). But, this texture can be successfully
modeled using the alternative probabilistic Markovian
model [HH00]. The method also fails on textures with
distinctive perspective distortion. However on most of
our failure examples also most alternative intelligent
sampling methods tested failed (e.g., [EF01] failed on
the same metal sheet example on Fig.19 as well).
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Figure 14: Enlarged jeans fabric texture.

Figure 15: Enlarged woven matting texture.

Figure 16: Enlarged shiny square tile texture.

5 CONCLUSIONS

The test results of our algorithm on available BTF data
are visually indiscernible for all our BTF data and also
for most of tested colour textures. The test results of our
algorithm on our extensive natural texture collection are
encouraging. The presented method is extremely fast,
fully automatic, very simple and easily implementable
even in the graphical processing unit. The method of-
fers only moderate compression ratio (≈ 1 : 4) for trans-
mission or storing texture information while it has neg-
ligible computation complexity. Another drawback of
the method is that it does not allow a BTF data space

Figure 17: Enlarged newspaper texture.

Figure 18: Enlarged plastic fence netting texture.

Figure 19: Metal sheet texture enlargement failure.

restoration or modelling of unseen (unmeasured) BTF
space data unlike some probabilistic BTF models.

The roller method can be used for easy and fast seam-
less synthesis of any required texture size for many nat-
ural or man made BTF textures and their use in complex
virtual reality scenes (Fig.20). The method’s exten-
sion for alternative texture types or some other spatial
data such as the reflectance models parametric spaces is
straightforward.
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Figure 20: Chair retreat with several synthesized textures (left), detail (middle), and detail with tiled textures (right), respec-
tively.
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ABSTRACT 
Recent GPU ray tracers can already achieve performance competitive to that of their CPU counterparts. 
Nevertheless, these systems can not yet fully exploit the capabilities of modern GPUs and can only handle 
medium-sized, static scenes. 
We present an octree construction algorithm for the GPU that achieves real-time performance by heavily 
exploiting the hardware, which has been observed to give superior performance in ray tracing compared to other 
acceleration structures. We use streaming construction with the surface area heuristic (SAH) that significantly 
increase the coherence of memory accesses during construction of the octree. 

Keywords: Raytracing,  Octree, GPU, SAH. 
 

I. INTRODUCTION 
 
Ray tracing is a technique for rendering pictures from 
a three-dimensional model by following the paths of 
simulated light rays through the scene. One of the 
most serious problems of ray tracing is that it 
requires a relatively large amount of computation 
time. While CPU performance has increased 
dramatically over the last few years, it is still 
insufficient for many ray tracing applications. 
Commodity computer graphics chips are probably 
today’s most powerful computational hardware for 
the dollar. As a result of continued demand for 
programmability, modern graphics processing units 
(GPUs) such as the NVIDIA GeForce 8 Series are 
designed as programmable processors employing a 
large number of processor cores [1]. 
 
Lately, ray tracing running on GPU have developed 
to an excellent substitute to CPU-based ray tracers [2, 
3]. However, even though optimized for the GPU 
architecture, these implementations can still not 

utilize the full power of modern GPUs. GĂźnther et 
al.[4] point out that, two main problems need to be 
addressed for gaining maximum performance from 
the GPU, such as the NVIDIA GeForce 8. First, one 
needs to keep only a small state per thread to allow 
for enough active threads to run to keep the GPU 
busy. The ray tracer of Popov et al. required too 
many live registers which resulted in a poor GPU 
utilization of below 33% [3]. Secondly, one needs to 
assure the coherent execution of threads running in 
parallel, due to the very wide SIMD architecture of 
current GPUs (32–48 units execute the same 
instructions [5]). Execution divergence (i.e. 
incoherent branching) can limit performance of ray 
tracing to around 40% of the graphics board’s 
theoretical potential [2]. 
 
Because of accustomed acceleration structure only 
with a relatively small number of nodes at the upper 
levels, which makes parallelizing over nodes 
inefficient and leaves the massive parallelism of 
GPUs underexploited. So, we propose a new spatial 
partitioning that allows construction of an improved 
octree (subtrees) by threads independently. This 
approach takes advantage of the parallelism present 
by heavily exploiting the hardware for the GPU. 
Specifically, Kun Zhou et al.[6] firstly implement 
their parallel kd-tree algorithms in BFS (breadth-first 
search) order to fully exploit the fine-grained 
parallelism of modern GPUs at all stages of kd-tree 
construction. Our algorithm also builds octree nodes 
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in this way, which has been observed to give superior 
performance in ray tracing compared to other 
acceleration structures [7], when built using the 
surface area heuristic (SAH) [8]. 
 
Section 2 presents previous work in this area, while 
Section 3 introduces more formal definitions of our 
octree construction. Section 4 discusses our system 
implementation, analyzes the performance of our 
implementation and compare it with current work. 
Finally, in Section 5, we offer some thoughts on 
future work. 
 

II. PREVIOUS WORK 
 
In this section we give a brief overview of prior work 
on acceleration structures for ray tracing dynamic 
scenes. 
2.1    Ray Tracing On Parallel Architectures. 
 
There has been a significant interest in studying ray 
tracing on parallel architectures. Ray tracing on GPUs 
has stimulated much interest recently. [9] 
implemented ray-triangle intersection on the GPU. 
[10] designed the first ray tracer that runs entirely on 
the GPU, employing a uniform grid for acceleration. 
[11] introduced two stackless kd-tree traversal 
algorithms, which outperform the uniform grid 
approach.[12] implemented a limited GPU ray tracer 
for dynamic geometry based on bounding-volume 
hierarchies and geometry images. None of the above 
GPU ray tracers outperforms a well-optimized CPU 
ray tracer. Recently, two techniques [2, 3] achieved 
better performance than CPU ray tracers. Both 
techniques use stackless kd-tree traversal and packet 
tracing. Unfortunately these two techniques work for 
static scenes only. For dynamic scenes, most existing 
methods are CPU-based (e.g., [13, 14]). Kun Zhou et 
al.[6] first implemented their parallel kd-tree 
algorithms in BFS(breadth-first search) order to fully 
exploit the fine-grained parallelism of modern GPUs 
at all stages of kd-tree construction, achieves real-time 
performance. Shevtsov et al. [15] presented a shared 
memory architecture with many CPU-like cores, 
including recent multi-core CPUs. The algorithm first 
partitions the space into several balanced sub-regions 
and then builds a sub-tree for each sub-region in 
parallel and in DFS (depth-first search) order. The 
algorithm cannot be mapped well to GPU architecture 
because modern GPUs require 103 ∼ 104 threads for 
optimal performance [5], orders of magnitude greater 
than the possible thread number on multi-core CPUs 
(e.g., four threads tested in the paper).  
 

2.2    Acceleration Structures 
 
The relative performance of different acceleration 
structures has been widely studied. Havran [16] 
compares a large number of acceleration structures 
across a variety of scenes and determines that the kd-
tree is the best general-purpose acceleration structure 
for CPU raytracers. It would seem natural, therefore, 
to try to use a kd-tree to accelerate GPU ray tracing. 
Construction of high quality KD-tree is bandwidth 
hungry and computationally expensive task. Attempts 
to reduce time spent on kd-tree construction were 
performed using hybrid data structure combining kd-
tree with bounding volumes [17]. Similar combining 
of BVH and spatial partitioning for increasing overall 
performance was made in [18]. However these 
approaches still lack parallel implementation and 
optimized traversal like MLRT [19] and thus 
demonstrate modest overall performance. 
 
Our algorithm relies on a modified work stealing 
approach to ensure an high performance width-first 
octree computation. We speed-up and optimize the 
construction of (SAH based) octrees. It ensures all 
processing units progress simultaneity to the bottom 
of the octree, enabling to stop the algorithm at 
anytime while ensuring a balanced Octree exploration 
(it avoids to waste processing power in a deep 
exploration of an octree branch, while an other 
process stays several depth level behind). We build 
our octree with all stages running in parallel with 
minimal synchronization overhead allowing to exploit 
as many threads as available to achieve fast octree re-
build from scratch every frame. So our method is an 
excellent strategy for interactive ray tracing of 
dynamic scenes, which does not require any prior 
information about vertices motion. 
 

III. CONSTRUCTION OF IMPROVED 
OCTREE 

 
Using high-quality acceleration structures is essential 
for achieving interactive ray tracing performance. In 
this section, we describe how to build our improved 
Octrees for ray tracing. 
 
3.1   Conventional Octree Construction  
 
Typically an octree [20] is a hierarchical data 
structure showing how objects are distributed in the 
object space, which has been mainly used in image 
processing or solid modeling areas, it was first used 
for ray tracing by Glassner [21]. Conventional octree 
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construction divides a three-dimensional space for 
each axis using the spatial median, obtains eight 
subspaces, which can be represented by an octree. 
The root node of an octree represents the entire object 
space. If the entire space contains more objects than a 
given limit, the space is divided into eight sub-spaces 
represented by eight children nodes. A subspace thus 
created is defined as a voxel. These voxels are further 
divided into eight voxels, and this process is repeated 
until the voxels satisfy the given criteria. In general, 
the criteria used to determine whether or not the given 
octree should be divided further depend upon the 
number of objects intersecting with a voxel and the 
maximum depth of an octree allowed[22][23]. 
However, the octree contains cell boundaries that are 
static and their location is independent of the objects. 
This independence makes the more intersections. The 
kd-tree, on the other hand, places the boundaries 
around the objects, especially if the empty space is cut 
off, thus it can result in much higher intersection 
probability. Furthermore, conventional octree 
construction uses uniform voxels to get spatial 
partition, which leads to higher depth of the tree, and 
generates much empty nodes which waste much 
memory. 
 
3.2   Improved Octree Construction 
 
The kd-tree is the best general-purpose acceleration 
structure, which uses the SAH [8] estimates the ray 
tracing performance of a given acceleration structure. 
But modern GPU architecture contains multiple 
physical multi-processors and requires tens of 
thousands of threads to make the best use of these 
processors [5], while accustomed acceleration 
structure only with a relatively small number of nodes 
at the upper levels, which makes parallelizing over 
nodes inefficient and leaves the massive parallelism 
of GPUs underexploited. Therefore, we propose an 
improved octree to exploit the hardware to the largest 
possible degree. 
 
Conventional SAH kd-tree evaluates the SAH costs 
for all splitting plane candidates, then pick the optimal 
candidate with the lowest cost and split the node into 
two child nodes. Unlike this method, we extensively 
work on all three dimensions at once during SAH 
evaluation, and build eight sub-nodes at one time. 
Furthermore, we record the optimal candidate with 
the lowest cost at X dimension, Y dimension and Z 
dimension. Then, the three candidates divide a node 
into eight sub-nodes, as shown in Figure 1.  
 
For each potential partition we need to compute Eq. 
(1), hence we need to know the primitive counts and 

the surface areas of children. To compute these counts 
efficiently, Wald et al. [13, 24] proposed to sort the 
primitives. However, a much more efficient method 
was recently published, which avoids sorting and 
which additionally features memory friendly access 
patterns [25, 26]. For our octree builder, we adapt the 
binning method of [25], which was originally 
proposed for building kd-trees. We iterate over the 
primitives on all three dimensions at one time to bin  

 
Figure 1: improved octree construction with SAH 
 
them by means of their theory, and by doing so, to 
accumulate their count and extend in several bins. The 
gathered information in the bins is then used to 
reconstruct the primitive counts and the surface areas 
on both sides of each border between bins, and thus to 
compute the SAH cost function at each border plane. 
We can use SIMD operations to compute the SAH 
cost function on the three dimensions together that 
exploit the parallel performance. As Popov et al. [25], 
we minimize memory bandwidth by performing the 
binning in all three dimensions during the split of the 
parent node.  

CP = KT+ [nlSA(Nl)+nrSA(Nr)]，    (1) 
where nl and nr are the number of contained 
primitives in the respective child nodes. We take that 
partition that has minimal local cost CP, or terminate 
if creating a leaf, which has cost KI·n, is cheaper, with 
n = nl +nr being the number of primitives in the 
current node. 
 
We give some details of our implementation 
concerning efficiency and robustness. Our octree is 
completely built on the GPU. We store an AABB and 
a counter in a bin. The primitives are represented by 
the centroid and the extent of their AABBs. For each 
primitive we compute the indices of the bins of all 
three dimensions from its centroid in SIMD. Then, the 
counters of all three bins are incremented, and their 
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AABBs are enlarged with the primitive’s AABB 
using SIMD min/max operations. After all the 
calculations of a node are executed at three 
dimensions, we should record the counters and the 
surface areas, which will be used in the calculation of 
its children. The cost function needs to be sampled 
along all three dimensions.  
 
The value of the cost function at a sampling position 
depends solely on the count of AABBs that intersect 
the left and right sub-volumes for the latter location. 
The algorithm collects this data in two phases. In the 
first phase, the algorithm sweeps the array of AABBs 
and stores at each sample the count of AABBs that 
end between this and the previous sample. The 
algorithm also stores the number of AABBs that start 
between the sample and the next one. In the second 
phase, the algorithm uses the collected information to 
incrementally reconstruct the AABBs counts at the 
sample locations using the formula 

nl
i+1 = nl

i+Si, 
nr

i+1 = nr
i−Ei, 

where ni
l|r describes the number of AABBs to the 

left/right of the sample i, and the number of AABBs 
that start and end between samples i and i+1 is 
denoted by Si and Ei, respectively. The algorithm 
evaluates the cost function at the sample locations and 
than distributes the AABBs to the left and right 
subtrees as described above. 
------------------------------------------------------------ 
Algorithm 1: Improved Octree Construction 
Procedure BIN( AABB, sample) 

Dxyz  samples of min point of AABB 
Uxyz  samples of max point of AABB 
For all dim ∈{x,y,z} do 
 Increase sample.obj_S[U[dim]] 
 Increase sample.obj_E[D[dim]] 

End for 
End procedure 
Function Found(head,dim) 

Head[dim].Left[0]0 
 Head[dim].Right[0]NumObj 
For each sample point at the dim 

Head[dim].Left[i]Head[dim].Left[i-
1]+Head[dim].obj_S[i] 
Head[dim].Right[i]Head[dim].Right[i-
1]+Head[dim].obj_E[i] 

   End for 
Evaluates the cost function at the sample locations at 
each dim 

Return the best found split 
End function 
For each input triangle t in parallel 

Compute AABB for triangle t, add into AABBset 
End for 
Head0 
BIN(all aabb ∈AABBset,0) 

For all dim ∈{x,y,z} do In parallel 
If NumObj<threshold then 
 Run conventional kd-tree routine for subtree 

End if 
Found(head,dim) 

End for 
Calculate the counters and the surface areas  
Repeat 
------------------------------------------------------------- 

IV. IMPLEMENTATION AND 
RESULTS 

 
In this section, we describe our implementation and 
the performance comparison. The described algorithm 
has been tested on an Intel Xeon 3.7GHz CPU with 
an NVIDIA GeForce 8800 ULTRA (768MB) 
graphics card. 
 
4.1    Implementation 
 
We implemented the above octree builder using 
NVIDIA’s CUDA framework [5]. Previous GPU 
programming systems limit the size and complexity 
of GPU code due to their underlying graphics API 
based implementations. CUDA supports kernels with 
much larger code sizes with a new hardware interface 
and instruction caching. The GeForce 8800 allows for 
general addressing of memory via a unified processor 
model, which enables CUDA to perform unrestricted 
scatter-gather operations.  
 
The GeForce 8800 consists of 16 streaming 
multiprocessors (SMs), each containing eight 
streaming processors (SPs), or processor cores, 
running at 1.35GHz. Each core executes a single 
thread’s instruction in SIMD (single-instruction, 
multiple-data) fashion, with the instruction unit 
broadcasting the current instruction to the cores. Each 
core has one 32-bit, single-precision floating-point, 
multiply-add arithmetic unit that can also perform 32-
bit integer arithmetic. 
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GĂźnther [4] point out that the number of bins is a 
crucial parameter controlling the construction speed 
and accuracy. The more bins there are, the more 
accurate is the sampling of the SAH cost function, but 
the more work has to be done during calculation of 
the SAH function from the binned data (the binning 
steps are independent from the number of the bins). 
Additionally, binning becomes inefficient if the 
number of bins is close to the number of to-be-binned 
primitives. Therefore the number of bins k per 
dimension should be adaptively chosen linearly 
depending on number of primitives n and bin-ratio r: 
k = n/r and clamp it to [kmin, kmax]. Just as what 
GĂźnther said on [4], we experimented with different 
parameter sets representing a trade-off between speed 
and accuracy. The default settings are kmax = 128, 
kmin = 8, and r = 6. The fast settings are kmax = 32, 
kmin = 4, and r = 16. 
 
We need to specify the number of thread blocks and 
threads per block for the parallel primitives and the 
code fragments marked by in parallel. In our current 
implementation, we use 256 threads for each block. 
The block number is computed by dividing the total 
number of parallel threads by the number of threads 
per block. During octree construction, we store all 
data in linear device memory allocated via CUDA. 
For structures with many fields such as nodes and 
triangles, we use structure of arrays (SoA) instead of 
array of structures (AoS) for optimal GPU cache 
performance. As the level of the tree increases, the 
data that needs to be processed per thread in order to 
construct the next child node decreases, so the 
numbers of the threads in a block executed in parallel 
at one time can be increased significantly. 
Furthermore, because of the small sets of data, the 
amount of SAH calculation is decreased significantly, 
and shorten the time for dividing. Besides, our octree 
construction has lower levels, which makes ray 
tracing traversal faster. Considering that conventional 
kd-tree can be more efficient on small sets of data, so 
if the algorithm encounters a partition with size 
bellow some threshold, it switches to a conventional 
kd-tree construction at the point. 
 
4.2    Performance  Comparison 
 
In this section we present the results of our 
experimental work. The quality of the trees is 
assessed in two ways. Firstly, we compute the 
construction time. Secondly, we evaluate the practical 
effect of tree quality on render time by using the 
constructed trees in a ray tracer. The results are 
presented as a table. To evaluate the performance of 
our construction algorithm, we compared it to the 
conventional construction algorithm by measuring the 

time needed to build a SAH kd-tree using a variety of 
scenes, ranging from simple to reasonably complex, 
namely BUNNY, FAIRYFOREST, and 
CONFERENCE. The scenes and the viewpoints for 
the tests can be seen on Figure 2. Table 1 summarizes 
the comparison results for several publicly available 
scenes as shown in Fig.2. As shown, our octree 
construction algorithm is 8 ∼ 12 times faster for these 
scenes.  Although our technique is capable of 
constructing high quality octrees in real-time, it has its 
limitations. For small scenes with less than 5K 
triangles, CUDA’s API overhead becomes a major 
bottleneck. In this case, it is more efficient to switch 
to a complete CPU method. 
 
Our octree construction algorithm also scales well 
with the number of GPU processors. The running 
time contains a scalable portion and a small non-
scalable portion due to the overhead of CUDA API 
and driver. Theoretically, the running time is linear 
with respect to the reciprocal of the number of 
processors. As shown in Fig.3, we ran the algorithm 
on a GeForce 8800 ULTRA graphics card with 16, 32, 
48, 64, 80, 96, 112, and 128 processors 
respectively.As shown in the table, our algorithm 
always offer better rendering performance. For 
dynamic scenes, our ray tracer can build an octree 
from scratch through our fast and efficient 
construction method without prior knowledge about 
geometry motion, which is a competitive alternative 
to a state-of-the-art ray tracer. Note that here we do 
not claim that our GPU ray tracer is faster than all 
CPU ray tracers. Indeed, implementing the fastest 
CPU ray tracer is like chasing a moving target 
because various optimizations could be used for 
higher performance and some optimizations are 
hardware dependent, and better performance can be 
achieved by adding more CPU cores. 
 

        
Figure 2:  The scenes used for testing, from left to 
right: 1)“BUNNY” 2)“CONFERENCE”   
3)“FAIRYFOREST” 
 

Highly 
optimized kd-

trees 

Our routine Scene and  
#triangles 
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time
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. time 
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“BUNNY ”,69
K 

0.62s 4.9 0.08s 9.3 

“CONFEREN
CE ”,282K 

1.41s 2.7 0.11s 5.27 

“FAIRYFORE
ST ”,180K 

1.15s 2.5 0.15s 4.17 

Table 1: Construction time and FPS performance for 
1024x1024 resolution ， including shading with 
shadow. We include the time needed to read back the 
result from CUDA and draw them through OpenGL 
in our results. 
 

 
 

Figure 3: The tree construction time decreases quickly 
with the increase in the number of GPU processors 
 

V.CONCLUSIONS AND FUTURE 
WORK 

 
In this paper, we present an octree construction 
algorithm for the GPU that achieves real-time 
performance by heavily exploiting the hardware. This 
technique has four important features. Firstly, it builds 
octrees in real-time by exploiting the fine-grained 
parallelism on the GPU. Secondly, As the level of the 
tree increases, the data that needs to be processed per 
thread in order to construct the next child node 
decreases, so the count of SAH calculation is 
decreased significantly, and shorten the time for 
dividing. Thirdly, our octree construction has lower 
levels, which makes ray tracing traversal faster. 
Fourthly, because of using streaming construction, 
our octree consume less memory.   
 
In future we plan investigation in the following 
directions. We plan to incorporate packets [13] into 
the GPU ray tracer for further performance 
enhancements. We also intend to amend the algorithm 
to add more secondary rays to render. Thirdly, we 
consider offloading some of the octree construction 

steps to a CPU. Vectorization using SIMD 
instructions will increase performance of the 
construction algorithm. 
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ABSTRACT 
Crowd simulation has received increasing attention for two decades because potential applications of crowd 
simulators can be found in various societal domains. The continuum crowd model puts all information related to 
the decision-making process in a single equation, which can then be solved by a Fast Marching Method 
approach. In this paper we propose several improvements to the continuum crowd model: a new governing 
equation, a new collision avoidance method, and, our major contribution, we add vision capabilities to the 
characters, thus making them able to collect new information about their surrounding environment and to 
reconsider path planning according to up-to-date data. 

Keywords 
Computer animation, crowd simulation, continuous models. 

1. INTRODUCTION 
Crowd simulation has received increasing attention 
for two decades because potential applications of 
crowd simulators can be found in various societal 
domains: architecture, robotics, building evacuation, 
training systems, video games, etc. The problem has 
been addressed from various viewpoints, depending 
on the original background of people tackling it: 
architecture, physics, psychology, computer graphics, 
etc. Thus various issues require attention, although 
rarely all of them are addressed at the same time, ie 
in a single system: virtual human generation, 
character/rigid body animation, crowd simulation, 
virtual crowd rendering, and even interacting with 
virtual crowds. Rather than listing more or less 
exhaustive reference list, the reader may start with a 
recent dedicated book [Tha07]. A number of crowd 
simulators are now available, both commercial 
solutions and academic ones. Basically they can be 
divided into two categories: behavior versus 
rendering oriented. The first category of systems try 
to generate realistic behavior of crowds, generally for 
specific environments and simulations, such as 
building evacuation, the objective being to assess 
emergency procedures in realistic emergency 
conditions, that is with people in panic and so. The 
second category is mainly devoted to the games 
industry and systems must be able to simulate large 
crowds wit drastic frame rate constraints. Here 
rendering quality is more important than realistic 
behavior. 
Several crowd models can be found in the literature, 
the most popular ones being rule-based systems, 

Reynolds’s social forces [Rey87], and recently 
continuum crowd [Tre06]. More sophisticated 
models propose a layered architecture so as to 
consider different information abstractions and hence 
different behavior modeling levels, such as reactive 
versus cognitive [Bra03][Pel07]. Basically crowd 
simulation models can be divided as either discrete or 
continuous. In a discrete model, a number of 
parameters are evaluated at each time step and a 
decision is taken, for instance move forward or turn 
on the right or stay here. A small change of a single 
parameter can lead to a radically different decision. 
Typical such models are rule-based ones in which 
each possible action is predicated by a condition, all 
possible actions being tested in a given order until a 
valid one had been found. In a continuous model, a 
moving direction is computed as a – continuous - 
function of  all the parameters. Thus a slight change 
of a parameter leads to a slight change of the moving 
direction. The continuum crowd method is probably 
the more elaborated such model [Tre06]. This paper 
extends this model by adding vision capabilities to 
the crowd. 
The remaining of this paper is organized as follow. 
Section 2  recalls the main elements of the continuum 
crowd model, together with some improvements. 
Section 3 presents our solution to add vision skills to 
crowd characters. Some results and a brief discussion 
on the limits of our solution are presented in section 
4 and section 5 is our conclusion. 

2. CONTINUUM CROWD REVISITED 
The basic issue any crowd simulation system has to 
address at each time step of a simulation is to 
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compute the next displacement of each character, that 
is the moving vector (direction and distance). 
Various data can be integrated in the decision-
making process at this time but specific data are 
considered in any crowd simulator: physical 
environment, that is geometry (height, obstacles), and 
positions of other characters. The continuum crowd 
model considers 3 kinds of information: terrain slope, 
crowd density, and discomfort. All of them are 
continuous functions of ℜ2, i.e. the 2.5D simulation 
space. The discomfort field is a flexible way to 
design how comfortable is an individual at a given 
location. Thus it is possible to make characters that 
will more likely walk in pedestrian areas rather than 
on car drives. Obstacles are not explicitly defined but 
they can be easily described their impact on the 
discomfort field, typically by assigning high 
discomfort values to obstacles locations. 

New equation 
The principle of any path search method consists in 
minimizing a travelling cost C, which computation 
can involve various parameters: 

Min[ ∫PCds) ]                             (1) 
where P is the path and ds means that integration is 
taken with respect to path length. 
This requires to be able to evaluate the cost function 
at any point for all possible directions, which yields 
to a function of two variables: location and direction 
of movement. The original continuum crowd cost 
function is as follow [Tre06]: 

C(x,θ) = (αf + β + γg) / f           (2) 
Where x and θ are the location and direction of 
movement, respectively, f is the speed at location x, g 
is the discomfort at position x+θ, and α, β, and γ are 
weights (values in the range [0,1] and verifying 
condition α + β + γ = 1) for individual terms, which 
can be used to define the relative influence of each 
term on the final cost. 
This equation raises some problems though, because 
it is not linear in the weights, which makes it difficult 
when an accurate control of the displacement times is 
required, for instance for the purpose of building 
evacuation certification. Another issue arises for very 
small values of f, for instance in congestion 
situations. 
For this reason we will use a slightly different 
function: 
   C(x,θ) = α + 

    β (1 − [(f(x,θ) − fmin) / (fmax – fmin)]) + 

    γ g(x+θ)                         (3) 
This yields to expected results at limit conditions. For 
instance if we neglect speed (β=0) and discomfort 
(γ=0), the unit cost is 1, which yields to the shortest 

path. If  distance (α=0) and discomfort are neglected, 
we minimize travelling time. Fmin and Fmax are the 
minimal and maximal speeds, which correspond to 
extreme situations, typically in congestion and free 
run at maximum negative slope, respectively. An 
interesting property of this function is that it 
generates values in the range [0,1]. 
Because equation 1 cannot be solved analytically, a 
discrete version is used, which allows us to compute 
an approximation of the optimal path. Thus the 
simulation space is discretized as a regular grid and 
each field (height, speed, discomfort, cost) is 
evaluated at each cell center for isotropic fields 
(height, discomfort) or using a MAC-style 
arrangement [Fed01] for anisotropic ones. 

Collision avoidance versus minimum 
distance enforcement 
The continuous continuum crowd model can prevent 
collisions, assuming density threshold is properly set. 
However, approximation solutions of equations 1 in 
discrete space lead to numerical errors, a typical 
consequence being that collisions actually occur. 
Treuille et al. propose a minimum distance 
enforcement mechanism to address this issue. It 
consists in explicitly checking all pairs of individuals 
in the vicinity of a character before moving it. The 
overhead involved by these tests can be important, 
especially in congestion situations. 
We adopt a different strategy. Once theoretical 
displacements have been computed by the simulator, 
an advector is in charge of actually moving the 
individuals. Several specialization classes have been 
design, which all inherit from a generic advector 
class and implements different advecting strategies, 
the most basic one consisting in just advecting the 
crowd. But more sophisticated advectors have been 
developed, which allows us to evaluate different 
collision avoidance strategies. 
One of them implements the following algorithm: 
AdvectCrowd(list<character> L) 
{ 
  While L is not empty Do 
    Extract a character from the list randomly 
    Vector v = theoretical displacement vector 
    Position p = character position + v 
    Integer #tries = 3 
    While #tries > 0 And there is a collision Do 
      v = v / 2 
      p = p – v 
      #tries = #tries – 1 
    If #tries > 0 Then 
      Move character to its new position 
} 
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Changing the order of advection from a time step to 
the next is important because it contributes to keep 
crowd compactness and it avoids strong slow downs. 
This can arise for instance in a tight corridor in which 
overtaking is impossible. In such a situation, if it 
turns out that the individual at the head of the queue 
is advected in last position, all other characters will 
be blocked, their advections being impossible 
because there is no space in front of them. Note that 
except in such special situations, this kind of problem 
is properly addressed by the simulation phase, the 
high density in front of an individual will make it try 
to overtake by the right or by the left. 
This algorithm offers a good trade-off between 
advection quality and computation complexity. 
Quality of advection can be measured as the distance 
between positions of the crowd using the theoretical 
advection, that is displacement vectors computed by 
the simulator, and actual positions, i.e. collision free 
positions. 

3. VISION AWARENESS 
Here we detail how individual characters of our 
continuum crowd model get vision capabilities and 
thus are able to react to changes in their visual 
environment. 

Problem statement 
In the original continuum crowd model [Tre06], 
every individual has a complete knowledge of the 
whole environment and is able to determine an 
optimal path toward his own group target. Obviously 
this model is not realistic in many common real 
world situations. A trivial case is a discovery process, 
in which someone is trying to find his/her way in a 
partially unknown environment. Another common 
situation is a dynamic environment, for instance a 
city in which a street becomes suddenly no longer 
available for some reason: people far from this place 
are typically not aware of this event and hence should 
not reconsider their path. 
A realistic model should take individual knowledge 
into account, rather than collectivity knowledge. 
Moreover this knowledge should be subject to 
changes, as a function of the various events 
encountered by each individual, typically events 
occurring in his/her vision space. This implies for a 
simulator to include the following mechanisms: 
- manage individual knowledge, that is each 
individual has his own knowledge base, 
- handle knowledge evolution over time. 

Individual knowledge representation 
The original continuum crowd model does not 
consider the large variety of information that can be 
available in an environment, such as buildings, roads, 
trees, lakes, fire, hard-to-walk-in places such as 

dense forests or marsh, etc, but rather considers 
discomfort as a way to take any kind of information 
into account. A nice property is that equation 2 only 
involves three data fields: height, people density, and 
discomfort. Up to the end user to design any function 
to map the various information data to discomfort. 
In order to have each individual reasoning with 
his/her own knowledge base, it is necessary to 
duplicate these three fields for every character. This 
is obviously memory consuming, especially for large 
crowds, which are indeed the main target of the 
original continuum crowd model. We decrease this 
memory overhead by storing only the cost field 
C(x,θ) instead (see equation 3). 

Dynamic individual knowledge 
reconstruction 
Now we describe how each individual knowledge 
base is updated at each time step of the simulation. 
At the beginning, people in a single group share a 
common knowledge base. Then at each time step, 
each individual updates his/her knowledge base 
according to his/her percepts of the environment. 
Percepts can be simply visual or they may include 
information gathered by any source, such as voice 
diffusion – a fire alert for instance – or mobile phone 
communications. For each kind of percept, a specific 
information acquisition mechanism, called percept 
processing unit, is set up, which affects some cells of 
the simulation grid. Terrain slope being likely not to 
change over time, only the crowd density and 
discomfort fields are affected by the percepts 
processing unit. Then C(x,θ) is updated only for the 
cells affected by the percepts. Last, the Fast 
Marching Method is run in order to produce a new 
potential field, which will give the moving direction 
for the avatar. 

Vision percept computation 
Even if various perception channels can be used to 
improve individual knowledge, we concentrate here 
on the visual acquisition of information. This implies 
to be able to determine which part of the scene is 
visible by a given character at any time. The data that 
can be perceived are stored in the simulation grid: 
people positions, moving obstacles such as cars, 
smoke, etc. Hence determining which information is 
directly visible by a character consists in determining 
the list of grid cells that are directly visible from the 
character’s position. A trivial way to solve this 
problem consists in processing every obstacle in 
order to determine the shortest visible distance in 
each possible direction. For geometric obstacles, this 
can be typically implemented with a Z-buffer 
algorithm. But such an approach is not appropriate in 
the case of the our continuum crowd scene for the 
following reasons: 
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- there is no longer geometric obstacles but 
rather they have contributed to determine 
discomfort values (typically walls 
correspond to infinite discomfort values), 

- we need the visibility region as a list of cells 
and thus we would have to compute this list 
from the Z-buffer values, which would had a 
computation overhead, 

- the process could be time consuming for a 
large number of obstacles, while only a few 
of them is generally visible from a given 
location. 

Instead we formulate the visibility condition as the 
solution of two separate Eikonal equations [Set99a]: 
 |∇Tno-obstacles| = 1 |∇Tobstacles| = f(x,y) 
with f(x,y)=∞ where g(x,y)=∞ and f(x,y)=1 anywhere 
else. 
Remember that the discomfort field g(x,y) is 
everywhere positive and equal to ∞ for cells that fall 
inside an obstacle, typically a wall. Solving this 
equations system consists in solving each equation 
separately and then comparing results cell by cell. 
For a given cell, two strictly equal results means that 
the cell center is visible from the character position, 
otherwise the cell center is not visible. To understand 
this, remember that solving the Eikonal equation 
amounts to computing the optimal path from the 
source to the target.  Visual rays use the straight line, 
which means that solution of the left equation 
corresponds to the straight line. Solution to the right 
equation computes the optimal path by treating f(x,y) 
as a cost function, the time necessary to travel 
through a given cell being inversely proportional to 
the cost associated to that cell. Hence the only case 
for which both equations lead to the same value if 
when all cells on the straight line have the minimum 
cost of 1. 
The implementation of this algorithm is not trivial, so 
we skip it here, the reader will find all details on the 
Fast Marching Methods implementation in [Set99b]. 
Now we suppose that there exists a function called 
ComputeVisibilityList(c0 :<cell>), which computes 
the visibility cell list for a given character position 
c0. 
What we need actually to update each character’s 
knowledge base is the list of cells whose information 
has changed since the last time they have been 
processed by this character. So we withdraw from the 
visibility list the cells that were already in the 
visibility list at the previous time step and whose 
attached values have not changed at the current time 
step. 
The algorithm for updating individual knowledge 
bases is as follows: 

<list  of  cells>  DetermineListOfCellsToUpdate(c0  : 
<cell>) 
{ 
  Vt : visibility list at time step t 
  It(c) : information stored in cell c at time step t 
  c : <cell> 
  Vtemp, Vchange : <lists of cells> 
  Vtemp = Vt 
  While Vtemp is not empty Do 
    c << Vtemp 
    If It(c)≠  I t+θ (c) Then 
      Vchange << c 
  V t+θ  = ComputeVisibilityList(c0) 
  Vθ = Vt+θ ­ Vt + Vchange 
  Return Vθ 
} 
 
Once cells which cost changed at the last time step 
have been identified, we update the potential field by 
running the Fast Marching Method on the updated 
cost field C. 

4. RESULTS 
Figure 1 shows a simulation of two avatars moving in 
a building. Since we are just concerned by their 
trajectories, a basic 2D rendering is used here. The 
blue avatar implements the original continuum crowd 
algorithm whereas the magenta one is managed by 
our vision aware method. Both characters start from 
the same location at the same time (frame #0). 
Suddenly (frame #34), a fire arises at a place hidden 
from the characters’ positions. The fire is modeled by 
increasing discomfort at the corresponding location. 
More precisely a discomfort footprint with a 
Gaussian shape is added to the discomfort field so as 
to not only prevent people from crossing the fire but 
also to simulate the heat effect, which should ideally 
make people passing at a reasonable distance from 
the fire spot. We can observe (frame #38) that, as 
soon as the fire starts, the blue character changes his 
trajectory and finds a more appropriate path, though 
not viewing the fire, as if he would be immediately 
aware of this event. The magenta character, who has 
visual capabilities, continues on the same path (frame 
#88). As soon as he is able to watch the fire (frame 
#100), he changes his path accordingly, which in this 
case yields to going back in the corridor (frame #108) 
and follow an alternative path (frames #180 and 
#280). 
Our simulator can also provide a realistic 3D 
rendering with 3D characters, which are animated 
with the Cal3D library [Cal3D]. 
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Figure 1: Original continuum crowd model (blue) 
versus vision aware model (magenta). 
 

Limits 
One of the nice properties of the original continuum 
crowd formulation is its scalability with the number 
of avatars. The memory and computational 
complexity is linear with the number of avatar 
groups, rather than the number of avatars. In large 

crowds of people having common objectives and 
common discomfort fields, computation is 
particularly efficient. Introducing variety in the 
discomfort as a function of information gathered 
along each individual path leads to having as many 
copies of the discomfort field as the number of 
avatars. This leads to both memory and 
computational overheads. But people starting at 
about the same location toward a common goal leads 
to a flocking phenomenon [Rey87]. As a 
consequence, they tend to observe the same 
phenomena at the same time. Such set of people 
might be grouped together as sub-groups, so as not to 
duplicate their discomfort fields. An error metrics 
could be defined in order to evaluate the correlation 
degree of individual knowledge within each sub-
group, together with conditions for sub-group 
cutting. 
Simulating heat effects of the fire is one of the 
properties that a Gaussian footprint can provide but 
of course this is not a reliable approach to model heat 
transfer: after a certain amount of time, heat should 
be felt at a distance that is not directly related to 
visibility. But another nice property is to avoid a 
geometric description of the fire, which would 
probably lead to people passing exactly at the limit of 
the fire zone, thus describing unrealistic perfectly 
circular trajectories. 

5. CONCLUSION 
Continuum crowds is an elegant model for crowd 
simulation, providing a mathematical and hence 
robust environment for various crowd behavior 
modeling. Our current work consists in evaluating 
the potential of this model for various crowd 
behaviors, which are typically modeled through a 
discrete formulation. Among them, vision awareness 
is an important issue since all entities that may be 
candidates for simulation do have vision capabilities: 
pedestrians, cars with their drivers, animals, even 
robots. Our solution is successful in enabling 
individuals to perceive their visual environment but 
adds an important computation overhead. Further 
investigations are required to find ways to decrease 
this cost, grouping individuals with similar 
viewpoints being a possible solution. 
A further step in the direction of realistic crowd 
modeling needs to consider individual diversity in the 
way this information is processed in each brain and 
to model the underneath cognitive mechanisms. 
Coupling a cognitive reasoning module with a 
continuum crowd model in a hybrid architecture is 
one of our challenges now. One of the main issues is 
the continuous versus discrete models, cognitive 
models, such as those found in the Multi-Agent 
Systems literature, being generally discrete. 
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ABSTRACT 
Automatic surveillance systems are an important emerging application of object detection algorithms in video. 
The nature of such systems implies several requirements on the used algorithms. Also, searching for less usual 
objects (in contrast to frontal human faces, car masks, etc.) is required, such as detection of bicycles. It appears 
that detection of such objects cannot be solved by just applying a standard statistical or other general detector, 
but by constructing a specialized detector composed of several standard image processing and object-detection 
techniques combined together ad hoc. A detector of bicycles in video data from standard low-resolution CCTV 
surveillance system is presented in this contribution. 

Bicycle detection approach covered by this paper aims to cope with highly-noisy low-resolution data, to use 
simple image-processing methods and to work in real time. Although the method itself does not constitute a 
generally usable object detector, it covers several interesting aspects which can be re-used in tasks similar to the 
given one. Low-level features extracted from the video used for wheel-candidate classification are described in 
detail. The system is applied and evaluated on real data and the results are discussed. 

Keywords 
Video surveillance, object detection, bicycle detection 

1. INTRODUCTION 
Contemporary surveillance systems monitoring 
public places provide massive amounts of data. There 
exist several common scenarios such as cross-roads, 
highways, parks and public transport places. Each of 
the scenarios presents a different type of issues in 
video-processing point of view. 

The presented work aims to cope with the data from 
underground scenarios, especially from the subway 
stations, and to detect bicycles.  

The task of searching for bicycles in general positions 
does not seem to be solved in the past. Bicycle 
detection is used in traffic lights control, but the 
means of detection are typically induction loops 
placed in the road surface. Detection based on image 
processing has also been scarcely explored by some 
researches (e.g. [Zhi03]), but the algorithms rather 

detect any object in the road and do not attempt to 
distinguish the bicycles of a special category.  

General object detection algorithms can also deal 
with bicycle class detection and classification 
[PASCAL05]. 

Another research of searching bicycles in video 
sequences from colour CCTV cameras is bicycle theft 
detection. We can imagine a bicycle parking place 
and a CCTV camera which captures this place. This 
approach is based on identifying the bicycle in the 
video sequence and detecting the person who 
dropped the bicycle somewhere in parking place. 
System stores features of person who dropped the 
bike and associates it with the current bike. If 
someone tries to pick up the same bike later, system 
compares him with a person who dropped this bike 
and is able to generate alarm. This approach is more 
thoroughly described in [Dan07].  

Besides the theft detection, the bicycle detection 
improves the control of underground safety. Most of 
the underground stations forbid to enter with bicycle 
and automatic bicycle detection decrease the work 
load of security guards.  

The following section shows the structure of the 
system and introduces the main logic blocks. The 

Permission to make digital or hard copies of all or part of 
this work for personal or classroom use is granted without 
fee provided that copies are not made or distributed for 
profit or commercial advantage and that copies bear this 
notice and the full citation on the first page. To copy 
otherwise, or republish, to post on servers or to 
redistribute to lists, requires prior specific permission 
and/or a fee. 
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features used to classify bicycle candidates are 
described in section 3 in detail. The data used for 
method evaluation are more specified in section 4 
together with experiment results. The last section 
concludes the achievements and proposes possibility 
for future work. 

 

2. SYSTEM STRUCTURE 
The designed system processes the video stream 
frame-by-frame and provides the position information 
and probability of possible bicycles.  

 

Because the bicycle detection system works in 
parallel to other systems processing the same video 
stream, the design also incorporates some information 
from other systems. Although it is not crucial for the 
method itself, it is depicted in the system structure 
also. 

The method pre-processes each frame several times 
with different parameters. That gives a set of slightly 
different images. Those images are then one-by-one 
searched for wheel candidates for which the features 
are extracted. This repetitive process returns a 
number of candidates that are finally clustered and 
classified. The final classification is improved by 
information from the other systems. In the case of 
bicycle detection in subway scenario, the information 
about active regions of interest is used to validate the 
classification. 

Image Pre-Processing 
Out method for bicycle detection basically looks for 
wheel-like shapes. Analysis of the actual data from 
the scenario (subway access corridors, platforms) 
showed that it would be impossible to look for the 
whole shape of a bicycle, because the bicycle can 
often be partially covered by a human figure. On the 
other hand, the shape of a wheel of reasonable 
dimensions does not appear in the videos just except 
for the case of bicycles. The analysis of the data also 
allows us to use a prior knowledge about the 
supposed colour of the wheels. Most of bicycles have 
black wheels, so the pre-processing step is designed 
to emphasize the dark grey patches of a particular 
tone. 

  

   

Firstly, the input video frame is morphologically 
eroded and smoothed. The smoothing step helps to 
reduce the influence of harsh compression noise. The 
algorithm then generates images for detection of 
wheel candidates by computing the distance from 
dark-grey-colour model with different grey 
intensities. The dark-grey-colour model is 
implemented using a thresholding step, morphology 
closing and finally computing the distance from given 
grey value. This process is summarized in the 
following steps: 

1. preprocessing: erosion, smoothing 

2. colour model image created 

3. several reference intensity images with 
different thresholds 

Several image layers are generated by thersholding 
the color model image (see Figure 3). The wheel 
candidates are then detected on each layer. 

   
Figure 3. Candidates from different layers. 

image  
pre-processing 

wheel-candidates 
detection 

feature 
extraction 

clustering 
and 

classification 

wheel regions 

video frame 

other 

systems 

Figure 1. Schema of bicycle’s wheel detection 

procedure. 

Figure 2. Data examples (video frames and 

zoomed positive and negative samples). 
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The information about the candidate layer is used in 
final clustering. The more candidates are detected on 
the same location and different consecutive layers the 
higher candidate probability is. 

Detection of Wheel-Candidates 
The image with emphasized and thresholded dark 
patches is used to detect wheel candidates based on 
contours of clustered areas of constant colour 
[Son99] which are suspected to be insides of the 
bicycle wheels and are further examined to either 
confirm or reject this hypothesis. A huge amount of 
initially detected contours is reduced using filtering 
by allowed size range (dimensions in image axes and 
contour area) or width/height ratio. The next step is 
to find out, whether the contour has the shape of a 
wheel. For that task the ellipse-fitting algorithm 
[Dan07] is used. Having the contour described by an 
affine transform matrix, further filtering can take 
place. The error, the difference between the original 
contour and the fitted ellipse, from the ellipse-fitting 
algorithm serves as one of the candidate features (see 
section 3 below). 

Clustering and Classification 
The method takes into account several measurements. 
Besides the features described in the next section, 
also the candidate stability is used to increase its 
robust classification. 

The stability feature is evaluated from the several sets 
of wheel-candidates obtained from appropriate 
image. The candidates are clustered using 
equivalency computation [Cor04] based on the 
Euclidean distance between samples’ positions and 
sizes. 

The final candidates are then represented by the 
clusters where the feature values, poses and sizes are 
computed as the mean of all cluster samples. The 
final candidates are classified by summing their 
weighted feature values and by comparing the final 
feature value to the main threshold. The main 
threshold is one of the tuning parameters of the 
method. The feature weights were set experimentally. 

 

3. WHEEL FEATURES 
Designing features for presented method, we 
experimented with standard ones, e.g. template 
matching and also with some we made up for the task 
purpose itself, e.g. ellipse profiling. Besides those, 
which are presented in more details in following sub-
sections, we computed several others, such as the 
contour curvatures, length, contour length-area ratio, 
etc. Due to the low resolution of the data and the 

wheel sizes, those features have no use for 
classification.  

Multi-Scale Template Matching 
When detecting wheels using template matching, 
there arises a problem of different wheel widths. We 
solve the problem by utilizing several wheel 
templates with different circle widths (see example 
templates on Figure 4). 

     
Figure 4. Set of templates covered different wheel 

width. 

The first step before the matching takes place is to 
normalize the candidate patch. We use the ellipse 
parameters to compute affine transformation matrix. 
The normalized patch is then resampled to several 
different scales. The template matching is then 
executed for all templates and all scaled patches. 
Because the templates and also the scaled patches are 
normalized, we then get the maximum of all matches 
as the wheel feature. 

    
Figure 5. Rescaled sample with the results of 

matching showed in the rectangular area. 

The detector robustness is improved by looking for 
the best match not only over the scale-space, but also 
in spatial domain. The white rectangles in the middle 
of subfigures on Figure 5 show the position change 
range. The pixel intensities in the rectangles 
correspond to matching results for particular template 
position and size. 

Ellipse Profiling 
The ellipse-profiling is the principal method we 
designed and develop. The method gives the most 
robust and distinctive features out of all others used 
by our system. 

The main idea of the ellipse profiling method is to 
analyze the image intensity profiles defined by 
ellipses with different parameters. The image 
intensity values represent the probability given by 
dark-grey-colour model computed in pre-processing 
stage. For each wheel candidate, the algorithm 
generates several ellipses with increasing size. Then 
the image intensity values corresponding to ellipse 
profiles are summed up.  

Each candidate region is described by affine 
transformation matrix. The transformation is used to 
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compute the elliptic profile and read image pixel 
values bellow the profile. The equation of the elliptic 
profile is: 

( ) dt
tr

tr
Irep ∫ 












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=

π2

0
sin

cos
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where A is a affine transformation matrix describing 
the candidate region (position, rotation and scale), r 
is ellipse profile size and I is the color probability 
image.  

We then search for maximal difference between 
consecutive summed values. The maximal difference 
represents the biggest change of ellipse profiles. Such 
change can occur, when one ellipse minimally 
overlaps the analyzed candidate image patch and the 
consecutive ellipse overlaps it maximally.  

( )′= repr r ,maxmax A  

The maximal difference found is the next candidate 
feature: 

( )′max, rep A  

 
Figure 6. Elliptic profiles on several wheel 

candidates. 

We improve the robustness of the method by 
evaluating more features by changing the ellipse 
positions within some small range. The candidate 
feature is then the best one. 

4. EVALUATION 
The presented method is designed for video data 
from underground scenarios such as subway stations. 
Such data are noisy due to the high compression and 
the resolution is low. On the other hand, the lighting 
conditions are absolutely stable and the setting of the 
scene (where people can appear, stable objects in the 
scene etc) is reliably predefined. The precision of the 
method is highly sensitive to its parameters setting, 
which, in the constant conditions, is not a serious 
handicap. Also the method itself merely detects 

bicycle wheels. This limiting factor does not appear 
to be too restrictive: every appearance of anything 
similar to a wheel in the sample data (dozens of 
hours) really was a part of a bicycle. 

The detector performance was evaluated on images 
from video of Roma undergrounds. The image 
resolution 720x576 using format 24bits/pixel, RGB. 

Since the system is based on the wheel detector, the 
detector’s ability and properties are crucial for the 
overall performance. For the wheel detector 
evaluation, about 60 still images containing bicycles 
were taken and manually annotated that gives about 
120 wheels – positive samples.  

The ROC curve below was generated by processing 
the wheel detector on each image and the wheel 
candidates were compared to the ground truth data. 
The ROC curve describes the trade-off between true 
positive and false positive detection rates. The gray 
curves are 95% confidence interval of the fitted ROC 
curve. The ROC curve was generated by [ROC]. 

 
7. ROC curve of the wheel detector. 

In real applications, other supporting information is 
taken into account. Also, when the detector is used in 
the system for bicycle detection in the subway 
scenario, the moving object information, active 
regions of interest knowledge and temporal 
information from several consecutive frames improve 
the overall ability of the system.  

Our system is designed to work on CCTV data, so 
instead of classifying each frame whether there is a 
bicycle or not, the whole video shot is classified. The 
Figure 8. shows the application screenshot in real 
environment. 

The bicycle detector is sensitive to wheel-like objects 
that do not necessary need to be a bike. Such false 
positives are baby carriages, logos on clothes or shiny 
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bald spots. Such candidates are not properly 
distinguished by the system. 

The presented system was integrated and evaluated in 
the surveillance system called CareTaker. The system 
is fully functioning and running in Roma and Torino 
underground.  

5. CONCLUSION 
We have presented a method for bicycle detection for 
underground scenarios. This method is optimized and 
targeted to surveillance systems with CCTV cameras, 
i.e. on low resolution low quality systems with 
requirement of real-time or close-to-real-time 
operation, but accepting compromises in reliability of 
results. Besides use of the common approaches, we 
designed a new method for similarity measure 
between cycle in raster image and ellipse. We 
designed a system to run experiments and evaluate 
our approach and performed preliminary evaluation 
of the algorithm. 

 
8.  Screenshot of bicycle detection application 

running in real environment. 

Current work is on designing a generalized algorithm 
to cope with any shape that could be described by 
parametric curve and evaluating its robustness and 
stability. 
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ABSTRACT

Toruses and double spheres are particular cases of Dupin cyclides. In this paper, we study the conversion of rational
biquadratic B́ezier surfaces into Dupin cyclide patches. We give the conditions that the Bézier surface should satisfy to be
convertible, and present a new conversion algorithm to construct the torus or double sphere patch corresponding to a given
Bézier surface, some conversion examples are illustrated and commented.
Keywords: Torus and Dupin cyclides surfaces, rational biquadratic Bézier surfaces.

1 Introduction

Rational biquadratic Bézier surfaces are tensor product
parametric surfaces widely used in the first generation of
computer graphics applications and geometric modelling
systems. Good introductions to these surfaces may be found
in [PT89, For68, DP98, HL93].

Dupin cyclide surfaces represent a family of ringed sur-
faces, i.e., surfaces generated by a circle of variable radius
sweeping through space [Pra90, Deg94]. It is possible to
formulate them either as algebraic or parametric surfaces.
In recent decades, the interest of several authors in these
surfaces relates to their potential value in the development
of CAGD tools [Pra95, DMP93, Gar07]. Also, cyclide in-
tersections and the use of cyclides as blending surfaces have
been investigated [BP98, She98].
Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted with-
out fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear
this notice and the full citation on the first page. To copy
otherwise, or republish, to post on servers or to redis-
tribute to lists, requires prior specific permission and/or
a fee. 

pub-

The primary aim of this paper is to present an algorithm
to convert a rational biquadratic Bézier surface into a par-
ticular Dupin cyclide patch. This conversion allows the
obtention of parameters of the implicit equation of Dupin
cyclide corresponding to the converted surface. Section
2 recalls the definition of Bézier curves and surfaces, and
Dupin cyclides. Section 3 shows the construction of the
control points and the computation of the weights of a
Bézier surface which can be represented by a Dupin cyclide
patch. Section 4 details the conversion algorithm. Section 5
presents our conclusions and suggests directions for future
work.

2 Background

2.1 Rational Bézier curves and surfaces

Rational quadratic Bézier curves are second degree para-
metric curves defined by:

−−−−→
OM(t) =

∑2
i=0 wiBi(t)

−−→
OPi∑2

i=0 wiBi(t)
, t ∈ [0, 1] (1)

whereBi(t) are quadratic Bernstein polynomials defined
as:
WSCG?2003, February 3-7, 2003, Plzen, Czech Re

lic. Copyright UNION Agency - Science Press
B0(t) = (1 − t)2 , B1(t) = 2t (1 − t) andB2(t) = t2
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and for i ∈ {0, 1, 2}, wi are weights associated with
the control pointsPi. For a standard rational quadratic
Bézier curve,w0 and w2 are equal to1, while w1 can
be used to control the type of conic defined by the curve
[Far93, Far99, Gar07].

Rational biquadratic Bézier surfaces are defined by con-
trol points(Pij)0≤i,j≤2 and weights(wij)0≤i,j≤2 as:

−−−−−−−→
OM (u, v) =

∑2
i=0

∑2
j=0 wijBi (u)Bj (v)

−−−→
OPij∑2

i=0

∑2
j=0 wijBi (u)Bj (v)

(2)

More details on Bézier surfaces can be found in [Far93,
Far99, Gar07]. In the remaining of this paper, we only con-
sider rational Bézier curves and surfaces of degree two to
which we refer, for short, by Bézier curves and Bézier sur-
faces.

2.2 Dupin cyclides

Non-degenerate Dupin cyclides, figure 1(a), have been
definied by P. Dupin [Dup22]. A. R. Forsyth [For12] and G.
Darboux [For12, Dar17] have given two equivalent implicit
equations:(
x2 + y2 + z2 − µ2 + b2

)2
= 4 (ax− cµ)2 + 4b2y2 (3)

(
x2 + y2 + z2 − µ2 − b2

)2
= 4 (cx− aµ)2 − 4b2z2 (4)

in an orthonormal basis(O,−→ı0 ,−→0 ,
−→
k0) whereO is called

Dupin cyclide center. Parametersa, b andc are related by
c2 = a2 − b2. The parametera is always greater than or
equal toc. Parametersa, c andµ determine the type of
the cyclide. Whenc < µ ≤ a it is a ring cyclide, when
0 < µ ≤ c it is a horned cyclide, and whenµ > a it is a
spindle cyclide.

A Dupin cyclide admits two planes of symmetryPy :
y = 0 andPz : z = 0 which define two couples of cir-
cles, called principal circles, figures 2(a) and 2(b). From the
knowledge of a couple of principal circles and the Dupin cy-
clide type, it is easy to calculate Dupin cyclide parameters
[Gar07].

If c = 0 anda 6= 0 then the Dupin cyclide is a torus,
figure 1(b), and then :

• principal circles of the Dupin cyclide inPy have the
same radius, they represent a torus meridian;

• principal circles of the Dupin cyclide inPz become
concentric circles.

If a = c = b then a Dupin cyclide is a double sphere and
principal circles in both planes are identical.

The planes containing circles of curvature of a Dupin cy-
clide form two pencils of planes, figure 3, and define two

(a)

(b)

Figure 1: A ring Dupin cyclide (a) and a ring torus (b).

straight lines∆θ as the intersection of the planes of the first
pencil and∆ψ as the intersection of the planes of the other
pencil. If the Dupin cyclide is a torus, the line∆ψ belongs
to the infinity plane (the planes containing circles of curva-
ture are parallel).

Figure 4 shows lines∆θ and∆ψ with the principal cir-
cles of the ring Dupin cyclide in planePy (Cθ1, Cθ2) and in
planePz (Cψ1 , Cψ2 ). ∆0 is the common perpendicular to∆θ

and∆ψ . More details about properties of Dupin cyclide can
be found in [Pra90, She98, AD96, DMP93].

Several authors have proposed algorithms to convert a
Dupin cyclide patch into a Bézier surface [Pra90, Ued95,
AD96, FGP05, Gar07] and vice-versa [Gar07, GFN06]. Ta-
ble 1 gives the four most important properties of control
points of a Bézier surface obtained by the conversion of a
Dupin cyclide patch.
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(a)

(b)

Figure 2: Principal circles of ring Dupin cyclides. (a) : in
planePy : y = 0. (b) : in planePz : z = 0.

(a) (b)

Figure 3: Two pencils of planes generated by Dupin cyclide
curvature circles defining∆θ (a) and∆ψ (b).

Figure 4: Straight lines∆θ and∆ψ obtained as intersec-
tions of two pencil planes.

(PG1) P00, P02 , P22 etP20 are cocyclical

(PG2)
P00P01 = P01P02 P02P12 = P12P22

P22P21 = P21P20 P00P10 = P10P20

(PG3)
−−−−→
P00P10 ⊥

−−−−→
P00P01

−−−−→
P02P01 ⊥

−−−−→
P02P12

−−−−→
P22P12 ⊥

−−−−→
P22P21

−−−−→
P20P21 ⊥

−−−−→
P20P10

(PG4)

−−−−→
P00P11 •

(−−−−→
P00P10 ×

−−−−→
P00P01

)
= 0

−−−−→
P02P11 •

(−−−−→
P02P01 ×

−−−−→
P02P12

)
= 0

−−−−→
P22P11 •

(−−−−→
P22P12 ×

−−−−→
P22P21

)
= 0

−−−−→
P20P11 •

(−−−−→
P20P21 ×

−−−−→
P20P10

)
= 0

Table 1: Geometrical properties of a Bézier surface ob-
tained by conversion of a Dupin cyclide.

In table 1, property (PG4) can be presented as:

P11 ∈ Aff {P00;P01;P10} ∩Aff {P02;P12;P01}
∩ Aff {P20;P21;P10} ∩Aff {P22;P21;P12}

(5)
whereAff {A;B;C} designate the affine space generated
by pointsA, B andC.

3 Construction of the Bézier surface

In this section, we construct a Bézier surface convertible
to a Dupin cyclide patch and so properties of table 1 must
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be satisfied [Gar07, GFN06]. The construction of a Bézier
surface convertible to a torus patch or a double sphere patch
is also considered.

3.1 Dupin cyclide case

As Dupin cyclide curvature lines are circles, the border
lines of the Bézier surface to be convertible must be circular
arcs. To ensure the convertibility of the Bézier surface, the
following three conditions, on weight computation, has to
be satisfied:
(i) we havew00 = w02 = w20 = 1 and value ofw22 is
calculated using Ueda’s method [Ued95];
(ii) as border lines of a Bézier surface are Bézier curves
reprenting circular arcs, it is easy to determine the weights
w10, w01,w21 andw12 [Gar07];
(iii) the computation of weightw11 is more complex and
can be done using theorem 1 wherebar

{
(Ai, αi)i∈I

}
in-

dicates the barycentre of collection(Ai, αi)i∈I of level-
headed points:

Theorem 1 Barycentric middle curve
Let us consider a B́ezier surface defined by control points

(Pij)0≤i,j≤2 and weights(wij)0≤i,j≤2.
LetGui = bar {(Pi0;wi0) , (Pi1; 2wi1) , (Pi2;wi2)} and

αui = wi0 + 2wi1 + wi2 wherei ∈ [[0; 2]].
LetGvi = bar {(P0i;w0i) , (P1i; 2w1i) , (P2i;w2i)} and

αvi = w0i + 2w1i + w2i wherei ∈ [[0; 2]].
If

∑2
i=0 α

u
i 6= 0, the barycentric middle curveu 7→

M
(
u, 1

2

)
is a B́ezier curve with control points(Gui ;α

u
i )i∈[[0;2]].

If
∑2

i=0 α
v
i 6= 0, the barycentric middle curvev 7→

M
(

1
2 , v

)
is a B́ezier curve with control points(Gvi ;α

v
i )i∈[[0;2]].

Proof:
−−−−−−−→
OM

`

u, 1
2

´

=
P

2

i=0

P

2

j=0
wijBi(u)Bj( 1

2
)
−−−→

OPij
P

2

i=0

P

2

j=0
wijBi(u)Bj( 1

2
)

=

P

2

i=0
Bi(u)

“

wi0B0( 1

2
)
−−−→

OPi0+wi1B1( 1

2
)
−−−→

OPi1+wi2B2( 1

2
)
−−−→

OPi2

”

P

2

i=0
Bi(u)(wi0B0( 1

2
)+wi1B1( 1

2
)+wi2B2( 1

2
))

=

P

2

i=0
Bi(u)

“

wi0
−−−→

OPi0+2wi1
−−−→

OPi1+wi2
−−−→

OPi2

”

P

2

i=0
Bi(u)(wi0+2wi1+wi2)

= 1
P

2

i=0
Bi(u)αi

P2
i=0 Bi (u) αi

−−−→
OGu

i

whereGu
i

= bar {(Pi0;wi0) , (Pi1; 2wi1) , (Pi2;wi2)}
with αi = wi0 + 2wi1 + wi2.

The second proof is similar.

�

To determine the weigthw11, we impose that the point
Gu1 (resp.Gv1) belongs to the perpendicular bissector plane
of [Gu0Gu2 ] (resp.[Gv0Gv2 ]).

The following section considers the conversion of a
Bézier surface into a patch of a torus or a patch of a double

sphere which are particular cases of Dupin cyclides. The
general cases (conversion of a Bézier surface into a regular
Dupin cyclide) has been consider earlier [Gar07, GFN06].
To summerize, a convertible Bézier surface must satisfy
control points properties of table 1 and the three weight con-
ditions given above.

3.2 Torus and double sphere case

We consider that two opposite edges (circular arcs) of the
Bézier surface to be converted are in two parallel planes. In
this case, the line∆ψ belongs to the infinity space and the
conversion result will be a patch of a torus (c = 0, a 6= 0)
or a patch of a double sphere (a = c = 0). To distinguish
between these two cases, we have to consider the remain-
ing edges of the Bézier surface: if the circles containing
the edges have the same diameter line, it is a double sphere
patch, otherwise, it is a torus patch. The type of torus can
be determined throught the following three tests:

• if the circles are disjoint, the result is a ring torus patch;

• if the circles are secant in two points, the result is a
spindle torus patch and the two points of intersection
define∆θ which will be used as a frame axis in the
conversion algorithm, figure 5(b);

• if the circles are tangent, the result is a horn torus
patch.

(a) (b)

Figure 5: Torus as Dupin cyclide. (a) : ring torus. (b) :
spindle torus.

We note here that the frame(O,−→ı0 ,−→0 ,
−→
k0) in which the

resulting patch is defined is not the same as the one of the
initial Bézier surface. Vectors−→ı0 and−→0 are perpendic-
ular and belong to the vector plane attached to the affine
planes containing the parrallel circles. The third vector of
the frame is

−→
k0 = −→ı0 ×−→0 .

4 The conversion algorithm

Letγ be a standard Bézier curve definied by level-headed
control points(P0; 1), (P1;w1) and(P2; 1) such that:

• w1 = fw (P0;P1;P2) wherefw : E3
3 → R [Gar07];
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• γ is a circular arc.

Algorithm 1 details the steps required to convert a Bézier
surface into a torus patch or a double sphere patch. Figure
6(a) shows the original Bézier surface, its control polyhe-
dron, its two barycentric middle curves (theorem 1) as well
as Bézier curvesγ+

3 , γ+
4 , γ+

5 andγ+
6 which determine the

edge of the Bézier surface.
First step of algorithm 1 is the determination of circles

delimiting the Bézier surface. Each circle is reprented byan
union of two Bézier curves having extremal weights equal
to 1, figure 6(b). e.g., circleC3 is the union of Bézier curves
having control pointsP00, P01 andP02, and opposite me-
dian weightsfw (P00;P01;P02) and −fw (P00;P01;P02)
[Gar07].

(a) (b)

Figure 6: The conversion algorithm.(a) : the Bézier surface.
(b) : circular Bézier surface edges.

Figure 7(a) shows the third step of the algorithm.
Straight line∆θ is perpendicular to planes generated by par-
allel circles. It passes through the center of one of these
circles (C3 in the figure). Figure 7(b) shows the fourth step
of the algorithm. PlanePz is the plane passing throughΩ
with

−→
k0 as an orthogonal vector, whereΩ is the perpendicu-

lar projection of centerΩ5 of circleC5 onto the straight line
(Ω3,

−→
k0).

(a) (b)

Figure 7: The conversion algorithm. (a) : determination of
∆θ. (b) : determination of new frame originΩ and plane
Pz.

Figure 8(a) permits, using Dupin cyclide plane of sym-
metryPz, the construction of pointsA etB belonging to

Algorithme 1 : Conversion of a Bézier surface into a torus
patch or a double sphere.
Input data:
Let S be a Bézier surface defined by level-headed control
points(Pij ;wij)0≤i,j≤2 such as:

Aff (P00;P01;P02) // 6=Aff (P20;P21;P22) (6)

Begin

1. Bézier surface edges are repre-
sented by standard Bézier curves:

Name Control points Intermediate weight
γ+
3 (P00, P01;P02) fw (P00;P01;P02)
γ−3 (P00, P01;P02) −fw (P00;P01;P02)
γ+
4 (P20;P21;P22) fw (P20;P21;P22)
γ−4 (P20;P21;P22) −fw (P20;P21;P22)
γ+
5 (P00;P10;P20) fw (P00;P10;P20)
γ−5 (P00;P10;P20) −fw (P00;P10;P20)
γ+
6 (P02;P12;P22) fw (P02;P12;P22)
γ−6 (P02;P12;P22) −fw (P02;P12;P22)

Given circlesC3 = γ+
3 ∪ γ−3 , C4 = γ+

4 ∪ γ−4 , C5 =
γ+
5 ∪ γ−5 andC6 = γ+

6 ∪ γ−6 .

Condition (6) impliesC3 //C4, figure 6(b).

2. New reference frame determination:−→ı0 and −→0 are
two unit orthogonal vectors generating vector plan
V ect (P00;P01;P02) and

−→
k0 is determined by :

−→
k0 = −→ı0 ×−→0

3. Altitude axis is∆θ = (Ω3,
−→
k0) whereΩ3 is the center

of circleC3, figure 7(a).

4. Let Ω5 be the center of circleC5. The origin of new
reference frame isΩ, the orthogonal projection ofΩ5

onto(Ω3,
−→
k0). Pz is the plane passing throughΩ with

−→
k0 as the orthogonal vector, figure 7(b).

5. Determination of pointsA andB such that:
{A;B} = C5 ∩Pz andΩB ≤ ΩA, figure 8(a).

6. In Pz, principal circlesC1 andC2 are determined by
centerΩ and radiusρ1 = ΩA andρ2 = ΩB respec-
tively, figure 8(b).

7. Dupin cyclide parameters computation.

If C1 = C2, we obtain a double sphere witha = c = 0
andµ = ρ1.

If ♯̌ (C6 ∩C5) = 2, we obtain a spindle torus withc =
0, a = ρ1−ρ2

2 andµ = ρ1+ρ2
2 , else we obtain a ring

torus or a horned torus withc = 0, a = ρ1+ρ2
2 and

µ = ρ1−ρ2
2 , figure 9(a).

8. Determination of valuesθ0, θ1, ψ0 andψ1 delimiting
the obtained patch [Gar07], figure 9(b).

End

Output: A torus patch or a double sphere patch represent-
ing the input Bézier surface.

WSCG 2009 Communication Papers 105 ISBN 978-80-86943-94-7



principal circles. ConditionΩB < ΩA allows to identify
immediately the great and the small torus principal circles.
ConditionΩB = ΩA implies that Dupin cyclide is a double
sphere. Obviously, the center of these circles is the pointΩ.
Figure 8(b) shows two principal circles inPz.

(a) (b)

Figure 8: The conversion algorithm. (a) : planePz. (b) :
torus principal circles belonging toPz.

Figure 9(a) shows the torus, two principal circles, the
Bézier surface with its control polyhedron. Obtained pa-
rameter values arec = 0, a ≃ 1, 63 andµ ≃ 4, 32. Figure
9(b) shows the Bézier surface, its control polyhedron and
the resulting torus patch which is delimited by curvature
lines situated at:θ0 ≃ 2, 526112925, θ1 ≃ 3, 757072362,
ψ0 ≃ 2, 427868285 andψ1 ≃ 3, 85531702.

(a) (b)

Figure 9: The conversion algorithm. (a) : the Bézier surface
with the control polyhedron and the spindle torus. (b) : the
spindle torus patch with the control polyhedron of the initial
Bézier surface.

Figure 10(a) shows the Bézier surface with its control
polyhedron, barycentric middle curves with their control
polygons. Figure 10(b) shows the Bézier surface with its
control polyhedron and the ring torus.

Figure 11 shows the conversion of a Bézier surface into
a double sphere patch. Figure 11(a) shows the Bézier sur-
face with its control polyhedron and the barycentric middle
curves with their control polygons. Figure 11(b) shows the
resulting double sphere patch with the control polyhedron
of the initial Bézier surface.

(a) (b)

Figure 10: Conversion of a Bézier surface into a patch of a
ring torus. (a) : the Bézier surface with the control polyhe-
dron. (b) : the resulting patch of ring torus togother with
the control polyhedron of the initial Bézier surface.

(a) (b)

Figure 11: Conversion of a Bézier surface into a double
sphere patch. (a) : the Bézier surface with the control poly-
hedron. (b) : the resulting patch of the double sphere to-
gether with the control polyhedron of the initial Bézier sur-
face.

5 Conclusion

In this paper, we have presented an algorithm which per-
mits the conversion of a rational biquadratic Bézier surface
into a torus patch or a double sphere patch which are par-
ticular Dupin cyclide patches. So, the rational biquadratic
Bézier surface is fully represented by an implicit equation
of degree4. Moreover, if Dupin cyclide is a double sphere,
it is possible to use an equation of degree2 (the equation of
the sphere).

An interesting extension of this work is to find the suf-
ficiant conditions to construct rational biquadratic Bézier
surfaces fully convertible into Dupin cyclide patches. The
study of conversion of rational biquadratic Bézier surfaces
into supercyclide patches will also be considered.
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ABSTRACT

This paper presents a novel method for efficient semiautomatic multi-label segmentation of plant biological image data. The
approach extends live-wire methods in order to facilitate exact user-steered segmentations for atlas generation. By integrating
a segmentation-specific user interaction model into the live-wire formulation i) more exact segmentations, ii) increased com-
putational efficiency, iii) without loss of generality are achieved. The concept of mutual influence of image feature based path
costs and user input uncertainty are consistently combined. By incorporating user behavior into cost based delineation a more
intuitive user interface is obtained also yielding in a more accurate segmentation. We introduce path-based methodologies,
specific user interaction models and propose the combination of both of them. The purposefulness of the method is shown in
an application comprising segmentation of histological section data supporting the generation of 3-D atlases.

Keywords: computer vision, user interaction, live-wire.

1 INTRODUCTION
Image segmentation is the basic principle behind vari-
ous image processing tasks. The main goal is to obtain
a higher level of information than a purely numerical
representation of an image. The pixels are therefore
combined into semantically equivalent groups [Tön05].
Segmentation consists of two steps, recognizing rele-
vant objects in an image and delineating exact spatial
dimensions and their features [FUM00]. Different al-
gorithms that can automatically segment plant biologi-
cal image data have been introduced for this non-trivial
task [BS08] or [DBS+08]. These algorithms are gener-
ally based on existing reference data. Such model data
is not available to generate atlases of unexplored plant
biological histological images and must therefore either
be segmented manually or semiautomatically. A set
of semiautomatically segmented image slices (approxi-
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mately 5% of a serial section image stack) can replace
the purely manual segmentation of plant biological im-
age data as presented in [GDB+07]. Image data con-
sists of previously sectioned plant biological objects,
i.e. caryopses of the Hordeum Vulgare, digitized with
a color CCD camera with a resolution of 1600 x 1200
pixels under a light microscope. To facilitate their pro-
cessing, the digitized images were converted to an 8 bit
gray scale representation without any significant loss of
relevant information (see [SBH+08]). Figure 1 is an
image for such a segmentation task. The detail of the
segmented region bounded in blue reveals obvious dif-
ferences in the contour’s characteristics (red and green
box).

Figure 1: Slice of Hordeum Vulgare with different tis-
sue characteristics (red and green box).
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2 RELATED WORK
A graph-based semiautomatic interactive segmenta-
tion method, namely live-wire, was introduced by
MORTENSEN et al. [MMBU92], [MB95], [BM97]
and is related to geometric active contours presented
by KASS et al. [KWT87]. The key feature of live-
wire methods is their exact extraction of a boundary
segment between a start point Ps and an end point Pe
indicated by the position of the input device. The task
of segmenting an entire region is broken down into
optimal delineation of several parts comprising the
entire contour. To do so, a cost map is calculated based
on each pixel edge’s properties and interpretation. A
graph is introduced reflecting the cost map, which
allows a path search for optimal path computation by
the minimal accumulated path costs (cf. [HNR68]
A*-algorithm). A set of weighted parameters derived
from the pixel’s neighborhood is employed to compute
the path between the start and the end point. In an
ideal case, a rough sketch of the contour suffices to
extract the segment boundaries. Figure 2 illustrates
the principle of the live-wire method. For clarity’s
sake, only a 4-cell neighborhood was selected for the
visualization.

(a)

(b)

Figure 2: (a) portion of a gray scale image, (b) shows
respectively the graph, resulting from intensity differ-
ences. The intensity values appear in the nodes, related
cost components between the nodes. Blue points indi-
cate the optimal connection along the lowest total cost
components (dashed line). The path follows the dark

pixels from the upper left to the lower right corner.

3 METHODS
A core element of the live-wire method is the calcula-
tion of the aforementioned costs related to the edges in
the graph. Depending on the image data, different cost
factors can be applied for good segmentation results.
The following listed cost factors constitute a combi-
nation of different cost factors, which are suitable for
the used image data. The cost factors are derived from
[MMBU92], [MB95] and are also based on own formu-
lations.
The impact of different cost factors is weighted as an
overall cost function. Let p and q be two adjacent pix-
els in an image slice S. The costs for a connection from
p to q can be determined by a cost function C(p,q), ren-
dered thusly:

C(p,q) =
N

∑
n=0

ωnCn(p,q), (1)

where N denotes the count of the different cost fac-
tors, ωn the respective weighting factors and Cn(p,q)
the value of the n-th cost component between p and q.
The cost factors Cn can be differentiated as static and
dynamic factors:
Static factors are calculated before segmentation and
are independent of user interaction. Static cost factors
indicate the cost to directly connect one pixel to its m
neighbors in the graph-based path search. Filter opera-
tions are applied to determine the static cost factors (see
Table 1):

Cost Factor Cost Identifier (Cn)
Laplacian CL

Laplacian of Gaussian CLoG
Gradient magnitude CGM

Roberts Cross CRX
Difference of Intensity Values C∆I

Brightness Feature CBF

Table 1: Components of local cost functions between
adjacent pixels.

An individual local cost factor is calculated following
Equations 2-10:

CL(p) = 1− (Lkernel(x,y) ·S) (2)

Lkernel =
∂ 2 p
∂x2 +

∂ 2 p
∂y2 (3)

were each summand in Lkernel stands for the second par-
tial derivation in x respectively in y direction.

CLoG(p) = 1− (LoGkernel(x,y) ·S) (4)

LoGkernel =− 1
πσ4

(
1− x2 + y2

2σ2

)
e−((x2+y2)/2σ2) (5)
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CRX (p) = 1− (RXkernel(x,y) ·S) (6)

RXkernel =
∂ p
∂x

+
∂ p
∂y

(7)

CGM(q) = 1− 1
max(G)

√(
dS(x,y)

dx

)2

+
(

dS(x,y)
dy

)2

,

(8)
max(G) represents the largest gradient magnitude in the
image. The C∆I(p) cost can be calculated as follows:

C∆I(p) =
|I(p)− I(q)|

2B −1
, (9)

where I(p) and I(q) denote the intensity value of their
respective pixel positions and B the color depth of the
current image. The brightness cost function CBF can be
expressed as:

CBF(p) = I/max(I), (10)

where low intensity values I correspond to low costs
CBF .
The dynamic costs cannot be computed in advance of
a path search. They are computed during segmenta-
tion and reliant on user input. Table 2 lists the dynamic
costs.

Cost Component Cost Identifier (Cn)
L0 distance to direct path CL0
L1 distance to end point C∆P

Table 2: Dynamic components of the cost function.

Equation 11 calculates the orthonormal vector ~v to the
straight line between Ps and Pe.

~v =

(
Pey −Psy

−(Pex −Psx)

)
√

(Pex −Psx)2 +(Pey −Psy)2
(11)

Equation 12 determines the vector~r from the start point
Ps to the present location q.

~r =
(

Pqx−sx

Pqy−sy

)
(12)

Projecting~r onto the normalized vector ~v yields the L0
distance from point q to the straight line spanned by Ps
and Pe and called dL0(q) (see Equation 13).

dL0(q) =~v ·~r = vx rx + vy ry (13)

The costs increase as the pixel’s distance to the ideal
connection path increases (see Equation 14).

CL0(Ps,Pe,q) = g(dL0(q)) (14)

The function g(x) may express this influence in a vari-
ety of ways, e.g. as a linear dependency or square root.
Equation 15 provides an appropriate method:

g(x) = a x2 (15)

This quadratic function penalizes small deviations
from the ideal line with small cost values, whereas
larger distances become comparatively expensive. The
increasing coefficient a of 0.25 damps too high cost
values for distant input device positions.

The cost function C∆P represents the costs of a pixel q
emerging from the distance to the end point Pe in re-
lation to the neighboring pixel’s p distance to Pe (see
Equation 17). The term d∆P(i) with i ∈ {p, q} de-
notes the L1 distance (Manhattan distance) to Pe and is
calculated with Equation 16.

d∆P(i) = (Pex − ix)+(Pey − iy) (16)

C∆P =


0.0, if d∆P(p)−d∆P(q)≥ 1
0.5, if d∆P(p)−d∆P(q) = 0
1.0, if d∆P(p)−d∆P(q)≤−1

(17)

The basic live-wire methods may be extended in a
variety of ways, e.g. by extending the search space to
the third dimension [SPP00], [SPP01], [SUG+06] or
by extracting the segmentation parameters for segments
or segment parts [FUS+98] or [EKS92].
A detailed discussion of these extension is out of
the scope of this paper. For a detailed analysis of
live-wire’s implementation and interaction methods for
image segmentation, the authors refer to [BM97] or
[OS01].

4 EXTENDING THE LIVE-WIRE
METHOD

In [SBH+08], SCHOOR et al. introduced interaction-
based support of segmentation, i.e. speed-dependent
automatic zooming (SDAZ) based on IGARASHI
[IH00] and pseudohaptic feedback (see LÉCUYER
[LBE04]), to improve the segmentation process in
terms of segmentation speed and accuracy of results.
A user study demonstrated that this also works in
practical use [SBH+08].
Different application-dependent algorithms and heuris-
tics accelerate the run- and reaction-time of the
application presented here.

4.1 Restricting the Search-Space
Apart from the large quantity of image data, the main
disadvantage is that only a fraction of the data is
relevant to the determination of the correct path. A
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combination of new and established strategies com-
putes paths faster and supports real-time interaction.

Decreasing the Global Search-Space:
In this very important step, the information space must
be narrowed before calculating the path, even before
generating the cost map. This can be done by simply
thresholding the image and ignoring undesired intensity
values in image parts or pixels.
Due to the nature of the image data approximately 50%
of the pixel amount can so be masked in advance of all
further computational steps. Unimportant areas (black)
can be masked as in Figure 3.

Figure 3: Original (top) and masked (bottom) image
slice.

On the Fly Path Restriction:
The segmentation of object boundaries can be difficult,
especially if the boundaries are discontinuous and
very close to each other (see Figure 1). Manually or
automatically setting a user-defined control point in
the system restricts the search space to a rectangular
path search between the two consecutive points and a
predefined pixel distance to the direct path connection.
Unlike [SPP00] where the target search space can
broadly be masked before segmentation starts, this
method restricts the path on the fly between the last
segment and the new current point. Figure 4 presents
the principle. The yellow border encloses the search
space with the present distance parameter.
This restriction is useful because a pixel’s corre-
sponding node is not expanded in the graph if its
distance to the ideal line exceeds the defined value.
This limits the depth of a path search and allows it
to be terminated faster. The expected speed increase
will be small in regions with strong straight edges
but will prevent the bleeding of the contour in ho-
mogeneous regions with weak edges. Selecting a
small distance value accelerates a path search (very
small information search space) but attracts the con-

Figure 4: A border (with predefined pixel distance to
the ideal line between two consecutive points) is used to
restrict the information search space for the path search.

tour line to the ideal line between the two considered
points and can therefore differ from the required values.

Speed Dependent Path Restriction:
The speed of user interaction during segmentation is a
characteristic feature of segmentation (see [SBH+08])
that can be used to determine whether homogeneous
regions or curvy contours must be segmented. This
allows determining the distance value automatically.
If user interaction during segmentation is slow, the
distance value should be decreased.

Masking of Regions
Recalling LUCCHESE [LM01], that the segmentation is
a subdivision of the image into n disjunct sections, a se-
quentially performed segmentation of two adjacent re-
gions can cause the formation of “isles”, due to filter
operations, user inaccuracies or other reasons. To avoid
this and speed up the segmentation process a masking
of already segmented regions ensures an ideal segmen-
tation of the image (one pixel only belongs to one re-
gion). If a user navigates into one masked region, the
pixel adjacent to that regions’s boundary is selected as
the current point for path extraction. Figure 5 presents
an example of a new path segment (blue) adapting to
the region masked in red.

Figure 5: The masked region (transparent red) cannot
be segmented again.

Tiling of the Image:
The mass of histological image data make it impossible
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to guarantee that the different subsequent image based
filter operations are calculated efficiently, especially
when other time-critical calculations must be solved
synchronously. One solution is to use graphics hard-
ware as numerical processor as outlined in [RVC07].
The drawback of this solution is the need for appropri-
ate graphics hardware in the meaning of limited texture
size. Another solution is to break down an image seg-
mentation problem into smaller elements, e.g. by us-
ing overlapping tiles as demonstrated in CRISP et al.
[CPR03]. The overlap of the tiles depends on the max-
imum filter size used. An example is presented in Fig-
ure 6.
The graph segment corresponding to a tile is generated
when:

1. The input device enters a new tile

2. The path search arrives a new tile

3. Enough time for further tile computation is left
(concerning the real time interaction criterion)

Figure 6: Tiling a large image slice with overlap.

4.2 Improving User Interaction
The system’s real time response speed during segmen-
tation can be assumed. More important is a simple
interaction mechanism that supports users during the
time consuming task of segmentation.

Automatic End Point Shifting:
The contour of the region between the last point and
the input device’s current position is calculated during
semiautomatic segmentation. Control points and input
device positions are entirely bound to user interaction.
The connection between these points can be calculated
very efficiently. Control point position and end point
position must therefore be placed exactly. Manually
setting control points can be time consuming and
entails additional user effort. A possible end point is
set orthogonally to the line between the last control
position and the input device’s current position (see
Figure 7).

Automatic and Manual Control Points:
The complexity of path calculation depends directly

Figure 7: Scheme to calculate potential end points.

on the path length. Are start and end points for the
path calculation further away from each other, more
pixel have to be taken into account for the correct
path determination. A divide and conquer strategy is
employed to accelerate path determination. The user
roughly sketches the contour to segment. If the input
device position exceeds a predefined distance ∆d to the
start position or a predefined time interval ∆t , a control
point is automatically added to the position. The path
determined becomes fixed.
The path determination for the whole path will be
calculated in the following only between the last
control point and the end point respectively the next
automatically or manually inserted control point.
Figure 8 presents a segment part (red dashed line)
following a segment boundary. Green points are
control points manually inserted in difficult positions
in the image (e.g. intersecting lines, line breaks, sharp
changes of direction, etc.). Purple points are cooled
control points that have remained unchanged for a
long time (see [BM96] for cooled control points) or
have a distinct number of following control points and
therefore, cannot be deleted by incidence (for example
by doing a segmentation loop). Blue points are recently
inserted control points. These points can be deleted by
entering a point surrounding region with a predefined
radius. Purple points can then warm up again, i.e. turn
blue again.

Figure 8: Temporary segment part with manually in-
serted control points (green), automatically inserted
break points (blue) and locked break points (purple),

also shown in closer detail.
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Disabling the Path Search:
Simply deactivating a path search may be advantageous
in some cases, e.g. if the contour line changes radically
over time. The parameters initially used to extract the
contour may result in erroneous segmentation results.
Thus, the segmentation can be partially done manually
by contemporaneously pressing a predefined key.

5 RESULTS
The algorithms presented were tested on histolog-
ical plant biological data sets. The results from
the segmentation of a representative number of im-
age slices can be used for the method of automatic
segmentation proposed by BOLLENBECK et al. [BS08].

5.1 Experience
In Figure 9 a complete segmentation of a histological
slice is shown with respective tissues.

Figure 9: Labeled histologic image slice with legend
of tissues.

Experimental studies evaluated the weights of the
particular cost factors. The cost factors are mapped in
the normalized interval [0, 1]. This enables a uniform
weighting due to the weighting factors. Table 3
presents the different tissues of a grain caryopsis and
their weighting factors. The weighting factors are
bounded by the interval [0, 100]. These experimental
evaluated values can be used for similar segmentation
tasks of histological plant biological image data as
initial values for the used cost factors. This can lead
to a faster setting of the cost factors for well suited
segmentation results.
Figure 10 presents a part of a reconstructed model and
the respective sample segmentation slices.

5.2 User Tests
The developed live-wire method was used in practical
tests for the segmentation of biological plant data.
Users were asked to segment the endosperm of the
barley grain, which is shown in Figure 9 (violet). This
segment was chosen because its border is defined by
different features, including strong clear edges but also

Tissue CL CLoG CGM CBF CRX C∆I CL0 C∆P

Exterior 30 20 0 20 15 25 5 5

Vascular
bundle

10 20 5 15 20 10 10 10

Pericarp 30 20 0 20 15 25 5 5

Transfer
cells

20 15 10 20 15 20 5 5

Blowhole 25 25 5 10 10 20 5 5

Nucellar
projection

30 25 0 20 10 10 5 5

Endosperm 30 25 0 20 15 10 10 5

Table 3: Weights of the different cost factors for each
tissue.

Figure 10: Reconstructed upper model part of a grain
model using sample segmentations

weak unclear or even interrupted edges.
The users were also asked to segment the chosen
part completely manually without system assistance.
Eight out of ten users achieved faster results with
the here proposed semiautomatic method. Partially
the live-wire method was twice as fast as the manual
segmentation. The two users, who needed more time
declared that they did not use the option to switch to
manually segmentation during the process.
This leads to time-consuming segmentation attempts
by repeating wrong segmentations in some parts of
the image with weak edges or large gaps between
corresponding edges.

Accuracy:
According to MORTENSEN AND BARRETT [MB95] the
accuracies of the users segmentations were compared
with a segmentation, which was manually done by an
expert (gold standard). The resulting accuracy graphs
show a very high degree of similarity over all segmen-
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tation tools which were tested. The commercial soft-
ware solutions achieve a better correlation than the here
provided software in the range of very small devia-
tions to the gold standard (especially Photoshop). If
the Hausdorff-distance is greater than 2 pixels the pre-
sented approach performs best.
With respect to physical diameters of a tissue boundary,
which can be for example up to 4 pixels in size in the
image data, Hausdorff-distances of 3 or 4 pixels are still
within an acceptable accuracy range.
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Figure 11: Accuracy results in comparison with other
segmentation tools.

Reproducibility:
By comparing the results of different segmentations
with each other the developed method had a high repro-
ducibility in intra-user and inter-user comparison (see
Figure 12 a) and Figure 12 b)). That means that differ-
ent segmentations of one user were almost the same but
also the segmentations of different user had a very high
similarity.

Usability:
Asking the users for a subjective rating of the presented
method, nine out of ten users confirmed a good usabil-
ity of the presented method, which is easy and fast to
learn. Especially the automatic placement and the dif-
ferent states of the control-points were appreciated by
most users.

6 CONCLUSIONS
A variety of enhancements improve semiautomatic
segmentation tasks on digitized plant biological serial
sections. A user test demonstrated that the system
is suitably usable. The objective improvements in
comparison to commercial segmentation software must
be further evaluated. The presented system has been
proven to be as accurate as amira www.amira.com,
MeVisLab www.mevislab.de and Photo-
shop’s www.adobe.com semiautomatic segmen-
tation capabilities for selected image data.
The system was especially designed for large image
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Inter-user Reproducibility

0

10

20

30

40

50

60

70

80

90

100

0 1 2 3 4 5

Hausdorff-distance

P
e
rc
e
n
ta
g
e U1/U2

U1/U3

U1/U4

U2/U3

U2/U4

U3/U4

b)
Figure 12: The reproducibility is shown on the basis of
one histological image slice segmentation. The match-
ing results of three segmentations T 1−T 3 of one user
are shown in a) and the matching of segmentations of
four different users U1−U4 in b). The X-Axis stands
for the difference of the compared segmentation results
in pixel (Hausdorff-distance). The ordinate indicates

the amount of pixel which fulfill this criterion.

slices. In contrast, standard medical applications (e.g.
CT/NMRi) use typically less than a quarter of the here
required image size for segmentation tasks.
The combination of mutual influence of image feature
based path costs and user input uncertainty lead to
faster and more accurate segmentations than manual
segmentations. The incorporation of user behavior into
a cost based delineation was perceived as intuitive by
almost all users.
Furthermore, path-based methodologies and specific
user interaction models were introduced and the use-
fulness of a combination of both of them were shown.
The presented semiautomatic segmentation is capable
of fast and accurate segmentations of plant biological
sample data. Therefore, the results can be used as input
for the automatic segmentation method proposed by
BOLLENBECK et al. [BS08].
The presented paper constitutes a contribution to
support the generation of plant biological 3-D atlases.
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7 FUTURE DIRECTIONS
Further investigations will point toward the evaluation
of the presented strategies’ influence to the segmenta-
tion results. A user study must be done to validate the
tendency of the performed user tests.
The results have to be further verified for different seg-
mentation scenarios especially in the context of practi-
cal use.
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ABSTRACT 
We describe a novel approach to treat data from a complex numerical simulation in a unified environment using 
a generic data model for scientific visualization. The model is constructed out of building blocks in a hierarchical 
scheme of seven levels, out of which only three are exposed to the end-user. This generic scheme allows for a 
wide variety of input formats, and results in powerful capabilities to connect data. We review the theory of this 
data model, implementation aspects in our visualization environment, and its application to computational fluid 
dynamic simulation of flow in an impeller-stirred tank. The computational data are given as a velocity vector 
field and a scalar pressure field on a mesh consisting of 2088 blocks in curvilinear coordinates. 

Keywords 
Computational fluid dynamics, data model, stream lines, scientific visualization. 

1 INTRODUCTION 
Computational fluid dynamics (CFD) has advanced 
significantly in the last few years and can now 
provide high fidelity temporally and spatially 
resolved numerical data. This data is based on 
meshes that range from a few million cells to tens of 
million cells, and for several hundred thousand time 
steps, with data files that are of the order of terabytes. 
A key challenge therefore is the ability to easily and 
cost-effectively mine this data for key features of the 
flow field and to display these spatially evolving 
features in the space-time domain of interest. In this 
work, we present an integrated interdisciplinary 
effort that takes utilizes of a generic approach to 
handle scientific data sets leading to new 
visualization capabilities in a natural way.  
The CFD dataset is obtained from a large eddy 
simulation (LES) of flow inside a stirred tank reactor 
(STR), such as depicted in Figure 1. The STRs are 
widely used as mixing devices in chemical industry. 
The STR that we investigated here is a cylindrical 

tank with a hemispherical 
bottom, vertical baffles 
mounted along the 
cylindrical walls, and 
rotating impellers 
consisting rectangular 
blades with 45° pitch 
angle mounted on a shaft 
passing through its 
center, see Figure 2. 
As the impeller rotates, 
its blades pump the fluid 
axially downward 
towards the bottom of the 
tank. The fluid-jet then 

hits the hemispherical bottom wall and sets in a 
circulating motion of fluid within the tank promoting 
mixing between the top and the bottom of the tank.  

Figure 1: Stir Tank 
(Courtesy Dow Chemicals)

The calculations are 
done on a multi-block 
curvilinear mesh as 
shown in Figure 3. 
Calculations are done 
on nearly three 
million cells using a 
multi-block body 
fitted finite volume 
flow solver. Since the tank contains a set of impeller 
blades that are rotating and also contains stationary 

Permission to make digital or hard copies of all or part of 
this work for personal or classroom use is granted without 
fee provided that copies are not made or distributed for 
profit or commercial advantage and that copies bear this 
notice and the full citation on the first page. To copy 
otherwise, or republish, to post on servers or to 
redistribute to lists, requires prior specific permission 
and/or a fee. 

Figure 2: Impeller 
geometry 
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features such as baffles on the outer walls, special 
algorithms (Immersed Boundary Methods) are used 
to accommodate moving interfaces. The method 
intrinsically uses a fixed curvilinear mesh fixed to the 
stationary features of the geometry and tracks or 
flags the location of the nodes adjacent to the moving 
surfaces or boundaries. At these flagged nodes, 
forcing terms/interpolations are performed to satisfy 
the boundary conditions at the moving surfaces. This 
approach has been extensively tested in an earlier 
communication [TRHA07] where computational 
solution for a similar stirred tank flow has been 
validated with experimental observations. 
The visualizations presented here show the axial 
pumping as well as the circulation zones suggesting 
the mechanisms of fluid mixing inside the tank. As 
the impeller blade moves, the fluid jet stream coming 
out of the top and side wall of the impeller blade 
interact with each other to form a vortical motion 
following which fluid elements move in azimuthal 
direction [RA07]. These vortex structures are 
identified from the existences of pressure minima. 
While traditional commercial visualization packages 
such as Tecplot (www.tecplot.com) and Ensight 
(www.ensight.com) are commonly used for 
visualization, they have inherent limitations. It is 
therefore important to be able to develop 
sophisticated visualization capabilities that allow a 
variety of features and controls not commonly 
available with the commercial software. The VISH 
visualization environment [BRH07] employed here 
has been designed to allow a step in this direction. 

2 DATA MODEL CONCEPT 
“A common denominator for scientific data already 
exists, we just have to use them.” was the paradigm 
under which Butler & Pendley [BP89] proposed the 
mathematics of fiber bundle as a foundation for a 
data model that is able to describe all cases needed 
for scientific visualization in a common way, since 
the mathematics behind all the different 
implementation is an universal language of science 

already. Yet a common data model has hardly been 
used, with the IBM Data Explore one of the few 
exceptions. The idea of using a fiber bundle as 
inspiration for a common data model has been 
revived by Benger [Ben04] to handle the complexity 
of data stemming from general relativity. These 
concepts have been built upon and further refined by 
Heinzl [HEI07] to develop generic software 
components. In these approaches, concepts have been 
based on the mathematics of topology and 
differential geometry to describe data sets. 

2.1 Mathematics of Fiber Bundles 
A fiber bundle is in the mathematical sense is set of a 
total space E and a base space B with a projection 
map f such that the union of fibers of a neighborhood 
U of each point of B is homeomorphic to U×F with F 
the so called fiber space and the projection of U×F is 
U again. It is also said that the space F “fibers” over 
the base space B. If the total space E can be written 
globally as E=B×F, then E is called a “trivial 
bundle”. The paradigm is that numerical data sets 
that are usually needed for scientific visualization can 
be formulated as trivial bundles. In practice it means 
that we may distinguish data sets by their properties 
in the base space and the fiber space. At each point of 
the – discretized – base space we have some data in 
the fiber space attached.  

Figure 3: Boundaries of the 2088 curvilinear blocks 
of the computational mesh 

The structure of the base space is described as a CW-
complex, which categorizes the topological structure 
of an n-dimensional base space by a sequence of k-
dimensional skeletons, with the dimensionality of the 
skeletons ranging from zero to n. These skeletons 
carry certain properties of the data set: the 0-skeleton 
describing vertices, the 1-skeleton the edges, 2-
skeleton the faces, etc., of a triangulation of some 
mesh. For structured grids the topological properties 
are given implicitly.  
The structure of the fiber space is (usually) not 
discrete and given by the properties of the 
geometrical object residing there, such as a scalar, 
vector, co-vector, tensor. Same as the base space, the 
fiber space has a specific dimensionality, though the 
dimensionality of the base space and fiber space is 
independent. If the fiber space has vector space 
properties, then the fiber bundle is called a vector 
bundle. The most simple vector bundle is the 
tangential bundle of a manifold, which consists of 
the manifold as base space and the space of 
tangential vectors at each point. With n the 
dimensionality of the manifold, the dimension of the 
tangential bundle is 2n. 
Basically a fiber bundle is a set of points with 
neighborhood information attached to each of them. 
An n-dimensional array is a very simple case of a 
fiber bundle (with neighborhood information given 
implicitly). 
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2.2 Benefits of Fiber Bundles 
The concept of a fiber bundle leads to a natural 
distinction of data describing the base space and data 
describing the fiber space. This distinction is not 
common use in computer graphics, where topological 
properties (base space) are frequently intermixed 
with geometrical properties (coordinate 
representations). Operations in the fiber space can 
however be formulated independently from the base 
space, which leads to a more reusable design of 
software components. Coordinate information, 
formally part of the base space, can as well be 
considered as fiber, leading to further generalization. 
The data sets describing a fiber are ideally stored as 
contiguous arrays in memory or disk, which allows 
for optimized array and vector operations. Such a 
storage layout turns out to be particularly useful for 
communicating data with the GPU using vertex 
buffer objects: fibers are basically vertex arrays in 
the notation of computer graphics. 
 

2.3 The 7-Level Hierarchy 
In the data model implementation of [Ben04] data are 
formulated in a graph of maximally seven levels, 
each level representing a certain property of the 
entire data set. These levels, constituting a “Bundle”, 
are: 

1. Slice 
2. Grid 
3. Skeleton 
4. Representation 
5. Field 
6. (Fragment) 
7. (Compound Elements) 

Actual data arrays are stored only below the “Field” 
level. An actual data set is described by which data 
sets exist in which level. The actual meaning of each 
level is described elsewhere [Ben04], [BRH07], 
[Ben08]. Only two of these hierarchy levels are 
exposed to the end-user, these are the “Grid” and 
“Field” levels. 

2.4 Bundles, Grids and Fields 
An entire dataset, including all time steps or any 
information given on a parameter space in general, is 
denoted as a Bundle, following the mathematical 
term of a fiber bundle. The objective is to formulate 
all data that is used for scientific visualization within 
this Bundle. A Grid is subset of data within the 
Bundle that refers to a specific geometrical entity, for 
instance a mesh carrying data such as a triangular 
surface, a data cube, a set of data blocks from a 
parallel computation, etc. A Field is the collection of 
data sets given as numbers on a specific topological 

component of a Grid, for instance floating point 
values describing pressure or temperature. 
The names of Grids and Fields are arbitrary and 
specified by the user. All other levels of the data 
model have pre-defined meanings and values which 
are used internally to describe the properties of the 
Bundle as construction blocks. The usage of these 
construction blocks constitutes a certain language to 
describe a wide range of data sets. For instance, a 
Slice is identified by a single floating point number 
representing time (generalization to arbitrary-
dimensional parameter spaces is possible); a Skeleton 
is identified by its dimensionality, index depth 
(relationship to the vertices of a Grid) and refinement 
level; a Representation is identified via some 
reference object, which may be some coordinate 
system or another Skeleton. The meaning of such 
identifiers is only used internally, but transparent to 
the user. The lowest levels of Fragments and 
Compound describe the internal memory layout of a 
Field data set and are optional. They are described in 
detail in [Ben08]. 
 

2.5 Formulating Data 
The existence of data sets in the hierarchy of a 
Bundle defines a data set. We will give some 
examples here on the data sets that have been 
involved in our work with the stir tank computational 
fluid dynamics data. 
 

2.5.1 Isosurface 
An isosurface is the explicit polygonal representation 
of the points where a possibly time-dependent scalar 
field given on a volumetric manifold has constant 
value. It consists of the following properties: 

1. A sequence of Grids, one for each time step 
2. Coordinates for each vertex, which is a field 

on the Skeleton of index depth 0 
(“Vertices”) on each grid, as represented in 
Cartesian coordinates. 

3. Connectivity information for each triangle, 
which is a field on the Skeleton of 
dimension 2 and index depth 1 (faces) on 
each Grid, as represented in the Vertices. 

4. Normal vectors define a vector field 
(precisely: a bi-vector or co-vector field) 
given on the Vertices Skeleton of the Grid. 

5. Optional data fields on the vertices, such as 
another 3D field mapped on the surface. 

An Isosurface is a sequence of Grid objects with two 
Skeletons defined on it, with the Skeleton for the 
Vertices carrying two or more fields. 
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2.5.2 Line Set 
A set of lines, such as the result of the computation 
of stream lines of a vector field, is given by 

1. A sequence of Grids, one for each time step, 
for the set of lines valid at each time step 

2. Coordinates for each point along the lines, a 
field on the Skeleton of index depth 0 

3. Connectivity information for the points 
building up a line, which is a field on the 
Skeleton of dimension 1 and index depth 1 
(edges). 

4. Tangential vectors define a vector field 
given on the Vertices Skeleton of the Grid 

5. Optional data fields on the vertices may 
exist, as retrieved from a 3D field mapped 
on the surface. 

A set of lines is very similar to an isosurface in this 
data model, though a different Skeleton on the Grid 
objects is employed. 

2.5.3 Multiblock Data 
The numerical data as provided by the computational 
fluid simulation are given as a collection of 2088 
three-dimensional arrays describing coordinate 
location, pressure and fluid velocity for each grid 
point. These fields are all fibers on the vertices in the 
fiber bundle data model, where we also treat the 
coordinates as a field over the vertices. As the 
topological structure is regular the edges and faces 
are given implicitly. The decomposition of the data 
into blocks is represented as the internal memory 
layout structure of the fields, thus as field fragments 
visible in the 6th level of the data hierarchy. The 
topological structure of the blocks is thereby 
transparent to the user, but algorithms operate on 
collections of arrays instead of contiguous arrays, 
which is relatively straightforward extension to 
existing algorithms such as the computation of 
isosurfaces. To store information that is specific to 
each block, we consider each block as a collection of 
volume cells. Volume cells are topologically 3-
Skeletons in a triangulation, and of index depth 1 in 
the fiber bundle data model. Collections of such 
elements are thus of index depth 2. Fibers on this 
Skeleton are thus a natural place to store e.g. the 
geometrical bounding box information for a block, or 
the min/max data range of a scalar field (which 
speeds up repeated isosurface computations) The 
layout of a multiblock data set thus consists of: 

1. A sequence of Grid objects, one for each 
time step 

2. A coordinate field on the Vertices Skeleton, 
which is shared among all time steps if the 
geometry remains constant over time 

3. A scalar field on the Vertices Skeleton 

4. A vector field on the Vertices Skeleton 
5. A Skeleton of dimension 3 and index depth 

2 describing a collection of volume 
elements, which are the respective blocks. 

6. Optional scalar fields on the (3,2) Skeleton 
with min/max information of a scalar field 
per block, or coordinate fields for bounding 
box. 

 

2.6 Data Operations 
Given the certain components constituting the data 
model, we may formulate abstract operations among 
such components. These operate on abstract high-
level objects without requirement to know the 
internal structure of the objects, though their concrete 
implementation will have to deal with them. 

2.6.1 Isosurface Computation 
The computation of an isosurface is an operation that 
takes a Field as input and yields a Grid object, and 
will be called for each instance of a time sequence. 
The operation is parameterized by some isolevel 
value. Certain conditions must be fulfilled by the 
input field for this operation to succeed, such as 
being a scalar-valued field residing on a regular grid. 
However, more advanced implementations rather 
than the standard marching cubes may well be 
formulated through the same interface, such as direct 
computation of magnitude isolevels of vector fields, 
or isosurface computation on tetrahedral grid. The 
high-level operation 

Grid = ComputeIsosurface(Field, float); 

remains the same, and no changes in the user 
interface are required. For instance, more advanced 
operations could be invoked via some runtime plugin 
mechanism, transparent to the user, as it is supported 
by VISH. 
 

2.6.2 Grid Evaluation 
Given Field data on one Grid instance, like a 3D 
volume, they may be evaluated on another Grid, like 
a surface or a line set. Such is formulated as an 
EvalGrid operation which requires specification of a 
destination grid and a source field (implicitly given 
on another Grid object): 

Field = EvalGrid(Grid Dest, Field Source); 

Certain constraints may apply to the input Grid, since 
the evaluation of a field is not possible on an 
arbitrary Grid. For instance, data given on a surface 
cannot be uniquely extrapolated into an entire 3D 
volume. However, a wide range of operations can be 
specified through this common API. 
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3 STREAMLINE STRATEGIES 
Visualizing vector fields is a common need in CFD 
for investigating velocity fields. [LaH05] describes 
several tools for investigating CFD data. [PWS06] 
shows the combination of different geometry based 
and texture based techniques in a CFD application. 
More applications of texture based vector field 
visualization can be found in [LEG]. 
With more complicated and large data sets it is 
increasingly important to have a variety of tools for 
feature extraction and data exploration at hand. Thus, 
developing a flexible framework seems the right way 
to meet the increasing requirements effectively. We 
use streamlines in our approach because it is a well 
known standard technique and they can be described 
well within the context of fiber bundles. 
The challenge here was to deal with the multi-block 
curvilinear data structure (as shown in Figure 3) and 
to verify the applicability of the Fiber Bundle data 
model. Using this model, our streamline visualization 
implementation modules separate into four groups: 
Vector Field Data, Seed Point Data, Streamline 
Computation and Line Rendering. The software 
modules are connected in a directed graph 
communicating data using Grids and Fields. This 
allows to exchange modules by other modules (high 
reusability) and to combine modules in different 
ways (high flexibility).The Streamline Computation 
Module takes a vector Field and an arbitrary Grid 
defining the seed points as inputs and outputs a Line 
Set as Grid. 

 This 
allows to exchange modules by other modules (high 
reusability) and to combine modules in different 
ways (high flexibility).The Streamline Computation 
Module takes a vector Field and an arbitrary Grid 
defining the seed points as inputs and outputs a Line 
Set as Grid. 
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  

The computation of the streamline involves finding 
the location of a given world position in the dataset 
by identifying its block, cell and local curvilinear cell 
coordinates. These local coordinates are then used for 
linear interpolation of the vector field. The 
interpolated vector is used to advance to the next 
streamline point of the streamline, another world 
position.  

The computation of the streamline involves finding 
the location of a given world position in the dataset 
by identifying its block, cell and local curvilinear cell 
coordinates. These local coordinates are then used for 
linear interpolation of the vector field. The 
interpolated vector is used to advance to the next 
streamline point of the streamline, another world 
position.  
Firstly, a kD-Tree is employed to find blocks, which 
might contain the world position, secondly a look up 
data structure called UniGridMapper that maps a 
uniform grid cell to curvilinear cells that might 
contain the world position is used and finally a 
Taylor approximation and Newton iteration, as 
described in [STA98], retrieves the local curvilinear 
cell coordinates. 

Firstly, a kD-Tree is employed to find blocks, which 
might contain the world position, secondly a look up 
data structure called UniGridMapper that maps a 
uniform grid cell to curvilinear cells that might 
contain the world position is used and finally a 
Taylor approximation and Newton iteration, as 
described in [STA98], retrieves the local curvilinear 
cell coordinates. 
Besides storing the calculated stream lines as Line 
Sets in the output Grid additional Fields are stored 
that carry the information necessary for interpolation. 
Block IDs and local cell coordinates are stored. This 
information can then be used by other independent 
modules to evaluate other data Fields on the 
streamline Grid, e.g. to evaluate a pressure Field. 
The final Line Rendering module employs 
illuminated stream lines, similar to those described in 
[SZH97] 

Besides storing the calculated stream lines as Line 
Sets in the output Grid additional Fields are stored 
that carry the information necessary for interpolation. 
Block IDs and local cell coordinates are stored. This 
information can then be used by other independent 
modules to evaluate other data Fields on the 
streamline Grid, e.g. to evaluate a pressure Field. 
The final Line Rendering module employs 
illuminated stream lines, similar to those described in 
[SZH97] 

3.1 Defining Seed Point for Streamlines 3.1 Defining Seed Point for Streamlines 
To visualize the characteristics of a certain vector 
field by streamlines it is important to find good 
starting points (seed points) for the streamline 
integration. 

To visualize the characteristics of a certain vector 
field by streamlines it is important to find good 
starting points (seed points) for the streamline 
integration. 

3.1.1 Grid Convolver 3.1.1 Grid Convolver 
An operation called Grid Convolver allows the user 
to create sophisticated seed point geometries by 
‘convoluting’ vertices of an input Grid with a set of 
parameters into an output Grid, similar to the 
mathematical convolution operation. Possible Grid 
convolution operations are Point, Line, Rectangle, 
Circle, Ellipsoid and Uniform Grid. 

An operation called Grid Convolver allows the user 
to create sophisticated seed point geometries by 
‘convoluting’ vertices of an input Grid with a set of 
parameters into an output Grid, similar to the 
mathematical convolution operation. Possible Grid 
convolution operations are Point, Line, Rectangle, 
Circle, Ellipsoid and Uniform Grid. 
Figure 5 demonstrates a setup for creating seed 
points involving three Grid Convolvers. The first 
Grid Convolver(a) gets one point as input Grid. It 
‘convolutes’ this input on a vertical Line with a 
subdivision of three points. This is then outputted 
into the second Grid Convolver(b) which 
‘convolutes’ the three-point-Line on its horizontal 
two-point-Line. This results in the output Grid seen 
in (c). A final Grid Convolver(d) now ‘convolutes’ 
on its Circle geometry resulting in the final seed 
points in the output Grid of (d), shown in (e). 

Figure 5 demonstrates a setup for creating seed 
points involving three Grid Convolvers. The first 
Grid Convolver(a) gets one point as input Grid. It 
‘convolutes’ this input on a vertical Line with a 
subdivision of three points. This is then outputted 
into the second Grid Convolver(b) which 
‘convolutes’ the three-point-Line on its horizontal 
two-point-Line. This results in the output Grid seen 
in (c). A final Grid Convolver(d) now ‘convolutes’ 
on its Circle geometry resulting in the final seed 
points in the output Grid of (d), shown in (e). 
Since the module can be connected to any other 
modules that output Grid objects it is possible to 
create many different seed geometries. The module 
thus is highly reusable and flexible. Figure 4 
illustrates a typical dataflow involving Field and 

Since the module can be connected to any other 
modules that output Grid objects it is possible to 
create many different seed geometries. The module 
thus is highly reusable and flexible. Figure 4 
illustrates a typical dataflow involving Field and 
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Figure 4: Streamline modules and dataflow 
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Grid objects. Figure 6, 7, and 8 demonstrate how this 
module was used to investigate the stir tank velocity 
field with different settings of position and rotation 
and different number of connected Grid Convolvers. 

 

 
Figure 6: Streamlines with seed points on a circle. 

 Figure 7: Streamlines emitted from seed points 
on a circle of circles of lines by using three Grid 
Convolvers. 
 

 
Figure 8: Streamlines emitted on an array of lines. 

 
Figure 9: Space-filling streamlines in the STR 

Besides interactively specifying seed points it is also 
possible to utilize other seeding methods such as 
those found in AMIRA [SWH05], where a threshold 
on a scalar field can specify seed points for a vector 
field, or similar to Weinkauf’s method of computing 
the curvature measures of a vector field to find 
critical regions as indicators where streamlines were 
most interesting [WTH02]. Even a full coverage of 
the entire volume may provide worthwhile 
information (Figure 9). 

3.1.2 Seed Points by Iso Surfaces 
The usage of a Grid input at the Streamline 
Computer allows usage of arbitrary compatible Grid 
objects for defining seed points. For example, the 
Grid of an iso surface (the vertices of the triangular 
surface) computed on the pressure scalar field can be 
used as input, as shown in Figure 9 and Figure 10. 
With such streamline seeding the vector field close to 
the surface can be explored, similar to a texture based 
technique applied to the surface such as [LSH04]. 
This is a unique feature of VISH that can potentially 
be exploited to better understand the flow physics. 

a) b) 

c) d) 

e) 
Figure 5: Example of 

constructing seed points 
by connecting three 

Grid Convolver modules 
a), b) and d). 

WSCG 2009 Communication Papers 122 ISBN 978-80-86943-94-7



4 PERFORMANCE RESULTS 
Computation of 100 streamlines in the given 
multiblock dataset of 2088 curvilinear blocks 
required about 7 seconds using an Euler integration 
scheme for 100 steps on a Intel Xeon CPU, 2.5GHz. 
Tecplot required 35 seconds using a comparable 
setup. We could not compare with Amira, since this 
data type is not supported there. The computation 
time of the isosurface crucially depends on the 
chosen level, and is below 1/30th second for most 
values, but may require up to 2 seconds in particular 
cases. Computing streamlines from the isosurface 
vertex requires about 5-10 seconds for the setup as 
shown in Figure 11, but will linearly depend on the 
chosen length. Future improvements will utilize 
higher order integration schemes and parallelization, 
for which we expect to be able to reduce computation 
times under one second. The frame rates for 
rendering itself once the streamlines are computed 
are under 1/30th of a second in all cases except Figure 
9, where we got about 10 frames per second on an 
NVidia Quadro FX 5600 graphics board. 

5 DISCUSSION 

 
Figure 10: Detail of the emission of streamlines 
from the pressure isosurface. 
Figure 10 shows velocity vectors adjacent to the 
impeller blades. It can be clearly seen that as the 
impeller rotates in the clockwise direction, the 
pitched blade surfaces force the fluid in its surface-
normal direction imposing both radially outward and 
downward velocities on the flow along with an 
azimuthal velocity component due to its rotation. The 
pressure isosurface depicts the boundary layer 
formed over the impeller blade surface and its 
evolution downstream. Circular depressions (marked 
as P in Figure 11) can be observed in the pressure 
isosurface. These depressions point to local pressure 
minima suggesting formations of vortical structures 
in the direction opposite to the impeller rotation. 
These vortices (commonly termed as trailing-edge 

vortices) convect fluid in the azimuthal direction and 
play a key role in mixing within the tank.  

 
Figure 11: Velocity micro-streamlines and 

pressure isosurfaces over the impeller blade 
Figure 12 shows the streamlines coming out of an 
impeller blade. The downward pumping from the 
impeller is clearly observable. Also, the streamlines 
are observed to bend near the hemispherical bottom 
of the tank and establish a circulating motion. The 
colors along the streamlines indicate the residence 
time of the fluid particles. The suction of the upper 
fluid is identified by the green color, the yellow 
colored impeller jet stream has both radial and axial 
component as the streamlines show almost a 45° 
bend. Later (orange color) these lines hit the bottom 
of the tank and bend upwards (red coloration) and the 
fluid is again convected to the upper part of the tank. 
This circulation is how the fluid mixing operation 
takes place in the stirred tank.  

 
Figure 12: Streamlines over the tank volume 
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6 SUMMARY 
We have described and applied the concept of “Grid 
objects” as elementary tools within a highly modular 
visualization environment to provide powerful 
seeding mechanisms for streamline computation to 
visualize flow in a stirred tank. Operations such as 
“Grid convolution” and seeding by pressure 
isosurfaces are natural consequences of utilizing the 
described data model. It is argued here that this 
approach offers specific capabilities that several 
other visualization platforms are unable to provide. 
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ABSTRACT 
This work describes an efficient method of 3D object modeling. The method is applied for solving biomedical 
engineering tasks. The method is based on interpolation model creation. The model is built using Coons surface 
basis. For further implementation of the model the Coons surface basis is transformed to Bezier surface model. 
This work also describes a method of volume estimation of the reconstructed 3D model. Example of practical 
implementation is solving various biomedical tasks. 

Keywords 
Volume Estimation, Interpolation, Visualization, 3D Model. 

1. INTRODUCTION 
The problem of free – form objects 3D visualization 
and their further analysis is a very interesting task of 
computer graphics. Also, the solving of this task is 
very actual in practical implementation for 
biomedical engineering. This work describes a new 
method of free-form objects reconstruction, with a 
medical object used as an example. The object is 
visualized and its volume is estimated (a very actual 
task for physicians). The known methods of object 
volume estimation do not take into consideration the 
3D structure of the object (this leads to 
miscalculations in volume estimation), meaning that 
the method of objects volume estimation using 
reconstructed 3D model is a more precise approach. 
The proposed methods and algorithms can be used in 
various spheres (scientific, medical).  To show 
practical use of the proposed methods, medical 
images are used in this work. 

 

2. PROPOSED  METHODS 
Segmentation 
The goal of image segmentation is to categorize the 
pixels (or voxels) of an image into a certain number 
of regions, which are homogenous with respect to 
some characteristics (for example: intensity, color, 
texture, etc.). In order to estimate the volume of the 
object and to visualize it, image segmentation should 
be done first.  
Because practical implementation of our method is 
biomedical engineering tasks, a method of 
segmentation was developed, that was specifically 
designed for medical image segmentation, taking into 
account the special features of medical images. 
Standard medical imaging software provides manual 
image segmentation, which, although is most 
accurate if done by expert physician is also very 
time-consuming. On the other hand, automatic image 
segmentation is often doubted by the physician, 
because a computer could never replace a doctor in 
diagnostics. Therefore, a simple and quick semi-
automatic segmentation algorithm is proposed [1], 
with the possibility to also manually adjust the region 
of interest. 
The proposed method combines the advantages of 
grey-level thresholding, region based and edge based 
segmentation. Segmentation algorithms are 
combined with developed image enhancement 
algorithm that is based on image histogram 

Permission to make digital or hard copies of all or part of 
this work for personal or classroom use is granted without 
fee provided that copies are not made or distributed for 
profit or commercial advantage and that copies bear this 
notice and the full citation on the first page. To copy 
otherwise, or republish, to post on servers or to 
redistribute to lists, requires prior specific permission 
and/or a fee. 
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enhancement and existing segmentation result post-
processing algorithm.  
The possibility of manual adjustment of ROI (Region 
of Interest) borders minimizes the risk of imprecise 
segmentation that automatic segmentation could 
provide. 
The proposed method was tested on medical images 
of a brain acquired with use of computer 
tomography. Figure 1 shows the results of this 
method. 
 

 
Fig. 1 Segmentation results. Top left: initial 

image. Top right: segmentation map. Bottom: 
extracted pathology zone (no manual adjustment) 
 
The algorithm automatically removes the background 
from the medical image and segments the data, 
providing a segmentation map of the image. From 
this point, the physician can select any region of 
interest and then manually adjust borders of the 
region until the result is satisfactory. 

Mathematical model for rendering 3D 
objects 
The input data for developing the mathematical 
model of a 3D object is an array of points, obtained 
from segmented regions. The task of image 
visualization in this case can be reduced to the task 
of creating an array of patches of the modeled 
surface. We use patches that are described with 
Coons surface to build the resulting surface. Coons 
surface in matrix form can be expressed as follows: 

( ) [ ] [ ] [ ] [ ] [ ],, VNPNUvuQ T
CCoonsCCoons ⋅⋅⋅⋅=   (1) 

where [U], [V] – matrix of parameters, 
[NC] – matrix of basis function coefficients, 
[PCoons] – array of control points. 
In this work, it is proposed to use bi-cubic Coons 
surfaces for modeling the resulting surface. In this 

case the array of points for one separately taken 
patch is calculated as follows: 
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where P(i,j) – control points in the corners of the 
patch (the points from the initial array of data), 
Pu(i,j), Pv(i,j) – tangent vectors in parametric 
directions u and v, 
Puv(i,j) – twist vectors. 
Tangent vectors are calculated as follows:  
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Twist vector is calculated by tangent vector 
multiplication: 

),,(),(),( jiPjiPjiP vuuv ×=  (4) 

The twist vector can be used as a zero-vector in 
further patch calculation. The direction of twist 
vector is used for polygonal visualization of the 
model.  

Transformation of the mathematical 
model for use with standard computer 
graphics library 
To visualize the 3D object by standard means of 
computer graphics it is necessary to transform Coons 
surfaces to Bezier surfaces. Bezier surface in matrix 
form can be expressed as follows: 

( ) [ ] [ ] [ ] [ ] [ ],, VNPNUvuQ T
BBezierBBezier ⋅⋅⋅⋅=   (5) 

where [U], [V] – matrix of parameters, 
[NB] – matrix of basis function coefficients, 
[PBezier] – array of control points.  
To transform the Coons surface to Bezier surface we 
use the relation between ( )vuQBezier , and ( )vuQCoons , . 
As described by Rogers et. al. [2], the relation 
between Coons surface and Bezier surface can be 
expressed by equating the two surface equations (1) 
and (5). In matrix form this can be described as 
follows: 

[ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ],VNPNUVNPNU T
CCoonsC

T
BBezierB ⋅⋅⋅⋅=⋅⋅⋅⋅  (6) 

WSCG 2009 Communication Papers 126 ISBN 978-80-86943-94-7



where [U], [V] – matrix of parameters, 

[NB], [NC] – matrix of coefficients, 
[PBezier], [PCoons] – matrix of control points.  
The array of control points for equivalent Bezier 
surface is calculated using the following formula: 

[ ] [ ] [ ] [ ] [ ] [ ][ ] ,
11 −− ⋅⋅⋅= T

B
T

CCoonsCBBezier NNPNNP  (7) 

In case of bi-cubic surfaces this formula assumes the 
following form: 
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 In the end, the mathematical model of the 3D 
object is an array of Bezier patches. This allows 
using standard methods of computer graphic 
visualization. In this work, we use standard computer 
graphics library – OpenGL [3] and rendering by ray 
tracing. The method of visualization by ray tracing is 
described in [4]. Figure 2 shows the results of 
visualization using standard graphic library OpenGL 
and ray tracing. 

 
Fig. 2 Left column: mesh of the model. Middle 

column: models obtained using standard OpenGL 
library. Right column: models obtained by ray 

tracing. 

Volume Estimation 
Volume estimation algorithms were also tested on 
medical images (pathology zone extraction and its 

volume estimation). There are various approaches to 
volume estimation in medical images. The most 
common methods are the Trapezoidal estimation and 
Cavalieri’s method, both described in [5]. These 
methods use the 2D data obtained from segmenting 
medical images. Unfortunately, this could lead to 
miscalculations in volume estimation, because such 
methods have no information about the form of the 
pathological region. This means there is no 
information about the pathology zone between the 
medical slices. Therefore, in this work it is proposed 
to use the reconstructed 3D model of the pathology 
zone.  
The input data for the volume estimation algorithm is 
an array of Bezier patches (mesh), which were 
obtained using segmented data. The patches are 
aligned so that the z axis is in the center of the 
medical object. Based on this, the volume estimation 
formula is described as a sum of patch volumes: 

∑
=

=
P

i
iVV

1
,  (9) 

where Vi – patch volume, 
P – number of patches. 
 
To calculate the volume of each patch a surface 
integral is used: 

,),cos(
2
1
∫∫ ⋅⋅=
S

dsprrV   (10) 

where rr  – vector from the patch to Z axis, 

pr  – a perpendicular vector to patch. 

To successfully implement the surface integral in a 
program, first it is transformed to a double integral. 
Because the surface of the model is given in 
parametric form, after the transformation, the integral 
(10) assumes the following form: 
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where  

rx, ry, rz – are vector’s rr  coordinates 

px, py, pz – are vector’s pr coordinates 
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the double integral (11) can be transformed to the 
form 
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where x(u, v), y(u, v) – surface point coordinates, 
 
 To calculate this integral in a program, graphic 
integration is used. The integral (14) assumes the 
following form: 

,),(),(),(),(
2

1 1

0

1

0
∑∑
−

=

−

=

⋅+⋅⋅≈
n

i

m

j
jijijiji vuBvuyvuAvux

nm
V  (15) 

where n,m – are the number of steps in parametric 
directions u and v. 
Since the proposed method uses the 3D model of the 
pathological region, it has information about the 
form of the pathology zone, meaning the method can 
estimate the region even between the slices. This is 
more correct than the usual methods that use 
information only from 2D medical images. 
The experiments were conducted on an ideal model 
object (cylinder and frustum combination) and a 
medical object. 
Table 1 shows results on pathology zone’s volume 
estimation, obtained by the proposed method and 
trapezoidal method.  

 Model 
object 

Difference 
from 

proposed, 
% 

Medical 
object 

Difference 
from 

proposed, 
% 

Proposed 
method, 

mm3 

90598
2 - 3475 - 

Trapezoid
al method, 

mm3 

90421
6 0,19% 3508 3,1% 

Cavalieri 
method, 

mm3 

90421
6 0,19% 3539 4,0% 

Table 1 Results 
 
As can be seen from table 1, the results on 2D 
trapezoidal method and the proposed method are 

similar when calculating the volume of a model 
object, but are also quite different when the object is 
irregular. Additional research has to be conducted, to 
test whether the reconstructed 3D model corresponds 
ideally to the real object. 

3. CONCLUSIONS 
Several methods are proposed for segmentation, 
visualization and volume estimation of the 3D 
objects.  
The proposed semi-automatic medical image 
segmentation algorithm combines the advantages of 
grey-level thresholding, region based and edge based 
segmentation. It is fast and efficient, while allows 
manual adjustment to the region of interest, if 
necessary.  
3D object visualization is based on standard graphic 
library OpenGL. This reduces application’s 
requirements for computer resources and allows real-
time rendering of the modeled object. The alternative 
method of visualization is based on ray tracing. In 
this case the surface of the modeled object is 
visualized with more detail. But the time of rendering 
does not allow using this method in real time. 
The method of volume estimation uses 3D object 
model as initial data. It is more correct than the 
known methods that are based on 2D image data, 
because these methods have no information about the 
object between slices. Since the proposed method has 
information about the form of the medical object, it 
can correctly estimate the volume even between 
slices, where there is no information about the object. 
Although additional research has to be conducted to 
test whether the reconstructed model correctly 
describes the real object. 
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