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1. Introduction (2)

Feature extraction

– Features usually heuristically introduced

– Abundance of features in many domains

�What are the most effective features?

�What is the most efficient representation?

Benchmarking

– Select features using labeled training data base

– Problem: Data-dependent, may be instable [M02]

– Idea: semi-supervised visual feature space analysis
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2. Background (1)

Visual feature space analysis?

3D model retrieval project [BKSSV05, BKSSV06]
– Implemented many (global image-, surface, volume-based) 3D 

descriptors
– Benchmarking experiments (PSB, PESB, Konstanz, ...)
– User interface based on Self-Organizing Map (SOM) algorithm
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2. Background (2)

Observations made in SOM space

– Distribution of distances between SOM cluster prototypes
correlates with discrimination power of feature vectors

– Experiments on the Princeton Shape Benchmark and competing
global 3D descriptors and synthetic data [SPK06, SFK08]

– This work: analysis function based on distribution of SOM cluster
prototype components



3. Component-Based Analysis (1)

Visual component space analysis

– Distribution of components

– Correlation of components

– Visual analysis for anomalies



3. Component-Based Analysis (2)

Measure 1: Difference to blurred (dtb) Measure 2: Local entropy (E)

component blurred difference component local Entropy

Automatic component space analysis

– Inspired by image processing

– Measure information contained in component images

– Estimate discrimination power from these measures

score

17.84

81.14

score

0.97

1.37



3. Component-Based Analysis (3)

Evaluation on PSB benchmark in 12 FV spaces

– Generate 32x24 SOMs, extract dtb and E scores from CPA images

– Correlate with supervised scores
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4. Conclusions

This work

– Visual feature space analysis to complement benchmarking
– Promising for interactive and automatic / (semi)unsupervised

feature space benchmarking

Future work

– Elaborate on theoretical foundation and limitations
– More validation
– Apply on other data mining tasks
– Goal: Integrate visual feature space analysis into feature-based

retrieval and minig applications
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