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ABSTRACT

The new generation astronomy digital archives cover large area sikyta fine resolution in many wavelengths from ultraviolet
through optical and infrared. For instance, one of these projects tla@ Sliital Sky Survey is creating a detailed catalog
covering more than a quarter of the sky with images measured with fiverediff filters. The size of the data set can be
measured in terabytes. These archives enable astronomers tceekiglatata for their research. However, virtually walking
through these huge data sets also enables to visualize the beauty of tees&@ind raises problems which can be interesting
for people related to computer graphics. In this paper we present@ideetfor parallel visualization of large-scale scattered
astrophysical data that has wide-spectrum photometric property. €hoohperforms sort-last parallel particle rendering using
hierarchical, static data distribution; and its performance scales up lingamgreasing the number of the rendering nodes. It
also enables setting the color matching function in the rendering phass aml as altering the distance calculation formulae
that calculates spatial coordinates from the redshift — all interactively.

Keywords: Graphics Systems, Distributed/Network Graphics, GPU Programmingah4stion

1 INTRODUCTION ing functions that maps the original photometric data to
. - ._pixel colors in the rendering phase. On the other hand,
Up till now, the Sloan Digital Sky Survey (SDSS) 'S the visualization system can be designed to enable vary-

one of the largest a_stro_nommgl SUrvey ever uqdertgkem.g the distance calculation algorithm and tuning its pa-
When completed, it will provide detailed optical im- rameters also during the image synthesis
ages covering more than a quarter of the sky and a three '

dimensional atlas of about a million galaxies, quasars However, such amount of data fairly exceeds the

and stars. As the survey progresses, the data is releagﬁmory capacityf a recent graphics hardware. To

to the scientific community and the general public agvﬁ;igvmvzr;h;ggre't;'gg r\gzgz:ﬁeg:g? tg%jgg:gﬁ%e i
well. The latest release to date (SDSS Data Release 9 P P

has been announced in June 2007. The amount of ga _lri;r?rTea:Z:I?asl,uttri]lzazi;en?ﬁgnc%rﬁi?att(iz/:e :joiceosr:i;rj]osed
ered and processed photometric and spectroscopic d ?gwer of Fnulti le com l?ter nodes. First tf\e data hgve
exceeds 10 terabytes. This data contains detailed im P P ) '

ing and spectroscopic description of more than 80000 be d'St”bUteq among_the nodes, th_en the visualiza-
: . tion of the partial data is performed in parallel, and

astronomical objects. finally the rendering outputs have to be composited

This data is indisputably a treasury for the astrophysis y g P P '

cists for checking the validity of numerous models rel—BOth Image-order (ray casting) and object-order meth-

lated to the origin and evolution of the Universe anolods (splatting or particle rendering) eX|§t for Fe“de””g
o Scattered data. In our work we have investigated the

to the fundamental characteristics of the galaxy populaf-

) ) L " atter approach.

tion. However, this huge data set is interestfiogitself Parallel deri iIv raise the i f load

too. The photometric images of the astronomical ob- lara' € rﬁn ernng nlecesg,a}(rjl Y raclig,e Fbe ISsue ot loa

jects with aid of spectroscopic data can be visualize2lancing t ﬁ‘t |shor|g|rr1]ate data _'St:]' uglonl stratl; ;

in three dimensions interactively in order to show th&9¥ especially when the memory Is the bottleneck o

structure and the beauty of the observed part of the Ung_verall v.isualization tgsk. Image-space partitioniﬂg is.
verse. Moreover, it is possible to alter the color match©t féasible when using such a huge data set since it
requires all nodes to be able to render potentially any

Permission to make digital or hard copies of all or part of thispart of the dataset. Because of the size of the whole

work for personal or classroom use is granted without feeigeal .

that copies are not made or distributed for profit or comme cialdata Se_t exceeds the ca_pacny of the_system m?mory ofa

advantage and that copies bear this notice and the fulimitah the  rendering node only object-space distribution is appro-

first page. To copy otherwise, or republish, to post on serveto|  priate for interactive rendering. In case of particles rep-

redistribute to lists, requires prior specific permissiod/ana fee. . . . . .
resenting astrophysical objects with photometric data,

WSCG'2008. Feb 47 2008 the rendering cost of a particle is inversely proportional

y , February 4 -7, . . . .
Plzen, Czech Republic to the square of its d|st_ance_. When simply partition-
Copyright UNION Agency — Science Press ing the data set into axis-aligned blocks according to




the number of the rendering nodes, the rendering cosection. Before starting the effective renderingitain

per node does not necessarily decreases linearly by itialization stephas to be performed during application
creasing the number of nodes (Fig. 3). However, whestartup in which the geometry and the textures are com-
the data set is partitioned by distributing the leaves gbuted (Sec. 4). This is followed by the visualization

a space patrtitioning tredouilt on the data set, a linear step in which the rendered frames are produced and the
scale-up can be guaranteed. user inputs are handled (Sec. 5).

In this work we used images and numerical data of The SDSS Data Release 6 data is distributed via
more than 800000 objects over about 8000 square dite Catalog Archive Serve(CAS) which is an SQL
grees of the sky fosort-lastfMCE94] parallel particle  database that contains the measured spectroscopic
visualizationusing kD-tree data partitioning and sort- properties of the astrophysical objects, and Dea
independent blending. The purpose of our renderingrchive ServefDAS) which is a file server storing the
scheme is to support interactive visualization of sucbutputs of the imaging pipelines. From now on we
data sets. This paper summarizes our experiments awill refer these as the structural (or spectroscopic) and

suggestions. image (or photometric) data, respectively. For creating
our data set, we have queried all the records that
2 RELATED WORK has accurately measured spectroscopic data (redshift,

o f th | hi is Chromi viewing angle, etc.) from the SQL database and then
ne of the most popular architectures is Chromium, g, jeeq the photometric data for these objects from

para:cllel impleﬂ](?ntati(;)n .Of O%e.ne.t thaé aIIovysl ﬂet;ibleDAS; i.e. the corresponding image taken by the SDSS
sort-first parallel rendering. Distributed particle- Setelescope for every single object.

simulation and rendering that uses Chromium and MPI DAS contains images of the emitted spectrum of
was Inve stigated by Smith [Smi03]. A distributed scen alaxies, quasars and stars recorded with five different
graph I_|brary (Aura) was o!eveloped ‘de compared t lters. We preferred to keep the possibility of post-
Chromium for parallel particle renglerlng k_)y S_chaaf eEhading the objects. That means, one could interac-
al. [vd_SKBOG]. A systgm for realitlme animation an.dtively modify the color matching functions either to
rendering of large particle sets using GPU computatiog, .= ce a small frequency domain or to get a com-

wSLUdipegsier::gépzrtii? f;r”i:tiogls ?ng\\l/igg?i”%;ﬂ etprehensive vie.vv.of the yvhole spectrum. On t.he other
P y RIp ' : Yy hand though, it is possible to handle these five color

al. discussed a parallel implementation of the Visuéhannels on the GPU at the cost of multiple textures
alization of galaxy formation simulation running in 8and a more complex logic in the pixel shader, it is rea-
grid environment using a decentralized peer-to-peer 8y apja 1o choose a trade-off between the pérformance
proach [TSWPO,S]' i ) ) and the accuracy. In our solution the photometric data
From the appllcatlon point of view, Rosner et al. haV‘:V‘/vere transformed from the five-channel UGRIZ color
created a movie from the SDSS Data Release 4 data %T)Lo\ce (ultra violet, blue-green, red, far red and near in-
walkthrough [RLFOS]. Subbarao et al. have made g 04 pass band filters [GCRS98]) to four-channel im-

three dimensional model of the galaxies and quasagges yhat have the same extent in the frequency domain
found by the SDSS. They visualized 250000 galaxg ; it petter to the 4-wide SIMD architecture of the
ies and 40000 quasars including the cosmic mlcrowav&aphiCS hardware.

background radiation. Their modelis interactive, which™ 1o original fi(A) color matching functionsllus-

means one can fly around in it exploring both galaX'Erated in Fig. 1(a) are described on the SDSS web site
les close up and the large scale structure of the Unfgie the pixel valuess are known from the down-
verse [SSI__]. '!'he_ Extragalactic Atlas of the D'g'Falloaded images for each filtar However, the orig-
Universe visualization program by Hayden Planetarluqha”y measuredd()) spectrum cannot be calculated

can render the_ whole ,SDSS Data Rgle‘?‘se 6 daFa_ Sftbm these quantities. We treatddA) as a constant
For the preceding movie and the applications Part|V|e\%i for each filter:

was used which is an interactive open-source tool from
the National Center for Supercomputing Applications

at the University of lllinois at Urbana-Champaign [Par]. G = /CD()\)fi(/\)d)\ :qu/ fi(A)dA (1)
A A
3 PREPROCESSING THE SDSS DR6 R
DATA SET From these ®; values an estimated spectrum

Our rendering scheme can be divided into three maifit" be calculated using the weight functions

stages. First, the data used for rendering is downloadg\él()‘) = fi(A)/2 fi(2) (Fig- 1(b)):
from the SDSS servers amieprocessedo meet the

requirements of the graphics hardware. This long pro- Pes(A) = ZWJ' (A)®; = ZWJ ) 1 )
cess that have to be performed once is detailed in this ; ; Fi



0.5
1.0

0.4
0.8

0.6
0.6

0.2
Il
0.4

0.1
0.2
0.2

T T T T T T T T T T T T
400 600 800 1000 400 600 800 1000 400 600 800 1000

(a) Original UGRIZ filters. (b) Filter weighte (A) (c) Our 4-channel filters (stored in RGBA
format in our rendering system)

Figure 1: Transformation from 5-channel to 4-channel filters. The i&sas are wavelength in nanometers and the ordinates show the
transmission of the filter in figures (a) and (c) and the weightialues in figure (b)
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The new pixel values can be computed refiltering this
estimated spectrum with the new four-channel color AVAVAVAVAVAV
matching functions/(A) . We applied simple box fil- Redshift
ters (Fig. 1(c)) partitioning the spectrum into four inter-Figure 2: Redshift and blueshift in wavelength due to the relative
vals with equal extent betweexy andAq, Ay andA,,  motion.

and so on:
4.1 Distance Measures in Cosmology
, ’ Ait1
G = /Acbes‘()‘)fi (A)dA = /Ai Pesi(A)dA = The small-scaled concept of distance between two
P 1 points in our immediate environment cannot be ex-
= / ZWJ' ()\)EC]‘ dA = tended to cosmological scales. Since the distances
A ! between comoving objects are constantly changing in
1 A the expanding Universe, and since the Earth-bound
- Z EJ /Ai wj(A)dA ¢; (3) observers look back in time as they look out in distance,
. 3 manydistance measurasan be defined [Hog99]. They
)

are often based on observable quantities such as the

wavelength shift of a receding galaxy or the luminosity
According to (3), the transformed color vectircan  of a distant quasar. However, the concept of “distance

be efficiently calculated multiplying the 4-by-5 matrix measurement” can be treated more generally. For

[Ci,j] by the input color vectoc. instance the time elapsed since the emission and the
The original-scale images are resampled tox32 observation of the photons (lookback time) can be

smaller images also in the preprocessing step. This igensidered as distance measure as well.

fers only marginal information loss, since the vast ma- The dominant motion in the Universe is the expan-

jority of the images did originally fit into this size. In g5 jescribed by Hubble's Law. It states that the ob-
order to reduce the size of the data stored offline, e 0 velocity of a distant galaxy away from us is pro-
ery Image Is compressed using the lossless DEI:L’A‘-I_Eortional to its distance, where the proportion coeffi-
algorithm. cientHy is calledHubble constant It is currently be-
lieved to be about 77 km/sec/Mpc. The symbol “Mpc”

4 INITIALIZATION STEP g]eerlg:zs mega parsec which is approximated@31 0?2

In the following sections the preliminary computations Light from moving objects appears to have different
are introduced that precede the rendering steps. Firstavelengths depending on the relative motion of the
at the startup of application the structural data is reaslource and the observer. An observer looking at an ob-
in and spatial coordinates are calculated from the regect that is moving away receives light that has a longer
shift values based on a given parametrized cosmologravelength than it had when it was emitted. For opti-
ical distance model (Sec. 4.1). Then the objects amal wavelengths this means that the wavelength of the
distributed among the rendering nodes based on thamitted light is shifted towards the red end of the elec-
position (Sec. 4.2). The next section explains how thromagnetic spectrum. More generally, any increase in
spatial structure of the data set is calculated that has veavelength is callededshift Conversely, a decrease in
be distributed. wavelength is called blueshift (Fig. 2).



Redshiftz can be calculated as the Doppler shift ofThis enables to calculate (6) and (7) from redshift
its emitted light resulting from radial motion:

c L 1
Dewr = 7/ — - __daand (10)
ZEbfl, (4) Ho /4, ay/X(a)
Ae c 1 1 q
D = — —=da. 11
where ¢ is the emitted and\, is the observed wave- ol Ho /ﬁz Vv X(a) ()

length. The cosmological redshift is directly related to

the scale factor &) of the Universe, which is a func- | t-rgedangﬁla1[ dri%neter di}?"ﬁ‘nce_Dﬁ caéwgbe calcu-
tion of time and represents the relative expansion of th& ed directly frombecwr as Tollows: [Hog99]

Universe. For redshift Da = g _ (12)
1+z= a(to) = 1 ’ (5) \/iaksinh@'of‘/(Tk Dcwr| forQg>0
ate) a = o (:‘E+ 5 Demr for Q=0
. . . 0
using the normalizatioa(tp) = 1 anda = a(te) where J% sin ( H"\C@ DCMR> for Q<0
k

a(te) is the scale factor when the photons were emit-
ted, anda(to) is the scale factor at the time they are Theluminosity distance Dy is related to the angular

observed. diameter distance [Wri06]:
Distance Measures _ /L 2
D=4/-—==(1 Da. 13
L=1/ 275 = (1+2Da (13)

The small comoving radial distan&Dcpyr between

two nearby objects in the Universe is defined as the dis- We do thenumerical evaluation of the integra{20)
tance between them which remains constant when tf@@d (11) using the mid-point rule with ten million pan-
two objects are moving with the Hubble flow [Hog99].€els. Instead of evaluation for each object, they are
Generally, thecomoving radial distanceDcyr of two  sorted by ascending redshifts and the distance integrals
objects is computed by integrating the infinitesimafre evaluated for all objects in a single pass through the
ADcyr contributions between nearby events along &orted redshifts. Moreovelcmg andDy 7 values are

radial ray [Wri06]: calculated in parallel while calculatirig, andD, does
L not need any iterative calculation only evaluation of ex-
Dewr  — /Edt:/ i-da, (6) Plicit formulae (12 and 13). The total time cost of the
a o aa calculation for the whole data set is under a second on

I+z

a 2 GHz AMDG64 processor.
wherec is the speed of light andis the time derivative P

of a. Thelight travel time Dt is calculated simi- 4.2 Data Distribution

larly: [Wri06] The data set is partitioned amoNgendering nodes by
1 ¢ distributing the astrophysical objects. The distribution
Dirr = /Cdt: /1 5 da. (7)  is based on the spatial coordinates of the objects that
Tz are calculated in the preceding section. It is achieved

The mean mass density of the Universe and the as a result of building &D-tree over the whole data
value of thecosmological constanf\ are dynamical set — constrained by the fact that all except one of the
properties of the Universe which affect the time evoleaves of the tree must contal particles — and uni-
lution of the metric [Hog99]. They can be convertedformly distributing the contents of the leaves (Fig. 4).
into dimensionless density parameters by [Pee93]  This is more favorable than simple chopping the scene

into axis aligned blocks according to the number of ren-
ou = 8mGpo d Q= /\7‘32 8) dering nodes. The former approach guarantees practi-
3H§ 3H§’ cally linear scale-up in the rendering frame rates since
. , o the data set partitions have uniform spatial distribu-
whereG_|§ Newton S gravitational constant. There argjon The scale-up is worse for the latter one when only
two additional density parameters: traiation den-  yhe particles per node ratio is reduced by adding more
sity Qr and thecurvature termQ = 1—Qm —Qa—  pogesto the system but the particles are assigned to the
Qr [Wr|06]. i . nodes as a spatially centralized way (Fig. 3). Unfortu-

Using the Newtonian approximation to capture thg, el the other side of the coin is that ki-tree dis-

dynamics of the Universa can be substituted by iy ion cannot be efficiently used with sort-dependent

Ho\/X (@) with [Wri06] blending operators, since each node generates images
not for a convex volume but for any part of the space;
Qu | Q 2 . P
X(a) = = Tz +Qpa" + Q. (9)  and the complete ordering of the object images would



rencdoesrt”‘g the children nodes. If an AABB turns to be outside the
viewing frustum [GGO1] its descendants do not have to
be processed thus all the belonging points can be culled.
During the construction of the tree it can be assured,
that the resulting tree is well balanced by choosing the
position of an axis aligned splitting plane as a median
of the corresponding coordinate of the objects. Since a
balanced tree can easily be represented as an array of its
nodes, a simple linear vertex buffer OARBWNDO5] is
capable of storing the positions for all the objects. The
Figure 3:Rendering using block partitions. The rendering cost of aadditional advantage of using vertex buffers is they are

particle is proportional to the area of its projection on¢aeneraim-  gtored in the graphics memory requiring to upIoad them
age, thus it is inversely proportional to the square of itsatice. The onIy once

rendering cost isiot decreasing linearly with the increasing number
of nodes. The load is not balanced well among the nodes therfe .
overall rendering time is dominated by the most loaded nodedéklo 5.2 Batch Rende”ng

B, C, and D have to wait until Node A completes the rendering.) Sending the image of each particle by itself to the

nodeCount = 3 A 15;”00'9 OpenGL rendering system would result in too many

m : gd :gg: API calls (not to mention that OpenGL cannot handle

SO0 many textures objects concurrently) thus frittering

. . . away the well-known performance potential of batch

’ : ) rendering large parts of the visible particles. Our

( | \I / | \I /| \I /| \I /| \I /| \I strategy for avoiding this situation is packing sets

: of individual particle images into larger textures,
Figure 4:Distributing the contents of the leaves of the data spiittin 54 calledtexture atlasege.g. OpenGL square tex-

kD-tree during initialization. tures with ATLAS SIZE = 512). The atlases are

) . filled with the images of the particles using the fast
be required. Even so, when the scalability and the lo I TexSubl mage2D function replicating a tile pat-

balancing strategy has great importance a space paglyn (MAGE_SIZEwas 32 in our case). Rendering all
tioning tree aided data distribution can be preferred. g particles corresponding to an atlas can be performed
As a final step of the initialization the spatial data isyjiih 5 singlegl Dr awAr r ays function call. To make
uploaded to the graphics hardware and the interactifie Gpy able to recall which part of an atlas belongs
visualization is started. to an actual particle, a 2D offset is calculated and
assigned as a vertex attribute. Moreover, it is worth
5 RENDERING using multiple atlases in a round-robin fashion in order
The following subsections discuss the sortto defer synchronization between the CPU and the
last [MCE94] parallel rendering process in detail GPU.
The rendering is accomplished separately on each nodeThis technique seems to exploit the asynchronous op-
of the cluster, while the final parallel compositing oferation of the CPU and GPU, keeping both of them
the partial images is performed as a co-operation of tHausy. On the other hand, the high traffic generated by

c : D

nodes. texture uploads causes the bus to become the perfor-
. . mance bottleneck but on our cluster configuration this
5.1 View Frustum Culling setup yielded the highest frame rates. See Sec. 7 for

The most obvious way of visualizing such number ofther possible approaches.
astrophysical objects is by the means of a particle sys- From the number of images= | {5235 |2 that
tem. But since in our case each particle has a cofit into one atlas we can express the number of render-
responding unique texture — derived from the imag#d passes = [£] required to visualize the number of
recorded by a telescope — the major issue is the highisible particlesp returned by view frustum culling.
:)n;?(:(l)g.requwement instead of the large number of thg.3 Color Matching and Blending

In order to avoid unnecessary rendenngw frustum The fixed function OpenGL pipeline is replaced
culling was applied using &D-tree space partitioning with a pair of CG vertex and fragment shader pro-
scheme. The data distribution hierarchy described igrams [FR03]. Point sprites are used to visualize the
Sec. 4.2 sports also a straightforward way to cull invisparticles, that is for each astrophysical object a textured
ible geometry: the tree is traversed from the root nodgyoint primitive is rendered. The following vertex
an intersection test is performed between the viewingttributes are assigned to the points (see the Cg snippet
frustum and the axis aligned bounding box (AABB) ofbelow): posi tion is the location of the particle,
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(a) kD-tree space subdivision scheme. (b) Balariiedree nodes. (c) Mapping tree nodes to vertex buffer

sequences.
Figure 5:Space partitioning and scene representation using a leal&betree.

t exCoor dO is the texture coordinate generated bynode inN — 1 steps, each consisting of a compositing
rasterization whilet exCoor dOf f set is the 2D and acommunication stage. Aftdr— 1 steps each pro-

offset into the atlas. cessor will have a fully composited portion of the final
frame. The framelets are collected for an external dis-
struct Vertex!nput { play node or for an internal node in the second part in
float4 position : POSITION; t The cl b fit of thi it h
f1oat2 texCoordo . TEXCOORDO: one step. The clear benefit of this compositing scheme
float2 texCoordOffset : TEXCOORDL: is that the amount of data transferred on the network in
I one step is independent of the number of compositing
processes.

The vertex shader simply passes the texture coordi-
nates through and in addition adjusts the proper point
size for the sprite considering its distance from thé® RESULTS
eye. The pixel shader is where the actual texturing and i
color adjustment takes place. Although, particle sortc@r OUr experiments we used a Hewlett-Packard “Scal-
ing could be performed fast on the GPU, when using ﬁgble Visualization Array” consisting of four render-
nal compositing of images &D-trees sorting the huge "9 nodes. Each node has a dual-core AMD Opteron
number of partial images before blending is unfeasiblez46 processor, 2 GBytes of memory, an nVidia Quadro
Therefore, we gave up the order-dependent part of tHe<34°0 graphics controller with 256 MBytes graphics
over operator that should be applied to capture the af?@mory, and an InfiniBand network adapter.
tenuation of a distant object’s light obscured by a closer The initialization step (different distance calcula-
one; and kept only the order-independent additive paHons, space partitioning, and loading all the images)

using the following blending equation: could be performed under a minute for the whole
data set. The color matching functions, the distance
colorgyt = (Asrc- COlOrsc) + 1.0- colorgs , calculation models, and the parameters of these could

be altered during the visualization.
whereasc is the product of the average of the incoming  To illustrate the scalability of our rendering system,
color channels (Fig. 1(c)) and the intensity attenuatiogonfigurations of one up to four rendering nodes were
factor. The value of this factor is kept constar® &s  investigated for different subsets of the SDSS DRS6.
long as the rendered size of the particle reaches the sigge of the nodes displayed the final output on a 800
of a pixel; then it falls proportionally to the subpixel 600 viewport. The average frame rates and their stan-
area of the particle’s image. dard deviation calculated for 500 frames are illustrated
. .. in Table 1. The rendering results are presented in Fig. 6.
5.4 Final Compositing For creating these images comoving radial distance was
In the last phase of the image synthesis the partial in@pplied withHp = 77 km/sec/MpcQu = 0.27, Qp =
ages generated by the rendering nodes are transfer@d3, andQ, = 7.0210°°; according to [Wri06].
through the interconnection network from one node It is hard to make any valuable comparison between
to another. For compositing, we applied tparallel the results presented by other interactive approaches
pipeline compositing algorithm [LRN96] consisting of (e.g. [RLFO5], or [SSL]) and our achievements. This
two stages. The images to be composited are dividad because — according to our best knowledge — other
into N framelets, which is the number of the compositinteractive simulations do not use unique images for
ing processes. In most implementatioNsequals the every visualized particle. The other factor limiting
number of the rendering processes as well since evetlye direct comparison is that Partiview-based visualiza-
node both renders and composites. In the first part dibns [Par] lack support for distributed computation and
the algorithm these framelets flow around through eagbrogrammable graphics pipeline.



[ Nodes | 1% (85 MB) | 5% (425MB) [ 20% (1.66GB)| 50% (4.15GB)| 100% (8.3GB)]

1 8.04+0.03 1.87+0.02 0.46+0.00 N/A N/A
2 1213+1.06 | 2.954+0.09 0.83+0.01 0.35+0.00 N/A
3 12994+1.52 | 3.84+0.58 1.11+0.02 0.49+0.01 N/A
4 1420+1.32 | 4.10+£0.61 1.52+0.01 0.65+0.01 0.34+0.01

Table 1: Scalability results for the average frame rate when renddrioreasing subsets of the SDSS DR6 data set. All test cases w
measured on a 800600 viewport. The images were downsampled to 8-bit color dapthdownscaled to 32 32. The N/A sign indicates
that the test case cannot be measured due to the lack of memawitgay our nodes.
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Figure 6: Rendering results of the parallel particle viezdion. The whole SDSS DR6 data set was rendered. The
images were downsampled to 8-bit per channel color deptidewdscaled to 32 32. (a) Close-up of the center

of the data set. (b) Seeing through the center from greattardie (greater distance implies more visible galaxies).
(c) Large-scale structure of the data. (d) Large-scalettra from greater distance. (e) Rendering 1 percent of
the data set from a spectacular view. (f) Rendering the wilale set from the same position.



