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ABSTRACT

In this contribution we present a comprehensive method tt@etxconnected planar polygons from a range image acgbired

a laser range camera. The result is a boundary representdtibe objects in the scene. The approximation of the dedect
planes by three—dimensional polygons can be used as a dourfeature—based registration of sequential range imagées
focus on the processing of range images that are segmenteglamar regions. The polygon of each plane is extracted by
incremental line fitting on the 2D contour of the segmentejiore projected onto the xy—plane followed by the propaget®

the corresponding 3D—plane. We present a novel idea fangthese three—dimensional polygons. Due to sparselyltaistd
depth values of inclined planes and noise in areas of obflg#s® some planes cannot be segmented completely. Theerefor
object edges that actually represent one edge drift ap8Birsuch edges are detected and joined. The direction intveich
edge is moved, is determined by a confidence measure, degesdihe slope of the plane.

We describe our experiments on range data of scenes comgilzinar as well as curved surfaces and give quantitatsrgtse
The estimates are compared to measurements that were tyatali@h. For cubic objects we compare the angles of the
estimated polygons to the expected orthogonality. Foramrately 70 planar surface patches we get an average drkor o
degrees. 83 percent of successfully segmented lines atecimirectly by the algorithm.

Keywords: 3D model reconstruction, boundary representation, ramgge processing, computer vision.

1 INTRODUCTION these planes. Vertices result from the intersection of
three planes. Step edges are found by 2D Hough clus-
Many publications propose and compare algorithms fagring and a line tracing on the step edge contour pix-
the segmentation of dense range images into plangfs. The technique of intersection of surfaces can also
patches. An extensive survey of different techniquege found in [FEF95], [Liu93] and [Koc96]. In section 3
can be found in [HIBJ96] and [CCO5]. Here, we e will see that this method is not applicable to our
go further and process the segmented range imaggsgmented range images due to to the noisy range data
in order to extract a boundary representation of thgnd unreliable orientation of some segmented planes.
scene from a single view. For our future goal, the authe approach in [HGB95] determines the relationship
tonomous indoor 3D map generation done by a robgfetween planes (connected by edge or vertex) as well,
at the RoboCup Rescue League, we are interested iy classifying the boundary pixels between regions as
the representation of the boundaries of planes as plgyof or jump edge pixels in an early processing step in
nar polygons. Such features may also be used for thder to determine which planes to intersect. However,
registration of sequential range images. Concerning thejs demonstrated that one cannot fully trust in the cor-
problem of finding a high-level description of the segrectness of these intersections, thus the authors use so—
mented surfaces, there exist comparatively few techmlled "glue patches” in order to handle the problem.
niques. In [BS92], after the segmentation of the ranggyith this method they even connect vertices that result
image, roof edges are built by the segments of the ifrom the intersection of more than three surfaces by a
tersection lines of neighboured planes, whose 2D prgjjye patch. We chose another approach to avoid faulty
jection is verified by the roof edge contour pixels ofintersection of planes by determining common edges
of planes after the extraction of the planar polygonal
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A E 2.2 Determination of 3D polygons

To determine the 3D polygon representing a plane, the
i best fitting lines through the contour points are needed.
F?é;e“ 2. As depicted in Figure 1, the orthographic projection

Figure 1: Left: outlierswhite point3 that jneremen- of the cont_our points onto thesplane represents the
are not assigned to any region, middle: 3¢  Jine actual outline of the surface much better than the 3D

3D contour coordinates for every regiofiing coordinates. Thus the fitting is done in the 2D space,
right: orthographic projection of the con- and the result is transferred to the $D space.
tour coordinates onto the/plane In [NMTSO05] several line extraction algorithms are

compared. Incremental Line Fitting and Split and

region image that labels each pixel with the identifier of1€"9€ are evaluated as best in speed and correctness.
the region it belongs to and the parameters of the pland¥e implemented the incremental line fitting. ~ With
that have been fitted through the points of the regiong.‘._OISy data the stan(_jard mpremental line flttlng has a
Some segmentation results are shown in Figure 7 in tffisadvantage: If a high residual threshold is chosen in
lower left of each scene. After the segmentation ther@rder to avoid that a noisy point sequence is divided
are still some erroneous outliers that actually belong t81© many short segments, the resulting polygon is

a region. The white points in the top plane of the bookewed, as depicted in Figure 2: the desired re;ult is
in the left image of Figure 1 represent such outliersSnoWn black rectanglg overlayed to the result with

During the outlier elimination of the segmentation proJ1igh residual thresholdskew, grey rectang)e
hus we extended the algorithm as follows: Every

cess the points remain marked as outliers due to theT e T
sparse distribution. The figure shows that range valud"® When the next point is added to the fitting line,
in some visible areas, like the top of the displayed bo)N€ current fitting error is compared to the fitting
are as sparsely distributed as in areas of range valugor of the previous step. If the new error is larger
that represent artefacts. The white points between tan the previous plus an offset, the current line is
front of the box and the wall represent artefacts. Parti€onsidered as getting worse. With the offset one can
ularly the areas of object edges are very noisy so th§PNtrol the strictness of the judgement. When the
one can hardly distinguish a step edge from a roof edgd/f™ent line finally exceeds the root-mean-square
by analyzing the neighbourhood of the border of a sudéviation threshold, not only the last bad point is put
face. Thus, in contrast to the approaches in [FEF95] arick, but all points since the fitting error became from
[HGB95], we do no initial classification of boundary Pad to worse. Consequently one can choose a high
pixels in order to determine the relationship betweef|tting error threshold and fit lines through noisy data
planes. Instead, we first determine the polygon for eadiPiNts. without fitting beyond comers. As line fitting
plane (section 2), after that we analyze the relationshiff€ implemented an Orthogonal Distance Regression

between edges in order to join common edges and v 7itting as described in [AV05]. The incremental line
tices (section 3).

fitting results in a list of straight lines, the intersecson
As imaging device we use a laser range camera, th

gf these subsequent lines represent the vertices of
provides dense range images with depth values in cartifl® desired polygon.  The resulting 2D—polygon is
sian coordinates. Section 4 gives further information o

fransferred to 3D by computing tizecoordinate of the
the range images and the current results. vertices using the parameters of the associated plane. If

there are subsequent 3D-lines that are nearly parallel,
2 3D POLYGON EXTRACTION the intersections are located outside of the polygon.
. Thus two lines that enclose an angle that is smaller
2.1 2D boundary extraction than a threshold are merged by refitting the 2D—points
The first step is to determine the contour points of eactf both lines. Figure 3 shows the result of the polygon
region. For the boundary extraction we implementeéxtraction. The advantage of our approach is that we
the crack following algorithm [Kin97]. To identify the get closed linear contours (polygons) for each plane,
starting coordinate for this contour following method,thus we do not need any vertex refinement in this step.
the bounding box of the corresponding region is use
Starting from the bottom right corner the first pixel of JOINING OF POLYGONS
the region is found by moving to the left. This pro-As shown in Figure 3 there are large gaps between poly-
cedure allows to assume that the contour starts with@gons that should be actually connected. Especially the
corner pixel. The result is a sequential, counterclockop of the box did "move backwards”. Since some of
wise list of the contour pixel coordinates for every resuch gaps are as large as distances between edges that
gion. The range image contains tkecoordinate for do not belong together, a distance criterion in 3D space
each pixel, thus the corresponding 3D contour coordinould be inappropriate, in order to detect which poly-
nates are directly given, as shown in Figure 1. gons (more precisely: which edges and vertices) should



3.1 Attracting thetarget plane

If the target polygon is FREE the influence of the win-
ner polygon is unrestricted, as long as the adapted poly-
gon keeps its planarity. The process of attracting the
target plane is depicted in Figure 5. At first the tar-
Figure 3: Result of the incremental line fitting on con-get polygon is translated towards the winner edge. The
tour points of each plane. (a) with original range datatranslation vectot is the vector between that endpoint
(b) extracted polygons, (c) orthographic projection ontd\, of the target edge and that endpadsy of the win-

the xy—plane, (d) the incoherent polygons of the boxner edge that have the shortest distance. Then the target
view along the top plane polygon is rotated in a way that the winner edge is part
of the plane. According to Eulers’s theorem, any rota-

be joined. Again the analysis of the 2D orthogonal protion in. 3D can_be expres.sed as a rotation with respect
jection onto thexy-plane, compare Figure 3 (c), is ad-t0 @ single unit norm axis by an angle [TV98]. The

vantageous. Criteria for joining two edges: rotation axis is the normalized vectorthat is perpen-

dicular to the direction vectoe, of the winner edge
1. The 2D edges are nearly parallel. and the direction vectdrof the intersection line of the
2. The midpoints of the 2D edges are near. two planes. The rotation angteis the acute angle en-
3. The 2D edges have nearly equal length. closed byl ande,. The rotation matribR is computed
4. The 3D edges are nearly parallel. as follows [TVO8]:

. - _ T | o
But how to join two edges? Similar to the approaches R=Idzcosa + (1—cosa)-uu’ +sin(a) - [u], (1)
mentioned in section 1, one could replace the concernedth identit rixld q duct mat
edges by an adequate part of the intersection line Ith identity matrixids and Cross proguct ma r_[xn]x.
the two planes that share the edge. Figure 3 (d) sho Qe rotation must not mf_luence the already joined ver-
that this would cause an incorrect result concerningtrrlg);’ thethlnterslectlon. pomtt to'ﬂd a?r? e‘;" Ttherelfore, :
shape of the box due to the erroneous orientation of t etore he polygon 1S rotated, the target polygon 1s
top plane. moved to the origin using the negative position vector

Planes whose normal encloses a large angle with tlli%: —by of the joined vertek After the rotation the

optical axis of the camera, cannot be segmented co 9Iygon is translated back. Using homogeneous coor-

pletely due to sparse range data near edges, resulting |nates the whole transformation can be expressed by a

; i 4x4.
an erroneous orientation of the fitted plane. The ideso‘l'ngIe transformation matrit € IR™™

is to adapt the orientation of such planes during the M= (—TORT-T 2
joining of edges. In order to be able to decide which (=To)R'To (2)
plane should be adapted, a confidence value is assigned

to every plane first. The chosen confidence measure is 1 00 1 00
the angle between the normal of the plane andzhe 01 0t 0 1 0t
axis, the smaller the angle the higher the confidence. A T= 0 0 1 To= 0 0 1 (3)
plane with a higher confidence (the "winner” plane) is 0 00 1 0 00 1
allowed to influence the orientation of a less confiden-
tial plane (the "target” plane). Depending on the cur- 0
rent state of the target plane, the influence of the winner g _ R 0 (4)
plane decreases. States are: 0

0 0 01

1. FREE No edge of the target polygon has been joined _
yet. The orientation and position of the plane mighEach vertexp',i = 1,...,n, of the target polygon is ex-

be adjusted. pressed in homogeneous coordinates and multiplied by
the matrix.
2. JOINED One edge of the target polygon has been
joined. There is still one degree of freedom: the (p’1i7 [ pg71)T =M (pil, P, pi371)T (5)

rotation around the joined edge.
The homogeneous coordinate is not changed, thus the

3. FIXED The orientation of the target polygon isnpew vertexp’ is given by the first three components of
fixed, the vertices of edges that are not joined arge result.

allowed to move in its plane. p" = (pl,p3,pa)" (6)

The algorithm is described in Figure 4, the operations
in bold type are explained in the following. ! Position vectors of points are written in lower case.



Order planes descendant by confidence

Associate every plane with a descending list of its possériget planes

WHILE (there are still winner planes that have not been te&iejoining yet)
Take next winner planpy

FOR every edgey, of py

WHILE (ey, not joined yet & there are still possible target planes)
Take next target plang,

WHILE (ey, not joined yet & there are still edges p§)

Take next not joined edgs; of py

IF (ew ande,; meet joining criteria)

IF (py is FREE)

attract py to ey,

mark py as JOINED

ELSE IF (py is JOINED)

IF (ew and e, shareacommon joined vertex)

turn py round joined edge onto e,
mark py as FIXED

ELSE

intersect pw and py

mark py as FIXED

ELSE
intersect py and py
mark py as FIXED

Figure 4: Structogram: algorithm JoinPolygons
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Figure 5: Attracting the target plane (a) Translation tagavinner plane (b) Rotation onto winner edge (c) Sub-
stitution of the endpoint of the target edge by the endpditht®winner edge.

After the transformation the target polygon and the win3.2  Turning of target plane
ner edge lie in the same plane. The last step is to replace
the second verteR, of the target edge with the corre- This part is executed if the winner polygon and the tar-
sponding endpoin,, of the winner edge. get polygon are already joined in a common veNgx
As this procedure changes the orientation of the targénd if this vertex is the endpoint of a joined edge of
polygon, the execution is only allowed if the joining tar-the target polygon. Thus the target polygon is in state
get edge is not too short with respect to the perimeter OINED. The situation is depicted in Figure 6 (a). The
the polygon. Otherwise thatersection(see below) is target polygon is fixed at the joined edge with direction
performed. The condition prevents, that a small, erronectorg but may rotate around it towards the winner
prone edge propagates its possible error. polygon. As mentioned above, after the rotation the
winner edge shall be part of the rotated target plane.
For the computation of the rotation anglewe need
a vectorly in the target and a vectdy, in the winner



plane that are perpendicular to the rotation axis. Thegdmage Edges to join Joined
are computed by dropping a perpendicular from the fre before [ after | correct | wrong
endpointsA, andB,, of the edges that have to be joined polygon extraction
to the line throughv; with direction vectos. po1 (a) 7 7 7 0
p02 ] ] ] 0
(ay—Vj)-§ p03 7 5 4 0
t=—— (7)  [poa 7 7 5 0
el po5 (b) 7 7 7 0
p06 2 2 2 0
p07 7 3 3 0
f=vi+t-g (8) p08 () 8 ] ] 0
lv=a,—f (9) [mo1(d) 6 5 3 1
mO02 6 6 3 0
f is the base of the perpendicular Af to the line. mo3 2 2 0 0
The computation ofy, is analogous. As the direction [ moza 9 6 6 0
of the rotation depends on the direction of the rotation mos 6 4 3 0
alxislu, it is computed by the normalized cross producf g [ 78 [ 62 [ 52 [1 |
vXxXlw

Mvxlw]l The rotation anglar is the angle betweeh, Table 1: Evaluation of joining of edges of polygons.

andly. The rotatllon matrbR is CQmpEﬂeO_' as shown ”? The letters in brackets in the first column refer to the
formula 1. The final transformation is given by matr'ximages in figure 7

M e IR™4:
M = (7To> R’To

The transformation matrixes correspond to 4, with
translation vectot, = (—1) - v; for the translation of
the target plane to the origin. After the transformatior

(10)

Image Trihedral vertices to join | Joined
before | after
polygon extraction

2

' pO1 (a)

of each vertex of the target polygon, the free endpoirj

‘p02

Ay of the target edge is replaced by the correspondi
endpointB,, of the winner edge.

Intersection The intersection causes the adaption o
both, the target edge and the winner edge. The edg
are replaced by a segment of the intersection line of th
concerned planes. The segment is the line compos

9p03

po4

pO5 (b)

€506

ep07

208 (c)

by the intersection points of the preceding and the mO01 (d)
following edge of the winner edge with the target plane, m02
mO03
The result of the process is a boundary representatiprin04

of the scene. The geometry is given by the 3D polyt m05
gons and the according plane parameters, the topologyotal | 16 | 10 | 8 |

is given by the connection of edges and trihedral verfable 2: Evaluation of joining of vertices of polygons.
tices. The letters in brackets in the first column refer to the

images in figure 7
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4 EXPERIMENTSAND RESULTS

For the experiments we used a laser range camera of

Daimler-Benz Aerospace, that provides dense randgeble 1 and table 2 list the results of the joining of
images. We used a resolution of 32240 pixels and edges. The evaluation shows that some edges and
a measuring range of 90 to 300 cm, the distance resaecordingly trihedral vertices are lost due to under-
lution is about two percent of the measuring range, asegmentation, but 83.87% of the edges that remain to
evaluated in [APZNO1]. We tested the method with arjoin after the extraction of polygons for each plane are
tificial indoor scenes, 8 images that show objects witimerged correctly. Image 7(a) shows an example where
planar surfaces (image number p01 to p08) and 5 inall edges could be joined and the shape of the box is
ages that show also objects with curved surfaces (imageell approximated. Especially the top of the box, that
number m01 to m05). Figure 7 shows several resultfiad shown an erroneous orientation after the segmen-
The top left chart shows the original range image in 3D@ation, has been adjusted properly. Table 3 shows the
space, the bottom left displays the segmentation resukiconstructed angles between planes that are known to
and the right chart shows the final result. All imagede perpendicular. The mean difference to the optimum
result from the same parameter settings. of 90° averages 34°.
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(a) (b)
Figure 6: Turning of target polygon around the joined edg) Turning of the target polygon onto the winner
edge (b) Substitution of the free endpoint of the target edge

Image Number of | Average Diff. to 90° with objects with curved surfaces. These are approxi-
orthogonal | angle mated by several planar patches. Overall the results are
planes between promising, especially the joining and the adjustment of

planes the orientation of polygons works very well.

p01 (a) 7 86.94 3.06 .

po2 7 8414 586 _We also tested the method on dz_ita t_hat was acquired

p03 7 83.99 6.01 with a 3D laser range finder which is mounted on

p04 10 8554 4.46 our mobile system. The 3D-scanner consists of a

p05 (b) 7 85.47 453 Hokuyo 2D range finder that can be turned by a

p07 1 83.90 6.10 servo [PDMPO06]. It covers a sphere of 240360°

p08 (c) 5 83.32 6.68 degrees with a resolution of862° x 0.9°. The scanner

mO1 (d) 10 84.00 6.00 can detect objects in distances up to 4000 mm. It is

mO02 7 83.49 6.51 lightweight and small and therefore very suitable for
mO03 4 82.65 7.35 a mobile robot. For the experiments, range data of

mo4 3 87.27 2.73 an almost empty room was captured (see figure 8).

| Total | 68 | 84.66 | 5.34 | The only objects in that room were benches and some

Table 3: Evaluation of angles between orthogondfMps that are attached to the wall. From the complete
planes. Angles are given in degree. The letters in bracRPhere, a window of about 13% 127 was extracted

ets in the first column refer to the images in figure 7 @nd projected on a plane of 640480 pixels (see
figure 9). For each pixel in the plane, tlgeand 6

of the angle from the camera center was calculated
iggd the corresponding 3D—coordinate was determined

during intersection: In this case the front plane of th a linear interpolation of the 4 closest Iaser_ range
box has been the winner polygon and the groundthetaﬁneasu,rements‘ The result of this transformation is a
get polygon. The preceding edge of the bottom edge ofnge image comparab[e to the data that.comes from
the front had been a short sloped edge and this skewn 3 Iqser camera, but with a much larger fu_ald of view
is optically enforced because this edge becomes long; N f|_eld of view of t_he Ias_er range camera 1s only 42
due to the intersection process. Image 7(c) shows £ hor_lzontal ano_l 32in vertlca_l direction). This re_sults
already mentioned problem of undersegmentation cor}- a h|gh resplutlon of _3D—p0|nts along the z—axis even
cerning planes, whose normal has a large angle to tllwethe object is located in the area above and laterally of
optical axis. Nevertheless all edges have been joinéHe laser scanner.

correctly in these images. Our experiments confirm that Therefore the processing of the images created by the
the joining criterion (section 2) should be adapted. Th&aser scanner requires a few adaptions of the algorithm.
current criteria are not strict enough to ensure that twdhe reason is that the projection of the computed 3D—
edges are only joined if they really represent a comdata onto the xy—plane leads to a representation that is
mon edge, as shown in image 7(d). The slope of theot adequate for the incremental line fitting process. In
top plane of the box is wrong as its rear edge had beawntrast to the images of the laser camera the new 3D—
joined erroneously with its shadow edge that belongdata may contain planes whose normal is nearly orthog-
to the wall plane. The image 7(d) shows an examplenal to the principal axis and whose projection onto

Image 7(b) shows an artefact caused by the proceed



Figure 8: Point cloud of the scanned room (acquired by
the 3D laser scanner; without the ceiling)

Figure 9: Plane with depth data as grey values. The
black artefacts represent areas where the laser scanner
did not receive an echo

Figure 10 displays the result for the described scene.

The example demonstrates that smaller artefacts (also

inside of regions) are suppressed. The qualitative anal-
TOMSiS shows that the slightly modified algorithm works

Figure 7: Some results of the whole process. | 1 with th data f he |
left chart: original range image in 3D space, bottonf!SC Well with the range data from the laser scanner.

left chart: segmentation result, outliers are depicted as
white points, right chart: final result

the xy—plane results in collapsed shapes with nearly r

area. Thus the incremental line fitting and the trans

fer of the 2D—polygons onto the according 3D—plant

may fail. The propagation of a 2D—vertex to the cor-

responding plane could result in a point in the infinite

The new approach is that the incremental line fitting is
not always processed with the projection onto the xy¥figure 10: Result using an image created with the laser
plane but with the projection onto that coordinate planeange scanner. Top left chart: original range image in

whose direction of projection is closest to the directior8D space, bottom left chart: segmentation result, out-
of the normal of the plane. Further the second joinindjers are depicted as white points, right chart: final re-

criterion, that checks if the midpoints of the 2D—edgesult

are close enough, is now performed in 3D—space.




5 CONCLUSION

We presented a method to extraxt a boundary represen-
tation from dense range images based on their segmen-

tation into planar surfaces. Using a confidence measutg’BJ 96l

the polygons are joined by edges and trihedral vertices.
In addition the orientation of less reliable polygons is

adjusted during this process. The result is a high level
description of the scene that contains its geometry and

topology. In the future we want to enforce the join—[

Kin97]

ing criterion, in order to assure that different edges are
not joined. The technique will be used for data from a
3D laser range finder which is mounted on our mobile
robot "Robbie” at the RoboCup Rescue championship

next year.

[Koc96]
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