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FOREWORD 

This book contains the proceedings of WSCG’2007, the 15th  International Conference in 
Central Europe on Computer Graphics, Visualization and Computer Vision 2007. The 
Winter School of Computer Graphics started in 1992 with about 20 participants from the 
former Czechoslovakia. It has become an important conference attended by the 
international Computer Graphics community. 

Submissions to WSCG’2007 came from numerous countries on different continents. From 
these submissions, 186 papers have been sent to reviewers. Each paper was reviewed by 
at least three experts selected among the members of the large International Program 
Committee. 61 papers have been accepted to be presented at WSCG’07, representing a 
33% acceptance ratio. The best 20 of these papers have been selected to be published in 
a special issue of the Journal of WSCG and will be available through the conference 
Digital Library at http://wscg.zcu.cz/DL/wscg_DL.htm. 

Furthermore, the published papers are listed on the major international scientific indexes 
such as Thomson ISI. 

WSCG’2007 features three key-note lectures: 

·       Shape Comparison, Simplification, and Compression by J. Rossignac from 
Georgia Tech, USA 

·       Intuitive Editing of Surface Meshes by M. Alexa from T.U. Berlin, Germany� 

·       3D Video and Free Viewpoint Video – Technologies, Applications and MPEG 
Standards, by A. Smolic, from the Heinrich-Hertz-Institut, Germany 

Finally, we would like to express our thanks to all the authors who submitted technical 
papers to WSCG’2007, and to the reviewers whose work and dedication made it possible 
to put together a very exciting program of high technical quality. 

 

 

The Program Co-Chairs 

Jarek Rossignac, Georgia Institute of Technology, Atlanta, USA 

Vaclav Skala, University of West Bohemia, Plzen, Czech Republic, Plzen 

 



      



Extended Competition Rules for Interacting Plants
Monssef Alsweis

University of Konstanz
Department of Computer and Information Science

78457 Konstanz, Germany

Alsweis@inf.uni-konstanz.de

ABSTRACT

The goal of this paper is the interactive and realistic rendering of 3D competing plant covering a landscape. We introduce
the so-called FON-Model as a new method for the visualization and simulation of competing plant root systems in which the
overlapping area of the depleted-zone between competing root systems is quantatively found. We visualize different conditions
for the resource competition between plant root systems. Additionally, we present an improved model for the competition for
light that is dependant upon the translucency of the plant foliage and the density of the plant skeleton. In connection to it we
introduce a new competition simulations for nurse plants. Finally, we simulate and visualize competition between a healthy
plant and a plant that at one point in time becomes sick. As results, our method greatly increases the reality of the rendered
landscape and allows rendering of large landscapes in interactive environments.

1 INTRODUCTION

Modeling and visualization of natural phenomena has
taken an important position in the world of computer
graphics. Plant modeling and ecosystem simulation
is considered a main field in the area of rendering of
natural phenomena. In our approach we investigated
competition between different plant species in the un-
der ground and above ground zone. The results of our
findings are used to simulate and visualize ecosystems
more realistically.

This paper is an extension of our previous work in
[1] and [2]. In [1] a new method for the simulation
and visualization of the development of plant popula-
tions is described in that the competition of natural re-
sources between plants is simulated in two major areas:
symmetric and asymmetric competition. The symmet-
ric competition represents the root competition for re-
sources, and the asymmetric competition represents the
trunk, branch, and leaf competition for light. In [2] we
presented an extension to [1], which illustrates the vi-
sualization of competition based on nine conditions of
interaction between plants.

Our approach addresses four major areas of ecosys-
tem visualizations. In the first part, we develop a
new method to compute the root competition between
neighboring plants by producing different types of root

Permission to make digital or hard copies of all or part of this work
for personal or classroom use is granted without fee provided that
copies are not made or distributed for profit or commercial advantage
and that copies bear this notice and the full citation on the first page.
To copy otherwise, or republish, to post on servers or to redistribute
to lists, requires prior specific permission and/or a fee.
Copyright UNION Agency – Science Press, Czech Republic

systems, which are utilized in the geometric simulation
model of the root architecture.

In the second part of our approach, we simulate the
competition for the light that is caused by the tree ge-
ometry and foliage characteristics. Here the competi-
tion is not always considered as an asymmetric compe-
tition. Since, the competition for light degrades slowly
during the symmetric and asymmetric interval.

Some positive neighbor effects are protecting neigh-
bors from excessive solar radiation and resultant water
loss and providing mechanical support and protection
from herbivores [3]. The classic example of positive
neighbor effects is that of "‘nurse plants"’ in arid sys-
tems [18]. In this main part we will simulate and will
visualize the competition between the nurse plants and
other species of plants.

In the last part of our approach, a new type of com-
petition is simulated and visualized. This type of com-
petition takes place between a healthy plant and a plant
that becomes sick at a certain time during the simula-
tion process. To render a large scene of different types
of plants in real-time, we use the Wang Tile method
[11] for the visualization of the 3D plant architecture.

2 PREVIOUS WORKS
A number of approaches and procedures were already
applied and implemented to simulate and visualize
large plant ecosystems. The most prominent are classi-
fied in three major categories: modelling a single plant,
composing and modeling a large plant population, and
visualizing a scene in real-time.

Modelling of a Single Plant: In 1968, Aristid Lin-
denmayer proposed a method for the simulation of the
development of multi-cell organisms, the so-called L-
System [20]. Przemyslaw Prusinkiewicz advanced the

Full Papers 1 ISBN 978-80-86943-98-5 



idea of L-Systems and made considerable progress in
modeling, simulation and visualization of the develop-
ment of plants. Other approaches followed [22, 21] and
in [14] Deussen und Lintermann improved the mod-
elling process of a single plant with their X-frog soft-
ware. In order to simulate a slowly dying plant, we
used the X-frog software with different leaf textures.

Modelling Large Complex Plant Populations:
Simulation and visualization of a natural scene with
thousands of plants was introduced to computergraph-
ics in [13], where also the terrain was modelled, and to
give the scene a realistic appearance different types of
single plants were distributed according to the nature
of their environment. In [19] a multilevel model was
used to simulate and visualize a natural scene. In the
present work Wang-Tiles were used [11] that allow to
render even quite complex scenes efficiently.

Efficient Rendering: To render a complex natural
scene in real-time, in [11] a non-periodic tiling method
was applied. The plants are distributed to each tile
with a 2D Poisson distribution. In [12] a new method
was proposed to cover an area with realistic appear-
ing forests for real-time rendering. Here, dense forests
were simulated that corresponded to continuous non-
repetitive areas, which were filled with thousands of
trees. Behrendt et al. in [5] introduced techniques for
the realistic real-time rendering of complex landscapes
that consist of highly detailed plant models. Benes et
al. [6, 8, 7]

Light interaction: There have been several meth-
ods for computing the light interaction among plant, cf.
[16] however, for an efficient simulation of larger areas
a simpler model is needed. We restrict ourselves to such
a model that uses an approximation of the plant shape
to determine the received light.

Figure 1: The FON Model for the under ground area.

3 THE FON MODEL
To represent a plant in our work, we applied the FON
(Field-of-Neighborhood) Model, which was defined by
Berger [9]. In the FON model, each plant has a circular

Figure 2: The FON Model. The zone of influence
(RFON) depends on the diameter of the trunk (Rbasal).

zone of influence (ZOI). The radius of the zone deter-
mines the distance, in which the neighboring plants in-
fluence each other. Each plant is represented by its po-
sition, size, and age. Additionally, each plant has two
zones of influence, see Figs. 1 and 2. The first zone
represents the under ground competition (root competi-
tion), and the second represents the above ground com-
petition (the competition for light.) When computing
the two zones, the amount of resources for the under
ground and the amount of light for the above ground
are taken into consideration. To determine the zone of
influence, we use a non-linear function of the basal ra-
dius [9, 2].

RFON = a(Rbasal)b (1)

RFON is the radius of the influence zone of the single
plant. Rbasal is the radius of the single plant, see Fig. 2.
a and b are constants and depend on the intensity of the
resources in the under ground and on the intensity of
the light in the above ground. If the field in which the
plants are cultivated is fertile, a and b will be small and
the under ground zone and competition will be small as
well [4]. In the other case, a and b will be large and con-
sequently the under ground zone will be large as well,
which will cause the competition among ressources.

4 MODEL AND METHOD
The growth of a single plant depends on its effective
size, maximum size, and maximum growth rate. The
possible growth rates of the single plant are denoted by
GR as done in [4, 2]. They are defined as follows:
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GR =
MGR.RBasal

RMax
(1− Rbasal

RMax
) (2)

MGR is the maximum growth rate of the plant. RMax
is the maximum size of the plant. Rbasal is the effective
radius of the trunk see Fig.2. GR is the growth rate of
the plant without considering the competition with its
neighbor. In order to define the growth rate4RBasal for
different competition systems, and to show the results
we apply a method presented in [4]:

4RBasal = GR.C (3)

Whereas C equals the competition factor. It is deter-
mined as follows:

C =
{

1−2ϕi : ϕi <= 0.5
0 : ϕi > 0.5 (4)

Whereas ϕi is the competition factor in interval [0,1]. It
can be determined for different systems of competition
as described in the following paragraphs.

4.1 Competition for Light
The competition between neighbouring plants for light
occurs, if the plant shoots are overlapping. This over-
lapping causes a deficiency for the light that is needed
by the small plants. In Figs. 3 and 4 we see that the
small plant under the tree in Fig. 3 receives only a part
of the light (symmetric competition for light). In con-
trast, the small plants under the tree in Fig. 4 do not
receive any part of the light (asymmetric competition
for light).

Figure 3: A non-dense tree lets the small plants receive
light, which is passing through the foliage

Consequently, the competition occurs either symmet-
ric or asymmetric or it is a mixture of both. This de-
pends on the mean factor L f ac of the large plant. The

Figure 4: A dense tree creates a dark shadow, therefore
the small plants do not receive light.

Figure 5: The geometry of the spatial competition be-
tween the individual plants i and j with position (xi,yi)
and (x j,y j) is a function of the overlapping area γi j.

competition for the light αi [9, 1] is determined by ac-
counting for the density of the overlapping IN(i, j) be-
tween the plants i and j as follows [2]:

αi =
∑

n
j=1

3βi j
IN(i, j)

Ai
(5)

Whereas Ai is the size of the plant i in Fig.5. n is the
number of plants that overlap with the i th plant. βi j is
determined as follows:

βi j = (5+L f ac)
γi j

10
(6)

Whereas γi j is the size of the overlapping area between
plant i and plant j (see Fig. 5). L f ac ∈ [0,5] is the
translucency factor. If L f ac = 0, the competition for
light is considered symmetric. If L f ac = 5, the compe-
tition is considered asymmetric.

4.2 Competition for Resources
The competition for resources depends on different fac-
tors such as the root density, the extend of the root area,
and the plasticity either during the root growth or in the
characteristics of the enzymes [10]. In order to render
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(a) (b) (c)

Figure 6: Three different root competition systems. In (a) the competition is between deep and deep root systems.
In (b) the competition is between non-deep and deep root systems. In (c) the competition is between deep and flat
root systems.

and visualize this competition, the root density and the
root area are computed. The competition between deep
root systems and flat root systems is only half of the
competition with other root systems [15] [17].

For the rendering and visualization of the competi-
tion for the resources, the competition is considered as
the symmetric competition. In [23] it is limited to nine
conditions, see Tab.1. Fig.6 illustrates the three condi-
tions of this table (deep with deep, deep with medium
deep and deep with flat roots).

F C T
F FF FC FT
C CF CC CT
T TF TC TT

Table 1: This table shows the nine conditions that
presents the competition of three different root systems.
Whereas F , C, and T present flat, non-deep, and deep
root systems.

The competition for the resource σi with considera-
tion to the root size and the root density factor Tf is
defined in the following equation [1, 2]:

σi =
γi j

2.Ai
(1+

Tf

10
) (7)

Whereas Tf ∈ [0,10] is the root size and root density
factor. Here the symmetric competition is an interval of
[ γi j

2.Ai

γi j
Ai

].

4.3 Nurse Plants
Some desert plant can only establish themselves in
close proximity to a larger plant, usually a shrub, be-
cause the shade of the larger plant provides protection
from the intense solar radiation and resultant heat and
transpiration that a seedling otherwise would experi-
ence. Therefore the small plants developed their sys-
tem, in order to position their seeds under the shrub.
Plant establishment in deserts is largely determined by

negative effects of a superabundant plant resource "‘so-
lar radiation"’ for which plants in other environments
compete (see the Fig.10).

4.4 The Competition Between Healthy
and Sick Plants

In order to simulate and visualize the competition be-
tween a healthy and a sick plant or other plants that sud-
denly started deteriorating at a certain time during the
competition process, the competition factors for both
healthy and sick plants are taken into account. The in-
fluence of the sick plant onto the healthy plant lessens
gradually. The competition of resources between sick
and healthy plants is ascertained as follows:

σi =
γi j

2Ai
+ γi jTr (8)

Whereas Tr = Tk + Tg,Tr ∈ [0..1] combines sickness
factors and health factors. Tk gradually diminishes with
time; consequently, the healthy plants grow without
competition. Tg does not change over time.

4.5 General Competition
The general competition between plants is a weighted
combination of symmetric and asymmetric competi-
tion:

ϕi = pαi +(1− p)σi (9)

Whereas ϕi is the general competition of the i plant
from its neighbor. p ∈ [0 1] is the part of the compe-
tition for the resources in the general competition.

5 RESULTS
Fig. 7 illustrates the competition for light between non-
dense trees and different small plants. It is shown that
the small plants can grow under that tree, because they
receive a part of the light. In Fig. 8 we visualize the
competition for light between a dense tree and different
small plants. In this picture we see that the small plants
cannot grow, since they do not receive sufficient light.
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Figure 7: Four stages illustrate the competition for light between non-dense trees and different small plants.

In Fig. 9 the competition for resources between dense
tree roots and flat tree roots is illustrated. We note that
the flat roots grow slow as a cause of the overlapping
with the deep roots, since the deep roots are stronger
than the flat roots.

In Fig. 10 the competition for the nutrients is simu-
lated under the nurse plants. Here the Nurse plant has
positives influence on the small plants. The small plants
affect negativ on others. Therefore the equation 9 is
modified slightly by now subtracting (1− p)σi.

In Figure 11 we show that the sicker plant allows the
other plant to grow quicker, because the competition
degrades with time.

Applying our method, we produced natural scenes, in
which the competition between different plants and re-
sources is simulated. We have illustrated these scenes
in the accompanying video in order to visualize the im-
plementation of our system in the following steps:

• The competition for light between a non-dense tree
and different small plants.

• The competition for light between a dense tree and
different small plants.

• The competition for resources for different root sys-
tems.

• The competition between sick and healthy plants.

• The competition between nurse plants and small
plants.

The accompanying video shows that thousands of
small plants were rendered with large trees for different
conditions of resource competition. To render growth
of thousands of plants interactively in real-time, we
used the Wang Tile method.
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Figure 8: Competition for light between dense trees and different small plants.

Figure 9: Competition for resources between dense tree roots and flat tree roots.

Figure 10: Competition for resources between nurse plants and small plants.

Figure 11: Competition between a sicker plant and a healthy plant.
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ABSTRACT

Creating effective transfer functions for high dynamic range scalar volume data is a challenging task. For data sets with limited
information about their content, deriving transfer functions using mathematical properties (gradient, curvature, etc.) is a difficult
trial and error process. Traditional methods use linear binning to map data to integer space for creating the transfer functions.
In current methods the transfer functions are typically stored in integer look-up tables, which do not work well when the data
range is large. We show how a process of opacity guidance with simple user interface can be used as the basis for transfer
function design. Our technique which uses opacity weighted histogram equalization lets users derive transfer functions for
HDR floating point easily and quickly. We also present how to adopt these techniques for real-time interactive visualization
with minimal pre-processing. We compare our techniques with traditional methods and show examples.

Keywords: Transfer Function, High Dynamic Range, Histogram Equalization, FloatingPoint Data, Volume Rendering

1 INTRODUCTION

Volumetric visualization lets users present complex, 3D
data sets in visual form. An important part of this is
the design of transfer functions for color and opacity, to
be mapped on the data values. Using a better transfer
function is analogous to increasing signal to noise ra-
tio, where the signal is the information desired by the
user. As the notion of signal is not defined for volume
datasets, there is a need to do this task in a convenient
and often exploratory manner. This is where the design
of transfer functions plays an important role. Unfortu-
nately, this process is often time consuming and cum-
bersome.

Transfer function design for medical datasets has
been the focus of many studies. In general, this type
of data consists of various layers of biological materials
(flesh, bone, tissue, etc.). These materials can often be
segmented by algorithmically identifying their bound-
aries.

But what about non-medical datasets, like datasets
resulting from computational simulations, like com-
putational fluid dynamics, weather, or simulations of
physical processes? With faster processor speeds and
the widespread adoption of clustering technology, the
use of computational simulation to model physical phe-
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nomena is widespread. These simulations can generate
enormous amounts of data. The characteristics of these
datasets are very difficult to categorize but they often
show some common traits like a high dynamic range
(HDR), and subtle details in high fidelity. Our work is
focused on HDR floating point data sets.

For HDR floating point data sets, transfer function
design becomes an increasingly difficult task, primarily
because the data range by far exceeds the usual 8 bits
of color resolution on the monitor. It is unlikely that a
single classifier will provide the desired results. In ad-
dition, there is often limited a priori information about
the data content which compounds the problem for cre-
ating good visualizations.

Data distribution directly affects opacity and color
mappings. If interesting data is clustered within small
data ranges, then color and opacity need to be tuned
specifically for each such range to show it at the maxi-
mum possible detail in the visualization result.

In this paper, we present a method which lets users
design transfer functions without using derived and
hard to comprehend mathematical properties like gra-
dient, curvature, tensor, etc. In our method, we use an
extension of histogram equalization, along with opacity
guidance provided by the user. Our new algorithms al-
lows the user to minimize the effort of tuning the trans-
fer functions. We show how to utilize data distribution
as a basis for transfer function design and how it can
be done in a real-time software application. In addi-
tion, we compare our results to the popular technique of
mapping a color gradient linearly to a data range. The
transfer functions our algorithms generates can also be
generated manually, but it would take the user consider-
ably more time to do so from the start. Our algorithms
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are intended to provide a fast way to generate reason-
able transfer functions which can then be refined man-
ually.

The main contributions of this paper are:

1. Opacity Weighted Histogram Equalization (OWHE)
as the basis for transfer function design.

2. Efficient utilization of the available color space, thus
yielding a more detailed visualization of structures
in data sets.

3. Real-time interaction with a simple and intuitive
user interface to access the algorithm’s parameters.

The paper is structured as follows. In Section 2 we
review related work. In Section 3 we discuss the un-
derlying theoretical background. Section 4 describes
the algorithms we have developed. Our user interface
is presented in Section 5. We present the application
of our method to three typical high-dynamic range data
sets in Section 6. Section 7 concludes the paper and
Section 8 suggests areas for future work.

2 RELATED WORK
A multitude of methods have been proposed to gener-
ate transfer functions. They can be broadly classified
into four categories which are described in detail by
Pfister et al. [11]. The first are trial and error meth-
ods where the user tweaks parameters to achieve the
desired result. Second, data centric approaches work
without assuming a data model [1]: the contour spec-
trum which computes metrics of the data and integrates
the results with the user interface used to set iso-values.
Third, a data centric approach which assumes an under-
lying data model [5, 6]: this method semi-automatically
generates the transfer function by utilizing the com-
plex relationship between data and its optical proper-
ties, the assumption being that the features of interest
are boundaries between materials; our approach is not
based on material boundaries, gradient values, or multi-
dimensional transfer functions. Fourth, an image cen-
tric method based on organized samples; this is similar
to the Design Galleries concept [9].

Other approaches, related to the ones presented in
this paper are volume visualization using approaches
from high dynamic range imaging (HDRI) [16]. The
HDR method performs volume rendering in floating-
point space, thus preserving precision, and then uses
tone mapping to display the result. Practically, insuffi-
cient HDR display hardware [4] and difficult interpre-
tation of tone mapped results are remaining problems
with this technique. Furthermore, the trial and error ef-
fort now moves to tone mapping [3] and exposure se-
lection instead of transfer function design.

Potts and Moeller [12] propose to use transfer func-
tions on a logarithmic data scale. This method provides

a mechanism for the user interface for transfer function
design. We think that for many users it is more intu-
itive to see the transfer function on a linear scale and
interactively zoom in and out where necessary.

Tzeng and Ma [13] use the floating-point data space
during segmentation to identify the various materials
present in a data set. However, their approach does
not work well if the data set contains continuous densi-
ties which do not occur as clusters. Also, defining and
searching clusters is a cumbersome task. Lundstorm et.
al. [8] use spatial coherence for transfer function design
for medical datasets.

For data sets without distinguishable materials and
highly inhomogeneous data distribution, none of the
above methods sufficiently addresses the dynamic
range of the data and its implications. Our method
aims to semi-automatically maximize the use of color
space for regions of interest, while still allowing the vi-
sualization of the entire data set. Most existing volume
rendering algorithms can seamlessly incorporate our
method into their classification and rendering pipeline
as an additional option for transfer function design.

3 HIGH DYNAMIC RANGE TRANS-
FER FUNCTIONS

This paper addresses the rendering of single-valued
floating-point volume data sets. The challenge is that it
is often unknown to the user which parts of the floating-
point range are of interest, i.e., what data ranges col-
ors and opacities should be mapped to. Many tradi-
tional methods allow the user to specify minimum and
maximum values to constrain the data range, and then
specify color and opacity mappings for the selected
range. Histograms can facilitate the process of finding
the range of interest to visualize, but they do not help
much when the data values are spread out over a very
large range. Often, the user wants a quick overview of
what is in a data set before making fine adjustments to
pull out part of it. A simple way that can achieve this
is an opacity function of constant, low opacity. Or a
transfer function based on the histogram can be created
by mapping higher opacity to higher histogram values,
or vice-versa. All these methods pose significant lim-
itations like limited control over the opacity mapping,
or a cumbersome trial and error process.

A simple, but frequently used approach to map float-
ing point values in volume data sets to colors is to lin-
early map the values between minimum and maximum
value to a user specified color gradient. This approach
is referred to as Linear Binning in the upper half of the
box of Existing Techniques in Figure 1. In the recent
past, more sophisticated methods have been developed.
Some approaches retain the high dynamic data range
during the volume rendering step by using a floating-
point image buffer. Then, tone mapping is used to con-
vert the HDR image to the color space today’s graphics
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hardware uses, which is usually 24 bits per pixel. Fig-
ure 1 illustrates this approach in the lower half of the
Existing Techniques box.

Figure 1: Flowchart showing the Opacity Weighted
Histogram Equalization algorithm with the existing
techniques of linear binning and HDR with tone map-
ping. Our approach is shown in the box labeled OWHE,
the existing techniques are shown in the dotted box be-
low.

The latest graphics cards support floating-point tex-
tures and even floating-point frame buffers. Texture
hardware-based volume rendering benefits from these
by allowing it to use much higher precision when vol-
ume slices are blended with the frame buffer, so that
more features of the data set can be preserved during
rendering. However, the problem of mapping color and
opacity to data over a large data range still persists.
Many floating-point volume data sets have sections of
high data activity, as well as large sparsely used data
ranges. This paper presents an approach to support the
user in creating meaningful transfer functions for these
kinds of data sets with minimal manual intervention.

3.1 Histogram Equalization

The transfer function generation method we are pre-
senting in this paper is an extension of histogram equal-
ization (HE). In image processing, histogram equaliza-
tion is used to improve the contrast of images. The idea
is that the brightness values in the image are increased
or decreased such that the histogram becomes flat. The
formula for histogram equalization is:

sk = T(rk) =
k

∑
j=0

n j

m
k = 0,1,2, ...,L−1

sk are the equalized histogram values,rk are the orig-
inal histogram values,L is the number of gray levels in
the image,n j is the number of times each gray level ap-
pears in the image, andm is the total number of pixels
in the image.

3.2 Opacity Weighted Histogram Equal-
ization

Histogram equalization has been used quite success-
fully in image processing to improve the image quality
by improving contrast. In volume rendering, HE alone
can provide a quick way to considerably improve the
color mapping; we will show this in Section 6. How-
ever, HE alone does not help with the creation of the
opacity transfer function. Our transfer function genera-
tion approach is a two-step approach. In the first step,
the user uses HE to create a first approximation of a use-
ful color mapping for the data set. At this point, a con-
stant, low opacity function or maximum intensity pro-
jection is used to show the entire data set. In the second
step, the user places a few simple transfer function wid-
gets on the transfer function to pull out specific parts of
the data set. Then we apply our Opacity Weighted His-
togram Equalization (OWHE) algorithm to refine the
color mapping, using the additional hints the software
gets from user defined opacity widgets. Our approach
is depicted in the upper half of Figure 1.

The basic idea of OWHE is to modulate the num-
ber of times a voxel value occurs in the data set by the
opacity the user assigned to it. Thus, higher color res-
olution is created in areas of high opacity, whereas in
low opacity regions, fewer colors are used. In our tests,
we found that this approach can achieve very good vi-
sualization results with much less effort than if the user
tried to create the same transfer function manually.

Our modification of the Histogram Equalization
function is indicated below.opj is the user specified
opacity of the data value.

sk = T(rk) =
k

∑
j=0

opj ×n j

m
k = 0,1,2, ...,L−1

Figure 2 compares linear color mapping to OWHE.
In OWHE, the colors are more compressed the higher
the data frequencies in the histogram, and the higher
the desired opacity. In areas with fewer data points in
the histogram or lower opacity, larger data ranges get
mapped to the same color. We use the same color map
in both sample images.

For rendering, we are using a standard light emis-
sion model for the volume, along with back-to-front
alpha blending. We target standard graphics and dis-
play hardware, based on a precision of 24 bits per pixel.
Our algorithm can potentially improve the visualization
results even on true HDR displays which can display
more than 24 bits per color.

4 IMPLEMENTATION DETAILS

We implemented the HE algorithm, as well as the
OWHE algorithm and integrated them with the
DeskVOX [2] volume rendering software. Both
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(a)

(b)
Figure 2: (a) linear binning, (b) OWHE. The data val-
ues are located along the horizontal axis. The bars at
the top of each image show, from top to bottom: color
only, color and opacity, opacity only, bin boundaries.
Shown below is the histogram, overlaid by the opacity
function.

algorithms have various parameters which can be
changed by the user from within the volume rendering
application. We implemented these parameters because
they turned out to be useful when using the algorithms
on real data sets.

Cull Skip regions:This parameter specifies whether
regions with transfer function widgets which map zero
opacity to a data range (Skip widgets) should be ex-
cluded from the binning process. This impacts espe-
cially the HE algorithm, because it, by default, uses the
entire data range.

Cull Duplicate Values:By default the HE process
uses all data values in the volume and distributes them
evenly into bins. With this option enabled, the user
can specify that duplicate values be removed, so as
to evenly distribute different values only. This makes
a difference if the data set contains disproportionately
large amounts of certain values, which are not of par-
ticular interest but should not entirely be excluded from
the binning process.

Trim to Range:The data range the algorithm operates
on can be constrained to be within a minimum and max-
imum value. These minimum and maximum values can
be the absolute min/max values in the data set, or they
can be values in-between. If this option is disabled, all
data values are used for the HE algorithm.

Fast Sampling:Using all data values of the volume in
the algorithms can be slow if the volume is large. The
Fast Sampling option uses only the specified number of
samples for the binning process, which speeds up the
algorithm, but also makes it less accurate. As Tzeng
and Ma have stated in [13], sampling about 1% of the
data values often achieves satisfactory results.

5 USER INTERFACE

We developed a user interface for the transfer function
editor which integrates our transfer function generation
methods with traditional approaches to transfer func-
tion design. Figure 3 shows a screen shot of the editor.
In the upper half of the window the transfer function
is displayed. At the top of it are three colored bars: the
upper one shows just the color mapping, the next shows
the combined mapping of color and opacity, and the
third shows opacity only. The data values are located
on the horizontal axis of the graph. The black, vertical
lines can be grabbed with the mouse and moved to left
and right, so as to place a particular color control point
in the color bar. In the same manner the user can use
multiple widgets to create the opacity mapping.

Below the color bars is the opacity function. The gray
area is the opacity mapping. The opacity function can
be created from four different elements (widgets): pyra-
mids, Gaussians, custom functions with control points,
and Skip widgets. As with the colors, each opacity wid-
get can be grabbed and moved with the mouse by click-
ing on a black, vertical line. The user can composite
the transfer function with multiple widgets; at overlap-
ping areas of widgets the opacity is determined by the
maximum value in one of the widget.

The horizontal axis represents linear data values.
Both color and opacity transfer functions are displayed
in linear data range. When our algorithms are active,
it is more difficult to manipulate the color widgets
because the control lines can be much closer together.
It is easier to use the control lines when the user zooms
in to them. To zoom, the user can use numeric range or
use the mouse wheel where the mouse location acts as
the center for the region to be zoomed. In pressed state
the mouse wheel enters pan mode, where the user can
move the transfer function to the left and right.

5.1 Parameter Window

Figure 4 shows the dialog window with the parameters
available for our algorithms. When the button labeled
Distribution based data range mappingis off, the trans-
fer function uses a linear distribution of colors over the
range specified byStart valueandEnd value, and our
algorithms are disabled. We used this setting to com-
pare our algorithms to the linear binning approach in
Section 6. WhenDistribution based data range map-
ping is checked, the algorithms described in this pa-
per are applied. The user can choose between HE and
OWHE, which have been described in Section 3.

6 RESULTS AND DISCUSSIONS

We have applied our technique to three different scalar
floating-point data sets. The data sets have different
dynamic range and properties. We chose a representa-
tive single time step from the following three temporal
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Figure 3: Our widget-based transfer function editor.

Figure 4: The dialog window to set the new data range
mapping parameters.

datasets, all of which are results from simulations on
supercomputers.

1) TeraShake is an earthquake simulation [10, 15],
done to study seismic wave propagation based on kine-
matic and dynamic rupture models. We use the X com-
ponent of velocity with a data set size of 750×350×
100 voxels. The data covers a small range but has subtle
details in very narrow regions.

Figure 5: Histogram (logarithmic scale) and opacity
function of the TeraShake earthquake simulation data
set.

2) Isabel is the result of the simulation of a hurri-
cane [14]. We use the snow data with a data set size of
500×500×100 voxels.

Figure 6: Histogram (logarithmic scale) and opacity
function of the hurricane Isabel data set.

3) Enzo is a simulation [7] of supersonic compress-
ible turbulence at Mach 6 performed with the Enzo code
for cosmology and astrophysics, using 512 CPUs of the
DataStar supercomputer at the San Diego Supercom-
puter Center. It was designed to model a sub-volume
(linear size: 5 pc = 1.5·1017 m) within a star forming a
molecular cloud. We use a sub-sampled matter density
data set with a size of 512×512×128 voxels.

Figure 7: Histogram (logarithmic scale) and opacity
function of the cosmology data set Enzo.

More detailed properties of the above data sets are
listed in Table 1, and the data histograms are shown
in Figures 5, 6, and 7. Figures 8a-c show rendering
results of different datasets, generated with our OWHE
algorithm.

6.1 Comparison of Linear Color Mapping
with HE and OWHE

We compare our HE and OWHE methods to the popu-
lar linear color mapping method henceforth referred to
as standard method. For the comparisons, we created
appropriate opacity transfer functions for each dataset.
The opacity functions are shown in figures 5, 6, 7, along
with the data histogram.

In the standard method, color map and opacity are ap-
plied to a linearly data range. The renderings achieved
with the standard method are shown in Figures 8(a),(d)
& (g). For HE and OWHE, we use the same opacity
transfer functions as for the standard method, but the
color mapping gets modified by the algorithms. The
processing time for HE and OWHE depends on the
number of voxels in the data set and is on the order
of several seconds. The corresponding renderings for
HE and OWHE are shown in Figures 8(b),(e),(h) &
(c),(f),(i).

In the TeraShake data set, most of the data is located
around the value 0.0 (see histogram in Figure 5), which
represents no ground motion. In the images, the opacity
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for the data is set such that wave features are visible. A
color map has been created to show positive velocity as
red-orange-yellow, and negative velocity as blue-cyan-
green. Black has been chosen to show a velocity of 0.0
with no opacity. A desirable visualization for this is to
show the wave propagation structure in low, mid, and
high range all together. With the standard method (see
Figure 8(a)) it is difficult to observe the wave propaga-
tion features. The HE method (see Figure 8(b)) shows
only a minor improvement over the standard method,
but our OWHE method (see Figure 8(c)) is able to bring
out subtle details of the wave form and its location,
which takes a great deal of effort if done manually.

The Isabel data set we chose for this comparison is
snow mixing ratio. We created a visualization which
lets us see the entire volume, and in addition the coast-
line of Florida is visible for orientation. The opac-
ity function 6 has been chosen such that higher snow
mixing ratio is more opaque. As can be seen in Fig-
ure 8(d), visualization with the standard method pro-
vides information just for a relatively small region. The
HE method is of not much help in this instance but the
OWHE method (see Figure 8(e)) is able to show much
more detail of the data value distribution by more effec-
tively using the available color space (see Figure 8(f)).

The Enzo volume shows "‘matter density"’ during a
star formation process. We chose an opacity function
similar to that used for the Isabel data set, where higher
density is completely opaque and lowest is transparent.
The standard method (see Figure 8(g)) provides little
distinction in features of interest. The HE method (see
Figure 8(h)) shows some detail. The OWHE method
(see Figure 8(i)) brings out more details in the data,
even thin filaments can be seen in high fidelity. The
V- and U-shaped shocklets or "‘Mach cones"’, charac-
teristic of the supersonic turbulence found in interstellar
gas, can clearly be seen.

Enzo Isabel TeraShake
# Voxels 33.6·10

6
25.0·10

6
28.1·10

6

% Unique 73.2 86.5 71.5
Min 8.52·10−3 0.00 −6.68·10−1

Max 2.23·102 1.35·10−2 5.97·10−1

Mean 9.28·10−1 2.23·10−6
−1.43·10−4

Std dev 1.58 1.54·10−5 8.50·10−3

Table 1: Data statistic for Enzo (512×512×128), Is-
abel (500× 500× 100) and TeraShake (750× 375×
100). % unique is the percentage of duplicate values,
removed with our Cull Duplicates parameter. Min/Max
are the minimum and maximum data values. Mean is
the mean value of all data values, including duplicates.
Std dev is the standard deviation over all data values,
including duplicates.

6.2 Limitations
Our methods works well for HDR floating point data,
but they have some limitations. The methods are not
suitable to all datasets. For example in medical datasets
with little variation in the data our method will not work
well. Additionally, in cases where high color fidelity is
not of much importance for visualization our method
will not be beneficial.

7 CONCLUDING REMARKS
We presented techniques to facilitate the creation of
transfer functions for high dynamic range floating point
data sets by taking data distribution and user input
into account. We compared our techniques to standard
methods and demonstrated how our techniques can be
used to create useful transfer functions faster and with
less effort. Our experience with this technique indicates
that time required to get meaningful images is signifi-
cantly reduced but a survey would be needed to quan-
tify and test this hypothesis. The color space utilization
with our method is efficient leading to high fidelity de-
tail in renderings.

8 FUTURE WORK
In the future, we want to improve our rendering method
by supporting higher precision frame buffers (e.g., with
Nvidia’s GL_NV_float_buffer extension). We would
also like to utilize HDRI color space for transfer func-
tions with our technique. Other existing histogram
equalization techniques could be added as comparative
exploration methods. In addition, we want to extend the
application of this technique to temporal data sets.
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ABSTRACT
Digital atlases of the brain serve as a spatial reference frame which can be used to relate data from different
image modalities and experiments. In this paper we describe a standardized pipeline for the creation of extendable
surface-based anatomical insect brain atlases from 3D image data of a population of individuals. The pipeline
consists of the major steps imaging and preprocessing, segmentation, averaging, surface reconstruction, and surface
simplification. At first, 3D image data sets from confocal microscopy are resized, stitched, and initially displayed
using standard image processing and visualization tools. Then brain structures, such as neuropils and neurons, are
labeled by means of manual segmentation and line extraction algorithms. The averaging step comprises affine and
elastic registration and a mean shape selection strategy. Finally non-manifold surfaces of the labeled and aligned
structures are reconstructed using a generalized surface reconstruction algorithm. These surfaces are simplified
and adapted to further needs by decimation and retriangulation. The chosen methods of each step are adequate for
a variety of data. We propose an iterative application of the pipeline in order to build the atlas in a hierarchical
fashion, integrating successively more levels of detail. The approach is applied in several different neurobiological
research fields.

Keywords: Digital neuroanatomy, brain atlas, surface reconstruction.

1. INTRODUCTION
One specific aim of neuroscience is to analyze learn-
ing and behavior. Understanding such neural functions
is based on knowledge about the wiring of the brain
and functional properties of individual neurons as well
as parts of the nervous system. Therefore anatomical
and functional properties of neural networks are inves-
tigated.

Particularly suited for such analysis are insect brains,
since they are easy to access and brain substructures
as well as important single neurons are already known
and identified. Furthermore, due to the small size of
the structures one is able to examine them as a whole
down to a level of single neurons. Much knowledge is
extracted by comparing anatomical structures and their
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Republic.

functions of individuals at several development stages
or from individuals that equal or differ genetically.

In the last decade 3D imaging methods, like confo-
cal microscopy or transmission electron tomography,
have become standard together with sophisticated
staining methods. Nowadays they provide large
amounts of data that has to be organized, analyzed
and explored. Almost a revolution from the biological
point of view are population-averaged standard atlases
that for the first time in biology provide spatial refer-
ences. These allow the researchers to relate data from
different experiments and different data modalities
as well as to accumulate information with spatial
reference. Furthermore they facilitate visualization of
neurobiological data and form a basis for investigating
the relation between brain morphology, brain function,
and genetic factors. In the long term this will help to
turn neuroanatomy into a more quantitative science.

We describe a generalized pipeline for the gen-
eration of insect brain atlases from 3D image data
of a population of individual brains. We consider
surface-based atlases, since these are easier to deal
with than volumetric atlases. The pipeline roughly
comprises imaging, segmentation, averaging, and
surface reconstruction. All methods required within
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the pipeline were integrated in the open visualization
platform Amira [SWH04].

This paper is organized as follows: In section 2 we
give an overview about existing brain atlases. Sec-
tion 3 describes the concept and the steps of the at-
las generation pipeline. Applications of the procedure
and the resulting atlas are presented in Section 4. We
discuss the limits of our approach and conclude in Sec-
tion 5.

2. RELATED WORK
For the human brain a variety of digital population-
based atlases have been introduced and continuously
enhanced. Techniques for the generation of such brain
atlases, for instance, are described in [GMT00] and
[TT01]. They focus on the development of registra-
tion and averaging strategies using cerebral CT and
MRT scans. A processing environment that enables
researchers to combine and execute established meth-
ods is presented in [RMT03]. It has been used suc-
cessfully to build average intensity atlases with fully
automated processing. The general steps for atlas gen-
eration of human brains are similar to the ones for the
generation of insect brain atlases. Nevertheless imag-
ing modalities and application dependent objectives re-
quire the development of more specific and appropri-
ate techniques.

Meanwhile invertebrate brain atlases also do
emerge. In [RZM∗02] and [RBMM01] the generation
of atlases for the fruitfly Drosophila melanogaster and
the honeybee Apis mellifera are described. Besides
generation methods supplemental information on
neurobiological backgrounds and application fields
of insect brain atlases can be found in [BRR∗05]
and [PH04]. Web interfaces (http://www.neurofly.de;
http://www.neurobiologie.fu-berlin.de/BeeBrain) al-
low downloading and interactive viewing of currently
existing models. The analysis of insect brains is still
an explorative research field. So far little attention
has been paid to the integration and sequencing of
all steps needed for a complete atlas generation into
one single visualization platform. The insertion
of a taxonomic description of brain structures and
the usage of advanced visualization and interaction
techniques also remain challenging tasks.

3. ATLAS GENERATION PIPELINE
The proposed pipeline for the generation of brain at-
lases is composed as follows: First the image data is
preprocessed and initially visualized. In a second step
the structures of interest are segmented and a label is
assigned to each of them. The averaging takes place
in step three. Therefor all labeled data sets have to
be registered into a common reference and a mean or
median has to be derived. Finally three-dimensional
surface models of the averaged brain structures are re-

Figure 1. Schematic overview of the pipeline for the gen-
eration of surface-based insect brain atlases. After imag-
ing and preprocessing (1), structures are segmented (2).
The averaging of individuals (3) is followed by a surface

reconstruction(4).

constructed. Figure 1 shows a schematic overview of
the proposed pipeline.

The underlying methods of each step have to fulfill
several requirements. They must be applicable to the
present imaging data and provide robust results. The
techniques shall allow for modifications of final and
intermediate data. For example the insertion and dele-
tion of structures shall be supported. In addition the
methods have to consider the user’s skills and wishes.
Finally the received results shall enable further pro-
cessing.

We propose an iterative application of the pipeline.
First coarse structures like neuropils are reconstructed
and an initial atlas is generated. Using the same work
steps, more detailed information such as substructures
of neuropils or neurons is integrated. Thereby the ini-
tial standard serves as a reference frame for the regis-
tration procedure and the final visualization. This ap-
proach allows for a hierarchical organization of data,
which in turn establishes a basis for the representation
of the natural hierarchical organization of brain struc-
tures.

In the following we will describe the steps of the
pipeline by means of brain data of the honeybee. Sec-
tion 4 shows that the pipeline and its results are much
more generally applicable.

Imaging and Preprocessing
Presently insect brains such as the fly brain or the
honeybee brain are imaged with confocal laser scan-
ning microscopy. After preparation including dissec-
tion and staining, the size of a honeybee brain (~2.5×
1.6 × 0.8 mm) extends the maximum field of view of
the microscope with a common configuration. There-
fore multiple stacks are used to acquire entire brains.
Typically 2 × 3 partially overlapping tiles, each using
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Figure 2. Slice view of a honeybee brain confocal mi-
croscopy image in xy-, yz-, and xz-plane. The data set

is composed of six separately acquired image stacks.

between 80 and 120 slices of 512×512 pixels in plane
and a thickness of 8 µm are imaged.

For the combination of the image stacks landmarks
that define corresponding points are placed manually.
Afterward the stacks are merged using a conventional
pyramidal blending. The landmarks are used to define
the regions that will be blended. The scanning tech-
nique usually causes a shortening of distance in the
z-direction. This is compensated by applying a linear
scaling to the data [BRR∗05].

By means of slicing or direct volume rendering or
the combination of the two a first insight into the edited
data is gained and the image and preprocessing quality
can be checked. A slice view of a complete bee brain
data set can be found in Figure 2.

Segmentation
In the next step anatomically distinct structures of the
brain are segmented and assigned unique labels. The
results are stored in so-called label fields in which each
voxel represents a coding for a particular brain struc-
ture. These label fields will be used in the following
averaging step and form the basis of the surface recon-
struction. For several insects a coarse division and
nomenclature of the brain into neuropils already has
been defined and can be used as a guideline for the
segmentation. In the honeybee brain we currently dis-
tinguish 22 major compartments.

The development of fully automatic segmentation
methods is impeded by several difficulties. For in-
stance, the borders of neuropils are often fuzzy, thus
lacking strong gray value gradients. Gray values of
structures highly depend on the chosen staining. Ad-
ditionally they vary within the regions and between
different individuals. Furthermore research in neuro-
biology still remains explorative aiming at discovering
new structures and correlations. So frequently there is
little a priori information and results are strongly influ-
enced by the user’s knowledge and experience.

Figure 3. Segmentation of neuropils in the honeybee
brain. Anatomical structures of interest were segmented
and assigned individual labels. Here they are overlaid

their corresponding gray value data set.

For the segmentation of neuropils we provide simple
but robust, and user-friendly tools, which support man-
ual segmentation. The user can choose from freehand
boundary drawing, interval thresholding, and propagat-
ing contours based on a level set method [WnZ03]. For
the latter a small circle is placed on mouse click and
then the contour of the circle is extended as the user
moves the mouse. All tools require the adjustment of
only few parameters and allow for an interactive cor-
rection of the segmentation results. Their efficiency
is improved by the integration of interpolation and ex-
trapolation of label segmentation between slices. At
any time structures can be added, removed or refined
easily within the provided editor.

Figure 3 shows an example segmentation of honey-
bee brain neuropils.

Averaging
From the preprocessed and labeled data sets of indi-
viduals an atlas representing the brain characteristics
of the analyzed species has to be derived. For this pur-
pose an average of the sample is determined. This is
usually done by computing the mean or median. In
general the procedure comprises a registration of the
data sets to a common reference and a subsequent av-
eraging step.

We use an iterative averaging scheme which is based
on the work presented in [RBMM01]. First global dif-
ferences in position, orientation, and size of all data
sets are compensated and an initial average image is
generated. Using a nonrigid registration the data sets
are then registered to the initial reference. This leads
to a new less blurred average image to which the trans-
formed images are registered again, and so forth.

Affine registration. The procedure starts with an
affine registration of the individual images to an arbi-
trarily chosen template. Usually a subjective choice of
a data set such as the original individual brain which
appears most average to the user works as an adequate
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first reference. In order to allow for standardization
we select the individual brain which has the smallest
deviation from the mean volume over all components
in the reconstruction as it has been used in [RZM∗02].
Our affine registration implementation is based on the
multiresolution search method presented in [SHH97].

Label and intensity averaging. Having registered
all original individual images, a mean or median can
be determined from them. Here the computation of the
voxelwise arithmetic average of data values forms the
most intuitive and general approach. For label fields,
which are non-numerical images, a non-arithmetic ave-
rage is needed. We do use a method that has been
proposed in [BRR∗05]. It selects the label that occurs
most frequently and represents at least t percent of the
valid voxels. A result voxel is termed ‘undecided’ if
there is no unique most frequent label.

Elastic registration. Due to the remaining local
shape varieties an average image solely based on a
global affine registration might be inaccurate resulting
in blurred average intensities and average labels with
a large quantity of undecided voxels. Application
of elastic registration methods helps to reduce this
inaccuracy.

Our pipeline contains a non rigid registration
method described in [RZM∗02]. The algorithm
computes an individual rigid transformation for each
labeled brain structure. These transformations are
relatively small due to the prior global alignment.
For each voxel within a segmented substructure the
transformation vector is calculated based on the
per-structure alignment. Afterward the piece-wise
defined vector field between the substructures is
component-wise interpolated. This is done by using
a heat transfer equation: at locations where the
vectors are known the ‘temperature’, which means
the component of the transformation vector, is kept
fixed and in-between the resulting equilibrium state is
computed.

We also offer a multiresolution and multigrid cubic
B-spline registration based on the developments pub-
lished in [RBMM01] and [RSH∗99]. This approach
pays more attention to fine details than the above out-
lined method.

In general, elastic registration is a delicate step,
since the transformation might eliminate not only
preparation artifacts like mechanical deformations, but
also anatomical variability. If one is interested in this,
elastic registration should be employed particularly
conservatively.

Convergence. For some applications an average re-
sulting from the affine registration step may be suffi-
cient. It preserves possibly relevant shape differences
and requires a comparatively lower computation time.

However, to minimize the number of undecided voxels
and to avoid disappearance of small structures the ap-
plication of subsequent non-rigid registration often is
necessary. Here the fraction of undecided voxels in the
average label images and a visual observation coupled
with an entropy analysis define the choice of the algo-
rithm and the termination of the averaging procedure.
In [RBMM01] a maximum iteration number of four
has been proposed. No significant decrease in entropy
and the number of undecided voxels could be observed
in subsequent registration steps.

Surface generation
In this step surfaces are created that separate regions
with different labels. If more than two differently
labelled regions meet in space, complex topological
situations may arise and the resulting separating sur-
face in general is not a manifold. In order to gener-
ate such non-manifold surfaces from label fields, we
utilize a generalized surface reconstruction algorithm
[HSSZ97]. It produces interfaces between all neigh-
boring voxels of different type, nicely stitched together.
Like standard marching-cubes, it works by processing
each hexahedral cell (dual to the voxel grid) individu-
ally and utilizing tables that contain triangulations for
different equivalence classes. An equivalence class is
a set of cells with labeled corners, where the cells can
be transformed into each other by discrete rotations,
reflections, and/or label permutations. While in the
marching-cubes case 1 + 13 such topologically dis-
tinct classes exist, for more than 2 labels on a cell
more classes may exist. The number of equivalence
classes can be computed by group theoretical means
[BLS05, Heg98]: employing e.g. all before mentioned
symmetry groups simultaneously, for 1 to 8 different
labels on the eight corners of a cell there are 1, 13, 44,
66, 43, 15, 3, 1 different classes. Employing less sym-
metry groups, these numbers are significantly higher.
Practically we use pre-computed tables only for con-
figurations with up to three different labels. More
complex cases occur rarely and the corresponding tri-
angulations are computed on-the-fly. Figure 4(a) de-
picts the outer average surfaces of the major substruc-
tures of the honeybee brain. For alternative algorithms
see [BDS∗03] and [BRvL∗05].

The number of triangles resulting from the sur-
face generation algorithm typically has to be reduced.
Since down-sampling the labeled input data may result
in loss of tiny but relevant structures, we generate the
surface in high resolution and simplify it afterwards,
using the method presented in [GH97]. Figures 4(b)
and 4(c) show detailed views after reducing the
number of triangles to 20 % and 5 %, respectively,
of the original number of triangles. The simplified
surface finally is remeshed in Figure 4(d), using
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(a) (b)

(c) (d)

Figure 4. Generation of surfaces separating different biological structures. (a) outer average surfaces of the major
substructures of the honeybee brain, (b) after reducing the number of triangles to 20%, (c) after reducing the number

of triangles to 5%, and (d) after remeshing the simplified surface.

an implementation based on algorithms proposed
in [SG03].

A surface editor enables the modification of the re-
sulting surface. It provides the subdivision, collapse,
removement or translation of selected triangles. Ad-
ditional patches can be defined. Structures can be se-
lected and their associated triangles can be saved as
individual surfaces. These tools are mainly used for
final visualization purpose. They also support further
processing such as the insertion of new structures and
the subdivision of existing ones.

Data integration

The resulting atlas represents a group of structures
which can be regarded as a certain level of a hierarchy.
On the next level substructures as for example single
neurons or the glomeruli are added. The integration
of additional data follows the above process. Again
preprocessing, segmentation, averaging and surface re-
construction are needed in order to insert more detail
into the existing atlas. We exemplary describe the ap-

proach for the integration of a projection neuron. See
Figure 5 for the visualization of some work steps.

Image acquisition and preprocessing. Projection
neurons (PN) are stained and imaged using confocal
microscopy. Typically 2×2 tiled stacks of 350 sec-
tions each with 1024×1024 voxels are scanned. The
integration of the PN also requires an acquisition of
its surrounding neuropil regions which are needed for
the registration. Therefore a generic counterstaining
is applied and imaging is done according to the above
protocol.

To avoid loss of detail usually neither resampling
nor merging of the PN image stacks takes place. In
contrast aiming at lower computation times in the reg-
istration step the size of the neuropil data is reduced
and the stacks are composed into one data set. Neu-
ron images usually contain only parts of the brain and
subsequent steps of the pipeline have to be restricted
to these parts. For this purpose several regions in the
label image of the atlas have to be removed and the
volume has to be cropped.
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(a) (b)

(c) (d)

Figure 5. Neuron integration. (a) Segmentation of a neuronal part in one of the four commonly acquired image stacks.
(b) Combined display of surface reconstructions of neuropils surrounding the considered neuron. The individual (light)
and the standard neuropils (dark) differ in size and orientation. (c) After affine registration of the individual to the
standard neuropils, the neuron (arrows) sticks out the atlas. Nonrigid registration can compensate for this inaccuracy.

(d) View of a complete bee brain with a selection of integrated neurons

Neuron segmentation. The neuropils belonging to
the considered neuron are segmented as described in
Section Segmentation. For the segmentation of the
neuron itself more specific methods are needed. Due
to staining intensity variations, the existence of fine
structures close to the resolution limit, and a partly in-
sufficient resolution in z-direction fully automatic seg-
mentation has not been achieved yet. In our pipeline
promising results can be obtained by means of line
extraction algorithms [SED∗04, WnZ03]. Thereby
the user manually sets branching or end points thus
roughly tracing the graph like structures of the neuron.
The centerline and thickness of the neuronal segment
between these points are then detected automatically
for example by minimizing an energy functional.

Registration of surrounding neuropils. For the inte-
gration of the neuron into the atlas the individual neu-
ropils and the corresponding neuropils of the standard
are registered using the same methods as for comput-

ing the standard. Afterward the resulting transforma-
tion is applied to the neuron data.

Surface reconstruction. Using a thickness-
annotated graph, which represents the neuron, a
surface reconstruction can be easily obtained. Our
pipeline contains an implementation of the method
described in [WnZ03]. Here the neuronal surface is
initially described as a union of a set of spheres and
cylinders. Applying an implicit surface algorithm,
consistent and closed surfaces are generated that can
be used for volume or surface rendering.

Computational performance
The computation time for the generation of an atlas
highly depends on the number of individual data sets
and the chosen registration strategy. An averaged at-
las composed of ten individual brains can be created
within one week. The following measurements apply
to a single data set of size 650 × 400 × 120. Align-
ment and merging of the stacks took about two min-
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utes. Manual segmentation of the neuropils required
between two and six hours depending on the number
of neuropils and the user’s knowledge. Affine registra-
tion needed one hour. Non-rigid registration according
to [RZM∗02] required one hour whereas the method
presented in [RBMM01] used up to 12 hours. Label
voting and intensity averaging required about two min-
utes. The surface was generated within 38 seconds and
produced 1.2 · 106. triangles. The simplification down
to 2 · 104 triangles required 168 seconds and the final
remeshing took about 3.5 minutes. The computation
times for the steps of the integration of neuron data
are similar. Speed-up can be observed during registra-
tions. This results from the reduction of the data to
only concerning neuropils. All techniques were tested
on a current PC (3.0GHz Intel Pentium 4 processor).

4. APPLICATIONS
Using the proposed pipeline, a standard atlas of the
honeybee brain has been generated [BRR∗05]. This
standard initially composed of 22 neuropils, is cur-
rently extended and refined. In [KMK∗04] progress
has been made in the investigation of the temporal dy-
namics of olfactory coding, and the neuronal wiring
within different integration areas of the olfactory path.
Here experimental data were acquired by stimulating
the antennae with a range of odors and recording the re-
sponse from single projection neurons. Individual neu-
rons and accordant neuropils were reconstructed and
collected into the framework of the standard atlas of
the honeybee brain. Thus morphological as well as
physiological properties of brain structures have been
integrated. This work directly supports the analysis of
neuronal circuits and explores the role of single neu-
rons within the network.

The standardized atlas of the fly brain
(see [RZM∗02] for details) is upgraded by an av-
erage model of the thoracic-abdominal nervous
system, which contains deeply analyzed insect motor
pattern generators and most of the insect individually
identified neurons. Multiple stained whole-mount
preparations of the thoracic ganglia are averaged (see
Figure 6 for first results). Afterward morphological
details such as projections of legs, wings and halteres
are added to the standard. On the next level neuropil
structures are subdivided based on functional issues
and finally groups of identified neurons are integrated
into the atlas.

Parts of the pipeline have also been used for the gen-
eration of a standard atlas out of ten individual locust
(Schistocerca gregaria) brains. Here neuropils belong-
ing to the first hierarchy of the brain structure ontol-
ogy have been averaged. The atlas is intended to form
a spatial reference for the analysis of the central com-
plex, its substructures, and its nervous system down to
single neurons [KSH05].

Figure 6. Atlas of fly thoracic ganglion. Shown are the
average surface reconstruction of three individual fly tho-
racic ganglions and an overlaid individual surface recon-

struction (grid)

The most time-consuming step in geometry recon-
struction from image data is image segmentation.
Using atlases, fully automatic segmentation of image
data from an unknown subject can be performed.
In [RBMMJ04] confocal microscopy images of 20 in-
dividual bee brains have been segmented by nonrigid
registration to an atlas. The results were compared to
a manually generated gold standard and showed a very
high accuracy for most of the considered structures.

5. CONCLUSION AND FUTURE
WORK

We presented a standardized pipeline for the creation
of population-averaged atlases from 3D image data.
The atlases are surface-based and extendable. Our
pipeline consists of a sequence of steps, of which some
require fine-tuned and sophisticated image and geome-
try processing algorithms. The proposed pipeline has
been used to create a honeybee ‘standard brain’ and it
is applied in a variety of other biological fields now.

Atlases resulting from the proposed procedure serve
as spatial references, into which data from other ex-
periments can be integrated – while maintaining their
spatial context. Thus a natural organization of infor-
mation is achieved that is well suited for visually sup-
ported analysis. Utilization of such reference models,
augmented with empirical data of diverse provenance,
greatly facilitates many scientific investigations. Ex-
amples in neurobiology are investigations of relations
between brain morphology, brain function, and genetic
factors.

In the future we will also associate ontological in-
formation with the spatially referenced substructures.
This will provide not only a visual representation of
the natural ontology of biological structures, but also
will enable new navigation techniques.
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ABSTRACT
In order to efficiently explore unknown virtual worlds with a camera, the camera has to be as autonomous as 
possible, in order to take decisions whenever it  is necessary. In this paper, we present a formalisation of the 
automatic virtual world exploration problem, together with a technique allowing on­line incremental external 
intelligent exploration of a virtual world by a camera. This technique is based on an evaluation function which 
takes into account scene's covering and quality of points of view, together with a small number of positions that 
should be reached by the camera and tries to make exploration plans in order to reach them using incremental 
determination of the next camera position.

Keywords
Virtual worlds, camera's movement, heuristic search, good view, evaluation function, incremental exploration, on­
line exploration

1.INTRODUCTION
Automatic   exploration   of   virtual   worlds   becomes 
more and more necessary because of development of 
virtual   reality   applications   on   computers.   This 
technique   is   especially   useful   to   give   elegant 
solutions   in   two   kinds   of   problems:   scene 
understanding and guided visits  of  a  virtual  world. 
When an unknown scene is found on the Internet, the 
user would like, generally, to know what it represents. 
In order to see the scene, he (she) must display it on 
the screen but the chosen point of view can be poor. 
It is difficult to look for a good point of view for a 
scene displayed on the screen because the screen is 
bidimensional while the scene is tridimensional. The 
problem   becomes   more   complex   when   the   found 
scene is very complex. In such a case, a single point 
of view is clearly not sufficient. How to find other 
interesting points of view? How to use them in order 
to better understand the scene? Unlike the user, the 
computer  has  a  complete knowledge of   the  scene’s 

geometry   and   topology.   So,   it   should   be   able   to 
propose interesting points of view, according to some 
view quality criteria, and even to intelligently explore 
the   scene,   because   a   set   of   views   of   the   scene, 
without a good transition between these views, does 
not assure a good knowledge of it.

A guided visit  of a virtual world  is  quite different. 
The virtual world can be a virtual representation of a 
museum, a particular building or a (part  of a) city. 
Geometry and topology of the virtual world are not 
sufficient   for   the  guided  visit.  The designer  of   the 
virtual world would like to show a set of interesting 
places in the world and the guided visit should take 
into account the designer’s wishes. Again, in such a 
case,   the   computer   has   more   information   on   the 
virtual world to visit than the visitor and it should be 
able   to  propose  a  guided exploration  of   the  world, 
taking into account the desires of the world designer.

In   section   2,   the   problem   of   virtual   worlds 
exploration will be discussed. Authors conception of 
heuristic   search­based   scene   exploration   and   the 
corresponding   implemented   techniques   will   be 
proposed   in   section   3.   In   section   4,   plan­based 
improvements   of   heuristic   search­based   scene 
exploration   will   be   presented,   while   in   section   5 
results, obtained by those of the proposed techniques 
which are currently implemented, will  be presented 
and discussed. Section 6 will conclude the paper. 

Permission to make digital or hard copies of all or part of 
this work for personal or classroom use is granted without 
fee  provided   that   copies   are   not   made   or   distributed   for 
profit  or  commercial  advantage and  that  copies  bear   this 
notice   and   the   full   citation   on   the   first   page.   To   copy 
otherwise, or republish, to post on servers or to redistribute 
to lists, requires prior specific permission and/or a fee. 
Copyright UNION Agency – Science Press,  Plzen, Czech 
Republic.
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2.THE PROBLEM OF VIRTUAL 
WORLDS EXPLORATION
There   are   two   possibilities   when   one   wishes   to 
explore a virtual world with a camera. The first kind 
of   exploration   is  global   exploration,   where   the 
camera   remains   always   outside   the   world   to   be 
explored. The second one is local exploration, where 
there is immersion of the camera inside the world.

Global exploration is based on a camera which moves 
around  the scene and tries  to give the user a  good 
general  knowledge of  it  by exploring first   the most 
interesting   parts   of   the   scene.   Having   a   global 
knowledge   of   the   world   to   be   explored   is   always 
necessary   and,   for   a   great   part   of   scenes,   global 
exploration gives the user sufficient knowledge of the 
scene.

The purpose of   local  exploration  is  a  more precise 
knowledge of a scene, or of a part of it, by immersion 
of the camera inside the scene. The camera is now a 
part   of   the   world   and   it   must   take   into   account 
possible   obstacles   which   could   obstruct   its 
movement.  Local   exploration   is   rarely   sufficient   to 
give   the   user   a   good   knowledge   of   the   explored 
world.   However,   this   kind  of   exploration   could   be 
seen as a complement of global exploration whenever 
global exploration does not allow to see some details. 

Let us consider the case of figure 1, where the scene 
is represented in 2 dimensions in order to make the 
problem easier   to  understand.  The object  A of   the 
scene   cannot   be   seen   by   a   camera   which   moves 
around the scene. In such a case it is necessary to add 
local exploration,  with   immersion of   the camera  in 
the   scene,   in   order   to   give   the   user   a   complete 
knowledge.

In some cases, the two scene exploration approaches 
can be combined. Let us consider the case of a virtual 
city. It is important to have sufficient knowledge of 
the general structure of   the city  before choosing to 
visit a particular place in it.

On the other hand, virtual world exploration may be 
on­line or off­line exploration.

On­line virtual world exploration may occur when the 
user discovers a new virtual world and would like to 
understand it as soon as possible. In such a case the 
camera path has to be determined in an incremental 
way, in real time, with only local knowledge of the 
world to explore.

In off­line virtual world exploration the user, having 
discovered   a   new   virtual   world,   cannot   explore   it 
immediately.   In   such   a   case   a   camera   path 
determination   module   may   compute   an   optimised 
path for the camera, which may be used by the user 
for   later   exploration.   In   off­line   virtual   world 
exploration,   camera   path   determination   is   more 
precise but   it  may be  time consuming.  This   is  not 
really a drawback, as the user decided to understand 
the virtual world later. 

In   this   paper,   only   incremental   global   on­line 
exploration   is   concerned.   Techniques   for   off­line 
exploration,  as  well  as   techniques   to   improve  local 
exploration   have   been   presented   in   other   papers 
[Sok06a, Sok06b, Sok05, Sbe05, Jau06].

3.HEURISTIC SEARCH BASED 
VIRTUAL CAMERA'S MOVEMENT 
AROUND A SCENE
What are the main requirements for a good on­line 
global exploration of a virtual world with a camera? 
All that we need is :

• a criterion of “good view”,
• some   general   purpose   rules   on   the   camera’s 

movement,
• an   evaluation   function   allowing   the   camera   to 

choose its next position.
It   is   admitted   that   the   camera’s   direction   of   view 
relies the camera to the centre of the scene and that 
the camera’s cone of vision contains the whole scene. 
In the following lines we will explain how the three 
main requirements: “good view” criterion, evaluation 
function and camera’s movement rules are chosen for 
heuristic search­based scene exploration.

3.1.The “good view” criterion
What can be a “good” view for a virtual world? If the 
virtual   world   is   completely   unknown,   the   only 
possible criterion would necessarily be a geometry­
based one because the geometry of the world is the 
only thing the computer knows. If the virtual world to 
be explored is sufficiently known and the purpose of 
the   exploration   is   to   show   some   important   or 
interesting places of this world, the criterion should 
take into account the view of these selected places.

Some   authors   have   worked   to   find   a   criterion   of 
“good view” and methods to  locate good points of 
view for a scene [Col90, Kk88, Ple91, Ple96]. Other 

Figure 1. The camera cannot see object A
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authors   are   working   to   define   a   criterion   of   good 
point of view based on information theory [Sbe02]. A 
review of virtual world exploration techniques can be 
found in [Ple03]. More recently, some work was made 
to   define   more   accurate   viewpoint   quality   criteria 
[Sok06, Ple06, Lee05, Vaz03].

In   this   paper,   we   use   a   geometry­based   criterion 
[Bar99],   even   if   the   proposed   virtual   world 
exploration method works with other criteria as well.

The used “good view” criterion is a combination of 
two notions: the notion of “number of visible details” 
and   the   notion   of   “importance   of   a   detail”.   More 
precisely, considering that a scene is a set of surfaces, 
the   good   view   criterion   is   a   combination   of   two 
quantities:

• number of visible surfaces,

• area of the projected visible part of each surface.

More precisely, the importance of a point of view will 
be computed using the following formula:

where:

- I(V) is the importance of the view point V,

-Pi(V) is the projected visible area of the polygon 

number i obtained from the point of view V,

- r is the total projected area,

- n is the total number of polygons of the scene.

In   this   formula,   [e]   denotes   the   smallest   integer, 
greater than or equal to e, for any expression e.

The   problem   with   automatic   computation   of   good 
view directions is that it is a time consuming process, 
hardly compatible with a real time smooth movement 
of a camera. So, in order to reduce the time cost of 
this   task,  we  apply   a   computation   technique  using 
image analysis.    Based on   the  use  of   the  OpenGL 
graphical library and its integrated z­buffer, the used 
technique is described in this section.

If  a  distinct  colour   is  given  to  each surface of   the 
scene, displaying the scene using OpenGL allows to 
obtain a  histogram which gives  information on   the 
number   of   displayed   colours   and   the   ratio   of   the 
image space occupied by each color.

As each surface has a distinct colour, the number of 
displayed colours is the number of visible surfaces of 
the  scene  from  the  current  position of   the camera. 
The ratio of the image space occupied by a colour is 
the area of   the projection of   the visual  part  of   the 

corresponding surface. The sum of these ratios is the 
projected area of the visible part of the scene. In this 
manner,   the   two   good   view   criteria   are   computed 
directly   by   means   of   an   integrated   fast   display 
method.

With  this   technique,   the   same  formula  as  above  is 
used to compute the importance of a point of view 
but now:

Pi(V)  is   the number of pixels  corresponding to  the 
polygon   number   i   in   the   image  obtained   from  the 
view point V and,

r is the total number of pixels of the image (resolution 
of the image),

The main advantages of  the used technique are the 
following:

• Approximated computing of the number of visible 
surfaces and of the projected area of each visible 
surface by image analysis is very easy. The total 
time   cost   of   the   technique   is   O(d)   +   O(m+n), 
where O(d) is the image computing cost, m is the 
number of pixels of the image and n the number 
of polygons (surfaces) of the scene.

• The   display   cost   with   a   hardware   acceleration 
based z­buffer is not important and a large number 
of polygons can be displayed very quickly.

To   determine   the   starting   point   of   the   scene 
exploration process,   that  is,  a point  of  view with a 
high   probability   to   be   the   best   one,   the   following 
technique is used:

The surface of the sphere where the camera is moving 
is divided in 8 spherical triangles. The best spherical 
triangle is  determined by positioning the camera at 
each intersection point of the three main axes with the 
sphere and computing  its   importance as  a  point  of 
view.   The   best   intersection   point   on   each   axis   is 
selected. These three points on the sphere determine a 
spherical triangle, selected as the best one.

The next problem to resolve is the selection the best 
point   of   view   on   the   best   spherical   triangle.   The 
following heuristic search technique is used to resolve 
this problem: 

If the vertex A (figure 2) is the vertex with the best 
evaluation  of   the   spherical   triangle  ABC,   two new 

I V =

∑
i=1

n

[ P i V 

P iV 1 ]
n



∑
i=1

n

P i V 

r

Figure 2. Heuristic search of the best point of 
view by subdivision of a spherical triangle
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vertices  E  and F  are   chosen at   the  middles  of   the 
edges AB and AC respectively and the new spherical 
triangle ADE becomes the current spherical triangle. 
This process is recursively repeated until the quality 
of  obtained   points   of  view does  not   increase.  The 
vertex  of   the   final   spherical   triangle  with   the  best 
evaluation is chosen as the best point of view.

3.2.The general rules guiding the 
camera’s movement
The problem of virtual world exploration by a camera 
is   a   very   interesting   and   useful   problem   but, 
surprisingly, very few authors have been interested in 
it [Fou96, Mou96, Jar98, Bar99, Bar00a, Bar00b]. In 
the     following   lines   our   conception   of   the   rules 
guiding the camera’s movement is presented.

During its movement, the camera has to explore the 
scene as well as possible. So, the camera’s movement 
must apply some intuitive heuristic rules insuring a 
good exploration. The more important rules are the 
following :

• It   is   important   that   the   camera   moves   along 
positions which are good points of view.

• The camera must avoid fast returns to the starting 
point or to already visited points.

• The camera’s path must be as smooth as possible 
in order to allow the user to better understand the 
explored   scene.   A   movement   with   brusque 
changes of direction is confusing for the user and 
must be avoided.

The first and second rules will be taken into account 
by  the  camera’s  position  evaluation   function which 
will be presented below. In order to always apply the 
third rule, the following technique is used.

Once   the   supposed   best   point   of   view   has   been 
computed on the surface of the sphere, the camera is 
set  on   this  point  and   the  movement  of   the  camera 
starts by a decision for the camera’s initial movement 
direction.   Initially,   all   directions   are   plausible   and 
eight movement directions are considered.

For each possible new position of the camera on the 
surface of the sphere, corresponding to a movement 
direction,   the   view   direction   from   this   point   is 
evaluated   and   the   chosen   position   is   the   one 
corresponding to the best view direction value.

After the first movement of the camera, a movement 
direction is defined by the previous and the current 
position   of   the   camera.   As   blunt   changes   of 
movement direction have to be avoided,  in order to 
obtain a smooth movement of the camera, the number 
of possible new directions of the camera is reduced 
and only  3  directions  are  considered  for  each  new 
movement of the camera (figure 3).

One of the three possible directions will be chosen by 
the position evaluation function which will integrate 
heuristic   rules   taking   into   account   the   first   and 
second   heuristic   rules   presented   above,   at   the 
beginning   of   this   section.   This   position   evaluation 
function   will   be   presented   in   the   following   sub­
section.

3.3.The camera position evaluation 
function
The   purpose   of   the   virtual   camera’s   movement 
around the scene is to give the user a good knowledge 
of the scene’s properties. To do this, a maximum of 
interesting regions of the scene must be seen by the 
camera,   with   a   minimum   displacement   from   the 
starting point.

The three heuristic rules presented at the beginning of 
this   section   must   be   taken   into   account   for   the 
camera’s   movement.   The   third   rule   is   already 
integrated   as   explained   in   sub­section   3.2.   In   the 
following   lines   we   will   explain   how   the   first   and 
second   rules   will   be   integrated   in   the   evaluation 
function of the camera’s position.

In order to avoid a fast return of  the camera to the 
starting point,  because of  attraction due  to   the  fact 
that   this  point  determines   a  good  view position,   a 
weight is assigned to each position of the camera. The 
weight of a position is proportional to the distance of 
the virtual camera from the starting point. What is the 
distance of a point on the surface of a sphere from the 
starting point? We define this distance as the length 
of the arc of the circle obtained by the intersection of 
the sphere by the plane defined by the starting point, 
the current position of the camera and the centre of 
the scene.

In fact, we must consider two kinds of distance.

• The   length   of   the   path   traced   by   the   camera’s 
movement (figure 6a). The length of this path can 
be   computed   as   the   sum   of   the   chords   of 
elementary arcs obtained by decomposition of the 
path.

• The minimal length arc between the starting point 
and the current position of the virtual camera, that 
is,   the distance of   the current position from the 
starting point (figure 4).

Figure 3. Only 3 directions are considered 
for a smooth movement of the camera
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In   order   to   create   a   heuristic   function  guiding   the 
movement  of   the   camera,  we  can  observe   that   the 
importance of the camera’s distance from the starting 
point   is   inversely  proportional   to   the   length  of   the 
path traced by the camera.

Thus, our heuristic function computing the weight of 
a position for the camera on the surface of the sphere 
must take into account :

• The   global   evaluation   of   the   camera’s   current 
position as a point of view  (nc).

• The path traced by the camera from the starting 
point to the current position (pc).

• The   distance   of   the   current   position   from   the 
starting point (dc).

Finally,   the   main   function   we   have   chosen   is   the 
following :

where w denotes the weight and c the current position 
of the camera.

4.PRINCIPLES OF GOAL­BASED 
CAMERA MOVEMENT
The problem with  the scene exploration  techniques 
proposed   in   section   3   is   that   the   choice   of   the 
camera’s next position is based on local estimation of 
the position, trying only to push the camera far from 
the starting position. That is, there is not a real scene 
exploration strategy.

It would be interesting if the camera could elaborate 
exploration   plans,   with   the   purpose   to   reach 
interesting view positions.

Currently, we are only sure that the camera reaches a 
single interesting position, the starting position. With 
a   strategy   based   on   plan   elaboration,   reaching 
interesting   positions   should   be   considered   as   a 
permanent goal.

As  a  partial  goal  of   scene exploration  could  be   to 
reach   an   interesting   position   for   the   camera,   it   is 

possible to imagine three different plans:

1. Direct movement of the camera to the interesting 
point   to   reach,   taking   into   account   the  general 
purpose rules on the camera’s movement.

2. Progressive movement of the camera towards the 
interesting point to reach, taking into account the 
quality   of   the   possible   next   positions   of   the 
camera.

3. Progressive movement of the camera towards the 
interesting point to reach, taking into account the 
quality   of   the   possible   next   positions   of   the 
camera   and   the   quality   of   the   possible   last 
positions before reaching the goal position.

In figure 5, P1 is the current position of the camera 
and P2 is an interesting position to reach. The first 
possibility is to choose the shortest path from P1 to 
P2,   in  order   to   reach  P2  as   soon  as  possible.  The 
second possibility tries to reach P2 but the evaluation 
function determining the next position of the camera 
takes into account the quality as a point of view of 
every   possible   next   position.   So,   the   path   of   the 
camera is not always the shortest one from P1 to P2. 
Figure   8   illustrates   above   all   the   third   possibility: 
here, the evaluation function is used to determine the 
next position of the camera, whose current position is 
P1, and the last position before the goal position P2, 
taking into account the quality as a point of view of 
each candidate position. If the determined next and 
last  positions are  respectively P3 and P4,   the same 
process is applied to determine a path for the camera, 
where P3 is its current position and P4 the position to 
reach.

This determination of next and last positions can be 
made using a heuristic search at one level of depth or 
at  many   levels.  The   evaluation   function   computing 
the importance of a position must take into account, 
at each step, the current distance between the starting 
position and the position to reach.

So, the proposed goal­based strategy is made of two 
steps:

• Selection of a small number of interesting position 
for  the camera. This number has to be small   in 
order to allow on­line exploration.

• Virtual world exploration, using one of the three 
plans proposed above.

During exploration,  only  not  yet  seen polygons  are 
taken   into   account   to   determine   the   quality   of   a 
camera position.

How to choose a small set of interesting positions to 
reach   on   the   surface   of   the   bounding   sphere?   An 
interesting position is a position being a good point of 
view. The chosen solution is to divide the bounding 
sphere in 8 spherical triangles and to compute a good 

wc=
nc

2 1 dc

pc 

Figure 4. Distance of the current position 
of the camera from the starting point
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point  of view for each spherical  triangle,  using the 
technique described in section 3.1.

Now, given the current position of the camera and an 
interesting position to reach, the following strategy is 
used   when   applying   the   third,   most   general, 
exploration plan presented above.   If IP  denotes the 
interest of the position P, n(P) the next position from 
position   P,   p(P)   the   previous   position   from   the 
position P to reach, pvP the quality as a point of view 
of   the   position   P,   d(P1,   P2)   the   distance   between 
positions P1 and P2 on the surface of the sphere and 
Pc  and Pr  respectivelly   the current  position and  the 
position to reach, the next position of the camera can 
be evaluated using the following formula:

In  this   formula,   the next  position of   the  camera  is 
chosen   in   order   to   have   the   following   conditions 
verified:

• The next camera position is a good point of view

• There   exists   a   position,   before   the   position   to 
reach, which is a good point of view

• The   distance   between   the   next   position   of   the 
camera   and   the   position   before   the   position   to 
reach is minimal.

It is possible to transform the above formula in order 
to apply the second exploration plan presented at the 
beginning of this section. Here, only the next position 
of   the  camera has   to  be computed,   the position   to 
reach remaining the same (P2). The new formula will 
be the following:

The main advantage of the second exploration plan is 
that   exploration   is   faster.   On   the   other   hand,   the 
control of the camera trajectory is less precise.

5.IMPLEMENTATION OF 
EXPLORATION TECHNIQUES AND 
RESULTS
A great part of the techniques presented in this paper 
and allowing intelligent exploration of virtual worlds 
has been implemented. In figure 6,  one can see an 
exploration  of   a   scene   representing   an   office.   The 
movement of the camera is represented by the dotted 
line.   This   exploration   is   based   on   the   method 
described   in   section   3.   The   camera’s   motion   is 
smooth   and   the   scene   is   well   understood   after   a 
relatively   short   exploration.   In   this   kind   of 
exploration, the camera’s next position is computed in 
incremental manner but the exploration is not goal­
oriented, as there are not goals to reach.

The first exploration plan described in section 4 was 
implemented but it is not very interesting, as smooth 
movement   of   the   camera   is   not   guarantied.   The 
second exploration plan produces interesting results, 
which will be commented in this section. The third 
exploration strategy is under implementation.
We   have   chosen   to   comment   on   results   of   the 
proposed   plan­based   method,   obtained   with   two 
scenes: The office scene, already seen in figure 6, and 
a   sphere   with   6   holes,   containing   various   objects 
inside.   This   second   test   scene   is   very   interesting 
because   most   of   the   scene  details   are  visible   only 
through the holes.
Four cases were studied, corresponding to variants of 
the second formula of section 4:

1. Only the distance between the current position of 
the   camera   and   the   position   to   reach   is 
considered. The viewpoint qualities of positions 
to reach are not taken into account. See figure 7.

2. Only the viewpoint qualities of positions to reach 
are considered, that is, the next point to reach is 
the   closest   to   the  current  camera  position.  See 
Figure 8.

Figure 6. Exploration of an office by the 
techniques explained in the previous section
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d nPc  ,P2 

Figure 5. Plan elaboration using heuristic search 
from the starting position to the goal position
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3. Both   distance   and   viewpoint   quality   of   the 
position   to   reach   are   considered,   with   equal 
weights   (ratio   viewpoint   quality/distance  =   1). 
See Figure 9.

4. Both   distance   and   viewpoint   quality   of   the 
position   to   reach   are   considered,   with   the 
distance   weight   equal   to   twice   the   viewpoint 
quality weight (ratio viewpoint quality/distance = 
1/2). See Figure 10. 

One can see that the fourth case gives the best results 
with both test scenes. With the sphere test scene, the 
fourth case gives  results  very close  to  those of  the 

first case (distance only), as it can be seen in figure 
11.

Graphic representations of results (Figures 12 and 13) 
show that, in all cases, more than 80% of the scene is 
seen when the last of the initially defined positions is 
reached by the camera. This proves that the chosen 
method for creating the small initial set of positions 
to reach is well adapted to the purpose of the plan­
based automatic exploration. The number of positions 
to reach of the initial set is generally small (usually 
8), so that the added extra time cost is negligible.

Figure 11. The distance­based path(in green) 
is very close to the best path(in red)

Figure 12. Graphic representation of results with 
the Office test scene

Figure 13. Graphic representation of results with 
the Sphere test scene

Figure 7. Only distance to the next position to 
reach is taken into account

Figure 8. Only viewpoint qualities of the positions 
to reach is taken into account

Figure 9. Both distance and viewpoint quality 
are equally considered

Figure 10. The distance is twice more important 
than viewpoint quality
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6.CONCLUSION AND FUTURE WORK
In this paper we have presented techniques allowing 
external intelligent exploration of a scene by a virtual 
camera. In these techniques the camera is supposed to 
move on the surface of a sphere bounding the scene.
The   presented   techniques   perform   incremental 
determination of the next position of the camera and 
take   into   account   both   viewpoint   quality   and 
positions that should be reached by the camera and 
try   to elaborate exploration plans   in  order  to  reach 
these positions when they try to determine the next 
camera position.
The study of obtained results shows that the distance 
of  the current camera position from the position to 
reach   is   often   more   important   than   the   viewpoint 
quality of the current position. In our opinion this fact 
can be explained by the mode of choice of the initial 
set  of positions  to  reach.  As  they are chosen to be 
good viewpoints and well distributed on the surface 
of the surrounding sphere, it is natural to discover a 
big part of the virtual world by visiting the positions 
to   reach  only   according   to   their   distance   from  the 
current   position.   The   optimal   ratio   viewpoint 
quality/distance is 1/2. Obtained trajectories with this 
ratio are always interesting and the used methods are 
not time consuming. In implemented techniques, the 
movement of  the camera is smooth and the chosen 
camera paths interesting.
Taking into account that the implemented plan­based 
technique   uses   the   second   of   the   three   possible 
camera’s   movement   plans(see   section   4),   one   can 
hope that implementation of the more accurate third 
plan will give much more interesting results. Our next 
work will be implementation of the remaining more 
elaborated plan of the plan­based technique. We are 
also trying to find an objective measure in order to 
evaluate the different scene exploration techniques.
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Abstract

Progressive mesh is a data structure that encodes a continuous spectrum of mesh approximations. Sliding window pro-
gressive meshes (SWPM) minimize data transfers between CPU and GPU by storing mesh data in static on-GPU memory
buffers [For01]. The main disadvantages of the original SWPM algorithm are poor vertex cache usage efficiency, and big
resulting datasets. Connectivity-based algorithm [KT04] achieves a good vertex cache coherence but it does not address the
problem of high memory utilization. In this paper, we describe estimates for the size of memory buffers, and describe methods
to reduce the index datasets. We achieve 20% reduction due to the use hierarchical data structures (clustered patches); further
reduction (50% or more) is possible if one can optimize connectivity of input meshes, or is willing to decrease the number of
mesh approximations stored in the progressive mesh.

Keywords: level of detail, GPU, progressive meshes, independent sets, face clusters.

1 INTRODUCTION
Progressive mesh data structure encodes a continuous
spectrum of mesh approximations [LRC∗02, pp.70–
72]. Efficient hardware rendering of the progressive
meshes is discussed in a number of papers. Many pro-
posed methods do not depend on mesh simplification
procedure; they address only creation and maintenance
of GPU-optimal sequences of triangles, such as trian-
gle strips, while permitting the use of an arbitrary sim-
plification algorithm (see e.g. [LRC∗02, pp.168–169],
[Ste01, BG01, SP03]). These methods process the data
on CPU, and then transfer the results to GPU via gen-
erally slow procedure. Since the use of progressive
meshes implies frequent LOD changes, the data trans-
fers will be a bottleneck in most cases.

The problem of CPU-GPU data transfers is addressed
in some view-dependent schemes, which partition a
mesh into the set of triangle patches, e.g. [YSG05,
CGG∗05]. Each patch is updated once per several
frames, thus the cost of updating the entire model is
distributed over time. However, these schemes impose
significant overheads when rendering smaller meshes
(e.g. <100K triangles) with multiple instances, which
are found in many applications, such as videogames.

Sliding window progressive meshes (SWPM) allow
both efficient rendering of the instantiated meshes, and
fast geomorphing that exploits frame-to-frame coher-
ence. SWPM simplification algorithm partitions a mesh
into the set of patches, which are sequentially replaced
with simpler triangulations in a view-independent fash-
ion. Unlike the view-dependent schemes, SWPM use
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very small patches (about six triangles each), so the typ-
ical difference between two subsequent mesh approxi-
mations is two triangles. The patches are stored in static
on-GPU memory buffers that tend to be relatively large;
this problem is augmented by the fact that simplifica-
tion with higher quality requires even larger buffers.

This paper is organized as follows. Sec. 2 describes
preliminaries about SWPM algorithm. Sec. 3 contains
contribution of this paper; we derive estimates for the
size of memory buffers, and propose methods to reduce
memory consumption.

2 SLIDING WINDOW ALGORITHM
Simplification operators. In this paper, we consider
half-edge collapse and vertex removal operators. Let
M = (V,T ) be a 2-manifold triangle mesh, where V =
{vi|vi ∈ R3} is a set of vertices, and T = {4`|4` =
(vi,v j,vk),vi,v j,vk ∈V} is a set of triangles. Vertex re-
moval operator R(vi) deletes from the mesh the vertex
vi and all incident triangles, and then re-triangulates the
resulting hole with a triangulation algorithm. Half-edge
collapse operator H (vi,v j) replaces the vertex vi with
the vertex v j in all triangles of the mesh M and then re-
moves the resulting degenerate edge and corresponding
degenerate triangles from the mesh. One can interpret
H as a vertex removal with the specific triangulation
algorithm.

Mesh simplification algorithm builds a sequence of
mesh approximations M = {M0,M1, . . . ,Mn} from the
initial mesh M0. An approximation Mk+1 ∈M is the re-
sult of applying the operator H (vi,v j) (or R(vi)) with
some vi,v j ∈ V to Mk ∈ M (the vertices vi and v j are
chosen according to the value of an error metric).

Sliding window algorithm. Sliding window scheme
was described in [For01] as an efficient method for
rendering of instantiated geometry. Consider a mesh
M = (V,T ). Let S(vi) be the set of the triangles incident
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to the vertex vi ∈V , i.e. S(vi) = {4`|4` 3 vi,4` ∈ T}
(S(vi) is also called star of the vertex vi). We say that a
subset P(vi) of the set T is a patch, if S(vi)⊆ P(vi)⊆ T ;
here vi is the inner vertex.

Let P = {P1,P2, . . . ,Pn} be a list of patches, where
P1 ∪P2 ∪ ·· · ∪Pn = T , and any triangle belong to only
one patch. The inner vertices of such patches be-
long to an independent set. We define a list of sim-
plified patches Q = {Q1,Q2, . . . ,Qn}. Each simpli-
fied patch Qi ∈ Q is obtained by applying a simplifi-
cation operator to the corresponding patch Pi ∈ P, i.e.
R(v j) : Pi(v j) 7−→ Qi, or H (v j,vk) : Pi(v j) 7−→ Qi,
where vk ∈ Pi(v j). We stress that a simplification opera-
tor removes the inner vertex only. Thus, we can replace
any Pi with Qi while maintaining conformity (i.e. no
cracks or T-joints) of the mesh.

Let || denote the lists concatenation operator. A||B
builds the list that contains the elements of A followed
by the elements of B, i.e. {a1, . . . ,an}||{b1, . . . ,bm} =
{a1, . . . ,an,b1, . . . ,bm}. We construct the index buffer
(which is a memory buffer that holds triangles connec-
tivity information) from the list of patches P and the
corresponding list of simplified patches Q as follows

I(P,Q) = P1||P2|| · · · ||Pn||Q1||Q2|| · · · ||Qn. (1)

The important outcome of obtaining such I is that we
can render a LOD simply by choosing the appropriate
window in I, e.g. the original mesh M0 is rendered us-
ing the window P1||P2|| · · · ||Pn, M1 is rendered using the
window P2||P3|| · · · ||Q1, M2 is rendered using the win-
dow P3||P4|| · · · ||Q1||Q2, etc. No memory update is re-
quired to change mesh LOD; the index buffer may be
shared among all mesh instances.

Geomorphing. The sliding window scheme enables
efficient geomorphing to smooth LOD transitions.
Consider M0 → M1 transition; only the patch P1
changes and actually needs morphing. In the case of
an arbitrary Mi → M j transition (i < j), the patches
Pi+1,Pi+2, . . . ,Pj, which require morphing, form a
continuous subsequence that may be rendered sepa-
rately from the patches, which do not need morphing.
One can expect that the majority of patches may be
processed without morphing because in practice i is
ofen close to j due to the frame-to-frame coherence.
Since the morphing via linear interpolation effectively
doubles the amount of data transferred per vertex, the
sliding window scheme reduces by a factor of two the
memory bandwidth consumed by geomorphing.

Vertex caching. One have to construct the list
of patches P in such a way that any two subsequent
patches Pi ∈ P and Pi+1 ∈ P share via a vertex cache as
many vertices as possible [KT04]. Thus, the sequence
of simplified patches Q is also cache-optimized.
Therefore, vertex cache hit rate remains high for any
mesh LOD. Alternatively, one can optimize patches
order for efficient Z-culling [NBS06].

3 SWPM INDEX DATASET
Consider a mesh that contains 60K triangles and 30K
vertices. Below we show that SWPM index dataset
takes about 2Mb of memory; on the other hand, only
0.7Mb buffer is required for storing two 3-vectors (e.g.
position and normal) per vertex. Thus, reduction of the
index dataset, which is described in this section, may
be the main tool to reduce the size of geometric data for
memory-limited applications.

Cascade simplification. Suppose, we have obtained
the list of patches P0 (and the corresponding list of
simplified patches Q0) on the mesh M0. We construct
SWPM index buffer B0 := I(P0,Q0). Let Mn be the
simplest mesh approximation that can be rendered us-
ing the buffer B0. It is possible to derive the limits
(7) for the number of triangles Mn contains. How-
ever, many application may require simpler approxima-
tions. Thus, the simplest approximation Mn must be
simplified further; we have to construct the buffer B1 :=
I(P1,Q1) where Mn serves as an initial mesh. Gener-
ally, we construct the buffers B0,B1, . . . ,Bz, where the
buffer Bz contains a sufficiently coarse mesh.

We denote |Bi| the number of triangles, which are
stored in the SWPM buffer Bi. Let β be the total num-
ber of triangles in all SWPM buffers

β :=
z

∑
i=0
|Bi|. (2)

Under certain assumptions it is possible to derive a sim-
ple estimate (10) for the minimum value of β . The
mesh-dependent parameter d is a mean degree of the
vertices of the maximum independent set. Using this
estimator, one can expect that SWPM index dataset is
at least 3–5 times larger than the index buffer of the
original mesh (since typically d ∈ [4;6]).

The factor of error control. A drawback of the sim-
plification algorithms that remove independent vertices
is their limited ability to adapt mesh triangulation ac-
cording to the original surface geometry. Consider the
mesh shown in Fig. 5a. Conservatively, we start sim-
plification by reducing complexity of the flat upper part
of the mesh while leaving the curved bottom part un-
touched as shown in Fig. 5c. However, we delete ver-
tices uniformly from the top and the bottom when re-
moving the maximum independent set.

One possible solution is as follows. First, we sort all
vertices of the mesh M = (V,T ) according to the er-
ror induced by the removal of each vertex. Then we
prohibit removal of k vertices with the largest error;
any such vertex may not become an inner vertex. Let
µ = k/|V | be a user-defined fraction of the vertices that
may not be removed. Typical relations between µ and
the simplification error are shown in Fig. 1. In prac-
tice, setting µ ∈ [0.05;0.2] is often sufficient to achieve
plausible simplification results. Similar argumentation
concerning large meshes can be found in [FS01].
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Figure 1: Relationship between the simplification error and the fraction of non-removable vertices µ
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Figure 2: a) the patches on regular triangulation b) the result of applying Optimize procedure to the mesh shown
in Fig. 2a c) the result of Optimize when d is limited to d ≥ 4 d) the latter procedure is applied to Bunny mesh
(the model is courtesy of Stanford Computer Graphics Lab)

When µ > 0, the following estimator tends to be rel-
atively accurate

β = |T0|(d−1)(µ +1). (3)

Thus, one can expect that SWPM index dataset is 4–7
times larger than the index buffer of the original mesh
(since typically d ∈ [4;6] and µ ∈ [0.05;0.2]).

3.1 Mesh connectivity optimization
It follows from (10) and (3) that the size of index dataset
is proportional to the mean degree of the inner vertices.
At the same time, we notice that a greedy search for
the maximum independent set, which is based on the
minimum-degree heuristics, tends to include the ver-
tices of lower degree to the independent set. There-
fore, one way of minimizing d is creating low-degree
vertices in the mesh artificially, e.g. at the prepro-
cessing step that precedes the simplification process.
One may perform such preprocessing by applying a se-
quence of edge swap operators. Edge swap operator
E (vk,v`,vm,vn) replaces two triangles 4i = (vk,v`,vm)

and4 j = (v`,vk,vn), which share the edge (vk,v`), with
the triangles4′

i = (vk,vn,vm) and4′
j = (v`,vm,vn). As

a result, degrees of the vertices vk and v` decrease.

One simple strategy is applying the operator E itera-
tively until the degree of any vertex cannot be reduced
any further.

function Optimize(M)
X ←{v1}, Y ←{vn}, where vn is connected to v1
for each vi ∈ X
find the edge (vi,vm) such that vm ∈ Y
for each edge (vi,v j) starting with (vi,vm) in ccw order
if v j /∈ Y and vk,v` /∈ X then
M ← E (vi,v j,vk,v`)M
X ← X ∪{v j}
Y ← Y ∪{vk,v`}

return M

For example, Optimize produces the triangulation
shown in Fig. 2b from the triangulation shown in
Fig. 2a. It decreases the mean degree d down to three,
which is the lowest value. However, it is easy to see
that such optimization also dramatically worsens mesh
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quality in planar mesh regions since the majority of
resulting triangles would have obtuse angles. There-
fore, one have to implement a check for planarity;
if a curvature in a vertex is below some threshold,
then degree of this vertex should not be decreased
below four. Such modification of the algorithm is
straightforward; we omit its details. The modified
optimization produces the mesh with diamond pattern
(see Fig. 2c) from the regular triangulation shown in
Fig. 2a. Optimized Bunny model is shown in Fig. 2d.

3.2 Clustered patches

In this subsection we describe an improvement to the
algorithm of SWPM dataset creation. In order to re-
duce the size of index dataset, we reuse the simplified
patches to construct a new set of the patches via clus-
tering.

We demonstrate the idea of clustering on a simple
example. We define the list of seven patches P =
{P1,P2, . . . ,P7} and the corresponding list of simplified
patches Q = {Q1,Q2, . . . ,Q7}. The simplified patches
are shown in Fig. 3b. The simplified patches contain
28 triangles; the numbering of triangles is shown in
Fig. 3a. By X denote the fragment of the index buffer
X := Q1||Q2|| · · · ||Q7 = {41,42, . . . ,428}. The frag-
ment X is shown in Fig. 4a; it is located at the end of
index buffer I(P,Q).

Using a clustering algorithm, we construct a new
list of patches Ph = {Ph

1 ,Ph
2 , . . . ,Ph

n }, where each
patch Ph

i ∈ Ph is a concatenation of one or more
consecutive simplified patches of the list Q. In our
example, we define two patches Ph

1 = Q1||Q2||Q3 and
Ph

2 = Q4||Q5||Q6||Q7 (see Fig. 3c), thus Ph = {Ph
1 ,Ph

2 }.
Then, we build the corresponding list of simplified
patches Qh = {Qh

1,Q
h
2}, and the index buffer I(Ph,Qh)

in the same way as we do it for the basic sliding window
algorithm. The index buffer starts with the fragment
Y := Ph

1 ||Ph
2 = Q1||Q2|| · · · ||Q7 = {41,42, . . . ,428}

(see Fig. 4b), which coincides with the frag-
ment X located at the end of index buffer
I(P,Q) (see Fig 4a). The memory buffer
D := I(P,Q)||I(Ph,Qh) = P1||P2|| · · · ||P7||X ||Y ||Qh

1||Qh
2

contains a large amount of duplicated data because
X ≡ Y . However, instead of D we can use the buffer
Dh := P1||P2|| · · · ||P7||X ||Qh

1||Qh
2 that contains both

I(P,Q) and I(Ph,Qh). The buffer Dh is smaller than D
because the repeated subsequence is omitted.

The goal of clustering is building the lists of patches
in such a way, that two or more index buffers are par-
tially coincident, thus we can construct their compact
memory representation, which is smaller than simple
union of the buffers. As shown in Appendix, the size
of SWPM index dataset decreases as the number of
patches increases. In order to increase the number of
patches, we introduce a notion of linked patches.

In our example, define patches P`
1 = Q1||Q2||{49 ∈

Q3}, P`
2 = (Q3 \ {49})||Q4||{417 ∈ Q5}, and P`

3 =
(Q5\{417})||Q6||Q7 (see Fig. 3d). We call P`

i and P`
i+1

linked patches when they both include triangles of the
same simplified patch. Linked patches P`

1 and P`
2 share

the simplified patch Q3; P`
2 and P`

3 share Q5. We build
the list of patches P` = {P`

1 ,P`
2 ,P`

3} and its correspond-
ing list of simplified patches Q` = {Q`

1,Q
`
2,Q

`
3}. Again,

a fragment P`
1 ||P`

2 ||P`
3 of the index buffer I(P`,Q`) (see

Fig. 4c) coincide with the fragment X ⊂ I(P,Q), thus
we can construct more compact memory representation
of these index buffers.

Linked patches have to be subsequent in the
list P`. As a counterexample, consider such list
P` = {P`

2 ,P`
1 ,P`

3}, where linked patches P`
2 and P`

3
are not subsequent. Any continuous triangles subse-
quence of I(P`,Q`) cannot coincide with Q5; thus,
I(P`,Q`) and I(P,Q) cannot partially coincide, and the
advantage of the use of clustering is lost.

Agglomerative clustering algorithm. The input of
clustering algorithm is the set of simplified patches Q0
and the simplest mesh Mn = (Vn,Tn) produced as a re-
sult of simplification of the mesh M0. The only clus-
tering criterion is maximization of the number of clus-
ters. We can formulate this problem as a maximum
independent set problem on a graph Gh. Each vertex
vi of the independent set is the inner vertex of a patch
Ph(vi), which is formed by the simplified patches that
include the vertex vi. By G(T ) denote the connectivity
graph of the triangulation T . The graph Gh is initialized
with G(Tx); then for each simplified patch Q j ∈Q0 we
find the additional edges, which connect all previously
unconnected vertices of Q j (i.e. the edges required to
make G(Q j) complete), and insert them to Gh.

In order to find the maximum independent set on Gh,
one may use the greedy search described in [SvK97]).
First, we mark high-error vertices (the number of such
vertices is controlled by the user-defined parameter µ),
then we delete all marked vertices by decrementing the
degrees of their neighbors. While unmarked vertices
remain, we choose a vertex of lowest degree for the in-
dependent set and delete it and its neighbors by marking
them and decrementing the degrees of their neighbors.

Additionally, we implement a single-step lookahead
to search for linked patches. For example, suppose the
patch P`

1 = Q1||Q2||Q3 is found in the first iteration of
the greedy search. Then we attempt to find a patch P`

2 ,
which shares Q1, Q2, or Q3 with P`

1 . This is a local
search since the linked patches are in the neighborhood
of P`

1 . If several candidates are found, we choose the
one of the lowest inner vertex degree. If the linked
patch P`

2 is found, we attempt to find a patch P`
3 , which

is linked to P`
2 , etc. When no more linked patches can

be constructed, we proceed with the basic greedy search
for a next independent vertex.
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Figure 4: Coinciding fragments of the index buffers from the example shown in Fig. 3

3.3 Patches with multiple inner vertices
Consider the patch Ph

1 = Q1||Q2||Q3 and its correspond-
ing simplified patch Qh

1. As we simplify the mesh, the
following sequence of replacements occurs: P1 → Q1,
P2 → Q2, P3 → Q3, Ph

1 → Qh
1. To reduce the size of

index dataset, we may choose not to store Q1, Q2, and
Q3; we directly replace P1||P2||P3 → Qh

1 during render-
ing. Thus, we can reduce the size of index data at the
expense of storing fewer approximations. In order to
describe such process we have to extend our previous
definition of a patch.

We define a patch with multiple inner vertices
P∗(vi,v j, . . . ,vk) as a list of triangles, such that
S(vi) ∪ S(v j) ∪ ·· · ∪ S(vk) ⊆ P∗. We construct
the corresponding simplified patch Q∗ by se-
quentially applying simplification operator R
(or H ), which removes the inner vertices, e.g.
Q∗ = R(vi)R(v j) · · ·R(vk)P∗(vi,v j, . . . ,vk). Given the
list of patches P∗ = {P∗1 ,P∗2 , . . . ,P∗n } and its correspond-
ing list of simplified patches Q∗ = {Q∗

1,Q
∗
2, . . . ,Q

∗
n},

we build the index buffer I(P∗,Q∗) and render the
mesh approximations as described in Sec. 2.

A patch with several inner vertices is simplified
more aggressively than a patch with single inner
vertex. Thus, the patches with multiple inner vertices
are particularly useful for the overtesselated models
that contain a lot of redundant coplanar triangles.
Suppose the entire flat upper part of the mesh shown

in Fig. 5a is included into a single patch P∗. Fig. 5c
shows that we avoid simplifying the curved bottom
part by simplifying P∗ only, and reduce the size of
index data. A planarity measure (e.g. dual quadratic
metrics [GWH01]) may be used to select the patches
that are suitable for having more than one inner vertex.

c) λ = 2.4b) λ = 5.7a)
Figure 5: a) original mesh, b) simplification using sin-
gle inner vertex per patch (µ = 0.25), c) the entire flat
upper part is simplified as a patch with several inner
vertices

One method to build the patches with multiple inner
vertices is the clustering algorithm; we simply discard
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the patches Ph as described above. This can be done in
run-time when there is not enough videomemory avail-
able in the system. Alternatively, a mesh partitioning
algorithm may be used to directly obtain the patches
with several inner vertices.

Generally, the patches with multiple inner vertices
provide to the user a way to trade the number of mesh
approximations in SWPM for the smaller index dataset.

4 NUMERICAL RESULTS
Rendering performance. One popular method for ren-
dering of instantiated geometry is the discrete LOD
method where several discrete mesh approximations are
created using a simplification software, such as QSlim.
Then each approximation is optimized for the efficient
hardware processing (we use NVTriStrip package for
this purpose). In run-time, the system selects the most
appropriate mesh approximation to display for an ob-
ject. We compare discrete LOD and SWPM in an ap-
plication that renders 7000 diffusely lit instances of t72
mesh on the system with Athlon64 2.2Ghz and GeForce
7800GTX. The application is not shader-bounded since
we use relatively simple vertex shader (diffuse lighting
only). Two 3-vectors (position and normal) are defined
per vertex. In this test, the camera moves with varying
velocity over the scene that contains regularly spaced
mesh instances. The results are shown in Fig. 6. LOD
selection function is the same for all methods. When
geomorphing is not in use, performance of the discrete
LOD (a) and SWPM (b) is the same because their ren-
dering paths coincide. However, geomorphing causes
a notable slowdown of the discrete LOD rendering (c)
since it doubles the bandwidth required for the vertex
data (note that its impact may be less serious for shader-
bounded applications since geomorphing is arithmeti-
cally inexpensive). Geomorphing in the sliding window
scheme (d) is not expensive due to the use of frame-to-
frame coherence (as discussed in Sec. 2). This advan-
tage disappears when the frames are highly incoherent.
For example, a fast camera movement lasts for 8 sec-
onds starting from 9th second of the timedemo; both
methods (c) and (d) demonstrate similar performance
during this period. The curve (e) shows performance
of CPU-based progressive meshes implementation (as
found e.g. in DirectX D3DX 9.0) that streams the list
of indices from CPU to GPU each frame; the applica-
tion generates approx. 500Mb of indices per second,
which makes such scheme impractical.

Index dataset reduction. Table 1 demonstrates the
results of dataset reduction techniques. The parame-
ter λ in (9) relates the size of resulting SWPM index
dataset to the number of triangles in the original mesh.
In Table 1, the coefficient λ corresponds to the pro-
gressive mesh obtained using the basic sliding window
algorithm; dataset reduction techniques decrease this
value according to the percentages (a)–(d). The values
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(e) Stream. VIPM

Figure 6: Rendering speed of several LOD algorithms
in frames per second over time

Basic SWPM Index dataset reduction, %
Mesh |T0| λ (a) (b) (c) (d)

Regular 49920 5.4 39% 18% 41% 58%
TIN 77632 5.2 28% 16% 31% 51%

Hugo 16374 5.1 23% 18% 29% 51%
Bunny 69451 5.4 19% 15% 27% 49%
Cessna 7446 5.3 9% 19% 27% 53%

Cow 5804 5.5 11% 18% 26% 49%
t72 2450 3.8 12% 19% 29% 50%
Elf 1274 4.6 6% 20% 31% 57%

Table 1: Index dataset reduction via connectivity op-
timization (a), clustering (b), the combination of opti-
mization and clustering (c), or the combination of opti-
mization and the patches with three inner vertices per
patch (d)

0.5
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LOD

ACMR

t72 (no clustering)
t72 (with clustering)
cessna (no clustering)
cessna (with clustering)

Figure 7: ACMR (vertex cache size is 16 entries) for
all resolutions of t72 and cessna SWPM created with or
without clustering

(d) are obtained by discarding some simplified patches
(as discussed in Sec. 3.3) from the progressive meshes
obtained for the case (c); this normally produces the
patches with approximately three inner vertices.

Following [BG01], we use the average number of
cache misses per triangle (ACMR) as a measure of ver-
tex cache usage efficiency. The clustering is an addi-
tional factor (in addition to vertex cache coherence),
which is taken into account when the order of patches is
determined. Thus, the clustering may cause an increase
in ACMR in some cases (see Fig. 7).
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Simplification quality. We use quadratic error met-
rics [LRC∗02, pp.133–134] and half-edge collapse op-
erator to create SWPM. Fig. 8 shows t72 mesh sim-
plified with help of various algorithms. Generally, al-
though SWPM is an ad-hoc algorithm for efficient ren-
dering, it typically produces mesh approximations com-
parable with the results of conservative mesh simplifi-
cation algorithms.

CONCLUSIONS
Proposed methods for datasets reduction extend appli-
cability of SWPM algorithm for memory-limited ap-
plications. The use of SWPM may be an interest-
ing extension to batch-processing view-dependent LOD
schemes, such as [YSG05, CGG∗05].
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A THE BOUNDS FOR SWPM INDEX
DATASETS

Consider the buffer B0 := I(P0,Q0), where the approxima-
tions M0,M1, . . . ,Mn are stored. First part of the buffer, which
contains the non-simplified patches from the list P, forms
the set of triangles T0 of the initial mesh M0 = (V0,T0), i.e.
T0 = P1 ∪P2 ∪ ·· · ∪Pn. Remaining part of the buffer, which
contains the simplified patches from the list Q, forms the
triangles of the approximation Mn = (Vn,Tn), where Tn =
Q1∪Q2∪·· ·∪Qn. Then, the number of triangles in the buffer
B0 is a sum of the number of triangles in T0 and the number
of triangles in Tn, i.e. |B0| = |T0|+ |Tn|. In what follows we
assume that the meshes are 2-manifolds without holes. Thus,
the operator H (or R) removes exactly two triangles from a
patch, so

|Tn|=
n

∑
i=1
|Qi|=

n

∑
i=1

(|Pi|−2) = |T0|−2n, (4)

where n is the number of patches. Hence, one have to max-
imize n in order to minimize |B0|. It follows from the defi-
nition of a patch that maximization of n requires solving the
maximum independent set problem on a mesh connectivity
graph (the set of inner vertices is a maximum independent set).
This is a classical NP-hard problem. There exist polynomial-
time algorithms for finding its approximate solution with a
good accuracy. One greedy algorithm for planar graphs is de-
scribed in [SvK97]. The algorithm’s lower bound for the size
of independent set is n > |V0|/6. It follows from the Euler’s
relation that

n >
|V0|

6
>
|T0|
12

(5)

On the other hand, we note that each patch contains at least
three triangles, so

n 6 |T0|
3

. (6)

Combining (4)–(6), we obtain the bounds

1
3
|T0|6 |Tn|< 5

6
|T0|. (7)

Using Mn as an initial mesh, we construct another SWPM
buffer. Denote this buffer B1. The simplest triangulation
within the buffer B1 may not be sufficient for the applica-
tion. Thus, one has to continue constructing SWPM buffers
B2,B3, . . . ,Bz until the required mesh complexity is achieved.
Our main interest is estimating the parameter β in (2), which
determines the amount of memory required for storing these
buffers.

The approximation Mn serves as an initial mesh when we
construct the buffer B1. Let Mm = (Vm,Tm) be the simplest
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approximation of the buffer B1. Following the same reason-
ing, which is used to obtain (7), we have

1
3
|Tn|6 |Tm|< 5

6
|Tn|.

In order to obtain the upper bound for |Tm|, for |Tn| we take
the upper bound provided by (7). Then

|Tm|< 5
6
|Tn|<

(
5
6

)2
|T0|,

so

|B1|= |Tn|+ |Tm|< 5
6
|T0|+

(
5
6

)2
|T0|.

Generally,

|Bi|<
(

5
6

)i
|T0|+

(
5
6

)i+1
|T0|.

By summing up the inequalities for every |Bi|, we obtain up-
per bound for β

β < |T0|+2
(

5
6

)
|T0|+ · · ·+2

(
5
6

)z−1
|T0|+

(
5
6

)z
|T0|.

We can interpret the right hand side as a converging geometric
series. This is justified since in practice z is relatively big.
Thus, we conclude that

β < 11|T0|.
It is possible derive the lower bound for β using a similar
reasoning. Finally, we arrive to the following inequalities

2|T0|6 β < 11|T0|. (8)

It is natural to express β as a size of initial mesh triangulation
multiplied by a coefficient

β = |T0|λ , (9)

where λ ∈ [2;11) according to (8). We derive the bounds for
the coefficient λ under relatively general assumptions about
the input mesh. However, memory-limited applications re-
quire more precise estimation of λ for specific meshes. Thus,
we have to derive an estimate for λ that exploits properties of
a particular mesh.

A degree of a mesh vertex is the number of triangles in-
cident to this vertex. Let d be a mean degree of the mesh
vertices of maximum independent set. The value of d depends
mainly on the structure of triangulation. We assume that
1. the choice of simplification operators and their parame-

ters preserves the structure of initial triangulation, so d is
approximately the same for any approximation Mi;

2. the size of a patch is approximately equal to the degree of
its inner vertex, thus d is a mean patch size.

Under these assumptions, the number of patches is a ratio of
total number of triangles to d. Applying this relation to (4), it
is easy to show that

|Tn|= |T0|(1−2/d),

|B0|= |T0|+ |Tn|= |T0|(2−2/d),
|Bi|= |T0|(2−2/d)(1−2/d)i.

Again, β is expressed as a converging geometric series

β = |T0|(d−1). (10)

Thus, the size of resulting dataset is proportional to d, which
is a mesh-dependent parameter.

a) original mesh

b) DirectX D3DX 9.0

c) VizUp 1.7

d) QSlim 2.0

e) SWPM (µ = 0.2)
Figure 8: t72 mesh is simplified from 2450 to 640 tri-
angles using different simplification algorithms. As dis-
cussed in Sec. 3, the parameter µ determines tradeoff
between the size of SWPM index dataset and the sim-
plification quality; relations between µ and RMS sim-
plification error are shown in Fig. 1.
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Hardware-accelerated point-based rendering of surfaces
and volumes
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ABSTRACT

In this paper, we present a fast GPU-based algorithm for ray-tracing point-based models, which includes an efficient computa-
tion of secondary and shadow rays, contrary to previous work which supported ray-surface intersections for primary rays only.
Volumetric effects are added to the models by means of scattered data interpolation in order to combine point-based surface
and volume rendering in the same scene. This allows us to obtain effects such as refraction within volumetric objects. The
flexibility of our method is demonstrated by combining shadows, textured objects, refraction and volumetric effects in the same
scene comprised uniquely by point sets.

Keywords: Point-based; Point Set Surfaces; Graphics hardware; Ray-tracing.

1 INTRODUCTION

Mesh-based methods have become the standard de
facto for a wide range of applications. The advances in
mesh-based techniques stimulated the development of
hardware specific to meshes, which in turn encouraged
the development of new and better mesh-based meth-
ods. However, during the last five years, the increase
in the computation power of todays processors and the
flexibility provided by graphics hardware, allowed the
arising of a new set of point-based techniques, which
represent an alternative to mesh-based methods. By
working directly with point clouds, the processing
is done on the raw data without the need for any
intermediate representation and generally artificial
connectivity relations18. Since the only information
needed is the geometry given by the points, larger
models can be stored in memory. Also, re-sampling
during extreme deformations and topology changes is
supported efficiently.

Among the point-based surface approximation meth-
ods developed in the last years are Point Set Surfaces
(PSS)6;30 As stated by Adamson and Alexa 2, PSS
have clear advantages over other point-based surface
approximation techniques when ray-tracing is to be
used, namely the locality of the computations, the
possibility of defining a minimum feature size and the
fact that the surface is smooth and manifold. Beside the
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work for personal or classroom use is granted without fee provided
that copies are not made or distributed for profit or commercial
advantage and that copies bear this notice and the full citation on the
first page. To copy otherwise, or republish, to post on servers or to
redistribute to lists, requires prior specific permission and/or a fee.

Copyright UNION Agency Science Press, Plzen,
Czech Republic.

inherent implications of these three characteristics, the
second advantage can be exploited when computing
the intersection of the ray with the surface, whilst the
last one makes CSG operations feasible.

However, ray-tracing a PSS on current standard PC pro-
cessors is not interactive. To tackle this problem, imple-
mentations on special hardware have been presented.
Wald and Seidel28 implemented a highly-tuned ray-
tracer that used Adamson and Alexa’s implicit surface
definition3 on an Opteron PC, making use of SIMD op-
erations and a number of acceleration techniques origi-
nally developed by the authors in the last years for mesh
models. Tejada et al.27 presented a GPU implemen-
tation to compute ray-surface intersections of primary
with the PSS proposed by Alexa et al. 6.

Thus, based on the work by Tejada et al., we chose to
render the PSS on the GPU exploiting the flexibility and
new functionality offered by currently available com-
modity graphics hardware. As mentioned above, this
approach includes a fast computation of the intersec-
tion of primary rays with the PSS. However, intersec-
tions with secondary and shadow rays are computed by
means of a brute force scheme. Therefore, computing
efficiently these intersections with the PSS on the GPU
is our main concern in this work. The resulting algo-
rithm, which we present in this paper, allows us to work
with nested surfaces and to include self-shadowing in
the scene. In order to include volumetric effects in the
scene, we exploited the texture-based data structure we
use for ray-tracing the PSS, to interpolate the scalar at
the sampling points. This way, we are able to create
scenes, where both surface rendering of the PSS and
volumetric effects are combined. Furthermore, if the
points belonging to a material boundary of the volumet-
ric object are properly identified, we are able to com-
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bine refraction with volume rendering to obtain inter-
esting visual effects.

2 RELATED WORK

As mentioned before, during the last years point-based
methods have gained a new popularity. Modeling tools
and techniques for creating and editing point-based
models have been developed 12;20;30. Also deformable
bodies simulation16, animation19;21, and rendering
algorithms1;3;9;25;29 have been proposed. Alexa et
al.6 proposed a resampling technique for generating
dense samplings in order to cover the image space
consistently by simply projecting the points onto the
screen. The ‘surfaces’ obtained this way are therefore
known as Point Set Surfaces (PSS). PSS is a surface
approximation method that, as stated in the previous
section, presents important advantages for ray-tracing.
PSS have been further studied by Alexa et al. 5, by
Adamson and Alexa3;4, and by Amenta and Kil7;8,
who noted that PSS are an special case of extremal
surfaces15. Amenta and Kil7 also studied important
characteristics about the domain of point set surfaces.

In general, PSS methods make use of classical differ-
ential geometry results to ensure consistent local repre-
sentation through polynomial approximations. In this
respect, Zwicker et al.30 use linear minimization func-
tions based on Weighted Least-Squares (WLS) to de-
fine the local polynomial functions, whilst Alexa et al. 6

employ a non-linear strategy based on Moving Least-
Squares (MLS) to define a local coordinate system on
which a local polynomial approximation of the surface
is calculated using WLS. This approach was based on
the work by Levin14 on the approximation power of the
MLS method. Point-based techniques that make use of
implicit functions whose zero set is guaranteed to gen-
erate surface representations were also proposed 3;8;13.
Also, guarantees for homeomorphical approximations
to the original object based on this implicit function
have been presented11.

Ray-tracing PSS has been previously addressed both on
the CPU2;28 and the GPU27. However, as already men-
tioned, ray-tracing a PSS on the CPU is prohibitively
slow. Therefore, Wald and Seidel 28 presented a ray-
caster, implemented on the Opteron PC, for the implicit
surface definition by Adamson and Alexa 3. Also, a
GPU-based technique was proposed 27, that efficiently
computes the intersection of primary rays with the sur-
face. Although, the advantage of this implementation
is the use of commodity hardware, a description of
how to compute the intersection between secondary and
shadow rays with the PSS efficiently is not presented.
Ray-tracing on the GPU has been addressed in a more
general sense by Purcell23.

3 POINT SET SURFACES

Given a set of points pi ∈ R
3, i ∈ {1, ...,N}, Alexa et

al.6 define the corresponding Point Set Surface Sp as
the set of stationary points for the projection procedure
described in the following. First a local orthonormal
coordinate system is built upon the plane H(n,r + tn),
where the normal n to the plane and the scalar t are
obtained by minimizing

∑
pi∈P(r)

< pi − r− tn,n >2 θ (‖pi − r− tn‖) (1)

with respect to both n and t. Here θ (x) is a non-
negative, monotonically decreasing function and P(r)
is the set of points in the neighborhood of r. For the
weighting function θ (x), authors frequently make use

of a Gaussian θ (x) = e
− x2

h2 , where h represents the lo-
cal level of detail of the object (feature size). Note that
the constraint ‖n‖= 1 must be observed during the min-
imization. Also note that, as a result of this minimiza-
tion, H will be a plane close to r and quasi-tangent to
Sp.

Once the local coordinate system is built over H with
origin in q = r + tn, a local bivariate polynomial ap-
proximation g to the surface is computed using the
points in P(r). If qi is the projection of pi onto H,
(xi,yi) is the local representation of qi in the local sys-
tem and fi = n · (pi −q) (the height of pi over H), then
the coefficients of this polynomial are found by mini-
mizing

∑
pi∈P

(g(xi,yi)− fi)
2θ (‖pi −q‖). (2)

Then, the projection P(r) onto Sp is defined by
P(r) = q+g(0,0).

The minimization defined in Equation 1 is a non-linear
optimization problem. To solve it, we use an iterative
process that descends to the next local minima. This it-
erative process consists of two steps: (1) minimize with
respect to t and (2) minimize with respect to n. In or-
der to start the process a first approximation of n must
be computed using covariance analysis 18. Then, the
minimization with respect to t is performed using the
Brent with derivative algorithm 22, and the resulting t is
then fixed for minimizing with respect to n. Since min-
imizing with respect to n in S

2 (the space of directions)
is computational expensive, an approximation could be
obtained as in the work by Alexa et al. 6 by minimizing
q on the plane defined by q = P(r)+ tn and the previ-
ous n using the conjugate gradient algorithm 26. These
two steps are repeated until the change in both parame-
ters is smaller than a pre-defined threshold. With these
results we build the local coordinate system and com-
pute the local polynomial approximation as described
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above. The minimization of Equation 2 can also be per-
formed using conjugate gradient.

4 RAY-TRACING POINT SET SUR-
FACES ON THE GPU

Based on the observation that the influence of a sam-
ple point pi on the shape of the PSS can be limited,
Adamson and Alexa2 defined a trust region Ti for each
sample point pi as the ball with center on pi and radius
b, where 0.5h < b < h. The idea for the ray-tracing
process is to compute a first approximation of the in-
tersection between the ray and the PSS and then con-
verge iteratively to the actual intersection. For this, in
a pre-processing step, the local polynomial approxima-
tion at each point pi is calculated as described above,
i.e. r = pi. The first approximation for the intersec-
tion is then the nearest intersection xt of the ray with
these pre-computed local polynomials, that lies within
the trust region of the corresponding pi. To converge to
the actual intersection between the ray and Sp, P(xt)
is computed. Note that during this projection process
a local polynomial approximation gt is found. The dis-
tance between P(xt) and xt gives us a measure for the
error et of the current intersection xt . If this error is
greater than an user-defined threshold, the intersection
between gt and the ray is calculated and taken as the
new xt . If xt lies outside the current trust region, the
next nearest intersection of the ray with the pre-stored
local polynomials is found and the process repeated.

Some simplifications were introduced into the GPU im-
plementation of the projection operator 27. Firstly, since
the pre-computation of the local polynomials stored in
each pi requires projecting the sample points, which
are almost on Sp, the iterative process for minimizing
Equation 1 is not performed. Instead, the initial n is
calculated using covariance analysis and the local coor-
dinate system is built over H(n, pi). The same applies
to the computation of P(xt) for the current intersection
xt . Secondly, in order to make feasible the computation
of the coefficients of the local polynomial approxima-
tions on the GPU, an incomplete polynomial of degree
2 is used, namely g(x,y) = Ax2 +By2 +Cxy+D.

We introduce here a further simplification based on the
observation that the intersection of a ray with the stored
polynomials often suffices for obtaining good approxi-
mations to the actual intersection point between the ray
and the point set surface. This means, that the itera-
tive process used to converge to the actual intersection
with Sp is completely avoided. As can be appreciated in
Section 7, the resulting renderings are of good quality
even with this first rough approximation, whilst gaining
performance.

To store the information needed on the GPU, we
use a 2D texture tex_positions with the posi-
tions in space of the sampling points pi and a 3D
texture tex_neighbors with the pointers to the
nearest neighbors of each pi. These textures are
used to calculate the coefficients of the polynomial
gi(x,y) for each pi, which is written to the target
texture tex_polynomial, and the orthonormal
base of the local coordinate system, written to textures
tex_basea, tex_baseb and tex_basec, as done
in previous work27.

With this information, the intersection of the primary
rays with Sp can be efficiently computed 27. However,
contrary to previous work, we approximate this inter-
section as the intersection of the ray with the nearest
polynomial that lies inside the corresponding trust re-
gion. The process is started by rendering for each pi

a viewport-aligned disc with center in pi and radius
b. Each fragment generated this way represents a ray
that intersects the trust region Ti of pi. In the fragment
shader, the ray corresponding to the fragment is trans-
formed to the local system, its intersection with the lo-
cal polynomial gi is computed and, in case the inter-
section lies within Ti, the intersection point is written
to texture tex_intersection, and the normal at
the intersection point to texture tex_normal. With
this information the viewable part of the surface can be
lit and displayed, as shown in Figure 1 where the sur-
face rendering of the Armadillo model (172974 points)
obtained with our GPU renderer is shown. The perfor-
mance for this model was 6 fps on an Nvidia 7900 GT
grahics card.

5 SHADOWS, REFLECTIONS AND
REFRACTION ON THE GPU

To limit the number of points tested to find the intersec-
tion of secondary rays with the local polynomials, we
build a Cartesian grid of reduced resolution (about 203

for a point set of size 35000) covering the domain of
the point set as depicted in Figure 3a. Then, to find the
intersection of a given ray with the point set surface we
traverse the grid starting in the cell where the origin of
the ray lies and test the points stored in each traversed
cell. If the origin of the ray lies outside the grid, the
intersection of the ray with the bounding box is found
and used as the new origin of the ray.

One important issue to consider is shown in Figure 3b,
where the case of a polynomial of a point in a neighbor-
ing cell intersecting the current cell is exemplified. To
deal with this case during the test we must include in
each cell the points in neighboring cells that lie within
a distance b from the boundaries of the cell as shown in
Figure 3a.
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Figure 1: The Armadillo model rendered with our GPU-
based point set surfaces renderer.

This process is also performed on the GPU. Thus, a
3D texture, tex_buckets, for the grid is created
where a pointer to a position in an intermediary
2D texture, tex_pointers, is stored. In tex-
ture tex_pointers pointers to the positions in
tex_position and tex_neighbors correspond-
ing to the points in the cell are stored sequentially.
Then, given a fragment corresponding to an arbitrary
ray (generated by rendering a single quad covering the
viewport and following the refracting ray) the points
corresponding to the cells intersected by the ray are
tested in the fragment shader using this texture-based
data structure.

In Figure 2 we show how this can be used for ray-
tracing a PSS following only the secondary refracted
rays. A complete ray-tracing algorithm on the GPU
could be easily implemented from this results (See 10;24

for details on the implementation of a GPU-based ray-
tracer). One important issue shown in Figure 2 is the
need for a CPU loop for traversing the grid. This loop
could also be implemented in a fragment shader and
only one render pass would be necessary for traversing
the complete object finding all intersections of the ray
(refracted each time an intersection is found) with the
object. However, the number of instructions executed
by the fragment processor is limited and when the num-
ber of points in the object over-passes a certain limit,
regions with green pixels are obtained. Therefore, we
opted for performing a render pass for each traversed
cell. We use ping-pong rendering in order to fetch the
results of the previous pass in the current pass, which

Figure 2: Ray-tracing a PSS following the secondary
refracted rays only. The red pointed arrows represent
the loop on the CPU used for reducing the number of
instructions performed in a single pass.

included the position, direction, cell and accumulated
color (therefore, we render to four render targets).

Also, support for different indices of refraction for each
channel was implemented. Since it is only possible to
have four render targets, we have to execute the process
above described for each channel and combine their
results in a further render pass. Shadows, including
self-shadowing, are easily implemented by traversing
the grid following the light vector. Figure 4 shows vi-
sual results of self-shadowing and shadows between the
Stanford Bunny and the point set of an artifical terrain.

6 INTRODUCING VOLUME RENDER-
ING EFFECTS

As mentioned before, we also included volumetric ef-
fects in the scene. For this, we make use of the texture-
based data structure to perform scattered data interpo-
lation17 of scalar values stored at the sampling points.
These points are classified as belonging to a material
boundary or not. The integration for a ray is started
by using the boundary points to find the first intersec-
tion xp of the ray with the object, with the process de-
scribed in the previous section. The ray is then sam-
pled using a constant step. The neighbors of the current
sampling point xp are found using the grid described in
the previous section, by accessing the points in the cell
where xp is stored, as well as the points belonging to
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(a)

(b)

Figure 3: The Cartesian grid to traverse the object. In
(a) the points within the bright green and red areas are
included in the list of points of the cell colored light
red, due to the case shown in (b) for the shaded cell.
Although there is no point inside the cell, a segment
(shown in red) of the Point Set Surface could intersect
it.

Figure 4: The Stanford Bunny model generating a
shadow on the point-based texturized terrain. Self-
shadowing is also computed.

the neighboring cells. From these points we only use
those within a pre-defined distance k to the integration

point. The interpolated value s(xp) at xp is then given
by

s(xp) =
∑pi∈N(xp) s(pi)exp(−d(xp, pi)

2/2ρ)

∑pi∈N(xp) exp(−d(xp, pi)2/2ρ)
(3)

where N(xp) is the set of points in the k-neighborhood
of xp, d(xp, pi) is the distance between xp and pi and ρ
is a smoothing parameter.

This process is easily combined with the one depicted
in Figure 2 to render mixed scenes with both point-
based surfaces and scattered volumetric data. Further-
more, refraction at the boundaries of a volume is possi-
ble. During grid traversal, for each visited cell, we test
the intersection between the ray and the polynomials of
the points stored in the cell that belong to a material
boundary. If an intersection is found, the direction of
the refracted ray is computed and the integration pro-
cess continues with this new ray direction. This render-
ing process results in interesting visual effects, as can
be seen in the next section.

7 RESULTS

Here we present performance and visual results ob-
tained with known data sets from tests carried out on
a PC equipped with an NVidia 7900 GT graphics card
and rendering to a viewport of size 640× 480. We
run tests with the models using refraction, shadows
computation, volume rendering and volume rendering
with refraction. Also, results for surface rendering with
different indices of refraction (IOR) for each channel
are presented. All these rendering modes can be seen
in Figure 7. For surface rendering without refraction
we achieved frames rates of 28 and 20 fps for the
Stanford Bunny dataset (35947 points) and the Horse
dataset (48485 points) respectively. Including shadows
reduced the performance to 10 fps for the Bunny and to
11 fps for the Horse.

Complex scenes can be described by means of point
clouds as seen in the figures, where examples with
texturized point-based terrains, scenes with refracted
surfaces and volumes, self-shadowing and refracted
volumes are shown. Furthermore, scenes with com-
bined modalities, e.g. refracted volumes and texturized
terrains, are supported. Following the refracted ray
through the object we obtained frame rates of 1.33 fps
for the Stanford Bunny and of 2.16 fps for the Horse
model. As stated above, multiple indices of refraction
were also implemented using multiple passes, which
turned into a slow down of the rendering process (0.25
and 0.22 fps for the Bunny and the Horse respectively).

On the other hand, including volumetric effects in the
rendering does not have a significant impact on the per-
formance, since the scalar values are interpolated at the
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Figure 5: The Stanford Bunny and Horse point sets rendered with the techniques implemented. Starting with the
left-top image row-wise: the raw point set, the point set surface, refraction with single IOR, refraction with multiple
IOR, volume rendering with refraction and volume rendering using transfer functions.

same positions on the ray we use to traverse the grid
structure while computing the intersections of the ray
with the surface. Thus, 1.08 fps were achieved for the
Bunny using combined refraction and volumetric ef-
fects. In this case, the performance for the Horse was
0.96 fps.

8 CONCLUSION

In this paper, we presented GPU-based rendering tech-
niques to render scenes comprised by volumes and sur-
faces described only by points with no other informa-
tion than the position of the points in space and the
scalar value associated to them. By implementing our

techniques on the GPU, we managed to reduce the com-
putation time compared to CPU implementations. Al-
though higher frame rates have been achieved with im-
plementations on specialized hardware, the advantage
of working with commodity graphics hardware is the
accessibility to desktop users and the rapid increase in
computational power and flexibility compared to CPUs.

Currently the most important problem we find for con-
tinuing with the development of point-based methods
is the complexity of the proximity queries. In order to
reduce the time spent in this queries, we had to pre-
compute the nearest neighbors for the sample points
and use a grid-based structure during ray traversal as
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in previous work on ray-tracing on the GPU. However,
this has the disadvantage of using additional storage
space that, although is not as large as the required by
surface meshes or structured and non-structured vol-
umes, could become a serious problem for larger mod-
els. On the other hand, we believe that the advances
on point-based methods will capture the attention of re-
searchers and hardware manufacturers in the near fu-
ture, resulting in the inclusion of such expensive oper-
ations in hardware allowing the further developing of
point-based computer graphics.
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ABSTRACT

We present a fully automatic method for eliminating misalignments between a sequence of hand-held photographs
taken at different exposures. The key component of the technique is the SIFT method that is employed to search
for key-points (or feature-points) in consecutive images.The key-points are used to find matrices, that transform
a set of images to a single coordinate system and eliminate any global misalignments (including general planar
homography). We employ this technique to capture high dynamic range images from a set of photographs taken at
different exposures, where misalignments can cause blurring and artifacts, and prevent achieving high quality HDR
images. The proposed alignment technique works well for over- and under-exposed images and is not sensitive
to an image content. We present our implementation of the technique and the results of tests made for variety of
photographs.

Keywords: image alignment, image registration, contrast domain, HDRcapture, High Dynamic Range Imaging.

1 INTRODUCTION

There is tremendous progress in the development and
accessibility of high dynamic range (HDR) imaging
technology [RWPD05]. Modern image processing
and graphics software becomes HDR enabled. Also
HDR digital photography replaces low dynamic range
(LDR) technologies. HDR photographs are of much
better quality and easier to be processed in a digital
darkroom. Unfortunately, HDR cameras are still very
expensive and not available for average users. On the
other hand, taking HDR photographs seems to be legit-
imate and crucial. In the near future LDR images may
become almost obsolete due to the progress in LCD
technology [SHS+04] and it will not be easy to display
LDR image correctly. LDR photographs will look pale
and not interesting on HDR LCD displays.

The multi-exposure HDR capture technique [MP95]
seems to be a good alternative to HDR cameras, which
can be used to create an HDR image from photographs
taken with a conventional LDR camera. The tech-
nique uses differently exposed photographs to recover
the response function of a camera. From the response
function, the algorithm creates an HDR image whose
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pixel values are proportional to the true radiance (or
luminance) value of a scene. Because this technique
requires multiple input photographs, there is a high
likelihood of misalignments between pixels in the se-
quence of exposures due to moving of a hand-held
camera (global motion) or dynamic object in a scene
(local motion causing ghosting). It is crucial that mis-
alignments between input photographs should be re-
moved before fusing an HDR image.

Our work addresses the problem of global alignment
(registration) of hand-held photographs taken with dif-
ferent exposures. The method compensates misalign-
ments caused by any movement of a camera. In partic-
ular, general planar homography (or linear planar pro-
jective transform) is considered so any linear transfor-
mation of a point position between planes on images
is recovered (see [HZ06] for details on the properties
and limitations of planar homography). The key com-
ponent of the technique is the scale-invariant feature
transform (SIFT) [Low04] that is employed to search
for key-points (often called feature-points) in consecu-
tive images. We modified the algorithm by automatiz-
ing contrast threshold value calculation. The key-point
correspondences are used to find matrices, that map a
set of images to a single coordinate system. The bilin-
ear interpolation of the output images based on the cal-
culated matrices completes the algorithm. The regis-
tered photographs are fused using our implementation
of multi-exposure HDR capture technique proposed by
Mitsunaga and Nayar [MN99]. Our alignment tech-
nique is fully automatic and is not sensitive to image
content. It works correctly even for highly under- and
over-exposed images. We modified registration algo-
rithm so it can be applied not only for standard LDR
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images but also for HDR images. We can use extended
dynamic range photographs stored in RAW format as
an input to alignment algorithm. This way, less input
photographs can be used to create high dynamic range
image. Moreover, we noticed that the accuracy of im-
age registration is much better for input RAWs than for
standard LDR photographs.

In Section 2 we present a review of previous work
related to image alignment for multi-exposure HDR
capture techniques. A detailed description of our SIFT
based HDR alignment technique is presented in Sec-
tion 3. In Section 4 we show implementation of the
method followed by the results of the tests run on
hand-captured photographs (Section 5). Section 6
presents conclusions and discusses future work direc-
tions.

2 RELATED WORK
In recent years significant progress has been made in
the development of algorithms that allow to capture
HDR images using low dynamic range sensors (stan-
dard LDR cameras) [MP95, DM97, MN99, RBS99].
These algorithms retrieve high dynamic range infor-
mation from a sequence of photographs. The authors
suggest using tripod to avoid camera movement and
they do not address the problem of eliminating mis-
alignments.

The problem of image alignment and matching was
intensively studied during last years [ZF03, Bro92] but
not for registration of images of different exposures.
The only solution that addressed exactly the prob-
lem of capture of HDR photographs, was proposed
in [War03, RWPD05]. The technique employs con-
version of input photographs into percentile threshold
bitmaps. The bitmaps are analyzed and then aligned
horizontally and vertically using shift and difference
operations over each image. In chapter 5 we compare
the results achieved with this algorithm to our method.

Kang et al. [KUWS03] described a technique for
creating high dynamic range video from a sequence
of altering light and dark exposures. A part of the
technique is a HDR stitching process, which includes
global and local alignment to compensate for pixel mo-
tion. The stitching process can be also used to compen-
sate for camera movement when creating an HDR still
from a series of bracketed still photographs. However,
the presented technique seems to be suitable for video
where there are no large differences between consecu-
tive frames.

In [ST04] Sand and Teller present a global and lo-
cal matching algorithm, which is robust to changes in
exposure of photographs. The key idea behind this
technique is to identify which parts of the image can
be matched without being confused by parts that are
difficult to match. Such assumption seems to be not
valid for images with large differences in exposures,

where there is usually not enough information for cor-
rect matching. The technique was designed for match-
ing two video sequences and was not tested on still
photographs.

Recently, Cerman and Hlavac [CH06] presented an
alignment method based on unconstrained nonlinear
optimization. In this method, each image is linearized
using the estimated camera response function and
multiplied by the exposure ratio. Then, a normalized
difference summed across all corresponding pixels
is used to estimate misalignments. The method can
compensate global rotation and horizontal and vertical
shifts.

There are a few techniques which compute
camera response function based on misaligned
photographs [GN03, KP04]. However, these
methods are not meant to create HDR images.
The problem of removing ghosting artifacts in a
multi-exposure sequence of photographs was also
investigated [EAKR06, RWPD05] but proposed algo-
rithms do not take into consideration a compensation
of camera movements.

In the next section, we present our technique of re-
moving global misalignments between photographs in
a multi-exposure sequence. This technique can be ap-
plied to still images and it compensates any camera
movement.

3 MISALIGNMENT COMPENSATION
Our modification of multi-exposure HDR capture
method is presented in Figure 1. We align all input
photographs to a selected reference (the image with
the best exposure) before fusing an HDR image rather
than use a tripod as suggested in the previous methods.

The algorithm of our alignment technique is shown
in Figure 2. The technique establishes correspon-
dences between points, lines or other geometrical enti-
ties in a set of images. We use a modified SIFT (Scale
Invariant Feature Transform) [Low04] algorithm to
extract local features called key-points. They are lo-
cated at scale-space maxima/minima of a difference of
Gaussian function. The key-points descriptors accu-
mulated in orientation histograms form the invariant
descriptors.

In the next step, these descriptors are used to find
correspondences between key-points in the reference
image and remaining images. The number of the cor-
respondences is reduced by RANSAC [FB81] algo-
rithm because only four pairs of key-points (8 coef-
ficients) are needed to calculate transformation ma-
trix. The RANSAC selects a set of key-points cor-
respondences that are compatible with a homography
between the images. It uses the singular value compo-
sition (SVD) method to solve over-determined system
of linear equations required by the optimization algo-
rithm.
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Figure 1: A technique of capturing HDR
photographs with a hand-held camera based on

the image alignment and image fusing techniques.

The transformation matrix is computed by the direct
linear transform (DLT) algorithm. This matrix is used
to transform a given image to the coordinates of the
reference image:

x′ ∼ H · x, (1)

where x′ and x are points from destination and
source images respectively, andH is a transformation
matrix:

H =





h11 h12 h13

h21 h22 h23

h31 h32 h33





,

hi j are unknowns.

The algorithm computes the color values of consec-
utive output pixels using bilinear interpolation of ap-
propriate input pixels. This solution ensures that there
are no holes in an output image. Moreover a sub-pixel
precision of calculation improves the quality of images
(decreases aliasing).

We noticed that the accuracy of the transforma-
tion matrix can be decreased due to doubtful corre-
spondences. The RANSAC algorithm chooses the
best pairs of key-points based on a random technique,
which can fail. We improve the accuracy of the cor-
respondences selection by choosing only these key-
points which occur in all photographs simultaneously.

The key-points searching algorithm works in con-
trast domain so it is intensity invariant. Therefore, we
can use it to find the similarities between images of
different exposures, where intensity values can change
significantly. The algorithm uses a multi-scale pyra-
mid of Difference-of-Gaussian images to improve the
key-points detection (a larger neighborhood of a pixel
is considered).

As has been mentioned above the key-searching al-
gorithm operates also with RAW format as an input
data. However, in order to improve the accuracy of
image registration for such pictures we modified it.
Instead of using constant contrast threshold value we
calculate if for each image separate in relation its dy-
namics. This modification makes it possible to detect
far more key-points in RAW images in comparison to
LDR ones. It enhances accuracy for pictures taken in
bad light conditions. The results are presented in sec-
tion 5.

4 IMPLEMENTATION
The algorithm for multi-exposure image alignment
has been implemented as a part ofpfstools 1 pack-
age [MKM07]. The main components ofpfstools
are programs for reading and writing images in
all major HDR and LDR formats (e.g. OpenEXR,
Radiance’s RGBE, etc.) and programs for basic image
manipulation (rotation, scaling, cropping, etc.). The
typical usage ofpfstools involves executing several
programs joined by UNIX pipes. The first program
transmits the current frame or image to the next one in
the chain. The final program should either display an
image or write it to a disk. An example of command
line is given below:

1 pfstools is distributed as Open Source under the GPL license
and the project web page can be found athttp://pfstools.
sourceforge.net/
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Figure 2: The algorithm of the image alignment technique.

pfsin input1.jpg input2.jpg | pfsalign /

| pfshdrcalibrate | pfsout output.exr

Read the images input1.jpg and input2.jpg,
align the images (pfsalign), create HDR image
(pfshdrcalibrate) and write the output tooutput.exr.

Thepfsalign program (see the example above) is re-
sponsible for recovering misalignments and transform-
ing input images to a single coordinate space. This
program was implemented in C++ and, like thepfs-
tools package, can be run under Mac OS, Linux and
Windows (with cygwin support).

The pfsalign consists of two main modules. The
first one looks for key-points and correspondences be-
tween them, and then calculates transformation matrix.
We used SVD solver implementation from numerical
recipes book [PTVF92] to aid the calculation of the
transformation matrix. The second module transforms

images to single coordinate space with sub-pixel pre-
cision so that there are no holes in resulting images.

The pfshdrcalibrate program (see the example
above) fuses images of different exposures and
calculates a HDR radiance map. We implemented
the fusing algorithm proposed by Mitsunaga and
Nayar [MN99] which is based on polynomial approx-
imation of the camera response function. We find
this algorithm very suitable, especially in case of the
input sequence of a limited number of photographs
(e.g. 2-3). The polynomial function fills gaps in a
response function so that it is possible to calculate
correct radiance value even for pixels without good
representation in the input photographs (e.g. pixels
with maximum value (255) in all photographs).

5 RESULTS
To test the usability of our multi-exposure image align-
ment method, we have executed an extensive set of
tests on photograph sequences. The main goal of the
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tests was to check the accuracy of alignment for im-
ages of short and long exposures (very light and very
dark) and of different image content. All photographs
were taken with hand-held digital camera (Canon 10D
with Sigma 18-125 mm F3.5-5.6 DC lens) and en-
compassed any possible combination of camera move-
ments (shifts, rotations and zooming). To evaluate
the accuracy of the image alignment, we fuse a set of
aligned images into a HDR image and subjectively es-
timate the quality of that image.

In the top row of Figure 3 a set of misaligned pho-
tographs of the same scene is depicted (the set consists
of three photographs of resolution 1536x1024 pixels
stored in 8-bits JPEG format). The photographs were
aligned using our algorithm (the second row) and then
a HDR image was created (bottom row). The pho-
tographs were aligned with sufficient accuracy so that
there are no visible artifacts in the final HDR image.
There are also no visible holes in the aligned images
(from the middle row), as they were filled with bi-
linearly interpolated pixel values. The algorithm re-
quires about 450 seconds to align three presented pho-
tographs on the CPU. The time of registration depends
on an image content. For comparison, we also show
a false HDR (the third row - left) which was fussed
based on misaligned images from the top row. In the
third row (right), the HDR image created byhdrgen
(available athttp://www.anyhere.com/ ) program
is presented. It can be seen in this figure that simple
transformations implemented inhdrgen are not enough
for accurate image registration.

In Figure 4 we show a few additional results of im-
age alignment. In these examples the capabilities of
removing shifts, rotations, zooms and a combination
of these transformations are presented. The algorithm
correctly recognizes even large movements of a cam-
era.

Figure 5 presents another example of input image set
with very light (over-exposed) and very dark (under-
exposed) photographs. One can see that despite a large
difference in exposure, sufficient number of key-points
was found to establish a correspondence between im-
ages and calculate transformation matrices. Moreover,
there are no key-points in unsteady too dark or too light
areas.

Figure 6 depicts the arrangement and number of
key-points detected for LDR and RAW images respec-
tively. The pictures were taken in the same light con-
ditions. In RAW images, in contrast to LDR pictures,
features were detected also in poorly lit fragments of
images. Due to that we have a more regular arrange-
ment of key-points in a picture compared with LDR
images, and what follows we can calculate a more ac-
curate transformation matrix.

We successfully tested our alignment technique for
many photographs of different content. The technique

requires only four pairs of corresponding key-points to
calculate transformation matrix so it will give correct
results also for images with large non-textured areas
and parallax effects.

The algorithm fails for images that contain many re-
current textures occupying a large portion of an image.
In such cases, many key-points have the same descrip-
tors and RANSAC (more precisely SVD) cannot com-
pute good (it means falling below an error threshold)
key-point correspondences. We find this problem dif-
ficult to solve based on the feature based alignment
method (our algorithm belongs to this group). For-
tunately, such kinds of photographs are rather rare in
practice.

6 CONCLUSION AND FUTURE
WORK

The major outcome of this work is an image regis-
tration method that can be used to remove misalign-
ments between images in a sequence of differently
exposed photographs (in RAW and/or JPEG format).
The method is fully automatic and compensates mis-
alignments caused by any movement of a camera. It
works in contrast domain so is less sensitive to image
content and changes in exposure. The method employs
SWIFT algorithm to find key-points, RANSAC algo-
rithm to choose the best key-point correspondences
and DLT technique to calculate transformation ma-
trix. The input photographs are transformed to a sin-
gle coordinate system with sub-pixel precision to avoid
holes and aliasing artifacts. The results of this work
facilitate capturing HDR images based on the multi-
exposure techniques. Our method simplifies acquisi-
tion of HDR images by removing the main disadvan-
tage of the multi exposure techniques, which is a ne-
cessity of using a tripod.

We implemented and tested our method for a vari-
ety of photographs. We find it effective in most cases
but several difficult images cause the method to fail.
The solution of this problem is further optimization of
SIFT and RANSAC algorithms for adjusting them to
high dynamic range input images. We also plan to es-
timate the transformation matrix not only for planar
homography but also for more general 3D case with
depth reconstruction. Since our current implementa-
tion does not deal with local changes, we intend to
implement a de-ghosting technique in the future. We
plan to speed-up the implementation based on the GPU
programming to facilitate the practical usage of our
method.
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Figure 3: The HDR image captured with a hand-held camera. Toprow: misaligned photographs. The
second row from top: aligned photographs, the first photograph is a reference image. The third row: HDR
image created by fusing the misaligned photographs (left) and by hdrgen software (right) (the inset depicts

misalignment artifacts). Bottom row: HDR image created from aligned photographs. All HDR images
were tone mapped using contrast domain operator. [MMS05])
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Figure 4: The results of image alignment. Left column: reference photographs. Middle column:
photographs before alignment. Right column: photographs after alignment (transformed to the coordinate

system of the reference photograph). From the top to the bottom row, the examples show shift, rotation,
zoom, and complex camera movement (general homography).
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Face Recognition under Varying Illumination 
 

ABSTRACT 
This paper proposes a novel pipeline to develop a Face Recognition System robust to illumination variation. We 
consider the case when only one single image per person is available during the training phase. In order to 
utilize the superiority of Linear Discriminant Analysis (LDA) over Principal Component Analysis (PCA) in 
regard to variable illumination, a number of new images illuminated from different directions are synthesized 
from a single image by means of the Quotient Image. Furthermore, during the testing phase, an iterative 
algorithm is used for the restoration of frontal illumination of a face illuminated from any arbitrary angle. 
Experimental results on the YaleB database show that our approach can achieve a top recognition rate compared 
to existing methods and can be integrated into real time face recognition system. 

Keywords 
Face Recognition, Image Synthesis, Illumination Restoration, Dimensionality Reduction. 

 

1. INTRODUCTION 
Face Recognition has been recently receiving 
particular attention especially in security related 
fields. As for the early researches, both geometric 
feature based methods and template-matching 
methods were regarded as typical technologies. Since 
the 1990s appearance-based methods have been 
playing a dominant role in the area. 

However, face recognition remains a difficult, 
unsolved problem in general. The changes induced 
by illumination are often larger than the differences 
between individuals, causing systems based directly 
on comparing images to misclassify input images. 
Approaches for handling variable illumination can be 
divided into four main categories: (1) extraction of 
illumination invariant features [Adi97, Lai01]  
(2) transformation of images with variable 
illuminations to a canonical representation [Xie05, 
Liu05, Sha01] (3) modeling the illumination 
variations [Geo01] (4) utilization of some 3D face 
models whose facial shapes and albedos are obtained 
in advance [Wey04, Zhan05]. 

Another effort related to varying illumination is the 
creation or synthesis of the image space of a novel 
image illuminated from an arbitrary angle. The works 
done on this topic consider face images as 
Lambertian surfaces, and at the same time assume 
faces as objects having the same shape but different 
surface texture [Sha01, Geo01, Geo03, Zhan05, 
Zhao00, Zhao03]. While Georghiades et al. [Geo01] 
do not deal with cast and attached shadows, Zhang et 
al. [Zhan05] minimize shadow effects by applying 
surface reconstruction. 

In this work we propose a novel approach to 
minimize the effects of illumination variations on 
face recognition performance. Our method requires 
only one training image for any subject that will 
undergo testing. We try to solve the Small Sample 
Size (SSS) problem regarding this case. Our pipeline 
consists of three main steps: (1) synthesis of the 
image space for any input image, (2) training using a 
class-based linear discriminant approach, and  
(3) illumination restoration [Liu05] of any incoming 
face image during the recognition process. In Section 
2 we will give a short introduction to PCA and LDA 
as dimensionality reduction techniques. An image 
synthesis method will be introduced in section 3. 
Section 4 will present an iterative process of 
illumination restoration. Finally experimental results 
will be given in section 5 and conclusions are drawn 
in Section 6. 

Permission to make digital or hard copies of all or part of 
this work for personal or classroom use is granted without 
fee provided that copies are not made or distributed for 
profit or commercial advantage and that copies bear this 
notice and the full citation on the first page. To copy 
otherwise, or republish, to post on servers or to redistribute 
to lists, requires prior specific permission and/or a fee.  
Copyright UNION Agency – Science Press, Plzen, Czech 
Republic. 
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2. DIMENSIONALITY REDUCTION 
When using appearance based methods, we usually 
represent an image of width w and height h as a 
vector in a w h⋅ dimensional space. In practice, this 
space, i.e. the full image space, is too large to allow 
robust and fast object recognition. A common way to 
attempt to resolve this problem is to use 
dimensionality reduction techniques. 

2.1 Principal Component Analysis 
Principal Component Analysis [Tur91] is a technique 
that is useful for the compression and classification 
of data. More formally let us consider a set of N 
sample images {p1,p2,…,pN} taking values in an n-
dimensional image space, and assume that each 
image belongs to one of c classes {P1,P2,…,Pc}.  We 
consider a linear transformation mapping the original 
n-dimensional image space into an m-dimensional 
feature space, where (m < n). If the total scatter 
matrix ST (covariance matrix) is defined as: 

 
1
( )( )N T

T k kk
S p pμ μ

=
= − −∑  (1) 

the dimension reduction is realized by solving the 
eigenvalues problem: 
 TS Φ = ΦΛ  (2) 

where μ is the mean image, Λ is a diagonal matrix 
whose diagonal elements are the eigenvalues of ST 
with their magnitudes in descending order, and Φ is a 
matrix whose ith column is the ith eigenvector of ST. 
In order to obtain the eigenspace we generally 
choose m eigenvectors corresponding to the m 
largest eigenvalues, which capture over 95% of the 
variations in the images. After calculating the 
eigenfaces the projection is the only process left to be 
done. Let WS be the matrix consisting of the m 
eigenvectors, and In be a new face image. The 
projection of In onto the eigenspace is represented as 
follows: 
 ( )T

S na W I μ= −  (3) 

where a is mx1 vector containing the m projection 
coefficients. The reconstructed image is then given 
as: 

 n SI W a μ′ = + . (4) 

The reconstructed image is the best approximation of 
the input image in the mean square sense. An 
advantage of using such representations is their 
reduced sensitivity to noise. A drawback of this 
approach is that the scatter being maximized is due 
not only to the between-class scatter that is useful for 
classification, but also to the within-class scatter that, 
for classification purposes, is unwanted information. 
Thus if PCA is presented with images of faces under 
varying illumination, the projection matrix WS will 

contain principal components which retain, in the 
projected feature space, the variation due to lighting. 
Consequently, the points in the projected space will 
not be well clustered, and worse, the classes may be 
smeared together. It has been suggested that by 
discarding the three most significant principal 
components, the variation due to lighting is reduced 
[Bel97]. 

2.2 Fisher Linear Discriminant Analysis 
Fisher’s Linear Discriminant Analysis (FLDA) 
[Bel97] uses an important fact of photometric stereo: 
In the absence of shadowing, given three images of a 
Lambertian surface taken from the same viewpoint 
under three known, linearly independent light source 
directions, the albedo and surface normal can be 
recovered. For classification, this fact has great 
importance. It shows that, for a fixed viewpoint, the 
images of a Lambertian surface lie in a 3D linear 
subspace of the high-dimensional image space. One 
can perform dimensionality reduction using linear 
projection and still preserve linear separability. More 
formally, let us continue our previous study of PCA 
from this new perspective. The Linear Discriminant 
Analysis (LDA) selects W in such a way that the 
ratio of the between-class scatter and the within-class 
scatter is maximized. Let the between-class scatter 
matrix be defined as: 

 
1

( )( )C T
B i i ii

S N μ μ μ μ
=

= − −∑  (5) 

and the within-class scatter be defined as: 

 
1 1

( )( )C N T
W k i k ii k

S p pμ μ
= =

= − −∑ ∑  (6) 

where μi is the mean image of class Pi , and Ni is the 
number of samples in class Pi. If SW is nonsingular, 
the optimal projection Wopt is chosen as the matrix 
with orthonormal columns which maximizes the ratio 
of the determinant of the between-class scatter matrix 
of the projected samples to the determinant of the 
within-class scatter matrix of the projected samples, 
i.e.: 

1 2arg max [ ... ]
T

B
opt mTW

W

W S W
W w w w

W S W
= =  (7) 

In the face recognition problem, one is confronted 
with the difficulty that the within-class scatter matrix 
SW is always singular. This stems from the fact that 
the rank of SW is at most N - c, and, in general, the 
number of images in the learning set N is much 
smaller than the number of pixels in each image n. 
This means that it is possible to choose the matrix W 
such that the within-class scatter of the projected 
samples can be made exactly zero. To overcome the 
complication of a singular SW, an alternative method 
has been proposed called Fisherfaces. It avoids this 
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problem by projecting the image set to a lower 
dimensional space so that the resulting within-class 
scatter matrix SW is nonsingular. This is achieved by 
using PCA to reduce the dimension of the feature 
space to N - c, and then applying the standard LDA 
defined by Eq. (7) to reduce the dimension to c - 1.  

Recently it has been shown that the null space of SW 
may contain significant discriminatory information 
[Lu03, Gao06]. As a consequence, some of the 
significant discriminatory information may be lost 
due to the preprocessing PCA step. Many methods 
classified as Direct LDA [Chen00, Yu00] have been 
developed to deal with this problem. However, the 
Fisherface method appears to be the best 
simultaneously handling variation in lighting. It has 
lower error rate than the PCA method.  

3. IMAGE SYNTHESIS 
Nearly all approaches to view synthesis take a set of 
images gathered from multiple viewpoints and apply 
techniques related to structure from motion, 
stereopsis, image transfer, image warping, or image 
morphing. Each of these methods requires the 
establishment of correspondences between image 
data (e.g., pixels) across the set. Since dense 
correspondence is difficult to obtain, most methods 
extract sparse image features (e.g., corners, lines), 
and may use multi-view geometric constraints or 
scene-dependent geometric constraints to reduce the 
search process and constrain the estimates. For these 
approaches to be effective, there must be sufficient 
texture or viewpoint-independent scene features, 
such as albedo discontinuities or surface normal 
discontinuities. Underlying nearly all such stereo 
algorithms is a constant brightness assumption, that 
is, the intensity (irradiance) of corresponding pixels 
should be the same. 

This section is based on a work showing that the set 
of all images generated by varying lighting 
conditions on a collection of Lambertian objects can 
be characterized analytically using images of a 
prototype object and a (illumination invariant) 
“signature” image per object of the class called 
Quotient Image [Sha01]. In this approach the 
consideration will be restricted to objects with a 
Lambertian reflectance: 

 ( , ) ( , ) ( , )TI k l k l n k l sρ=  (8) 

where 0≤ρ(k, l)≤1 is the surface texture, n(k, l) is the 
surface normal direction, and s is the light source 
direction whose magnitude is the light source 

intensity. Furthermore it is assumed that the faces 
belonging to a class have the same shape but differ in 
surface texture. Although this is a very strong 
assumption it can be shown that it holds if faces are 
roughly aligned. 
Given two objects y and a, let the quotient image Q 
be the ratio of their albedos: 

 
( , )

( , )
( , )

y
y

a

u v
Q u v

u v
ρ
ρ

=  (9) 

where u, v change over the image. Clearly, Q is 
illumination invariant. The importance of this ratio 
becomes clear by the following statement:  

Given three images a1, a2, a3 of object a, 
illuminated by any three linearly independent 
lighting conditions and an image ys of y 
illuminated by some light sources, then there 
exists coefficient x1, x2, x3 that satisfy: 

 ( )S j j yj
y x a Q= ⊗∑  (10) 

where ⊗  denotes the Cartesian product (pixel by 
pixel multiplication). 
We see that once Qy is given, we can generate ys (the 
novel image) and all other images of the image space 
of y. The key is to obtain the correct coefficients xj 
which can be done by using a bootstrap. Let the 
bootstrap set of 3N pictures be taken from three fixed 
(linearly independent) not necessarily known light 
sources s1, s2 and s3. Let Ai, i = 1,..., N  be a matrix 
whose columns are the three pictures of object ai 
with albedo function ρi. Thus, A1,...,AN represent the 
bootstrap set of N matrices, each is a (nx3) matrix, 
where n is the number of pixels of the image. Let ys 
be an image of some novel object y (not part of the 
bootstrap set) illuminated by some light source 
s=∑jxjsj. We wish to recover x={x1,x2,x3} given the 
N matrices A1,..., AN and the vector ys. This can be 
done by solving a bilinear problem in the N+3 
unknowns x and αi, which can be obtained by 
minimizing the function: 

 
2

1

1
( )

2

N

i
f x A x y si iα

=
= −∑  (11) 

for the unknown x. To find the desired global 
minimum we apply the Euler-Lagrange equation 
related with the variables x and α. This can be done 
by derivation of f(x) through these variables. We get 
the following relations: 

 
1

N
i ii

x vα
=

=∑  (12)
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Fig. 1. Example of the image synthesis. The input image is in the upper leftmost position 

 

                  ( ) 1

1

N T T
i r r i sr

v A A A y
−

=
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        ( )1
0
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=
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So we first find the v vectors (3x1) in Eq. (13), and 
we solve the homogeneous linear equation in Eq. 
(14) for the αi. Then by using Eq. (12) the desired 
minimum can be found. Finally we compute the 
quotient image Qy=ys/Ax, where A is the average of 
A1,..., AN. The image space is spanned by the product 
of images Qy and Az for all choices of z. An example 
of an output based on a training bootstrap (10 
persons) from YaleB is given in Fig 1. 

As we see, the results of this algorithm are quite 
satisfactory in spanning the image space of a given 
input image. This helps to overcome the SSS 
problem and creates the possibility to use LDA-based 
methods even when only one image per person is 
provided during the learning phase. An inherent 
assumption throughout the algorithm is that for a 
given pixel (x, y), n(x, y) is the same for all the 
images, i.e, the bootstrap set as well as the test 
images. The performance degrades when dominant 
features between the bootstrap set and the test are 
misaligned. As this step will occur after the face 
detection it is supposed that dominant features will 
have been depicted and aligned previously. 

4. ITERATIVE METHOD IN 
ILLUMINATION RESTORATION 
The major advantages of the algorithm explained in 
this section are that no facial feature extraction is 
needed and the generated face images will be 
visually natural looking. The method is based on the 
general idea that the ratio of two images of the same 

person is simpler to deal with than directly 
comparing images of different persons.  

It uses a ratio-image, which is the quotient between a 
face image whose lighting condition is to be 
normalized and a reference face image. The two 
images are blurred using a Gaussian filter, and the 
reference image is then updated by an iterative 
strategy in order to further improve the quality of the 
restored face image. In this approach, a face image 
with arbitrary illumination can be restored so as to 
have frontal illumination. 

Let Iik denote a face image of the ith person captured 
under the sk light source direction, where a light 
source is classified according to its direction. Ir0 
represents a face image of another person captured 
under the frontal light source s0 and is used as a 
reference image. Then, we give the two blurred 
images of Iik and Ir0 denoted as Bik and Br0, 
respectively, as: 

( ) ( )T T
ik ik i i k i i kB F I F n s F n sρ ρ= ∗ = ∗ = ∗    (15) 

0 0 0 0( ) ( )T T
r r r r r rB F I F n s F n sρ ρ= ∗ = ∗ = ∗    (16) 

where (*) is the convolution operation and F is a 2D 
Gaussian low-pass filter, with  

x yσ σ σ= = , given by 

the following formula: 
2 2 2( ) 2

2

1( , )
2

x yF x y e σ

π σ
− +=              (17) 

As the shape and albedos of all faces are similar if 
the size of F is big enough, we can assume that 
Bi0≈Bro. By using the formulas (15)-(17) and this 
assumption, we can obtain the face image under 
frontal illumination for the ith person from Iik 
captured under an arbitrary lighting direction sk by: 
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   (18) 

Hi0 is an estimation of Ii0 or a restored image of Iik. 
This approach can be summarized by the following 
algorithm: 
1. A mean face image and an eigenspace ΦS 

introduced in section 2 are computed based on a 
set of training images, which are all captured 
under frontal light source 

2. An initial restored image can be calculated using 
Eq. (15)-(18), where the mean face image is used 
as the initial reference image and the size of the 
Gaussian filter F is 5. A reconstructed image is 
obtained from the initial restored image based on 
the computed eigenspace, and should have a 
smaller number of noise points. 

3. An iterative procedure is used to obtain a final 
restored image with frontal illumination. During 
the iterative procedure, the reference image is 
updated with the new reconstructed image so as to 
obtain a visually better restored image.  

4. The iterative procedure continues until a stopping 
criterion is met. In this approach the stopping 
criterion is the difference between two 
consecutive outputs of Eq. (18), or a specified 
maximum number of iterations. 

 

5. EXPERIMENTAL RESULTS 
All the experiments have been done using the YaleB 
database. Despite its relatively small size, this 
database contains samples from the whole 
illumination space and has become a testing standard 
for variable-illumination recognition-methods. This 
database consists of 10 distinct persons and 45 
images for each person, divided in four subsets. The 
first subset includes 70 images captured under light 
source directions within a span of 12˚. The second 
and third subsets have respectively 120 images and 
140 images each, captured under light source 
directions within 25˚ and within 50˚. The fourth 
subset contains 120 images captured under light 
source directions within 75˚. In all the images the 
position of the two eyes of each face were located 
and translated to the same position. The images were 
cropped to a size of 180x190. In order to improve the 
performance of dimensionality reduction and 
recognition, all the images were normalized to zero 
mean and unit variance. After that the pipeline was 
tested when histogram equalization (HE) and 
adaptive histogram equalization (AHE) was applied 

as a further preprocessing step. Table 1 shows the 
effect of the preprocessing on the recognition rate, 
where it is obvious that AHE gives the best result 
among these preprocessing techniques. 

No HE AHE
Recognition 43.4 74 81.5

Table 1. Results with the YaleB database (PCA 
used) 

A wide range of experiments have been conducted to 
test the Quotient Image algorithm. First, synthesizing 
new images from any arbitrarily illuminated input 
image outside the YaleB database is considered by 
using a bootstrap consisting of 30 pictures of 10 
persons of YaleB (Fig 1). Furthermore we examined 
the performance when only 15 images (5 persons), 9 
images (3 persons) and 3 images (1 person) 
respectively were available in the bootstrap (Fig 2). 
In all these cases, after calculating the Quotient 
Image by means of Qy=ys/Ax, we create the image 
space of the novel image by the product of Qy and Az 
for all choices of z. Some examples of the calculated 
x variable are given in Table 2. 

Coeff/#Person 5 3 1 
x1 0.11302 0.23729 0.15915
x2 0.38648 0.31587 0.45989
x3 0.41526 0.35312 0.29723

Table 2.  Coefficient results for different bootstrap 
combinations 

Using these coefficients, we create the image space 
of the input image by randomly assigning different 
values for z or using a normal distribution around the 
original values of X. From Fig. 2 we can see that a 
bootstrap consisting of 10 persons is quite consistent 
for creating the image space of an input image. Even 
when we reduce it by half, the results are quite 
satisfactory. This is because the albedos of possible 
faces occupy only a small part of the dimension in 
which they are spanned. Of course the larger the 
bootstrap size the more accurate will be the recovery 
of x and the quotient image. 

In order to prepare the training set for the LDA 
process we create the image space of all 10 persons 
of the YaleB database. For these we used 15 images 
for bootstrap where the object being reconstructed 
has been left out. The results of the LDA step are 
given in Table 3 and Table 4. The final step of our 
approach is to reconstruct any incoming image in 
order to have a frontal illuminated image. In the 
experiments with the YaleB database subsets the 
results were almost identical to the frontal 
illuminated image for the first and second subset.  
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Fig. 2.  Image re-rendering results for different bootstrap combinations: (a) 10 persons (b) 5 persons; (c) 3 persons; (d) 1 
person 

 

The other two subsets where the illumination 
conditions are worse also produce high performance 
but it has to be stated that some noise and feature 
corruption became visible (Fig 3). 

After the illumination restoration process the 
performance of the whole approach was tested with 
450 input images. Different distance measurements 
were experimented with: 

• Manhattan distance (L1- norm) 

• Cosine angle between two vector representations 

• Euclidian distance (L2 - norm) 

The Euclidian distance gives the best results for this 
classification purpose when used in a one-nearest 
neighbor classifier (Table 3, 4).  

In order to further increase the recognition rate 
several combinations during the training phase have 
been applied. For the LDA step the best performance 
was achieved when 10 synthesized images per object 

were available during the training phase and all the 
discriminatory feature vectors of the LDA-projection 
matrix were used (feature vectors of length 9). The 
use of a higher number of synthesized images 
slightly increases the performance. In all the 
experiments the results were compared with PCA 
because it is the most important discriminatory 
technique used when only one image per person is 
available during training. 

 Subset1 Subset2 Subset3 Subset4 Total 

HE+PCA (%) 100 97.5 66.42 44.16 74 
HE+New (%) 100 100 92.8 91.66 95.56 

Table 3. Recognition rates with histogram 
equalization preprocessing 

  Subset1 Subset2 Subset3 Subset4 Total 

AHE+PCA 100 100 83.57 50 81.55 
AHE+New 100 100 100 95 98.6 

Table 4. Recognition rates with adaptive histogram 
equalization preprocessing
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Fig. 3.  Illumination restoration for images of Subset4 (up to 70◦) (a) Before preprocessing and illumination 
restoration (b) After illumination restoration 

 

Obviously our proposed approach can significantly 
improve the recognition rates. Other methods have 
achieved high recognition rates on the YaleB 
database, but they require a large number of images 
for each person. A recent work [Zhan05] proposes an 
illumination invariant face recognition system from a 
single input image. It tries to solve the problem by 
using spherical-harmonics basis-images and they 
achieve very good results. However they specify that 
the computational burden of such an algorithm is 
high for the integration in a real time system. 

6. CONCLUSION 
A novel pipeline for dealing with illumination 
variation was introduced. In this work was aimed at a 
solution of the SSS problem of class-based 
discrimination problems. For this an image-space 
synthesis-method was explained and the image space 
of each image of the training set was created.  After 
creating the image space of each training image, 
FLDA was applied in order to best use the 
discriminatory features of the system. 

 

Every incoming image was processed with the 
illumination restoration algorithm and then a 
projection was done in order to extract the 
discriminatory features.  The recognition rate with 
the YaleB database consisting of 450 images was 
98.66% which can be considered very successful 
when compared to existing methods. Another 
approach [Geo01a] claimed 100% recognition rates 
in all data subsets, but seven images of each person 
in Subset1 have to be used to obtain the shape and 
albedo of the face.  

As a conclusion, this work proposes an innovative 
approach for creating a robust face recognition 
system under varying illumination. This study offers 
the possibility of creating a real time system because 
it is not computationally complex. In the future this 
study will be extended to deal not only with upright 
frontal views but also with different poses. One 
possible approach based on this study is to apply 
multiple reference subspaces for different poses. 
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Converting RGB Volume Data to Scalar Fields for
Segmentation Purposes

Tetyana Ivanovska† Lars Linsen‡

School of Engineering and Science
International University Bremen∗

Bremen, Germany

ABSTRACT

Most medical scanning techniques generate scalar fields, for which a large range of segmentation algorithms exists. Some
scanning techniques like cryosections, however, generate color data typically stored inRGB format. Since standard segmen-
tation algorithms such as isosurface extraction, level-set and region growing methods all have their advantages and drawbacks
and many extensions and specializations of the algorithms have been developed to solve specific problems, one would need
to generalize all these approaches to color data to have the full range of algorithmic solutions at hand. A more viable way to
proceed is to convert the color data field to a scalar field in a preprocessing step, which allows for the direct application of
all above-mentioned segmentation approaches. We propose a procedure that converts color to scalar data while preserving the
properties that are important for segmentation purposes. We first convert the colors fromRGB to L∗a∗b∗ color space, which
separates the luminance channel from the chrominance channels and distributes the chrominance with respect to human percep-
tion. Then, we cluster the colors present in the data using a number of approaches and discuss the advantages and drawbacks.
In order to assign to each cluster an appropriate scalar value, we use theideas of the recently presentedColor2Gray algorithm
and generalize it for application to volume data. The Color2Gray algorithm inits originally proposed form is too inefficient to
be applied to volume data, but a restructuring of the algorithm coupled with a prior clusterization step allows us to apply the
algorithm even to large volume data. We segment the resulting scalar field using standard segmentation algorithms and discuss
our results in comparison to standard conversion results.

Keywords: Color-to-scalar conversion, clusterization, segmentation.

1 INTRODUCTION

Visualizing medical imaging data is one of the tradi-
tional tasks in scientific visualization. The in vivo med-
ical scanning techniques typically generate stacks of 2D
grayscale images, where the grayscale values represent,
for example, the tissues’ densities. From the stack of
images a 3D scalar field can be reconstructed. Exam-
ples of such medical imaging techniques are CT, MRI,
PET, etc. More thorough examinations can be made
when using ex vivo scanning techniques. The most
prominent example would be cryosections. When gen-
erating cryosections the individual slices are scanned
using digital photography. Thus, the resulting images
are not grayscale but colored. Typically, they are stored
in RGB color space. Reconstruction of the volumetric
data set leads to a 3DRGB color field.
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Two main directions can be distinguished in the con-
text of 3D medical imaging visualization, namely di-
rect volume rendering and segmentation. While direct
volume rendering displays the 3D data allowing for in-
teractive change of the viewing parameters, segmenta-
tion extracts geometry that can be used for rendering
purposes as well as for quantitative measurements and
further processing. The main objective of the segmen-
tation process is to extract boundary surfaces of cer-
tain objects, separating them from the surrounding tis-
sues. In medical terms, one would like to extract the
3D geometry of the scanned organs. Standard segmen-
tation algorithms include isosurface extraction, level-
set methods, or region-growing approaches. These seg-
mentation algorithms (as well as most direct volume
rendering approaches) operate on 3D scalar fields. Gen-
eralization to color data is often not straihgt forward
and only few attempts have been taken. Since dif-
ferent approaches are more or less suitable for differ-
ent segmentation purposes, one would like to have the
whole range of all segmentation algorithms generalized
to color data. A more viable way to achieve this goal is
to convert the color data into an appropriate scalar field
without losing the property of being able to segment
distinguishable regions.

While in the imaging community many sophisticated
RGB-to-grayscale conversion algorithms exist, in visu-
alization one mostly converts theRGB values to a color
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model with a separate luminance channel and uses the
luminance channel for segmentation purposes. Obvi-
ously, the creation of a 3D luminance field leads to a
loss in data information. In particular, two colors with
same luminance but different chrominance are mapped
to the same scalar value. Thus, any automatic segmen-
tation algorithm would fail in separating two adjacent
regions that are colored with the respective two colors.
Any linear mapping that projects the 3D color space
onto one axis (even chrominance-based approaches or
Principal Component Analysis) would suffer from this
drawback. We present a procedure for convertingRGB
color fields to scalar fields under the consideration that
the scalar field will be used for segmentation purposes.
Thus, we would like to distinguish all significant col-
ors (especially when they occur in adjacent regions)
while maintaining luminance order for colors with sim-
ilar chrominance values. Our general approach is de-
scribed in Section 3.

Our conversion method is based on two steps. In a
first step, we analyze the color data in terms of occur-
ring colors, the number of occurrences, and their dis-
tribution in the color space. We use theL∗a∗b∗ color
space, since it separates the luminance channel from the
chrominance channels and distributes the chrominance
values such that the Euclidean norm in theL∗a∗b∗ space
approximately captures perceptual dissimilarity. Ex-
ploiting the color distribution in theL∗a∗b∗ space for
a given data set, we cluster the colors inton regions,
wheren is the predefined cardinal number of the range
of the resulting scalar field.

We use several approaches for clusterization. One
of them is based on a genetic algorithm. It produces
excellent results but has high computational costs and,
therefore, is not applicable to larger 3D data sets. We
use it to validate with it other clusterization algorithms,
e. g. axes-aligned binary space splitting, k-means, c-
means, and median cut. The details are described in
Section 4.

In the second step, a representative of each cluster
has to be mapped to an appropriate scalar value. For
this mapping we use the ideas of the recently presented
Color2Gray approach [GOTG05]. The Color2Gray al-
gorithm uses three parameters that determine the map-
ping in terms of luminance and chrominance. We can
set these parameters such that the mapping has the de-
sired before-mentioned properties.

The main drawback of the Color2Gray algorithm is
its asymptotic computation time that isO(N6) for a
N×N×N volume data set. This runtime does not make
it practical for 3D applications. However, when restruc-
turing the algorithm and applying it to the clustered col-
ors instead of the original image colors, we can reduce
the computation time toO(k2), wherek is the number
of clusters, e. g.k = 256 for byte-sized output. Details
are given in Section 5.

In Section 6, we give results that document the effi-
cacy of our method. In particular, we compare them to
luminance-based conversion and to other clusterization
techniques common in the imaging community. We ap-
ply standard segmentation techniques to illustrate the
advantages of our method when coupling the conver-
sion with segmentation procedures.

2 RELATED WORK
The standard mapping for a color-to-grayscale transfor-
mation is the projection of the colors of a color image
to the gray axis in the respective color space. Thus,
color is mapped to its luminance. Such a method is
inadequate for the pixels with same luminance but dif-
ferent chrominance. Several methods have been pro-
posed for solving the general problem of reducing ann-
dimensional set of data tom dimensions, wherem < n.
Since all standard color spaces have three dimensions,
n = 3 andm = 1 in our case. Principal Component
Analysis (PCA) is one of such methods [Jol02]. PCA
can be used for computation of an ellipsoid in color
space (principal components). Color values in the im-
age can then be projected on a (luminance) axis defined
by the primary axis of this ellipsoid. The efficacy of this
method depends on the color space. However, PCA can
also suffer from the problem of projecting colors of dif-
ferent chrominance to the same position an the axis.

Another way of generating grayscale images out of
color images is to match local contrast in color im-
ages [SB02]. The contrast is regarded as a gradient
and then the grayscale is recovered by solving a Pois-
son equation. This method has difficulties with cer-
tain classes of images as the global contrast influence
is avoided. Moreover, local approaches do not work for
our purposes, as one color may be mapped to different
scalar values in different regions.

Another recently presented method maintained the
proportionality between perceived color difference and
perceived luminance difference, but ignores spatial ar-
rangement of pixels [RGW05].

The goals of the listed approaches are indeed diverse,
but none of them is targeted towards a subsequent seg-
mentation step. Our approach instead aims for the nec-
essary properties, which are to distinguish all signifi-
cant colors and to maintain luminance order for colors
with comparable chrominance values. We use a gen-
eralization of the recently developed two-dimensional
Color2Gray algorithm [GOTG05] coupled with a clus-
terization / quantization procedure.

We have analysed a number of quantization algo-
rithms which could be used for the prior quantization
of the initial image before using the Color2Gray. The
objective of color quantization is displaying a full color
image with a restricted set of representative colors with-
out a significant, i. e. perceptually almost not notice-
able, loss of color impression. Colors are to be approx-
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imated as closely as possible when quantized. Quanti-
zation techniques consider quality criteria such as hu-
man perception, computation time, and memory re-
quirements [Sch97]. We have investigated the follow-
ing existing quantization algorithms: static color look-
up algorithm using look-up tables [Hec82], popularity
algorithm [Hec82], median cut algorithm [Hec82], k-
means algorithm [Mac67], fuzzy c-means algorithm
[Bez81].

The idea of static color look-up table algorithms is to
divide the color cube into equally thick slices in each
dimension. The crossproduct of these color levels can
be used as the entities of the color look-up table. A sig-
nificant drawback of this method are artifacts in form
of edges in the resulting image. The main idea of pop-
ularity algorithms is to build a colormap by finding the
K most frequently occurring colors in the original im-
age. The colors are stored in a histogram. TheseK
most frequently occurring colors are extracted and used
as entries in the color table. The image is quantized
with respect to that table. The question that remains is
how to map the colors that appear in the original im-
age but are not stored in the color table. A method that
detects the most frequently used color out of the colors
stored in the color table within a small neighborhood of
the regarded pixel. Thus, in general, each pixel has to
be tested to find the shortest distance to one of theK
most frequently used color values. The main drawback
of this method is that some important but "unpopular"
image colors could be lost. The median-cut method was
originally described by P. Heckbert [Hec82]. The idea
behind it is to use each of the color in a synthesized
look-up table to represent an equal number of pixels of
the original image. The algorithm partitions the color
space iteratively into subspaces of decreasing size. The
algorithm starts with an axes-aligned bounding box that
encloses all the different color values present in the
original image. The "size" of the box is given by the
minimum and maximum of each of the color coordi-
nates that encloses the current box. For splitting the
box one determines the dimension, in which the box
will be (further) subdivided. The splitting is executed
by sorting the points by increasing values in the dimen-
sion, where the current box has its largest edge and
partitioning the box into two halves at the position of
the median. Approximately equal numbers of points
are generated on each side of the cutting plane. Split-
ting is applied iteratively and continued untilK boxes
are generated. The numberK may be chosen to be the
maximum number of color entries in the available col-
ormap. The color assigned to each of theK boxes is
calculated by averaging the colors of each box. The
median-cut method performs well for pixels, whose
colors lie in a high-density region of the color space,
where repeated divisions resulted in cells of small size
and, hence, small color errors. However, colors that

fall in low-density regions of the color space are within
large cells, where large color errors are to be expected.
The main idea of the k-means algorithm is to defineK
centroids, one for each cluster. These centroids should
be placed as far from each other as possible. Then each
point from the initial data set is associated with the near-
est centroid. When all the points have "their" centroids,
the K centroids are recalculated as the average centers
of each cluster.Then a new binding has to be done be-
tween the same data set points and the nearest new cen-
troid. This loop is continued until no more changes are
done. The idea of the fuzzy c-means method is similar
to the k-means approach, but it allows one data point
to belong to two or more clusters. Fuzzy partitioning is
carried out through an iterative optimization of the data
points membership in the clusters and the correspond-
ing update of the cluster centers. The iteration termi-
nates when there is no difference between the member-
ship results with respect to some given precision. The
results of the k-means and c-means approaches depend
on the choice of the initial centroids. We take as initial
centroids the data points that are distributed as far as
possible from each other in the color space.

3 GENERAL APPROACH
We present a procedure for converting color data to a
scalar field in a way that is amenable for subsequent
segmentation of the volume. Any segmentation tech-
nique may be applied to the resulting scalar field.

Our conversion approach consists of three main steps.
Assuming that the 3D color data is given in form of
RGB data, we first convert theRGB values to a color
representation in theL∗a∗b∗ color space. Secondly, we
apply a quantization step that reduces the number of
used colors in the given color data from their original
number to a typically much smaller number of colors
in the same color space. The reduced amount of colors
is chosen with respect to the number of distinguishable
output values in the to be generated scalar field. When
considering a scalar field that allows us to store 1 byte
information per sample point, we would set the reduced
number of colors for quantization to 256. The quanti-
zation step assures that all important colors can still be
distinguished after quantization. The quantization step
also generates a unique mapping of each color of the
original color set to one color of the reduced color set.
Finally, the reduced set of colors is mapped to scalar
values in a way that luminance order is preserved for
colors with similar chrominance values.

Operating inRGB space is inadequate for our pur-
poses, since it does not distinguish between luminance
and chrominance. Several color models such asHLS or
HSV have this property and are widely used for this par-
ticular reason. However, we decided to use theL∗a∗b∗

color space, because its Euclidean norm closely corre-
spond to perceptual dissimilarity [Pas03].CIE L∗a∗b∗
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is the most complete color model used conventionally
to describe all the colors visible to the human eye. It
was developed for this specific purpose by the Interna-
tional Commission on Illumination or Commission In-
ternationale d’Eclairage (CIE). The three parameters in
the model represent the luminanceL of the color, where
L = 0 yields black andL = 100 indicates white, its po-
sition a between red and green, where negative values
indicate green while positive values indicate red, and
its positionb between yellow and blue, where negative
values indicate blue and positive values indicate yellow.

Assuming that the original data is given inRGB color
space, we need to convert the colors to a representation
in theL∗a∗b∗ color space. To do so, we first transform
the RGB data to theCIE XY Z color space and, after-
wards, convert theXY Z values toL∗a∗b∗ colors. Note
that the matrix of transformation fromRGB data toXY Z
depends on the chosenRGB standard. We consider the
R709 RGB standard. Hence, the three channels of the
L∗a∗b∗ colors are computed by
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









116·
(

Y
Yn

)
1
3
−16, if Y

Yn
> 0.008856

903.3·
(

Y
Yn

)

, otherwise
,

a∗ = 500·





(

X
Xn

)
1
3
−

(

Y
Yn

)
1
3



 , and

b∗ = 200·





(

Y
Yn

)
1
3
−

(

Z
Zn

)
1
3





,

whereXn,Yn,andZn are the values ofX ,Y ,andZ, respec-
tively, for a specified reference of the white, i. e. illumi-
nant, color, andX , Y , andZ are computed by
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For the quantization step, we first choose the numberK
of clusters to be generated, which is equal to the number
of distinguishable values in the outputted scalar field. If
the number of unique colors in the image is less than
the available output values, the quantization step can
be skipped. Each color defines its own cluster. How-
ever, for real data we are dealing with, this case does
never occur in practice when using byte-sized output
values. Since we are computing a scalar field rather
than a greyscale image, we are not limited to typical im-
age format sizes. Any number of output clusters can be
chosen. An increasing number of output clusters only
affects the performance of the subsequent conversion
algorithm.

Given the numberK of output colors, we execute
some clusterization algorithm in order to generateK
clusters of colors and determine the representative col-
ors for each cluster. The clusterization algorithms we
have developed are described in Section 4.

The actual quantization of the picture is performed
by substitution the initial color value by the value of the

representative of the cluster, to which the initial color
value has been assigned. The output of this step is a
color data set inL∗a∗b∗ color space that only makes
use of a restricted number ofK different colors.

Finally, K representative colors of the clusters are to
be mapped toK scalar values. For this purpose we use
the Color2Gray algorithm. However, we do not ap-
ply the Color2Gray algorithm directly, as the compu-
tational costs are too high for running this algorithm on
standard-sized 3D data sets. Instead, we apply the map-
ping idea of the Color2Gray algorithm to theK repre-
sentative colors of the cluster. Since the Color2Gray
algorithm can be fine-tuned by three intuitive parame-
ters, we examine, which of these parameters would be
most suitable for our purposes, such that all significant
parts in the data are distinguishable. Details on this last
step are given in Section 5.

The final output of our processing pipeline is a scalar
field of same dimensions as the initial color data field.
We use the scalar values for segmentation purposes. We
apply standard segmentation algorithms for a proof of
concept.

4 CLUSTERIZATION

We introduce two novel clusterization techniques
and compare them to the clusterization techniques
described in Section 2. We came up with novel
methods ourselves, as we observed that the known
clusterization methods we applied did not lead to fully
satisfiable results. We discovered that some important
color differencies can get lost during clusterization.
This observation is due to the fact that algorithms
such as median cut yield only average quality results.
We achieved very good results while using k-means
and c-means clustering algorithms on some of our
examples.

We propose two novel clusterization methods for a
more adequate clustering. We first propose a genetic
algorithm that generates high-quality results and can be
used as a standard for other clusterization algorithms.
For the genetic algorithm, we have to define the genetic
material, its initialization, the update rules that are iter-
atively applied, and the fitness function.

The genetic material of the individual is stored in a
chromosome made up of basic genes which define the
physical features of the individual. A previously pre-
sented genetic clusterization algorithms [TAE98] takes
the mapping of all sample colors to theK palette col-
ors as a genetic chromosome. This choice leads to an
extremely high memory consumption, as each chromo-
some consists of a number of genes equal to the num-
ber of unique colors in the picture. In our algorithm, we
take the centers of all cluster, i. e. points in theL∗a∗b∗

color space, as a gene. Thus, a chromosome consists of
K genes only, whereK is the number of clusters.
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For the initial population generation we build the me-
dian cut tree, take the cubes lying on the depth equal to
log2(K), whereK is the number of clusters, and deter-
mine which unique colors of the image belong to which
cube. Then, we find the average centers of each cluster
as it is done in the median-cut algorithm. The initial
population is formed by the centers of each cube.

We define an overall fitness functionFl that charac-
terizes each individuall by

Fl =
K

∑
m=1

{

D(cm, c̃m)+ max
i, j∈Pm

(D(i, j))

}

,

where cm is the average center of the image colors,
which belong to clusterm, c̃m is the cluster center cho-
sen by the genetic algorithm,D is the Euclidean dis-
tance function in theL∗a∗b∗ color space, andPm is the
set of the colors that belong to clusterm.

We minimize this function for the individuals by
generating new populations using reproductions (muta-
tions, crossovers) and comparing the fitness functions.

On the test examples the genetic algorithm achieved
a clusterization that distinguishes all important colors
and generates an equal distribution among the remain-
ing colors.

Unfortunately, the computation times for the genetic
algorithm tend to be rather high, such that it is not prac-
tical to apply it to larger 3D data sets. Therefore, we
will use this algorithms only as a standard, to which we
compare the results generated by faster clusterization
algorithms. The goal was to develop a clusterization
algorithm which is much faster than the genetic clus-
terization algorithm and, at the same time, more ade-
quate than median cut, k-means and c-means algorithm
in certain cases.

We developed the axes-aligned binary-tree partition-
ing approach for clusterization. Like in median cut al-
gorithm our algorithm starts with an axes-aligned box
that encloses all the different color values from the orig-
inal image in theL∗a∗b∗ color space. The "size" of the
box is given by the minimum and maximum of each of
the color coordinates that enclose the box . For splitting
the box we have to decide, in which dimension we want
to perform the splitting step. We choose the dimension,
in which the box has its longest edges. The points are
sorted in this dimension. In this order we are looking
for the largest gap in the splitting dimension. The par-
titioning of the box into two halves is done at the lower
end of that largest gap. We iterate these splitting steps
until all unique colors that have a representative in the
given image are split. This procedure forms a binary
tree with the unique colors stored in the leaves. As a re-
sult, pairs of closest colors are the pairs stored in leaves
with the same parent. Note that the binary tree is typi-
cally unbalanced.

In order to determineK clusters out of the binary-
tree structure, we iteratively merge leaves of the tree. In
each step, we merge the two leaves, whose colors have

the minimal Euclidean distance inL∗a∗b∗ color space.
The color assigned to the new leaf is the average color
of the colors stored in the leaves that have been merged.
The average colorcav is computed by

cav =
1
M

·

M

∑
i=1

ci , (1)

whereM is the number of all leaves which belong to
this subtree, andci are the colors that have been stored
in the leaves. We apply this step until the number of
leaves is equal to the number of cluster centers.

In general, the decision which method to take de-
pends on the initial data.

5 COLOR-TO-SCALAR CONVERSION

The most common way of convertingRGB images to
grayscale in terms of image processing or converting an
RGB color data set to a scalar field in terms of visual-
ization, is to operate on the luminance. First, the image
colors are converted fromRGB to a color space with
a luminance channel, for example, to theL∗a∗b∗ color
space. Then, luminance values are taken as resulting
scalar values. More sophisticated techniques for map-
ping the 3D color space to one particular axis have been
developed, but all these methods are ineffective at pre-
serving different colors orthogonal to the chosen axis.
Often the axis is oriented close to the luminance axis
such that isochromatic colors are projected to similar
regions on the axis.

The Color2Gray algorithm allows to take into ac-
count both luminance and chrominance differencies in
a source image and construct an appropriate grayscale
image. It was introduced for the conversion of 2D im-
ages, but could be generalized to voume data.

The user can influence the output of the Color2Gray
algorithm using three simple and intuitive parameters.
The first parameterθ controls whether chromatic dif-
ferences are mapped to increases or decreases in lu-
minance value. The second parameterα determines
how much chromatic variation is allowed to change the
source luminance value. The third parameterµ sets
the neighbourhood size used for chrominance estima-
tion and luminance gradients.

The color differences between pixels in the color im-
age are expressed as a set of signed scalar values. The
differences are measured in the various channels of the
L∗a∗b∗ color space. Thus, both luminance and chromi-
nance differences are computed. The generation of the
output in form of a grayscale version of the image is
based on these differences. For each pixeli and each
neighbor pixelj, the signed distance scalarδi j based on
luminance and chrominance differences is computed by

δi j(α,θ) =







△Li j , if ‖△Li j‖ > crunch(‖ ~△Ci j ‖)

crunch(‖ ~△Ci j ‖), if crunch(‖ ~△Ci j ‖) ·~Vθ ≥ 0
crunch(− ‖ ~△Ci j ‖), otherwise
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whereLi is the luminance ofith pixel,△Li j = Li−L j,
‖ ~△Ci j ‖ is the Euclidean norm of the vector~△Ci j =
(△Ai j,△Bi j) with △Ai j and△Bi j being the differen-
cies between pixelsi and j in the chrominance channels
a∗ andb∗, respectively,~Vθ = (cosθ ,sinθ) is a normal-
ized vector defined byθ , andcrunch(x) = α ∗ tanh( x

α ).
For a detailed derivation of the formula, we refer to the
original work on the Color2Gray algorithm [GOTG05].

Given a set of signed differenciesδi j for pixel pairs
(i, j) of an ordered setS, a scalar fieldg is computed
such thatg minimizes a target functionf (g). The target
functionf (g) is given by

f (g) = ∑
(i, j)∈S

((gi −g j)−δi j)
2

.

Hence, the minimization problem can be written in the
form of

min( f (g)) = min

(

1
2 ∑

(i, j)∈K

(xi − x j −bi j)
2

)

(2)

where thexi, x j, andbi j can easily be derived. This is a
least-squares problem of the form

min

(

1
2

(Ax−b)T (Ax−b)

)

,

which can be rearranged to

min

(

1
2

xT AT Ax− (AT )T x+
1
2

bT b

)

.

This equation is quadratic with a symmetric, positive
semi-definite Hessian. Therefore, minimizing it is
equivalent to satisfying the linear equation:

AT Ax = AT b .

Deriving the termsdk on the right-hand side of the equa-
tion, we obtain

dk =
[

AT b
]

k = ∑
j≥k

δk j −∑
i<k

δik .

Because of the regular form of the Hessian,AT Ax =
AT b expands to

(N −1) · xk −∑
l 6=k

xl = dk

with A being aN ×N matrix. For any two indicesi and
j, we obtain

di −d j = ((N −1) · xi − x j)− ((N −1) · x j − xi)

leading to

xi =
di −d j +N · x j

N
. (3)

For anyxi = c there is exactly one solution to Equa-
tion 2, which may be obtained by taking any known
minimal vectorx′, and shifting all of its elements by
xi − x′i. So, the problem can be solved by settingx0 = 0
and getting all otherxi from Equation 3. Then, the
found grayscale values are shifted to be as close to the
source luminances as possible.

The bottleneck of the algorithm is the calculation
of the coefficientsdk. The cost of the calculations is

O(N6) for aN×N×N volume image. Using local vari-
ants of the algorithm by adjusting parameterµ is inap-
propriate for our purposes, as one color value should
always be assigned to the same greyscale value, which
is only assured by using a global version of the algo-
rithm.

However, if we do the prior clusterization of the im-
age, the calculations can be reduced dramatically. After
the quantization of the image we are left with arrays of
lengthK, whereK is the number of generated clusters.
Let the output generated by the cluster be given in form
of the color values of each cluster’s center stored in ar-
rayCenters, the number of occurrences of colors from
each cluster stored in arrayOccurs, and the indices that
assign to each pixel of the color the appropriate cluster
stored in arrayIndices.

For each clusterk we can calculated′

k by

d′

k = ∑
j≥k

δk j ∗Occurs[ j]−∑
i<k

δik ∗Occurs[i] (4)

Theδk j andδik are computed on the cluster colors only
using the information stored in arrayCenters. The cost
of this calculation isO(K2). Thus, it only depends on
the typically small number of clusters and is indepen-
dent of the number of pixels/voxels in the image. In
particular, it does not matter, of which dimension the
original image is. Our approach scales to arbitrary di-
mensions, as it only operates on the clusters and their
centers.

Finally, for each pixel or voxeli of the original 2D
or 3D image, we get the desired valuedi by determin-
ing the cluster it has been assigned to and using the re-
spective valued′

k. Thus, we retrievedi = D[Indices[i]],
whereD is the array that stores thed′

k we computed for
all clustersk. These valuesdi are used, as before, to
compute thexi from Equation 3.

By bringing down the computational costs for the
bottleneck computation fromO(N6) to O(K2), we sig-
nificantly speed up the procedure, which makes it ap-
plicable to larger 3D data sets.

6 RESULTS AND DISCUSSION
Since the improvement of our approach over
luminance-based conversion models can be docu-
mented best by looking at 2D images, we first want
to give some examples, where we convert individual
slices through a 3D color data set.

For one of the examples we use a part of a horizontal
slice through the Visible Female data set1. The data set
is obtained by taking cryosections of an entire female
human body. The first image of the Figure 2 shows a red
organ surrounded by a yellowish tissue. The luminance
of the surrounding tissue varies, but the chrominance
values of the surrounding yellow region are clearly dis-
tinguishable from the chrominance value of the red or-
gan.

1Data set courtesy of the National Institute of Health.
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Figure 2 shows a conversion of the slice to a greyscale
image using a luminance-based approach on the left-
hand side and our approach on the right-hand side. Us-
ing the luminance-based approach, the boundary of the
initially red region to the left gets lost. Using our ap-
proach, the initially red region is still clearly distin-
guishable from the surrounding tissue.

For generating the results of our approach throughout
the paper, we used the axes-aligned binary-space parti-
tioning or median cut clusterization and the following
Color2Gray parameters: parameterα = 40 and param-
eterθ = π

4 or θ = 3π
2 . Parameterµ always has to chosen

such that the entire image is considered as a neighbor-
hood to obtain a global approach.

For the generation of Figure 3 we applied a segmen-
tation algorithm to the images of Figure 2. For seg-
mentation purposes, we used a standard approach for
isosurface segmentation based on marching squares for
2D images and marching cubes [LC87] for 3D images.
However, any other segmentation approaches such as
other isosurface extraction methods, level-set methods,
or region-growing approaches could be used instead. In
Figure 3, the contours are shown in red. The figure il-
lustrates that the segmentation algorithm was not able
to segment the initially red region when applied to the
image converted by the luminance-based approach on
the left-hand side. When applied to the image gener-
ated with our conversion algorithm, the region can be
segmented well.

In Figure 1 on the left-hand-side, we show a part of a
slice of a cryosection of a Macaque monkey brain.2 The
brain slices have been digitized using high-resolution
digital photography that allows to scan even very small
structures up to single neurons. We pick a region of
interest with different tissues. The encircled tissue of
interest has a purple color and is surrounded by tissue
with brownish color shades.

The next two images of Figure 1 show greyscale
images after conversion using a luminance-based ap-
proach (second) and our approach (third). Again, our
method manages to let the tissues distinguishable, while
the boundary of the purple tissue gets lost when using
the luminance-based approach, as the luminance values
for the purple and the brownish tissue were about the
same. The last two images of Figure 1 show the results
when applying a segmentation algorithm to separate the
two tissues. Segmentation after luminance-based con-
version only leaves us with a segmentation of the black
spots. The purple regions cannot be segmented. Seg-
mentation after our conversion allows for segmentation
of the purple tissue.

For the generation of Figure 4 we used a data set of
a cancer cell that has been scanned using fluorescence

2Data set courtesy of Edward G. Jones, Center for Neuroscience,
University of Davis, California.

microscopy3. The 3D cancer cell data set is used to ex-
tract the yellow regions. The results are shown in Fig-
ure 4. Our conversion approach allows us to exactly ex-
tract the yellow regions by using isosurface extraction
(middle), while the segmentation run on the luminance-
based converted scalar field (right) extracts much larger
regions that also include many originally green and red
parts.

The results document that our color-to-scalar conver-
sion method allows us to convert data sets with neigh-
bored isoluminant areas that can still be separated by a
standard segmentation method after conversion. Obvi-
ously, when the original color data only contains colors
that vary in their luminance, a luminance-based con-
version produces an optimal conversion that cannot be
improved by our approach.

7 CONCLUSIONS
We have presented an approach for conversion ofRGB
color data to scalar data that is amenable for subsequent
segmentation of the scalar field. In particular, our con-
version method does not map isoluminant colors to the
same scalar value, but allows us to preserve all impor-
tant colors such that they are still distinguishable by a
segmentation algorithm after conversion. Moreover, the
order in luminance for isochrominant colors is main-
tained during conversion.

Our method operates inL∗a∗b∗ color space and uses
clusterization algorithms for quantization. Afterwards,
the quantized colors are mapped to the appropriate
scalar values. We have presented two novel clusteri-
zation methods based on a genetic algorithm and an
axes-aligned binary space partitioning. For the final
assignment of the cluster colors to the scalar values we
used ideas from the Color2Gray approach. By only
applying the algorithm to the clustered data, we were
able to achieve computation times that also allow for
the application of our methods to larger 3D data sets.

We presented results of 2D and 3D color data set
that document the improvements over other approaches
when converting data sets with different isoluminant
colors. We have applied standard segmentation tech-
niques to show how the subsequent segmentation im-
proved when using our approach. Our approach allows
us to apply the entire range of all segmentation tech-
niques to color data via our conversion step. This is
obviously a more viable way than generalizing all ex-
isting and useful scalar field segmentation approaches
to color volume data, which may not be straightforward
for many of them.
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ABSTRACT

In this contribution we present a comprehensive method to extract connected planar polygons from a range image acquiredby
a laser range camera. The result is a boundary representation of the objects in the scene. The approximation of the detected
planes by three–dimensional polygons can be used as a sourcefor feature–based registration of sequential range images. We
focus on the processing of range images that are segmented into planar regions. The polygon of each plane is extracted by
incremental line fitting on the 2D contour of the segmented region projected onto the xy–plane followed by the propagation to
the corresponding 3D–plane. We present a novel idea for joining these three–dimensional polygons. Due to sparsely distributed
depth values of inclined planes and noise in areas of object edges, some planes cannot be segmented completely. Therefore
object edges that actually represent one edge drift apart in3D. Such edges are detected and joined. The direction in which each
edge is moved, is determined by a confidence measure, depending on the slope of the plane.
We describe our experiments on range data of scenes containing planar as well as curved surfaces and give quantitative results.
The estimates are compared to measurements that were manually taken. For cubic objects we compare the angles of the
estimated polygons to the expected orthogonality. For approximately 70 planar surface patches we get an average error of 5
degrees. 83 percent of successfully segmented lines are joint correctly by the algorithm.

Keywords: 3D model reconstruction, boundary representation, range image processing, computer vision.

1 INTRODUCTION

Many publications propose and compare algorithms for
the segmentation of dense range images into planar
patches. An extensive survey of different techniques
can be found in [HJBJ+96] and [CC05]. Here, we
go further and process the segmented range images
in order to extract a boundary representation of the
scene from a single view. For our future goal, the au-
tonomous indoor 3D map generation done by a robot
at the RoboCup Rescue League, we are interested in
the representation of the boundaries of planes as pla-
nar polygons. Such features may also be used for the
registration of sequential range images. Concerning the
problem of finding a high–level description of the seg-
mented surfaces, there exist comparatively few tech-
niques. In [BS92], after the segmentation of the range
image, roof edges are built by the segments of the in-
tersection lines of neighboured planes, whose 2D pro-
jection is verified by the roof edge contour pixels of
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Copyright UNION Agency - Science Press, Plzen, Czech Re-
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these planes. Vertices result from the intersection of
three planes. Step edges are found by 2D Hough clus-
tering and a line tracing on the step edge contour pix-
els. The technique of intersection of surfaces can also
be found in [FEF95], [Liu93] and [Koc96]. In section 3
we will see that this method is not applicable to our
segmented range images due to to the noisy range data
and unreliable orientation of some segmented planes.
The approach in [HGB95] determines the relationship
between planes (connected by edge or vertex) as well,
by classifying the boundary pixels between regions as
roof or jump edge pixels in an early processing step in
order to determine which planes to intersect. However,
it is demonstrated that one cannot fully trust in the cor-
rectness of these intersections, thus the authors use so–
called ”glue patches” in order to handle the problem.
With this method they even connect vertices that result
from the intersection of more than three surfaces by a
glue patch. We chose another approach to avoid faulty
intersection of planes by determining common edges
of planes after the extraction of the planar polygonal
boundary of each plane. This higher–level description
is more reliable than working on pixel level as we show
in section 2.
Our approach expects a segmented range image as in-
put. For the segmentation of the range images we use
a modified reimplementation [Zin01] of the approach
developed by Liu [Liu93]. The segmentation returns a
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Figure 1: Left: outliers (white points) that
are not assigned to any region, middle: the
3D contour coordinates for every region,
right: orthographic projection of the con-
tour coordinates onto thexy–plane

Figure 2:
Incremen-
tal line
fitting

region image that labels each pixel with the identifier of
the region it belongs to and the parameters of the planes
that have been fitted through the points of the regions.
Some segmentation results are shown in Figure 7 in the
lower left of each scene. After the segmentation there
are still some erroneous outliers that actually belong to
a region. The white points in the top plane of the box
in the left image of Figure 1 represent such outliers.
During the outlier elimination of the segmentation pro-
cess the points remain marked as outliers due to their
sparse distribution. The figure shows that range values
in some visible areas, like the top of the displayed box,
are as sparsely distributed as in areas of range values
that represent artefacts. The white points between the
front of the box and the wall represent artefacts. Partic-
ularly the areas of object edges are very noisy so that
one can hardly distinguish a step edge from a roof edge
by analyzing the neighbourhood of the border of a sur-
face. Thus, in contrast to the approaches in [FEF95] and
[HGB95], we do no initial classification of boundary
pixels in order to determine the relationship between
planes. Instead, we first determine the polygon for each
plane (section 2), after that we analyze the relationship
between edges in order to join common edges and ver-
tices (section 3).
As imaging device we use a laser range camera, that
provides dense range images with depth values in carte-
sian coordinates. Section 4 gives further information on
the range images and the current results.

2 3D POLYGON EXTRACTION

2.1 2D boundary extraction
The first step is to determine the contour points of each
region. For the boundary extraction we implemented
the crack following algorithm [Kin97]. To identify the
starting coordinate for this contour following method,
the bounding box of the corresponding region is used.
Starting from the bottom right corner the first pixel of
the region is found by moving to the left. This pro-
cedure allows to assume that the contour starts with a
corner pixel. The result is a sequential, counterclock-
wise list of the contour pixel coordinates for every re-
gion. The range image contains thez–coordinate for
each pixel, thus the corresponding 3D contour coordi-
nates are directly given, as shown in Figure 1.

2.2 Determination of 3D polygons
To determine the 3D polygon representing a plane, the
best fitting lines through the contour points are needed.
As depicted in Figure 1, the orthographic projection
of the contour points onto thexy–plane represents the
actual outline of the surface much better than the 3D
coordinates. Thus the fitting is done in the 2D space,
and the result is transferred to the 3D space.
In [NMTS05] several line extraction algorithms are
compared. Incremental Line Fitting and Split and
Merge are evaluated as best in speed and correctness.
We implemented the incremental line fitting. With
noisy data the standard incremental line fitting has a
disadvantage: If a high residual threshold is chosen in
order to avoid that a noisy point sequence is divided
into many short segments, the resulting polygon is
skewed, as depicted in Figure 2: the desired result is
shown (black rectangle) overlayed to the result with
high residual threshold (skew, grey rectangle).
Thus we extended the algorithm as follows: Every
time when the next point is added to the fitting line,
the current fitting error is compared to the fitting
error of the previous step. If the new error is larger
than the previous plus an offset, the current line is
considered as getting worse. With the offset one can
control the strictness of the judgement. When the
current line finally exceeds the root–mean–square
deviation threshold, not only the last bad point is put
back, but all points since the fitting error became from
bad to worse. Consequently one can choose a high
fitting error threshold and fit lines through noisy data
points, without fitting beyond corners. As line fitting
we implemented an Orthogonal Distance Regression
Fitting as described in [AV05]. The incremental line
fitting results in a list of straight lines, the intersections
of these subsequent lines represent the vertices of
the desired polygon. The resulting 2D–polygon is
transferred to 3D by computing thez–coordinate of the
vertices using the parameters of the associated plane. If
there are subsequent 3D–lines that are nearly parallel,
the intersections are located outside of the polygon.
Thus two lines that enclose an angle that is smaller
than a threshold are merged by refitting the 2D–points
of both lines. Figure 3 shows the result of the polygon
extraction. The advantage of our approach is that we
get closed linear contours (polygons) for each plane,
thus we do not need any vertex refinement in this step.

3 JOINING OF POLYGONS
As shown in Figure 3 there are large gaps between poly-
gons that should be actually connected. Especially the
top of the box did ”move backwards”. Since some of
such gaps are as large as distances between edges that
do not belong together, a distance criterion in 3D space
would be inappropriate, in order to detect which poly-
gons (more precisely: which edges and vertices) should
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Figure 3: Result of the incremental line fitting on con-
tour points of each plane. (a) with original range data,
(b) extracted polygons, (c) orthographic projection onto
the xy–plane, (d) the incoherent polygons of the box,
view along the top plane

be joined. Again the analysis of the 2D orthogonal pro-
jection onto thexy–plane, compare Figure 3 (c), is ad-
vantageous. Criteria for joining two edges:

1. The 2D edges are nearly parallel.
2. The midpoints of the 2D edges are near.
3. The 2D edges have nearly equal length.
4. The 3D edges are nearly parallel.

But how to join two edges? Similar to the approaches
mentioned in section 1, one could replace the concerned
edges by an adequate part of the intersection line of
the two planes that share the edge. Figure 3 (d) shows
that this would cause an incorrect result concerning the
shape of the box due to the erroneous orientation of the
top plane.
Planes whose normal encloses a large angle with the
optical axis of the camera, cannot be segmented com-
pletely due to sparse range data near edges, resulting in
an erroneous orientation of the fitted plane. The idea
is to adapt the orientation of such planes during the
joining of edges. In order to be able to decide which
plane should be adapted, a confidence value is assigned
to every plane first. The chosen confidence measure is
the angle between the normal of the plane and thez–
axis, the smaller the angle the higher the confidence. A
plane with a higher confidence (the ”winner” plane) is
allowed to influence the orientation of a less confiden-
tial plane (the ”target” plane). Depending on the cur-
rent state of the target plane, the influence of the winner
plane decreases. States are:

1. FREE No edge of the target polygon has been joined
yet. The orientation and position of the plane might
be adjusted.

2. JOINED One edge of the target polygon has been
joined. There is still one degree of freedom: the
rotation around the joined edge.

3. FIXED The orientation of the target polygon is
fixed, the vertices of edges that are not joined are
allowed to move in its plane.

The algorithm is described in Figure 4, the operations
in bold type are explained in the following.

3.1 Attracting the target plane
If the target polygon is FREE the influence of the win-
ner polygon is unrestricted, as long as the adapted poly-
gon keeps its planarity. The process of attracting the
target plane is depicted in Figure 5. At first the tar-
get polygon is translated towards the winner edge. The
translation vectorttt is the vector between that endpoint
Av of the target edge and that endpointBw of the win-
ner edge that have the shortest distance. Then the target
polygon is rotated in a way that the winner edge is part
of the plane. According to Eulers’s theorem, any rota-
tion in 3D can be expressed as a rotation with respect
to a single unit norm axis by an angle [TV98]. The
rotation axis is the normalized vectoruuu that is perpen-
dicular to the direction vectoreeew of the winner edge
and the direction vectorlll of the intersection line of the
two planes. The rotation angleα is the acute angle en-
closed bylll andeeew. The rotation matrixRRR is computed
as follows [TV98]:

RRR= Id3cosα +(1−cosα) ·uuuuuuT +sin(α) · [uuu]×, (1)

with identity matrixId3 and cross product matrix[uuu]×.
The rotation must not influence the already joined ver-
tex, the intersection point ofuuu and eeew. Therefore,
before the polygon is rotated, the target polygon is
moved to the origin using the negative position vector
ttto = −bbbw of the joined vertex1. After the rotation the
polygon is translated back. Using homogeneous coor-
dinates the whole transformation can be expressed by a
single transformation matrixMMM ∈ IR4×4:

MMM = (−TTTo)RRR′′′ TTToTTT (2)

TTT =









1 0 0
0 1 0 ttt
0 0 1
0 0 0 1









TTTo =









1 0 0
0 1 0 ttto

0 0 1
0 0 0 1









(3)

RRR′′′ =









0
RRR 0

0
0 0 0 1









(4)

Each vertexpppi
, i = 1, . . . ,n, of the target polygon is ex-

pressed in homogeneous coordinates and multiplied by
the matrix.

(

p′i1, p′i2, p′i3,1
)T = MMM

(

pi
1, pi

2, pi
3,1

)T (5)

The homogeneous coordinate is not changed, thus the
new vertexppp′′′i is given by the first three components of
the result.

ppp′′′i =
(

p′i1, p′i2, p′i3
)T (6)

1 Position vectors of points are written in lower case.
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Order planes descendant by confidence

Associate every plane with a descending list of its possibletarget planes

WHILE (there are still winner planes that have not been tested for joining yet)

Take next winner planepw

FOR every edgeewi of pw

WHILE (ewi not joined yet & there are still possible target planes)

Take next target planepv

WHILE (ewi not joined yet & there are still edges ofpv)

Take next not joined edgeevj of pv

IF (ewi andevj meet joining criteria)

IF (pv is FREE)

attract pv to ewi

mark pv as JOINED

ELSE IF (pv is JOINED)

IF ( ewi and evj share a common joined vertex)

turn pv round joined edge onto ewi

mark pv as FIXED

ELSE

intersect pw and pv

mark pv as FIXED

ELSE

intersect pw and pv

mark pv as FIXED

Figure 4: Structogram: algorithm JoinPolygons
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Figure 5: Attracting the target plane (a) Translation towards winner plane (b) Rotation onto winner edge (c) Sub-
stitution of the endpoint of the target edge by the endpoint of the winner edge.

After the transformation the target polygon and the win-
ner edge lie in the same plane. The last step is to replace
the second vertexBv of the target edge with the corre-
sponding endpointAw of the winner edge.
As this procedure changes the orientation of the target
polygon, the execution is only allowed if the joining tar-
get edge is not too short with respect to the perimeter of
the polygon. Otherwise theIntersection(see below) is
performed. The condition prevents, that a small, error-
prone edge propagates its possible error.

3.2 Turning of target plane

This part is executed if the winner polygon and the tar-
get polygon are already joined in a common vertexVj ,
and if this vertex is the endpoint of a joined edge of
the target polygon. Thus the target polygon is in state
JOINED. The situation is depicted in Figure 6 (a). The
target polygon is fixed at the joined edge with direction
vectoreeej but may rotate around it towards the winner
polygon. As mentioned above, after the rotation the
winner edge shall be part of the rotated target plane.
For the computation of the rotation angleα we need
a vectorlll v in the target and a vectorlllw in the winner
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plane that are perpendicular to the rotation axis. These
are computed by dropping a perpendicular from the free
endpointsAv andBw of the edges that have to be joined
to the line throughVj with direction vectoreeej .

t =
(aaav −vvvj) ·eeej

∥

∥eeej
∥

∥

2 (7)

fff = vvvj + t ·eeej (8)

lllv = aaav − fff (9)

fff is the base of the perpendicular ofAv to the line.
The computation oflllw is analogous. As the direction
of the rotation depends on the direction of the rotation
axisuuu, it is computed by the normalized cross product

lllv×lllw
‖lllv×lllw‖

The rotation angleα is the angle betweenlllv
andlllw. The rotation matrixRRR is computed as shown in
formula 1. The final transformation is given by matrix
MMM ∈ IR4×4:

MMM = (−TTTo)RRR′′′TTTo (10)

The transformation matrixes correspond to 4, with
translation vectorttto = (−1) · vvvj for the translation of
the target plane to the origin. After the transformation
of each vertex of the target polygon, the free endpoint
Av of the target edge is replaced by the corresponding
endpointBw of the winner edge.
Intersection The intersection causes the adaption of
both, the target edge and the winner edge. The edges
are replaced by a segment of the intersection line of the
concerned planes. The segment is the line composed
by the intersection points of the preceding and the
following edge of the winner edge with the target plane.

The result of the process is a boundary representation
of the scene. The geometry is given by the 3D poly-
gons and the according plane parameters, the topology
is given by the connection of edges and trihedral ver-
tices.

4 EXPERIMENTS AND RESULTS
For the experiments we used a laser range camera of
Daimler-Benz Aerospace, that provides dense range
images. We used a resolution of 320×240 pixels and
a measuring range of 90 to 300 cm, the distance reso-
lution is about two percent of the measuring range, as
evaluated in [APZN01]. We tested the method with ar-
tificial indoor scenes, 8 images that show objects with
planar surfaces (image number p01 to p08) and 5 im-
ages that show also objects with curved surfaces (image
number m01 to m05). Figure 7 shows several results.
The top left chart shows the original range image in 3D
space, the bottom left displays the segmentation result
and the right chart shows the final result. All images
result from the same parameter settings.

Image Edges to join Joined
before after correct wrong
polygon extraction

p01 (a) 7 7 7 0
p02 4 4 4 0
p03 7 5 4 0
p04 7 7 5 0
p05 (b) 7 7 7 0
p06 2 2 2 0
p07 7 3 3 0
p08 (c) 8 4 4 0
m01 (d) 6 5 3 1
m02 6 6 3 0
m03 2 2 0 0
m04 9 6 6 0
m05 6 4 3 0

Total 78 62 52 1

Table 1: Evaluation of joining of edges of polygons.
The letters in brackets in the first column refer to the
images in figure 7

Image Trihedral vertices to join Joined
before after

polygon extraction

p01 (a) 2 2 2
p02 1 1 1
p03 1 0 0
p04 2 1 1
p05 (b) 2 2 1
p06 0 0 0
p07 2 0 0
p08 (c) 1 0 0
m01 (d) 1 1 1
m02 2 2 1
m03 0 0 0
m04 2 1 1
m05 0 0 0

Total 16 10 8

Table 2: Evaluation of joining of vertices of polygons.
The letters in brackets in the first column refer to the
images in figure 7

Table 1 and table 2 list the results of the joining of
edges. The evaluation shows that some edges and
accordingly trihedral vertices are lost due to under-
segmentation, but 83.87% of the edges that remain to
join after the extraction of polygons for each plane are
merged correctly. Image 7(a) shows an example where
all edges could be joined and the shape of the box is
well approximated. Especially the top of the box, that
had shown an erroneous orientation after the segmen-
tation, has been adjusted properly. Table 3 shows the
reconstructed angles between planes that are known to
be perpendicular. The mean difference to the optimum
of 90◦ averages 5.34◦.
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Figure 6: Turning of target polygon around the joined edgeeeej (a) Turning of the target polygon onto the winner
edge (b) Substitution of the free endpoint of the target edge.

Image Number of
orthogonal
planes

Average
angle
between
planes

Diff. to 90◦

p01 (a) 7 86.94 3.06
p02 7 84.14 5.86
p03 7 83.99 6.01
p04 10 85.54 4.46
p05 (b) 7 85.47 4.53
p07 1 83.90 6.10
p08 (c) 5 83.32 6.68
m01 (d) 10 84.00 6.00
m02 7 83.49 6.51
m03 4 82.65 7.35
m04 3 87.27 2.73

Total 68 84.66 5.34

Table 3: Evaluation of angles between orthogonal
planes. Angles are given in degree. The letters in brack-
ets in the first column refer to the images in figure 7

Image 7(b) shows an artefact caused by the proceeding
during intersection: In this case the front plane of the
box has been the winner polygon and the ground the tar-
get polygon. The preceding edge of the bottom edge of
the front had been a short sloped edge and this skewness
is optically enforced because this edge becomes longer
due to the intersection process. Image 7(c) shows the
already mentioned problem of undersegmentation con-
cerning planes, whose normal has a large angle to the
optical axis. Nevertheless all edges have been joined
correctly in these images. Our experiments confirm that
the joining criterion (section 2) should be adapted. The
current criteria are not strict enough to ensure that two
edges are only joined if they really represent a com-
mon edge, as shown in image 7(d). The slope of the
top plane of the box is wrong as its rear edge had been
joined erroneously with its shadow edge that belongs
to the wall plane. The image 7(d) shows an example

with objects with curved surfaces. These are approxi-
mated by several planar patches. Overall the results are
promising, especially the joining and the adjustment of
the orientation of polygons works very well.

We also tested the method on data that was acquired
with a 3D laser range finder which is mounted on
our mobile system. The 3D–scanner consists of a
Hokuyo 2D range finder that can be turned by a
servo [PDMP06]. It covers a sphere of 240◦

× 360◦

degrees with a resolution of 0.352◦×0.9◦. The scanner
can detect objects in distances up to 4000 mm. It is
lightweight and small and therefore very suitable for
a mobile robot. For the experiments, range data of
an almost empty room was captured (see figure 8).
The only objects in that room were benches and some
lamps that are attached to the wall. From the complete
sphere, a window of about 139◦

×127◦ was extracted
and projected on a plane of 640× 480 pixels (see
figure 9). For each pixel in the plane, theφ and θ
of the angle from the camera center was calculated
and the corresponding 3D–coordinate was determined
by a linear interpolation of the 4 closest laser range
measurements. The result of this transformation is a
range image comparable to the data that comes from
the laser camera, but with a much larger field of view
(the field of view of the laser range camera is only 42◦

in horizontal and 32◦ in vertical direction). This results
in a high resolution of 3D–points along the z–axis even
if the object is located in the area above and laterally of
the laser scanner.

Therefore the processing of the images created by the
laser scanner requires a few adaptions of the algorithm.
The reason is that the projection of the computed 3D–
data onto the xy–plane leads to a representation that is
not adequate for the incremental line fitting process. In
contrast to the images of the laser camera the new 3D–
data may contain planes whose normal is nearly orthog-
onal to the principal axis and whose projection onto
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Figure 7: Some results of the whole process. Top
left chart: original range image in 3D space, bottom
left chart: segmentation result, outliers are depicted as
white points, right chart: final result

the xy–plane results in collapsed shapes with nearly no
area. Thus the incremental line fitting and the trans-
fer of the 2D–polygons onto the according 3D–plane
may fail. The propagation of a 2D–vertex to the cor-
responding plane could result in a point in the infinite.
The new approach is that the incremental line fitting is
not always processed with the projection onto the xy–
plane but with the projection onto that coordinate plane
whose direction of projection is closest to the direction
of the normal of the plane. Further the second joining
criterion, that checks if the midpoints of the 2D–edges
are close enough, is now performed in 3D–space.

 1000 0-1000-2000

 2000
 1000

 0
-1000

-2000

 1500
 1000

 500
 0

room

Figure 8: Point cloud of the scanned room (acquired by
the 3D laser scanner; without the ceiling)

Figure 9: Plane with depth data as grey values. The
black artefacts represent areas where the laser scanner
did not receive an echo

Figure 10 displays the result for the described scene.
The example demonstrates that smaller artefacts (also
inside of regions) are suppressed. The qualitative anal-
ysis shows that the slightly modified algorithm works
also well with the range data from the laser scanner.

Figure 10: Result using an image created with the laser
range scanner. Top left chart: original range image in
3D space, bottom left chart: segmentation result, out-
liers are depicted as white points, right chart: final re-
sult
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5 CONCLUSION
We presented a method to extraxt a boundary represen-
tation from dense range images based on their segmen-
tation into planar surfaces. Using a confidence measure
the polygons are joined by edges and trihedral vertices.
In addition the orientation of less reliable polygons is
adjusted during this process. The result is a high level
description of the scene that contains its geometry and
topology. In the future we want to enforce the join-
ing criterion, in order to assure that different edges are
not joined. The technique will be used for data from a
3D laser range finder which is mounted on our mobile
robot ”Robbie” at the RoboCup Rescue championship
next year.
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ABSTRACT

Image segmentation is a primary step in many computer visiontasks. Although many segmentation methods based on either
color or texture have been proposed in the last decades, there have been only few approaches combining both these features.
This work presents a new image segmentation method using color texture features extracted from 3D co-occurrence matrices
combined with spatial dependence, this modeled by a Markov random field. The 3D co-occurrence matrices provide features
which summarize statistical interaction both between pixels and different color bands, which is not usually accomplished by
other segmentation methods. After a preliminary segmentation of the image into homogeneous regions, the ICM method is
applied only to pixels located in the boundaries between regions, providing a fine segmentation with a reduced computational
cost, since a small portion of the image is considered in the last stage. A set of synthetic and natural color images is usedto
show the results by applying the proposed method.

Keywords: Image segmentation; Spatial Dependence; Markov Random Fields; Color; Texture Features.

1 INTRODUCTION

The primary purpose of an image segmentation sys-
tem is to extract information from the images to al-
low the discrimination among different objects of inter-
est. Image segmentation is of great interest in a variety
of scientific and industrial fields, with applications in
medicine, microscopy, remote sensing, control of qual-
ity, retrieval of information in graphic databases, among
others. The segmentation process is usually based on
gray level intensity, color, shape, or texture.

Texture can be characterized by local variations of
pixel values that repeat in a regular or random pat-
tern on the object or image. It can also be defined
as a repetitive arrangement of patterns over a region.
Although several methods for unsupervised and super-
vised texture segmentation and classification have been
proposed in the literature, there are neither formal ap-
proaches nor generic methods that are useful for a great
variety of images.

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted with-
out fee provided that copies are not made or distributed for
profit or commercial advantage and that copies bear this
notice and the full citation on the first page. To copy oth-
erwise, or republish, to post on servers or to redistribute to
lists, requires prior specific permission and/or a fee.
Copyright UNION Agency Science Press, Plzen, Czech
Republic.

The main texture feature extraction methods can
be categorized into structural, statistical and spec-
tral [Palm04]. Structural methods are based on an ar-
rangement of textural elements. Statistical methods de-
fine textures as stochastic processes and characterize
them by a number of statistical measures. Most impor-
tant statistical approaches are co-occurrence matrices,
autocorrelation methods, and gray level run length ma-
trices. Spectral approaches focus on periodic pattern re-
sulting in peaks in the frequency domain, for instance,
Gabor filtering and wavelet decomposition.

The use of colors also plays an important role in the
description of regions contained in an image [Lucch01].
Many techniques for feature extraction, capable of sum-
marizing the region properties, are based on color his-
togram. Although such techniques are widely used in
certain applications, a serious disadvantage is their in-
capability of incorporating spatial information into the
histogram. Furthermore, histograms are susceptible to
global variations in pixel intensity.

While significant advance has been achieved in tex-
ture segmentation [Tucer98] and in color image seg-
mentation [Cheng01] separately, the combination of
texture and color properties is considered as a much
more challenging problem [Deng01]. However, such
combination can provide more accurate information to
guide the description of the image regions [Panjw95,
Shafa97, Belon98, Shi95, Palm04, Chen05].

Due to the satisfactory performance in several ar-
eas, image segmentation methods based on spatial de-
pendence have received increasing attention from sci-
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entific community [Deng04, Krish97]. Besides con-
sidering the features extracted from image regions, as
usually used in region-based segmentation techniques,
such methods incorporate information about a region
neighborhood through the Bayesian formulation.

Among the main advantages in using segmentation
based on random fields are the integration of spa-
tial relationship between adjacent regions of the im-
age [Dubes89], the use of several features for image de-
scription by means of the Bayesian formulation, the re-
gion labeling for generating the final segmentation ob-
tained directly from the random field [Deng04], and the
incorporation of constraints into the energy function to
be minimized [Geman90].

This work describes a new image segmentation
method using color texture features extracted directly
from 3D co-occurrence matrices combined with spatial
dependence, this modeled by a Markov random field.

The method is divided into two stages. In the first
one, the centers of homogeneous regions are located
by using the Dog Rabbit clustering algorithm, result-
ing in a coarse segmentation. The second stage is re-
sponsible for determinating the boundaries between re-
gions, resulting in a fine segmentation. In contrast with
the approach described by Fwu and Djuric [Fwu96],
which employs the ICM (iterated conditional modes)
in the whole image, the proposed method applies the
ICM only to those pixels located in the boundaries of
adjacent regions, therefore, reducing the computational
cost.

The paper is organized as follows. Section 2 de-
scribes the techniques used to develop the method. In
Section 3, the proposed method is presented and dis-
cussed. Experimental results obtained by applying the
segmentation method are shown in Section 4. Finally,
Section 5 concludes the paper with some final remarks.

2 RELATED TECHNIQUES
This section describes the techniques used to develop
the proposed method, which include the Dog Rabbit
clustering algorithm for locating the cluster centers in
the first stage of the method, and color texture features
and Markov random fields that are combined by the
Bayesian formulation to allow spatial dependence dur-
ing the second stage of the segmentation method.

2.1 Dog Rabbit Clustering Algorithm
The Dog Rabbit clustering method is an iterative pro-
cedure proposed by McKenzie and Alder [McKen94]
and recently improved by Hill et al. [Hill05]. It uses a
dynamic process to moveG points to positions near the
centers of clusters in the feature space.

The main idea consists of sequentially taking the
sample points and moving the cluster centers toward
each sample, as it is considered. The closest center is
moved to the sample point under consideration, while

the other ones move a lesser amount, such that only one
center is more strongly attracted to each data cluster.
After all iterations, each one of theG points is consid-
ered as the center of a cluster.

The displacement of the centerC j can be modeled
by Equation 1, whereD j is the distance between the
feature vector of the data pointyi and jth center. f j is
the fatigue parameter, responsible for keeping eachC j

in the centroid of its corresponding cluster, andΛ is the
inhibition parameter which allows only one center for
each data cluster.

C
′

j = C j + α j
2Di, j

(1+ Di, j)
f j

(yi−C j) (1)

where

α j =







1 if C j is the closest center toyi
Di, j

Λ+ Di, j
otherwise

According to McKenzie and Alder [McKen94], the
Dog Rabbit algorithm is more reliable than the well-
known K-means clustering algorithm that is sensitive
to the order in which the data are presented.

2.2 Segmentation Based on Spatial De-
pendence

Methods based on information regarding spatial depen-
dence use the Bayesian formulation to relate the fea-
tures of a region to its certain neighborhood [Winkl03].
In order to divide an image into homogeneous regions
by grouping pixels having similar characteristics, such
methods consider the existence of an observation (in-
put image withn pixels) and a correctly, but unknown,
segmented image.

Each pixel of the image is considered as a random
variable that assumes values inL = {0,1, . . . ,G− 1},
whereG denotes the number of regions with distinct
characteristics in the image.Y = {y1,y2, . . . ,yn} de-
notes the set composed of the feature vectors repre-
senting the observed variables. Information about spa-
tial dependence is modeled by a MRF (Markov ran-
dom field), represented by the set of random variables
X = {X1 = x1,X2 = x2, . . . ,Xn = xn}, wherexi belongs
to the setL.

The Bayes’ theorem, given in Equation 2, is used to
establish the relationship between featuresY and the
spatial dependence of variablesX , whereP(X) is often
called thea priori probability. The correct segmenta-
tion for an image is that one which the labelling in set
X maximizes thea posteriori probability P(X |Y ).

P(X |Y ) =
P(X)P(Y |X)

P(Y )
(2)

However, the computational cost needed to determine
the optimal segmentation is extremely high since it is
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not trivial to define the prior probabilityP(X) and there
are an exponential number of possible segmentations,
even for images with small sizes.

Therefore, for practical purpose, segmentation tech-
niques for approximating the optimal solution must
be used. Such approximations are obtained by
means of relaxation methods such as SA (simu-
lated annealing) [Geman84], ICM (iterated conditional
modes) [Besag86], MMP (maximum marginal prob-
ability) [Marro87], belief propagation [Pearl88], and
graph cuts [Boyko01], which iteratively maximize
probabilityP(X |Y ), after making a set of assumptions.

2.3 Color Texture Feature Extraction

In gray level images, texture can be described as an
attribute representing the spatial arrangement of the
pixel intensities in a region of the image. A clas-
sical approach is based on extracting several statisti-
cal measures from a gray level co-occurrence matrix,
such as contrast, correlation, energy, and homogene-
ity [Baral95, Haral73].

The co-occurrence matrix of an image is an estima-
tion of the second-order joint probability density of the
intensity changes between pair of pixels, separated by
a given distance at a certain orientation. Typically, the
distance is one pixel and the orientation is quantized
into four different orientations (θ = 0o, 45o, 90o, 135o).
Therefore, four co-occurrence matrices are generated.

Color is also a very important attribute in image anal-
ysis. Many techniques for color feature extraction are
based on the color histogram. Although such tech-
niques have been extensively used in certain applica-
tions, they have some disadvantages since spatial infor-
mation is not incorporated into the histogram.

Since the segmentation method proposed in this work
uses color textured images, an extension of the tra-
ditional gray level co-occurrence matrices is required
to extract proper features. The approach proposed by
Dacheng et al. [Dache02] is used to describe texture
features in color images. Initially, the RGB color model
is converted into HSI model, since it separates the in-
tensity and color components. Then, H, S and I com-
ponents are quantized into 8, 4 and 4 bins, respectively.
Nine orientations are used to define the neighborhood
of a pixel along the H, S and I planes, as shown in Fig-
ure 1.

From these 3D co-occurrence matrices, four textural
features are calculated (angular second moment, con-
trast, correlation, and entropy), producing a total of 36
measures, since nine matrices are calculated.

2.4 Markov Random Field

In order to define the image pixel interaction, an im-
age is considered as a stochastic process, that is,X =
(X1 = x1,X2 = x2, ...,Xn = xn), wherexi belongs to set

H SI

1

5

7

4

2 3

8 9 123

456 6

789

Figure 1. Orientations used to define the neighbor-
hood of a pixel using the HSI model. Equal labels
indicate the considered variations of intensity, cross-
ing the central pixel in H plane.

L, defined in the beginning of Section 2.2. A realiza-
tion of the image is vectorx = (x1,x2, . . . ,xn). Thus,
the sample space has{0,1, . . . ,G− 1}n different real-
izations.

Through the stochastic modeling, an image can be
considered as a set of random variables. Thus, it is
possible to determine the joint distribution of such vari-
ables, denotedP(X). However, due to the lack of infor-
mation regarding the dependence of the random vari-
ables and the exponential number of parameters that
have to be estimated, Abend et al. [Abend65] concluded
that only the local interactions between neighbors can
be considered. As a consequence, only approximated
solutions for the optimum segmentation may be ob-
tained in acceptable computational time.

Some stochastic models based on local dependence
have been proposed, such as Markov Mesh, Pickard
model, and Markov random field. All these models esti-
mate the joint probabilityP(X) by means of Equation 3,
whereZ is called partition function andH(X) repre-
sents an energy function which depends only on local
interactions among the random variables [Winkl03].

P(X) =
1
Z

exp(−H(X)) (3)

3 PROPOSED METHOD
The aim of the proposed method is to segment a color
textured image inG regions having similar features.
The method is composed of two stages. The first stage
segments the homogeneous regions of the image by us-
ing the Dog Rabbit clustering method and a bidimen-
sional histogram, resulting in a coarse segmentation. In
the second stage, considering that the features follow
the Gaussian probability distribution, the ICM is used
to determine the location of boundaries between adja-
cent regions.

The diagram in Figure 2 illustrates the steps of each
stage. Since the ICM is applied only to pixels located
in boundary regions, this approach significantly reduces
the computational costs.

During the first stage, the input image is converted
from RGB into HSI color model. The image is divided
into a number of square windows, being allowed the
overlapping of distinct regions. For each window, 3D
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first stage second stage

segmentation: feature extraction:

segmentation:feature extraction:
3D co−occurrence matrix

PCA

3D co−occurrence matrixDog Rabbit

ICM

PCA

input image segmented image

dimensionality reduction: dimensionality reduction:

Figure 2. Diagram illustrating the two stages of the proposed segmentation method.

(a) (b) (c)

Figure 3. Example of coarse segmentations. (a) texture mosaic; (b) resulting segmentation by applying only
a clustering algorithm; (c) segmentation obtained with thebidimensional histogram.

co-occurrence matrices are calculated to generate 36
statistical measures. Such measures compose a feature
vector, which is used to describe the region of the image
contained in the sampled window.

Additionally, principal component analysis (PCA) is
applied to each feature vector to reduce the data dimen-
sionality. Afterwards, all measures obtained from the
co-occurrence matrices are rescaled to have unit vari-
ance and zero mean. The Dog Rabbit clustering method
is applied in the feature vectors aiming at locating theG
cluster centers which divide the image in homogeneous
classes. Finally, each sampled window is labeled with
a value in setL.

Once the initial clustering is concluded, a bidimen-
sional histogram is calculated. In this histogram, the
entry (x,y) contains the occurrence frequency of each
G possible labels. A pixel located at(x,y) is assigned
to the classi if the entry(x,y) has only non zero values
in i; otherwise, that pixel will be considered in the sec-
ond stage of the algorithm. Therefore, the more over-
lapping windows, the more precise the result of the first
stage will be.

Figure 3 shows an instance of a coarse segmentation
that may be obtained by computing the bidimensional
histogram and setting as segmented only those regions
belonging to a single class. As a result, the parameter

estimation required by the second stage is performed
without considering regions located in the boundaries
between two classes (white regions in Figure 3(c)).
Therefore, the parameters are estimated within samples
in a single class, as desired.

To segment those pixels not labeled in the first stage,
the ICM method is applied to estimate an labeling
which maximizes the probabilitya posteriori, shown
in Equation 2. Since the ICM maximizes only the lo-
cal probability of a random variable, given by Equa-
tion 4, its computational cost is lower than the costs
presented by other methods. The Equation 4 shows the
terms which need to be maximized, whereηi represents
a local neighborhood of random variable.

xi← argmax
v∈L

{

P(Xi = v|ηi)

P(Y i = yi|Xi = v)
}

(4)

Assuming that the features extracted to each pixel
follow a Gaussian distribution, Jackson and Land-
grebe [Jacks02] approximated Equation 4 by 5. In
such approximation,µv andΣv denote, respectively, the
mean vector and the covariance matrix of thevth class
in the image;m represents the number of neighbors for
xi that belong to regions different fromv; finally, β is a
constant weight coefficient which defines how strong is
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(a) (b)

Figure 4. Segmentation of a texture mosaic image. (a) after the Dog Rabbit clustering (first stage); (b) after
25 cycles of ICM usingβ=0.8 (second stage).

the interaction among adjacent pixel within a neighbor-
hood [Winkl03].

xi← argmin
v∈L

{

ln |Σv|+2mβ +

(yi− µv)
TΣ−1

v (yi− µv)
}

(5)

Although the feature extraction and dimensionality
reduction are performed in the same manner as that
in the first stage, the windows are sampled differently,
centered in each unsegmented pixel. Therefore, each
vectoryi contains the result of PCA executed over fea-
tures extracted from 3D co-occurrence matrices ob-
tained from a window centered inith pixel.

Once the feature vector computation is concluded, it
is enough to execute a few cycles of ICM to label those
pixels that remain unlabeled after the first stage. Fi-
nally, after the union of results obtained in both stages,
the image is completely segmented.

4 EXPERIMENTAL RESULTS
A set of synthetic and natural color images is used to
illustrate the results by applying the proposed method.
Figure 4 shows the segmentation of a color mosaic im-
age, using only the Dog Rabbit clustering algorithm
(first stage of the proposed method) and after the sec-
ond stage, respectively.

It can be observed that the last stage provides an im-
proved segmentation due to the local adaptation of the
ICM algorithm. The boundaries between the regions
are smoother and better identified.

To evaluate our methodology, experiments were per-
formed by using three texture mosaics and real images,
shown in Figure 6. Each image was partitioned into
windows with size of 24×24 pixels for feature extrac-
tion in both stages.

Since the ICM is used during the second stage of the
method, the final segmentation presents a fine adapta-
tion to the boundaries between adjacent regions, such
as the result shown in Figure 5.

Although the ICM algorithm is used in the second
stage of our method, when compared to methods that

Figure 5. Segmentation with a fine adaptation to the
boundaries between regions.

apply ICM in the entire image, the computational cost is
lower since only the pixels located in the region bound-
aries are considered in the second stage.

The number of segmented pixels and corresponding
percentage during the two stages are shown in Table 1.
The percentage depends on the amount of boundary re-
gions present in the image.

number of segmented pixels
Image first stage second stage

Figure 4(b) 129,920 (88.11%) 17,536 (11.89%)
Figure 6(a) 118,848 (80.60%) 28,608 (19.40%)
Figure 6(b) 189,744 (72.38%) 72,400 (27.62%)
Figure 6(c) 243,520 (92.90%) 18,624 (7.10%)
Figure 6(d) 228,352 (87.11%) 33,792 (12.89%)

Table 1. Number of segmented pixels during the first
(Dog Rabbit) and second stage (ICM) of the pro-
posed method.

5 CONCLUSIONS
This work presented a new image segmentation method
using color texture features extracted from 3D co-
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(a) (b) (c)

(d) (e)

Figure 6. Results obtained by our segmentation method after50 cycles of ICM, with β=0.8 and windows
composed of 24×24 pixels for feature extraction. (a)-(b) texture mosaics with 384×384 pixels; (c) texture
mosaic with 512×512 pixels; (d) satellite image composed of 512×512 pixels; (e) natural image with 512×256
pixels.

occurrence matrices combined with spatial dependence
modeled by a Markov random field.

The application of ICM only to pixels located in the
boundaries of regions reduced the computational cost,
also providing an improved segmentation due to its lo-
cal adaptation.

The effectiveness of the proposed method was
demonstrated by several experiments using synthetic
and real color images. An extension of the method
for segmenting color-texture regions in video data is
planned as future work.
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ABSTRACT

This paper presents an unique method for rendering complex shapes as fuzzy or diffuse objects inside virtual environments. It
uses surface geometry that is converted into a voxel-like grid to specify the appearance of the shape. A particle system displays
the outline of the object at runtime. Particles are allowed to move freely inside the voxel-grid but obtain certain attributes
from the voxels they currently reside in. Those attributes assign color, size, textures, transparency to the particles, as well as
forces that influence the movement of the particles. Force effects include linear and spiral movements, gravitational points, and
helix-shaped motion of particles. Through this, complex movement of the particles inside the voxel-space can be created at
interactive rates, while still maintaining the approximate form of the original surface geometry.
Keywords: Particle systems, voxels, interaction, real-time rendering

1 INTRODUCTION

Rendering diffuse changing shapes like fire, dust, or
smoke is a common task in computer graphics. Since
such shapes have a limited complexity, rendering them
can be done efficiently in real-time using simplified
models and techniques. When extending those shapes
to more complex models, such as the rendering of
ghost-like figures, this is no longer easily performed.
Our aim is the rendering of diffuse, fuzzy, potentially
ghost-like objects and characters. Like classic polygo-
nal 3D objects, they have a specific shape and texture,
but react to collisions, for example, by floating around
the colliding solid object and re-assembling their shape
afterwards. Waving inside the ghost-like character would
result in stirring up the colors and rough shape of the
character, as happens when color drops in water are
stirred. Once left alone, however, the character should
gradually re-adjust itself to its original form. If the char-
acter moves or changes shape, this may have a tempo-
rary blurring effect or may happen immediately. Fur-
thermore, forces inside and around the character could
make the character itself include dynamic components,
such that, for example, the eyes glow by emitting fire or
light particles moving in form of tornados.

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.
Copyright UNION Agency – Science Press Pilzen, Czech Re-
public.

The application of such characters is best exempli-
fied by 3D ghost-like or cartoon characters in 3D games
that behave like normal figures, but additionally show
the described fuzzy and dynamic visual and shape be-
havior. Also, virtual narrators and guides in 3D envi-
ronments and storytelling applications could have these
features. They are often superimposed onto the running
story and, as they are superimposed external "add-on"s,
may potentially be more believable inside a story if they
show a more fantasy-like appearance.

The idea is not bound to characters but can also com-
prise the visualization of normally invisible phenomena
like energy fields in open space and aura-like phenom-
ena around characters.

Figure 1: Marvin the Martian rendered as a diffuse
character with point-sprite particles.
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To visualize characters with the described features
and behavior using traditional polygonal representa-
tions of objects, complex models are needed. Those
tend not to act well in interactive applications such
as real-time interactive virtual environments or games.
However, a simplified approach can be found using
voxelized geometry in combination with common par-
ticle systems.

This paper introduces a unique method for render-
ing diffuse figures that extends the normal use of par-
ticle systems to display fuzzy characters and complex
shapes (see Figure 1). It uses a representation of surface
geometry transformed into the voxel-space to approxi-
mate the outline and appearance of the shape. This vox-
elized grid is generated in advance as a computational
step. Particles are later generated inside this space to
visualize the diffuse shape in real-time. Additional at-
tributes can be stored inside the voxels to obtain a more
complex behavioral model for the fuzzy shape. Cur-
rently, size, color, animation speed, and some sophisti-
cated movement models can be used inside the voxels.

In Sections 2 and 3, we will give an overview of the
work previously done in this area. A short introduction
on particle systems and also on methods used to cre-
ate a voxel-space model of surface geometry is given.
This information is applied later in the paper to give a
detailed description of the particle system used. Fur-
thermore, the voxelization algorithm is explained in de-
tail. In Section 4, the implementation of the method is
presented. We describe the changes made to the origi-
nal voxelization algorithm to obtain further information
about the original surface geometry. We also describe,
how the particle system is attached to the voxel-space
and how the attributes of the voxels influence the parti-
cles. That information is later extended in Section 5 to
include common interaction techniques. Specifically,
manipulation practices, complex forces inside the vox-
els, and collision with solid models will be discussed.
Section 6 presents the results of the particle shape and
Section 7 concludes the work with an outlook on further
work.

2 RELATED WORK
To render atmospheric effects, such as dust, smoke, or
fire, the number of approaches is numerous. Realis-
tic rendering of dust has been developed by Blinn [2]
to display dusty surfaces and Dobashi et al. [3] intro-
duced a hardware-accelerated method for rendering at-
mospheric scattering. While those approximations pro-
duce extremely good results, they are hardly capable
of real-time rendering inside large interactive environ-
ments that are often present in 3D virtual environments.
They furthermore do not support direct interaction with
the effect itself.

In 1983, Reeves introduced particle systems to render
fuzzy objects like fire, explosions and forests [7]. The

complex phenomena were separated into tiny parts that
could individually move around given some common
constraints. This concept was later converted to use par-
allel computations [9] and also used by Reynolds inside
behavioral systems to model the complex movement of
flocks of birds [8]. Particles were not only seen as in-
dividual points anymore, but could interact with each
other and form a much more complex behavior. Us-
ing constraints for the particle system, like attaching the
particles to vertex elements, fairly complex shapes can
be achieved.

Oriented particles [11] can be attached to surface ge-
ometry or be used for point-based rendering or some-
times to display clothing. Here, particles are intercon-
nected by springs to make up a piece of cloth. Simple
dynamic computations are performed to simulate the
movement of the cloth. Since the tessellation can be
varied in the cloth simulation, this method is also ca-
pable of running in real-time. Today, particle systems
have advanced to be the common way for displaying
fuzzy phenomena like smoke, dust, or fire. Unfortu-
nately, those phenomena are often limited in their be-
havior and complexity, when rendering them in real-
time. Current systems, like the one Kipfer and Segal
introduced, are capable of rendering up to a million
particles in real-time [4]. Even though a mass of par-
ticles are computed and rendered, interaction with the
particles and control over them is very limited. Other
uses of particles include point-based rendering that very
closely defines the shell of a geometric object but act as
another approach for surface modeling and accelerated
rendering.

Since we are looking for dynamic movement of the
surface and close interaction with the particles, nor-
mal particle systems are sufficient. Particle systems are
also used as the integral part of fluid simulations us-
ing the Navier-Stokes equation as proposed by Stam
[10]. Here, particles are moved through a computa-
tional grid to represent the density of a simulated fluid.
Even though particles are used there, they only con-
tribute to the calculation of the fluid dynamics and not
directly to the visual appearance.

An image-based method to represent three dimen-
sional objects is the use of voxels. Individual pixels are
extended into 3D as a grid of small equidistant boxes to
build the shape of an object. This method is often used
in interactive visualization of medical data, but can also
be used in other fields of real-time computer graphics.
Mostly, it is used to represent three-dimensional images
of scanned data.

There are several methods to convert image data to
surface geometry, with the most prominent being the
marching cubes algorithm [5]. Oomes, Snoeren, and
Dijkstra looked at the other direction [6], trying to cre-
ate voxel objects from surface geometry. While their
method yields good results, the cost of the computation
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is high. Since that would have to be done every time
the triangle model is updated, this becomes impracti-
cable for real-time animations. Another method, using
todays standard graphics hardware, can be used to ap-
proximate surface geometry using voxels. Beckhaus et
al. used a method to render whole scenes as slices to
create a voxel-based representation of the scene used
for spacial analysis and collision detection [1].

3 BACKGROUND AND DESIGN
As particle systems and voxelization are the basic tech-
niques from which our method draws, both are intro-
duced here in more detail.

3.1 Particle systems
Most objects in a virtual environment can easily be
created as surface geometry and animated using key-
frames, functions, or other methods of direct manipula-
tion. Some elements, though, that are common in the
real world, are too complex to animate and to display
manually. Those include the rendering of rain, where
it is not possible to create every single raindrop in the
scene. However, since most raindrops exhibit the same
behavioral model, it is efficient to just define one ob-
ject that is generating all the raindrops inside the scene
automatically.

Particle system are often used in real-time graphics
for this kind of common special effects, because they
are very easy to implement and have the visual consis-
tency needed by the programmers or animators. They
consist mainly of an emitter, that manages the creation
and update cycle of the individual particles. For every
time-step in the simulation, the emitter has to perform a
couple of tasks to keep the particle system alive. First,
old particles that have exceeded their lifetime are extin-
guished. Then, new particles are generated by the emit-
ter and initial attributes are assigned. The current set of
living particles is moved and transformed according to
the rules defined inside the particle system.

In the particles themselves, individual attributes are
stored. In Reeves’ original work, those included color,
size, lifetime, and transparency. Additionally, a posi-
tion and velocity were stored to determine the move-
ment of the particles. As individual particles reach
their predetermined lifetime, they fade away and can be
deleted by the emitter, since they do not contribute to
the simulation any further. During their lifetime, they
can be influenced by outside forces, such as wind or
gravity, but also other, more direct, forces, like the col-
lision with solid objects.

When rendering the particles, they are often repre-
sented as tiny primitives, such as points, lines or small
polygons. Later, their representation was extended to
use textured billboarded quads or point sprites. Even
animated sprites or video-textures can be used.

3.2 Voxelization
Using several slices of image scans through a human
body, a three dimensional image can be created. Com-
monly used in the medical field, voxels are volume ele-
ments of a certain size, that are defined by their color or
opacity. The information stored in the image scans can
be used to obtain a volume representation of a model.
Voxels are not limited to store just color information in-
side them. They can, for example, be easily extended to
include velocity information about movement to form a
vector field. They can also be used to include all kinds
of attributes. We decided to store all the visual charac-
teristics that were discussed earlier as well as informa-
tion about the forces influencing the particles.

Figure 2: Several render passes through the model
create the voxel representation of the shape

With todays standard graphics hardware, a special
method can be used to approximate surface geometry
using voxels. [1] used a method to render whole scenes
as slices to create a voxel representation used for spacial
analysis and collision detection. While they used this
method to create a voxel representation of a complete
scene in a virtual environment, it can also be applied to
create texture layers from a single model.

The Marching Cubes algorithm took into account that
a triangle, passing through a set of four voxels is al-
ways coloring the voxel the same way. Accordingly, a
small set of triangles can be defined for different color-
ing configurations of the voxel-space. Using this infor-
mation, creation of voxel-based images is similar. At
positions where an object, composed of triangles, is in-
side the viewing plane, the intersection points are col-
ored by the rasterizer unit of the graphics card. Us-
ing several viewing planes that are closely fitted behind
each other, a whole set of layers can be created (see Fig-
ure 2). These layers are then used to generate a voxel
representation of the surface geometry that can be used
to determine the particles appearance.
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4 IMPLEMENTATION
The presented method combines the use of voxelized
objects with the benefits of displaying diffuse sets of
particle clouds to create complex looking objects or
characters in virtual environments. The focus of the de-
sign was more on the simulation and interaction pro-
cess and not on the efficiency of the rendering step,
even though different methods were considered or im-
plemented.

4.1 System design
The system is made up of two layers (see Figure 3).
In the representation layer, the voxelized version of the
surface geometry that was previously created is used.
Voxels are either active, or deactivated. If they are acti-
vated, the voxels are part of the original surface geome-
try outline. Those voxels contribute directly to the par-
ticle system. Deactivated voxels do not contribute to the
particle system in any way. Inside each activated voxel,
a set of attributes is stored that defines the behavior and
appearance of the particles currently residing inside it.
The voxel-space is generated automatically as an early
computational step and can later be edited as needed by
the animator or designer of the model.

The second layer contains the particle-emitter that is
generating new particles inside the voxel-space during
runtime. Even though the voxel-space is defined by the
whole bounding box of the original surface geometry,
particles are only created in activated voxels, i.e. voxels
that have color and attributes assigned to them. They
define the outline of the surface geometry.

Particle System

Voxel Object

Virtual Environment

Update attributesLookup of voxel

ParticleShape

Location in Scene Rendering content

Representation 
layer

Simulation and
rendering layer

Figure 3: The layout of the system.

4.2 Voxelization
To use the voxelization algorithm of Beckhaus et al. [1]
for our purposes, their method had to be slightly modi-
fied. Since they needed only spatial information about
the geometry, the color information was ignored. We
use the color information to store our initial attributes
inside the voxel. Since this color can also be the same

as the color of the back buffer, we take into considera-
tion values stored inside the depth buffer after the ren-
dering pass. This saves a lot of time in terms of coloring
the model afterwards, since this can be done as part of
the modeling step. Other attribute values stored inside
the voxel are current density, maximum density, force
effect, particle color, particle size, particle fading color,
particle fading size, particle lifetime, particle interpola-
tion time, animation speed for textures, and a flag for
indicating, if the voxel is active, i.e. contributing to the
appearance of the shape. This flag can be used dur-
ing collision detection and response to make the shape
move fluently through solid objects. By temporarily de-
activating the voxels, particles are not created inside a
solid object the particle-based shape is moving through.

Every voxel can have its own set of attributes and ma-
nipulates only the particles currently residing inside the
voxel. As particles move freely in world space, they
check at every time-step, ∆t, which voxel they currently
reside in and receive updated attribute values from the
voxel accordingly. Since the voxels are evenly spaced
inside the object, this can be done very fast in one sim-
ple computational step for every particle.

4.3 Update cycle
New particles are generated by an emitter inside vox-
els that have not reached their maximum density yet.
Unlike normal particle systems, particles receive their
initial values not from that emitter, but from the voxel
directly. Particle movement is determined by the cur-
rent force effect inside the voxel. This can be either a
linear force or a rotational force. Rotational forces are
projected onto linear forces, because small time-steps
are assumed during the calculation steps. This allows a
simple calculation of movement inside the particles in-
dependent of the complexity of the original forces. For
simplification of the calculation, forces are stored at the
center of the voxels. Linear forces act uniformly inside
the whole voxel. The axis for rotational forces or the
gravitational point are also placed at the center of the
voxel but act differently on particles at different loca-
tions.

Since the voxels are all evenly spaced, the particle–
voxel assignment can easily be established as an ar-
ray access in linear time. The size and resolution of
the voxel-grid does not contribute notably to the update
time of the animation.

Unlike the common implementations discussed ear-
lier, particles are kept alive for an indefinite period of
time while they are inside any activated voxels. This
helps to keep the animation stable. When a particle en-
ters a new voxel, it gets new target attributes assigned.
Interpolation is done linearly for color and size and tex-
ture animation speed. The interpolation time is also re-
trieved from the new voxel. Particles can, therefore,
change their appearance at different speeds inside dif-
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ferent voxels. This ensures more freedom for the ani-
mator as well as smooth transitions between the voxels,
but still makes it possible to have the particles react to-
tally independent inside the separate voxels. Having a
set of target attributes also makes it possible to change
the attribute instantly, for instance when the voxel at-
tributes change or the particle leaves the defined voxel
space, or changes into a new medium, such as bubbles
moving from water into the air. This interpolation can
be seen in Figure 4. The interpolation between the two
voxels is surrounded by the green circle.

Figure 4: Particle shape with only two voxels. Particles
on the left fade away slowly when leaving their voxel,
on the right they fade away instantly.

As soon as a particle leaves an activated voxel and
enters the free space surrounding the model, the normal
fading behavior is triggered. The fading corresponds
to the fading behavior attributes of the last visited ac-
tive voxel and is consistent with the behavior described
by Reeves. However, if a particle re-enters an activated
voxel, it’s lifetime will be reset to zero again and the
particle will continue to live. The normal animation
model can be followed then as described earlier.

4.4 Displaying the particle system
There are different ways to render particles. Reeves ex-
plained in his original paper that he draws the particles
as simple points or lines for every particle. This is suf-
ficient for small fast moving objects. However, when
displaying larger, slow moving objects, it is common to
use billboards to display the particles. These are com-
monly mapped with textures to provide additional level
of detail. These textures can be animated or video tex-
tured. In our implementation, texture-sets can be de-
fined and played at different intervals. Those intervals
are stored inside the voxel definition.

Today’s graphic frameworks like OpenGL or DirectX
provide different kinds of functions that define how
transparent objects are combined on screen. Blending
is the mechanism for combining color already in the

frame buffer with the color of the incoming primitive.
The result is then stored back in the frame buffer.

Rendering every particle independently may be suit-
able if additive blending of colors is used. Many over-
laid particles become very bright. They get a white,
glowing look to them. This may be reasonable for ef-
fects like fire and other light emissive special effects.
When rendering more complex phenomena, however,
such as cloud layers or diffuse objects, it becomes im-
portant to use additional alpha values that are stored in-
side the color information or the alpha channel of the
textures to perform the blending operation.

Rendering transparent objects is always performed
with the depth-buffer being disabled. When display-
ing the particles in arbitrary order, overlapping particles
from further away may occlude others that are closer to
the viewing plane. Because of that, they have to be ren-
dered in the right order from back to front. The hard-
ware’s method to achieve this, is writing values into the
depth buffer. As new primitives are rendered, their z-
values are checked against the ones stored inside the
depth buffer. If they are smaller than the previous ones,
the primitives can be rendered. To display particles that
have alpha values stored for transparency and need to
be rendered accordingly, a sorting algorithm should be
used. We chose a simple quick sort algorithm, since it
is directly supported by C++ through the standard tem-
plate library and does not need any specialized hard-
ware. Since sorting thousands of particles in real-time
can limit the frame-rate drastically, sorting should be
limited to a minimum. Sometimes, it is sufficient, to
just sort parts of the particles for adequate visual effect.

5 INTERACTION, MANIPULATION,
AND DYNAMICS

There are a few common interaction techniques for ma-
nipulating scenes and objects in 3D virtual environ-
ments. The most basic include translation, rotation,
and scaling of objects. Normally those actions are per-
formed by a transformation matrix that can be applied
to the original vertices of the geometric models. This
works fine there, since the geometry is connected and
all the vertices still have the same relation to each other.

As the particles used in the presented method form a
highly chaotic system and are not attached to anything
solid, transformation matrices can not be applied that
easily. Every manipulation of the whole system, i.e. a
transformation of the voxelized model, acts as a kind
of force onto the particles. The particles, in turn, have
to move accordingly. Movement and rotation of the
system influences different particles in differing ways.
While old particles typically keep their current momen-
tum and move according to their force values, newly
generated particles receive additional momentum from
the movement of the underlying structure. Therefore,
interaction and manipulation with the objects mainly
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Figure 5: The bounding boxes of the voxelized shape
of a car.

has to deal with the application of forces to the par-
ticle system, both overall and on voxel level. Those
forces can in addition be used to create additional vi-
sual features in the resulting shapes and characters. The
reminder of this section describes interaction with and
animation of the fuzzy objects by discussing forces ap-
plied to the system or to single voxels and forces that
happen through collisions.

5.1 External forces and forces inside a
voxel

In addition to the color, size, or animation speed, par-
ticles can be influenced by different forces inside the
voxel-space. We distinguish forces that act on the
whole system from the outside, which include move-
ment, wind, or gravity, and forces that act on every par-
ticle differently. Transformation of the whole system
is modeled as just another external force that affects
newly generated particles as an initial momentum act-
ing on the particles.

In our implementation, the designer can decide, which
force he wants to use in certain voxels and can set them
individually. We implemented four different kinds of
forces to be used inside every voxel. They are linear
forces, like wind or gravity; spiral forces, that move
the particle around an arbitrary axis at the center of the
voxel; a gravitational point at the center of a voxel,
that attracts particles and forces them to move around
in an orbit; and a helix-like movement, that rotates
the particles around an axis in a specified direction.
Fluid dynamics were also considered, especially since
the voxel-grid already implies the computational grid
used there, but were dismissed in the initial approach,
because their calculations were too complex for large
voxel-grids in the real-time virtual environments that
were targeted.

Figure 6: A chopper made of particles. Though it has
a quite solid appearance, particles move constantly.

5.2 Collisions with solid objects
When looking at smoke in reality, any collision with
the system, like moving a hand through a cloud of fog
impacts the movement of the particles. However, since
collision is also a very time consuming progress, espe-
cially when dealing with thousands of different parti-
cles, it has to be limited. To decrease the time for the
calculation drastically, a hierarchical system has been
added to the particle based shape.

Bounding volume collision of the whole system can
nicely be performed by the application’s framework.
The voxel-object’s bounding box is tested against ev-
ery other object in the virtual environment. If an ob-
ject is penetrating the surrounding bounding box of the
whole system, a more detailed test can be performed.
This is done using the volumes of the individual voxel
(see Figure 5). If a voxel penetrates a solid object or
vice versa, voxels are temporarily deactivated. This is
important, since particles would otherwise still be gen-
erated inside the voxels, leading to particles appearing
inside the solid object.

Additionally, every particle that is currently inside
colliding voxels has to be checked for direct collision
with the object. This has to be done on a per triangle
basis, since particles hit an object directly and the col-
lision response needs to be as accurate as possible. As
the particles position before and after the update-step
can be considered as a line, collision detection is done
using a line-triangle algorithm.

6 RESULTS
This section shows some images we have generated us-
ing our particle based system. Figure 6 shows how
closely surface geometry can be approximated with our
particle system. Even though this example uses only a
grid of 403 voxels and about 30,000 particles, many de-
tails of the chopper are visible. It can be noted, how the
initial coloring of the model was used to include addi-
tional detail at the position of the indicator.

Full Papers 94 ISBN 978-80-86943-98-5 



Figure 7: Using just one voxel, even conventional ef-
fects, like this fire can be created.

Simple effects, like the fire shown in Figure 7 can
easily be created by our system. This example uses
just one voxel and an animated texture for the parti-
cles. More complex models or video textures may also
be used. Rendering the model using additive blending
is useful for rendering fire and other light emitting ob-
jects. All results were generated using an AthlonXP
2000+-based laptop with a ATI Radeon 9000 mobility
graphic-card. Because of this, most shader-based opti-
mization could not be employed. Further optimizations
using more current graphic hardware or multi-processor
systems will increase the frame output immensely.

For our method, most objects could be sufficiently
represented as a voxel-grid with a dimension of 503. As
the complexity of the models rises, the voxel-grid needs
to be more precise. It should be mentioned though,
that memory consumption increases rapidly and large
voxel-grids are not encouraged, even though the time
for the computation does not rise. Since packing the
voxel-grid to save memory will result in eliminating the
fast access of voxels through positions of the particles,
compression cannot be performed easily.

The image on the first page (Figure 1) shows the pop-
ular TV character Marvin the Martian from the show
Looney Tunes. The diffuse model was voxelized with a
503 grid and rendered with 40,000 particles visualized
as point sprites. The rendering times are at about 10 to
15 frames per second.

The model of the Stanford bunny in Figure 8 was ren-
dered to simulate the "fluffy" fur of the bunny. At the
nose, eyes and ears voxel where colored red, at the rear,
the tail was colored white. Particles were instantly col-
ored in the correct way.

Figure 8: The Stanford bunny as a "fluffy" version using
our particle based system.

7 CONCLUSION AND FUTURE WORK
This paper presented a new method to approximate
fully controllable, complex, fuzzy shapes to be used
inside interactive 3D virtual environments. The shape
approximates the provided polygonal geometry closely,
while still having a fuzzy and dynamic exterior, with
interaction and reaction to other objects being possi-
ble. Forces are integrated into the shape to change
the appearance during runtime. For this method, a fast
structure for creating, rendering, changing, and updat-
ing structures was required.

To achieve this, regular surface models are converted
into voxelized versions. Particles are spawned after-
ward inside the voxels to create a highly dynamic ver-
sion of the previous surface geometry. Forces that are
stored inside the voxels act on the particles and move
them along paths. Complex rotational forces make the
particles move in spirals, orbits, or as vortices inside
the voxel. Additional attributes inside the voxels, like
size and textures define the appearance of the particles
during the render process. Particles are created during
runtime inside the voxels to approximate the original
shape. Generation is done inside the world’s coordinate
system, to let simplify calculations when the particles
interact directly with other objects.

Voxels are created efficiently through hardware, mak-
ing it possible to create voxels as needed in limited time
to let the user focus on the design and appearance of the
model using traditional surface modeling tools. Vertex
colors are used during the conversion step to create the
initial coloring attributes of the voxels. Through simple
force calculations inside the particles, the performance
impact for updating the particle attributes could be re-
duced to a minimum. This leaves most of the compu-

Full Papers 95 ISBN 978-80-86943-98-5 



tational power to the application. Interaction between a
particle system and rigid bodies inside the virtual world
have been implemented through a structured collision
detection and response algorithm.

The applications for this system range from tradi-
tional rendering of fire, clouds, and dust to diffuse
ghost-like characters and objects. The presented par-
ticle system can also be used for visualization of stress
fields inside materials. Particles would move through
the force field created by the voxels to form clusters,
where the forces are too high to maintain further struc-
tural integrity of the material. Other, more artistically
oriented methods include drawing of voxels in an vir-
tual environment directly to use as an interactive diffuse
paint metaphor.

The new particle system produces satisfying results
inside a controlled environment. Some design aspects
had to be considered during the creation of the sys-
tem. Using highly detailed geometry is only useful
if the voxelization is performed with a fine resolution.
This, necessarily, requires smaller particles and, there-
fore, a higher number of particles inside the system. As
a result, the particle system’s performance rapidly de-
creases as the amount of particles rises. Coarser models
with a resolution of 60 voxels per side prove to be suf-
ficient for the trade-off between visual complexity and
real-time performance. Additional tuning of the parti-
cle system can also enhance the visual appearance.

When using models with very detailed parts or small,
thin spikes, holes occur, where only a single row of vox-
els is representing the originating geometry. This can be
avoided, by adjusting the forces inside the voxels along
the path of the geometry. An automated approach could
be employed to aid the design process.

The system works well with simple independent mod-
els. To further extend our system, interaction between
more than one particle system should be implemented.
Pressure fields and fluid dynamics were not added yet,
because of calculation time issues, but would enhance
the visual complexity of the system. As hardware
implementations progress, fluid calculations should be
possible even for large grids. Complex lighting calcula-
tions inside the particle system would also improve the
system and will probably be integrated later.
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ABSTRACT
We introduce a constraint-based motion editing technique enforcing the intrinsic motion flow of a given motion pattern
(e.g., golf swing). Its major characteristic is to operate in the motion Principal Coefficients (PCs) space instead of the
pose PCs space. By construction, it is sufficient to constrain a single frame with Inverse Kinematics (e.g., the hitting
position of the golf club head) to obtain a motion solution preserving the motion pattern style. Such an approach also
reduces the size of the Jacobian matrix as the motion PCs space dimension is small for a coordinated movement (e.g.
up to 9 for the golf swing illustrating this paper). We compare this approach against a per-frame prioritized IK method
regarding performance, expressivity and simplicity.

Keywords
Motion Editing, Principal Coefficients, Principal Component Analysis, Inverse Kinematics.

1 INTRODUCTION

Technological advances in motion capture techniques
make it possible to provide high quality motions for com-
puter animation. However, the captured animations al-
most always attend to specific needs. Editing and reusing
these motions in new situations (e.g., retargeting to new
characters or to new environments) became an increas-
ing area of research. Unfortunately, making little ad-
justments into a good motion may introduce some un-
desirable artifacts or discontinuities, that can modify the
intrinsic style of the motion. Hence, providing ways to
preserve the characteristics of the original animation and
to impose continuity on the edited animation are the ma-
jor challenges of motion editing techniques.

In this paper, we present a new method for motion edit-
ing. As in traditional per-frame constrained-based ap-
proaches the user can make adjustments to a character
with direct manipulation, for example repositioning the
character’s end-effectors. However, two important dif-
ferences arise between our approach and traditional per-
frame constrained-based techniques. First, our method
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provided that copies are not made or distributed for profit or
commercial advantage and that copies bear this notice and the
full citation on the first page. To copy otherwise, or republish,
to post on servers or to redistribute to lists, requires prior
specific permission and/or a fee.
Copyright UNION Agency - Science Press, Plzen, Czech
Republic.

considers just the frame that should be edited, instead of
a range of frames around the edited one. Second, to com-
pute the new end-effector’s position the system takes into
account the style or characteristics of the original anima-
tion during optimization.

Although, traditional constrained-based techniques uses
just the information of the input motion, we use a
database of motion captured animations (not upper body
cleaned) of the same behavior of the edited one. These
motions are used to estimate a set of Principal Com-
ponents (PC) and Principal Coefficients (PCs) [Jol86].
The PCs space is used to model the characteristics of the
edited animation. The PC space is used for two purposes:
1) to bound the inverse kinematics (IK) solutions closer
to the pose space of the edited animation; and 2) to re-
duce the size of the Jacobian matrix to invert. Our ex-
periments indicate that our approach preserves the char-
acteristics of the edited motion and impose continuity
between frames just constraining the pose that should
be edited. We also assess the quality of the edited an-
imations against a traditional per-frame prioritized IK
method [CB06].

The next section reviews related work. Section 3 pro-
vides the motivation and the overview of our approach.
Section 4 describes our approach for motion editing in
more details. Section 5 describes our motion normal-
ization schema. Then, we illustrate our method with re-
sults in section 6. Finally, we conclude this paper by dis-
cussing current limitations of our method and possible
extensions in section 7.
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2 RELATED WORK

2.1 Motion Editing

Constrained-based techniques [Gle01] enables the user
to specify constraints over the entire motion or at specific
times, while editing an animation. An inverse kinemat-
ics (IK) solver computes the “best”motion, pose by pose,
satisfying all these constraints. Lee and Shin [LS99] in-
troduced the per-frame plus filtering class of motion edit-
ing techniques. Continuity between frames was main-
tained with a B-Spline filter. Kulpa et. al. [KMA05] pro-
posed a motion adaptation methodology. Their method
do not use any kind of filtering, so it provides very good
results for real-time motion adaptation of virtual char-
acters. To ease the adaptation, the underlying skeleton
is divided into groups, each of which being an individ-
ual kinematic chain. This has the advantage to ease
the computation of a solution. However, as no syn-
ergy exists between groups, it may lead to unrealistic
results. Le Callennec and Boulic [CB06] proposed an
off-line interactive motion editing technique with priori-
tized constraints. The characteristics of the original mo-
tion are preserved adding the difference between the mo-
tion before and after editing as the lowest priority con-
straint. Splines curves were used to impose smoothly
varying constraints. Recently, Liu [LZqDMSH06] pro-
posed a motion editing technique with collision avoid-
ance to prevent the character’s limbs to interpenetrate
the body during editing. Displacement maps techniques
and a Kalman filter were used to preserve the similarities
between the edited and original motions, and to impose
continuity between frames.

All these techniques do not explicitly model the char-
acteristics of the original motion, mainly because style
is difficulty to formulate. Our approach uses Principal
Component Analysis(PCA) [Jol86] to represent style in
the low-dimensional space of PCs. We also provide an
IK solver, to treat geometric constraints, able to preserve
motion patterns (e.g., the golf swing characteristics) dur-
ing optimization, and a different approach to impose con-
tinuity between frames.

2.2 Principal Component Analysis

PCA is used in Computer Animation to treat different
kinds of problems. Alexa and Müller [AM00] used PCA
to represent animations as a set of principal animation
components. Glardon [GBT04] used the PCA to syn-
thesize walking, running and jumping motions into a
low-dimensional space. Following this idea, Safanova
et. al. [SHP04] proposed a motion synthesis frame-
work able to synthesize new motions by optimizing a
set of constraints in the low-dimensional space of the
PCA. They used IK, just in the characters limbs, to pre-
vent undesirable artifacts such as foot sliding. Urtasun
et. al. [UGB+04] proposed a style based motion syn-
thesis framework able to produce motions with differ-
ent styles by extrapolating the PCs parameters. Urtasun

and Fua [UF04] also used the PCA to improve 3D body
tracking. Their formulation is similar in spirit to ours
because they need to evaluate the PCs that describes a
tracked motion style. They relaxed the overconstrained
problem of tracking multiple effectors for each frame by
allowing the Principal Coefficients to evolve overtime
too. On the contrary, we relax the problem by constrain-
ing only one frame for which the constraint is particu-
larly easy to specify, e.g. hitting frame in golf. This re-
duces computation time as the solution is searched in the
Principal Coefficients space, which dimension is small
compared to the posture space.

3 MOTIVATION AND OVERVIEW

The motion editing framework proposed in this paper is
motivated by the following question: how to edit a mo-
tion by constraining just one pose without adding dis-
continuities. We investigated this problem by consider-
ing three issues: first, we need to mathematically rep-
resent the characteristics of the edited animation; sec-
ond, we need a constraint formulation that takes into ac-
count these characteristics during optimization; third, we
need to impose continuity between frames considering
the characteristics of the edited animation.

Our aim for motion editing is to take a motion that is
good, but is in need of some adjustments, e.g., the motion
has the basic format that we want. This is almost always
the case of captured motions, where simple adjustments
should be made [Gle97]. Now, consider one adjustment:
at a specific time of the motion, there is a new position
that should be achieved. Consider Figure 8  as  an  exam-
ple. We have a good golf swing motion, but we want that
the golf club head hits the ball onto another position. We
can associate a constraint to the golf club head, to change
its position, and compute the new motion.

A common technique used to address such problems
is inverse kinematics. IK gives the possibility to edit
a motion by dragging the character’s end-effector to a
new position. When highly articulated figures are con-
sidered, IK algorithms are iterative. They try to find
the best solution, for some set of constraints, iteratively
minimizing some residual error (section 4.2). IK is
also the core of constraint-based motion editing tech-
niques [Gle01]. However, when IK is used to deform a
motion frame by frame, motion continuity can be bro-
ken [Gle97]. Instead of using traditional techniques
(i.e., splines curves [LS99]), we proposed a new ap-
proach (section 4.3) by exploiting the low-dimensional
parametrization of a set of motions with the same behav-
ior as the edited one (sectio 4.1).

The present framework handles geometric constrains,
such as position or rotation of end-effectors. Geometric
constraints are more intuitive because they directly spec-
ify a goal for a specific end-effector [CB06]. Constraints
such as position of the center of mass are not specified,
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because the solution is searched within the PC space of
physically balanced motions.

4 A MODEL FOR EDITING

4.1 Motion Parametrization

In this section, we recall how a motion can be repre-
sented by PCA. The parameters of the PCA can be easily
estimated from captured animations of people perform-
ing a specific activity (see, section 5 for more details).
Let us define a pose, Θ, as a state vector describing the
global position and orientation of the root node, and a set
of joint angles:

Θ = [θ1, P1, θj , ..., θn] (1)

where, P1 and θ1 represent the 3D global position and
3D orientation of the root node in the sacroiliac level and
θj is the local transformation of the jth joint expressed
using exponential map formulation [Gra98].

A motion can be represented as a normalized motion vec-
tor Ψ of dimension: D = n ∗N . Where N = 132 is the
total number of poses and n = 93 is the number of de-
grees of freedom of the skeleton including the 3D global
position and 3D orientation of the root node. Ψ is a col-
umn vector of the form:

Ψ = [Θt0 , ...,Θtk
, ...,Θt1 ]

T
, 0 ≤ k ≤ 1 (2)

where, Θtk
is a posture corresponding to the normalized

time tk (see, section 5 for more details).

Given the motion database, we compute the mean mo-
tion Ψ◦ and the covariance matrix CM×M , where M =
10 is the size of the motion database. The eigenvec-
tors of the covariance matrix are computed and a linear
map is constructed to obtain the principal components
Ei,1≤i≤M [Jol86]. Assuming this set of examples to be
representative for a golf swing motion, any motion vec-
tor Ψ can be approximated as a linear combination of the
mean motion and the PC:

Ψ ≈ Ψ◦ +

m
∑

i=1

αiEi (3)

where, α = (α1, ..., αm) are the Principal Coefficients
that characterize the motion and m ≤ M . m represents
the number of PC required to reconstruct a desired per-
centage σ of the database. This percentage is defined as:

σ =

∑m
i=1 λi

∑M
i=1 λi

(4)

where λi is the eigenvalue corresponding to the Ei eigen-
vector, ordered in decreasing order. The parameters of
the linear model are estimated only once off-line, before
the editing process starts.

4.2 Constraining a Single Posture in the
Motion PC Space

In this section, we demonstrate how standard IK meth-
ods can be adapted to our needs. If we define the pose,
including the root node, of a virtual character as a n-
dimensional vector (joint space, Eq. 1) and the position
of the end-effector, x, as a p-dimensional vector (task
space), the inverse kinematics function can be defined
as:

Θ = f−1(x) (5)

for a redundant manipulator, i.e., n > p, the problem is
always ill-posed (there is not unique solution) and even
if n = p multiple solutions can exist [Cra86]. Hence, IK
algorithms should determine just one solution to Eq. 5
given many possibilities. In the presence of redundant
manipulators IK can be formulated as the solution of an
optimization problem:

g = x(Θ) (6)

where x(Θ) and g are p-dimensional vectors expressed
in the task space. The task function x(Θ) represents the
position or orientation of an end-effector frame while g
is the goal to be reached.

One approach to solve IK problems, with optimization
criteria, is the well known Resolved Motion Rate Control
(RMRC) proposed by [Whi69]. The RMRC computes an
optimal change, ΔΘ, to Θ, for a small change, Δx, in x.
The final pose can be found adding ΔΘ with respect to Θ
(Θ = Θ+ΔΘ). To use the RMRC technique we need to
compute the Jacobian matrix of the forward kinematics
function, x = f(Θ), and invert it:

ΔΘ = J(Θ)−1Δx (7)

where, J(Θ) = ∂x/∂Θ is the Jacobian matrix of size
(p×n). To solve Eq. 7 in this way J(Θ) should be square
(n = p) and non-singular. But, for a redundant manip-
ulator this is not the case. The damped pseudo-inverse
technique can be used deal with this problem [Mac90]:

ΔΘ = J(Θ)†
ξ
Δx (8)

where, J(Θ)†ξ
is the damped pseudo-inverse. The

damped factor, ξ, is added to prevent Jacobian’s singu-
larities and to stabilize IK solutions [Mac90]. Eq. 8 can
be solved by Singular Value Decomposition (SVD) ex-
ploring the null space of the Jacobian matrix. However,
this Jacobian is not able to restrict the solutions to the
motion pattern space, e.g., the space of golf swing mo-
tions, because it searches for solutions into the complete
joint space.

We alleviate this problem by exploiting the PC space re-
stricted to the single frame we want to constraint. This
approach reduces the Jacobian’s size and consequently
restricts the solution to the motion pattern space. For
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example, as we want to preserve the golf swing charac-
teristics as much as possible, we restrict the solution in
the space of similar poses.

We underconstrain the problem by considering just the
parameters corresponding to a specific normalized time,
tk. The pose to constrain can be represented as a function
of the Principal Coefficients and the normalized time:

Θtk
= Z (tk, α1, .., αm) (9)

So, to compute the new pose configuration for the dis-
placement Δx, we have:

Δα = J(α)†
ξ
Δx (10)

where, J(α) = ∂x/∂α is the Jacobian matrix, of size
(p ×m), relating the task increment with the αi coeffi-
cients. Once, we have the new increment Δα, the up-
dated pose can be found computing Eq. 3 just for the
normalized time of the constrained pose. The Jacobian,
J(α), can be easily computed with the chain rule:

[

∂xl

∂αi

]

=

[

∂xl

∂θj

]

·
[

∂θj

∂αi

]

tk

(11)

The derivatives of
[

∂xl

∂θj

]

can be fast and easily compu-

ted [Bae01]. Besides, θj are linear combinations of the

Ei principal components, so
[

∂θj

∂αi

]

tk

is simply extracted

from the jth coordinate of Ei [UF04] for the time tk. We
denote this Jacobian as J(E)tk

its size is only n×m, to
be compared to the much larger size D × m of the PC
basis. The size of the Jacobian J(α) is much smaller
than the Jacobian used in Eq. 8 (Figure 1).

.

.

.

.

.

.

n
J(Θ)J(α) p=p

m
* J(E)

m

n
D

tk

tk+1

tk-1

tk

Figure 1. Obtaining J(α) from J(Θ) and the tk slice
of the Principal Components basis.

In the experiments reported in this paper (section 6), we
have p = 3; m = 9 and n = 93. J(α)3×9; J(Θ)3×93;
J(E)tk93×9 and the PC basis is as 12276× 9 already
said.

4.3 Continuity
When a motion is deformed at specific times continu-
ity between frames should be maintained [Gle01]. In our
case, continuity is enforced through the PCA parameters.
As the αi coefficients (Eq. 3) are considered invariants

for all frames of the motion (Eq. 2). Then, if we mod-
ify the αi coefficients for a pose Θtk

, the updated α̃i,
generate a full motion belonging the PC space.

More precisely, to deform a given motion, ΨD. We es-
timate its αD coefficients projecting this motion in the
linear model described by Eq. 3. The next step is to
choose the pose ΘDtk

, which should be edited, and ex-
tract its corresponding Jacobian, J(E)tk

. Then, Eq. 10
is iteratively solved to compute the desired increment
ΔαD. The final step is to use the new α̃D coefficients
(α̃D = αD + ΔαD) into Eq. 3 to impose continuity. Al-
gorithm 1 describes the whole solution:

Algorithm 1 Motion deformation and continuity.

1: α̃D ← αD; ΔαD ← 0; J(E)tk
← Etk

2: while not converged do
3: Compute {J(ΘDtk

),Δx}
4: J(α̃D)← J(ΘDtk

)J(E)tk

5: ΔαD ← J(α̃D)†ξ
Δx

6: α̃D ← α̃D + ΔαD

7: ΘDtk
← Ψ◦tk

+ α̃DEtk

8: end while

9: ˜ΨD ← Ψ◦ +
m

∑

i=1

α̃Di
Ei

The convergence of algorithm 1 is achieved by tracking
the error of the norm of the difference between the cur-
rent state and the desired state: e = ‖x(Θ) − g‖. We
verified the algorithm’s convergence for a simple exam-
ple depicted by Figure 2.  In  this example,  the  golf  club
head should hits the ball onto another position defined by
the user.

Figure 2. Left side: original pose ΘDti
. Right side:

edited pose. This final pose was computed using 9
PC.

Figure  3 shows  the  convergence of  Algorithm 1 as  a
function of the number of αD coefficients. The conver-
gence is faster when more than five dimensions are used
(Table 1) as the solution posture is more likely to be-
long to the generated pose space for tk. When less than
six dimensions were used, we noticed the presence of
some undesirable artifacts (e.g., feet sliding) during re-
construction (step 9 of the Algorithm 1). This problem
is a consequence of the low percentage, corresponding
to such a small number of PC, used during reconstruc-
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tion [SHP04] and not of the quality of the updated α̃D

coefficients.

Figure 3. Convergence of algorithm 1. The conver-
gence runs faster when more than five PC are used.
We set 1500 iterations and chose a fixed value for the
damping factor, ξ = 10 .

PC Time (seconds) Nb. of Iterations
2 40.000 19106
3 110.000 50214
4 42.000 19929
5 9.000 4194
6 1.625 757
7 0.500 235
8 0.484 221
9 0.531 247

Table 1: Computation time, from lines 2 to 8 of the Al-
gorithm 1, as a function of the number of PC. We used
the values ξ = 10 and e < 0.01m.

5 MOTION NORMALIZATION
A motion duration normalization is necessary in our ap-
proach because the PCA’s parameters are estimated from
complete motions. This is required as the single con-
strained posture should be as much as possible indepen-
dent from duration variations of the original captured
motions. For example, the golf club head should hit the
ball at the same normalized time for all motions.

Let us recall the relationship between the motion index
frame fr, the frame-rate Fr (e.g., 25 fps), the motion
duration T , and the normalized time:

fr = TFrtk (12)

Then, the total number of frames, FT , can be expressed:

FT = TFr (13)

The normalization is done in two stages. First, each mo-
tion Ψi has its corresponding total time Ti (Figure 4(a)).
So, we preprocess the motion database to compute the
mean time, Tμ (left side of Eq. 14), of all motions.

We use this time directly into Eq. 13 to establish the
final normalized size, which is F = 132. The nor-
malization is done using quaternion spherical interpola-
tion [Sho85] 1.But, for the root position we proceed with
a simple linear interpolation.

The first step produces the normalized motions database,
˜Ψ (Figure 4(b)). Second,  we search  in   this  normalized
database for the key frame, Kfi

, for which the golf club
should hits the ball. Then, we compute the mean key
frame, Kfµ

, from all these motions:

Tμ =
1

M

M
∑

i=1

Ti, Kfµ
=

1

M

M
∑

i=1

Kfi
(14)

The mean key frame is used to compute the durations
Tμ1 and Tμ2 , for the first half,

[

Kf0 , ...,Kfµ

]

, and sec-
ond half,

[

Kfµ+1 , ...,Kf1

]

, of the final normalized mo-

tion, ˜Ψμi
(Figure. 4(c)). Each  interval is warped accord-

ing to these two durations. The final normalized ani-
mations, ˜Ψμ, are used to estimate the PCA’s parameters
(section 4.1).

Ψ1

Ψ2

ΨM

...
...

...

Tμ1 Tμ2T1

T2

TM

(a) (b) (c)

KfμKfi
Tμ1

Tμ1

Tμ2

Tμ2

Fμ1 Fμ2

Ψ1
~

Ψ2
~

ΨM
~

Ψμ2
~
Ψμ1
~

ΨμM
~

Figure 4. Motion normalization process.

6 EXPERIMENTS
We analyzed the performance of our approach in a num-
ber of experiments. We verified its performance, the
style preservation of the edited motions, and its extrap-
olation capabilities. As a final experiment, we compare
our model against a per-frame motion deformation tech-
nique [CB06] regarding performance, expressivity and
simplicity.

6.1 Editing and Style
Figures 7(b) and 6 show the performance and style
preservation results of the proposed model for motion
editing. Figure 7(a) depicts the five goal positions (white
balls) where the golf club head should hits the ball. The
start position is the same for all five editing operations
and is described by the blue ball. These positions were
intentionally chosen to coincide with some of the posi-
tions of the motion database - to see if the edited mo-
tion would converge towards the original motion group
or some of the others groups. For example, position 1

1 The initial representation of the joint angles is exponential map. Before
the interpolation, we convert them to quaternion. After the interpola-
tion, we come back to exponential map to estimate the parameters of
the linear model.
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(Figure 7(a)) corresponds to the 3D position of the golf
club head for the motion of group 2 (Figure 6), the in-
put motion, which belongs to group 1, should hits the
ball in that position. Figure 6 depicts the first two αi

coefficients of Eq. 3 for the 10 golf swing motion vec-
tors. Note that, vectors corresponding to similar styles
of golf swing tend to cluster. Figure 5  shows   the   per-
centage of the database (Eq. 4) for the first 9 PC. The
10th PC is negligible.

Figure 5. Percentage of the database.

Figure 7(b) shows the performance results. Each opti-
mization took from 1 to 5 seconds approximately to con-
verge. The algorithm’s convergence depends of some
parameters: the number of principal components (which
we set to 8) and the intrinsic parameters of the optimizer
(i.e., the damping factor, ξ = 10, the number of itera-
tions, which we set to 1500, and the value of the tracked
error, which we set to 0,01m). A high value of the reg-
ularization term ξ guarantees a stable but slow conver-
gence. When ξ is zero the algorithm converges quickly
(i.e, less than 12 iterations) but some undesirable poses
and consequently discontinuities problems were pro-
duced for goals far from the initial end-effector position.
This undesirable behavior happens because the IK solver
tries to achieve unreachable poses, i.e, poses that are not
in the database. The choice of a suitable value for ξ is
thus one of the subtle difficulties to yield a good compro-
mise between robustness and efficiency [Mac90, BB04].
The tracked error and the number of iterations were used
to restrict the region of feasible poses during parame-
ter’s extrapolation. It means that, if the IK solver tries
to achieve unreachable poses, the ones that are not in the
motion database, the algorithm does not converge, but
produces a result minimizing the norm of the error. Us-
ing these criterions a compromise between parameters’
extrapolation and efficiency were established.

Finally, we verified that the edited motions preserved the
same characteristics as the input motion (Figure 6).
The optimization criteria used to solve the IK problem
(Eq. 10) provides a local solution with minimum norm
close to the starting state. Thereby, the final motion so-
lution is found in the neighborhood of the starting state.
This was checked by re-projecting the first two updated

α̃Di
coefficients into the original golf motion database,

as shown by Figure 6.

1
2

3

Figure 6. Clustering behavior of the motion database.
Three groups of styles were found. The motions cor-
responding to the positions of Figure 7(a) are showed
by black dots. The edited motions are showed by the
blue dots. Three groups of style are showed.

6.2 Visual Comparison
In this section, we compare the visual quality of the
edited motion. To edit a motion by using the per-frame
method proposed by [CB06] the user has to specify the
trajectory of the end-effector (modeled as spline curves)
and the time intervals for which the motion will be de-
formed. On the contrary, by using our approach the user
needs to specify the final goal position of the end-effector
just for one frame - the one that should be deformed.
Now, for visual comparison of both techniques, we asked
the user to achieve the editing task of shifting the hit of
the golf club head (in front of the left foot, at frame 94).
The first line of Figure  8 shows  the   starting   motion
with the ball in the middle of the feet, the second line
shows the animation result with our approach and the
third line the result with the per-frame motion deforma-
tion method.

To edit this simple motion by using the per-frame ap-
proach, the user needed to add four more constraints in
addition the golf club head constraint: three on the feet
to prevent foot sliding and one to control the center of
mass, to prevent unbalance poses. The user has to es-
tablish the ease-in and ease-out time intervals to prevent
discontinuities. These time intervals increase computa-
tion cost. For this simple example, the computing cost
was approximately 100 sec, without visualization. We
also noticed inter penetration of the arms at frame 93,
and discontinuities between frames (e.g., body balance)
around the hit position. Of course, these problems can
be fixed, but more tuning is needed.

On the contrary, with the proposed motion editing model
only one constraint was necessary - the golf club head
constraint - to achieve more realistic results. Our ap-
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Figure 7. Motion editing performance. The convergence is stopped when the end-effector is less than 1 cm of the
goal. This threshold is used to delimit a region of feasible poses.

proach provided more natural poses (i.e., there is no in-
ter penetration of the arms). The proposed model for
continuity demonstrated more stable results, we did not
noticed unbalanced poses or foot sliding. The comput-
ing cost was approximately 1 sec, without visualization.
To summarize, if the motion needs just an adjustment of
one key event, our approach can provide faster and more
realistic results.

7 CONCLUSION AND FUTURE WORK
We have presented a new approach for interactive
constraint-based motion editing, by constraining only a
single pose in the motion space of the Principal Compo-
nents and by imposing continuity exploiting this space.
We demonstrated the performance, flexibility and sim-
plicity of this approach through the editing of a golf
swing motion and by comparing the results against a per-
frame prioritized IK technique. Our approach provided
faster and better quality results with less tuning from the
user side.

One current limitation of our framework, compared with
existing motion editing techniques [CB06], is that the
constraint is applied to a single frame. Extending it to
constrain multiple frames is possible but one has to keep
in mind the small dimension of the PC space, that can
quickly lead to an overconstrained problem. One pos-
sibility to alleviate this problem is to assign them a dif-
ferent priority [BB04]. Another possibility could be to
solve them separately and interpolate the PC solutions
between their associated frames. In any case the small
computing cost for finding a solution in the presented
context (less than 4s in general) makes our approach well
suited for exploiting more versatile objectives.
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ABSTRACT 
In this paper we evaluate the effectiveness in conveying speech information of a speech synchronized facial 
animation system based on context-dependent visemes. The evaluation procedure is based on an oral speech 
intelligibility test conducted with, and without, supplementary visual information provided by a real and a virtual 
speaker. Three situations (audio-only, audio+video and audio+animation) are compared and analysed under five 
different conditions of noise contamination of the audio signal. The results show that the virtual face driven by 
context-dependent visemes effectively contributes to speech intelligibility at high noise degradation levels (Signal 
to Noise Ratio (SNR) ≤ -18dB). 

Keywords 
Facial animation, Facial animation evaluation, Context-dependent visemes, Speech intelligibility test. 

 

1. INTRODUCTION 
Facial animation has been a research topic for more 
than three decades. Since Park's pioneer work 
[Par72], different approaches have been proposed to 
improve the various aspects involved in facial 
animation. Among them, the proper reproduction of 
the visible speech articulatory movements in 
synchronization with the audio is a crucial issue for 
many applications. Examples of such applications 
include virtual characters for films, embodied 
conversational agents and virtual helpers for language 
learning. 
Viseme, the shorthand of visual phoneme, is the term 
used to denote the recognizable visual motor patterns 
common to two or more speech segments [Jac88]. A 
viseme is a visually contrastive unit usually 
associated with more than on speech segment. Speech 
segments represented by the same viseme are 
produced with similar visible speech articulatory 
movements and therefore are not visually 
distinguishable. Such segments are called 

homophenes. However a viseme representation can 
be affected by coarticulation. Coarticulation refers to 
the altering of the set of articulatory movements made 
in the production of one speech segment by those 
made in the production of an adjacent or nearby one 
[BP82]. Coarticulation can be classified as 
antecipatory or perseverative. Antecipatory 
coarticulation takes place when the articulatory 
movement of a given segment is influenced by the 
articulation of a following one. Perseverative 
coarticulation refers to the change in the articulation 
pattern of a given segment influenced by the 
production of a preceding one. Therefore visemes are 
dependent on the phonetic context of the acoustic 
production of the associated speech segment.  
One strategy for speech synchronized facial 
animation aimed at reproducing the visible 
movements and associated coarticulation effects is 
based on context-dependent visemes [DMV06]. The 
central idea of the context-dependent viseme 
approach is the characterization of visemes not as 
visual representations of isolated speech segments, 
but as a composite including the influence of 
coarticulation. The main advantage of context-
dependent visemes lies in its relatively simple way to 
handle antecipatory and perseverative coarticulation 
effects. 
In this paper we assess the effective contribution to 
speechreading of context-dependent visemes 
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approach. The contribution to speechreading is an 
objective measurement of speech synchronized facial 
animation quality. The benchmark procedure used is 
derived from the oral speech intelligibility test 
proposed by Sumby and Pollack  [SP54]. The same 
test, with minor variations, has been widely applied to 
evaluate speech synchronized facial animation 
[BL98] [PO99] [Bes04] [MOC+05]. Essentially the 
intelligibility test involves the presentation of audio 
signals with, and without, supplementary visual 
information, conducted under different conditions of 
acoustic degradation. 

2. RELATED WORK 
Other strategies have been proposed to model 
coarticulation and visible articulatory movements in 
the context of facial animation. Pelachaud and 
colleagues [PBS96] specified a set of visemes based 
on the informal observations of Jeffers and Barley 
[JB71] and proposed a three-step algorithm to handle 
coarticulation that ranks visemes according to 
deformability. In this approach, the ideal lip shape of 
a deformable phoneme is influenced by the shape of a 
less deformable phoneme. Cohen and Massaro 
[CM93] implemented a coarticulation model based 
on Löfqvist's gestural theory of speech production 
[Lof90]. In this model, each speech segment is 
associated with a target and a dominance function. A 
weighted sum of dominance functions specifies the 
trajectory of the articulators. Le Goff and Benoît 
[LB96] [BL98] extended Cohen and Massaros's 
coarticulation model to get an n-continuous function. 
Revéret and colleagues [RBB00] adopted the 
Öhman's coarticulation model [Ohm67]. Albrecht et 
al. [AJS02] also extended the original Cohen and 
Massaro model to speed up the computation of 
coarticulation effects. Pelachaud [Pel02] used radial 
basis functions to model the trajectory of articulatory 
parameters. Beskow [Bes04] implemented and 
compared four coarticulation models: those of Cohen 
and Massaro, and Öhman's, as well as, two artificial 
neural network-based models. All the models 
performed equally well in the perceptual evaluation 
realized. All of these approaches use blending 
functions to model coarticulation. 
In contrast, our approach does not define ideal targets 
and associated blending functions, but rather seeks to 
establish a set of context-dependent visemes that 
already incorporates the effects of coarticulation. The 
appropriate concatenation of context-dependent 
visemes reproduces the visible articulatory 
movements during speech production. 

3. OUR APPROACH 
Our approach characterizes visemes as transitions 
between context-dependent articulatory targets. The 
articulatory target of a speech segment is the 

distinctive conformation or posture of the vocal tract 
necessary for the acoustic production of the segment. 
Instead of treating speech segments in isolation, we 
consider the phonetic context of its production as 
well. 

Articulatory targets 
In order to identify context-dependent articulatory 
targets we measured and analysed the visible 3D 
trajectories of fiduciary points marked on the face of 
a real speaker during the speech production. The 
trajectories were measured from standard video 
sequences using stereovision photogrammetric 
techniques. The linguistic analysis was carried out for 
Brazilian Portuguese and based on a corpus of non-
sense paroxytone words of the type ÈCV1CV2 and 
diphthongs of the type ÈV3V2, where C1 = [p, t, k, f, s, 
S, l, ´, Ä(R)], V1 = [i, a, u], V2 = [I, �, U] and V3 = [i, e, 
E, a, �, o, u], expressed with symbols of the 
International Phonetic Alphabet [IPA99]. As the 
alveolar tap [R] never occurs in Portuguese at the 
beginning of a word, we chose, regarding [Ä, R], to 
analyze only the non-sense words of the type 
[Ä]V1[R]V2. More details about the reasoning behind 
the selection of this set of segments can be found in 
[DMV06].  
A male speaker born and raised in the city of São 
Paulo, Brazil, was recorded producing the 102 stimuli 
composing the corpus. Figure 1 presents the location 
and labelling of the four fiduciary points, P1, P2 P3 
and P4, for which 3D trajectories were measured and 
analysed.  

 
Figure 1: Fiduciary points. 

The stationary points (derivative equal to zero) of the 
fiduciary point trajectories during segment 
production were considered as the segment 
articulatory target. The articulatory targets of a same 
segment in its various phonetic contexts in the corpus 
were then cluster analysed using the K-means 
clustering algorithm and the euclidian distance as a 
similarity criterion [Job92]. As result, a set of 
phonetic context-dependent articulatory targets was 
identified. Once the articulatory target clusters were 
established, an average value for the relative instants 
of realization of all the articulatory targets composing 
the cluster was adopted as the relative instant of 
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realization of the representative articulatory target 
(centroid) of the cluster.  The coordinates (x, y, z) 
and the timing of the articulatory target are used as 
the driving parameters of our facial animation system. 
Given the timed sequence of speech segments that 
compose an utterance, the fiduciary point trajectories 
were approximated by the smooth interpolation 
between the corresponding articulatory targets using 
a Hermite parametric cubic curve. These trajectories, 
which define visual motor patterns, and therefore 
visemes, are then used to drive a set of geometric 
transformation/deformation models that reproduce 
the rotation and translation of the temporomandibular 
joint on the 3D virtual face, as well as the behavior of 
the lips, such as protrusion, and opening width and 
height.  

Speech-related facial movements 
In order to control the dynamic behavior of a 3D 
synthetic face, the modeled fiduciary points 
movements were broken down into three 
components: a rigid body component associated with 
the mandible movement and two non-rigid 
components associated with the upper and lower lip 
movements.  

3.1.1 Mandible movement 
During speech, the mandible rotates and slides 
forward and backwards due to the 
temporomandibular joint. The temporomandibular 
joint, or TMJ, is the joint connecting the mandible to 
the temporal bones at both sides of the head. Figure 2 
presents the typical behavior of the 
temporomandibular joint within the midsagittal plane 
during speech. The TMJ behavior can be modeled by 
the composition of a rotation around the center of the 
TMJ in rest position at initial time t0 when the mouth 
is closed, followed by the translation of this center. 

 
Figure 2: Temporomandibular joint behavior. 

From the modeled trajectory of fiduciary point P4, we 
calculate the rotation angle ( )t4θ  and translation  
components ( )tt y  and ( )tt z  of the TMJ in the mid-
sagittal plane xy using Equations 1 and 2, 
respectively. 
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In the above equations y4 and z4 are the coordinates y 
and z of the modeled trajectory of point P4, and 

( )0tcy  and ( )0tcz  are the y and z components of 

vector ( )tC , the TMJ center of rotation, at rest 
position ( 0tt = ). The radius 4r , the module of vector 

( )tR4 , is a constant and is defined by the size of the 
mandible. It is possible to estimate 4r  in the position 
of rest by Equation 3. 
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Figure 3: Vertices associated with the mandible. 

To reproduce the movements of the mandible in the 
synthetic face, the rigid body transformations of 
rotation and translation described by TMJ behavior 
were applied to the polygonal vertices of the 
geometric model. The transformed vertices were 
those within the region of the face alongside the 
mandibular bone. More precisely, the vertices in the 
region below and including the lower lip and the 
lateral side of the face below an imaginary plane 
defined by TMJ rotation axis and the corners of the 
mouth. The lower bound of the mandibular region is 
defined by the neck. The white dots shown in Figure 
3 show the vertices of the synthetic face submitted to 
these transformations. The rotation axis defined by 
the TMJ is represented in the figure by the white 
cylinder piercing the surface of the virtual face in 
front of the ears. 

3.1.2 Lip movements 
The movement of the fiduciary point P3 located on 
the lower lip can be decomposed into two 
components. The first one is due to the mandible 
rotation and translation. The second one is the 
voluntary movement of the lower lip tissue necessary 
to produce specific speech gestures, such as lip 
protrusion. This first component is directly derived 
from the TMJ movement previously discussed. The 
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second component is given by subtracting the 
movement of the TMJ from the trajectory of P3.  
Differently, the displacement of P1, located on the 
upper lip, is only driven by the voluntary movement 
of the upper lip tissue. 

 
Figure 4: Vertices associated with the upper lip 

(above) and lower lip (below) movement. 
The behavior of the upper and lower lips was mapped 
onto the synthetic face on the basis of three main 
considerations. First, the points on the geometric 
model corresponding to the fiduciary points must 
exactly follow the fiduciary point trajectories 
expressed by the viseme model. Second, during 
speech production, the skin tissue around the mouth, 
including the lips, suffers deformations primarily 
attributed to the sphincteral behavior of the 
Orbicularis Oris muscle, which has an elliptical 
constitution. Third, other muscles, which also 
influence the movement of the skin around the mouth, 
are distributed asymmetrically with respect to the 
horizontal plane. 
Based on these considerations, a geometric model 
was derived to express the visible characteristics of 
the skin around the mouth during speech production. 
We approximated the region of influence of the 
Orbicularis Oris muscle with a spheroid. To 
accommodate for the asymmetrical characteristics of 
muscle insertions, the area around the mouth is 
divided into two regions, with the upper and lower 
regions influenced by the behavior of the upper and 
lower lips, respectively. Actually, each region of 
influence is defined by two spheroids: an internal and 
an external one. The external spheroid, which is 
merely a scaled instance of the internal one, defines 

the limits of influence of the lip behavior, while the 
internal one defines the points of maximum influence 
of that behavior. The influence of the lip behavior 
decays as one moves away from the surface of the 
internal spheroid, and ceases completely outside the 
external spheroid. The spheroids are expressed by 
Equation 4a (internal) and Equation 4b (external). 
The spheroids assume a Cartesian reference system 
centered in the mouth, with the same orientation as 
that of Figure 1. 

The parameters a, bi and Fi, with i = 1, 3 (i = 1 upper 
lip; i = 3 lower lip), are defined by the face geometry: 
The parameter a  is equal to half of the distance 
between the corners of the mouth, that is, half the 
distance between P2 and its counterpart on the other 
side of the mouth; The parameter ib  is equal to the 
distance between the major axis of the spheroid and 
the fiduciary point Pi; the scale factor F1 is defined by 
the distance from the upper lip to the bottom center 
edge of the nose (to limit the upper region of 
influence at the columella-labial junction); F3 is 
defined to limit the lower region of influence to the 
point halfway between the midpoint of the cleft and 
the tip of the chin. Figure 4 shows the region of 
influence defined by the spheroids and the vertices of 
the 3D face model included in the lower and upper 
region. 

 
Figure 5: The posture of the synthetic face during 
the production of /a/ (left side) and /u/ (right side).  

Equation 5 gives the displacement V∆ of a vertex 
inside a region of influence.  

( )[ ]iiii PDPDRV ∆−+∆=∆ 12                         (5) 

where 2P∆ is the displacement of the fiduciary point 

P2; iP∆ is the displacement of fiduciary point Pi, i =1, 
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3 (i = 1 for the upper region of influence; and i = 3 
for the lower one); 10 ≤≤ iD  is an interpolation 

factor given by Equation 6; and 10 ≤≤ iR  is an 
attenuation factor given by Equation 7. 
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where d2 is the distance between the vertex, whose 
displacement is being calculated, and the fiduciary 
point P2 at rest position; and di is the distance between 
the vertex and fiduciary point Pi, i = 1,3, at rest 
position. 
Depending on whether the vertex is inside or outside 
the internal spheroid, the fall-off factor Ri is 
calculated by: 
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The factor Si attenuates Ri as the location of the 
vertex moves away from the surface of the internal 
spheroid. Si is obtained from the evaluation of the left 
side of Equation 4 at the vertex location. 
To illustrate, Figure 5 presents snapshots showing the 
virtual face postures during the production of 
phonemes /a/ and /u/. Note the lip protrusion and 
rounding during /u/ and opening during /a/, in perfect 
agreement with real articulation. 

4. EVALUATION 
Method 
The intelligibility test carried out to evaluate our 
approach consisted on the presentation of a set of 27 
non-sense words or logatomes conveyed in a vehicle 
phrase uttered by a Brazilian male speaker. The 
adopted vehicle phrase had the following structure: 
“Eu falo <logatome>” (“I say <logatome>”). The 
vehicle phrase was devised as a mean to get the test 
subject's attention prior to the logatome utterance.   
The recorded audio was contaminated with noise in 
order to produce five different Signal-to-Noise-Ratio 
(SNR) conditions: 0dB, -6dB, -12dB, -18dB and -
24dB. 
The speaker was recorded in digital Mini-DV format 
using a JVC DV-GY500 camcorder and a Shure 
SM58 microphone. The camera was positioned to 
capture a front view of the speaker. The front view 
was chosen because it is the normal face-to-face 
conversation view. The recorded raw material was 
transferred to a video editing system iFinish V60, 
version 3.2, for further manipulation. After phrase 

segmentation, the audio was detached from the video. 
The audio-only files were used as the base material 
for the generation of new versions with different 
SNRs, resulting a total of 135 (27 x 5) audio files. 
The degradation of the acoustic signal was realized 
through the addition of noise.  
The original, not degraded, audio signal was 
manually segmented at the speech segment level 
(phones). The resulting timed phonetic transcription 
was used to drive our facial animation system, which 
was configured to generate and store each frame of 
the animation in TGA format with the standard NTSC 
resolution of 720 x 468. Copies of the degraded 
audio files were then properly (re)synchronized with 
the corresponding real speaker video and with the 
facial animation frames. The material was packed in 
QuickTime “.mov” files with no audio compression 
and with video compression using the Soreson codec 
bundled in the iFinish system. As final result, 3 sets 
of 135 files were prepared for presentation: an audio-
only, an audio+video, and an audio+animation set. 
The resulting 405 files were organized for 
presentation in 15 groups, each containing the 27 
different logatomes (and the associated vehicle 
phrase) with the same audio quality. The file contents 
of these groups were presented to the test subjects in 
a random order. Furthermore, in each group the 
presentation order of the 27 logatomes was also 
randomly varied.  
A special software tool was implemented to present, 
collect and record the vote of the test subjects.  

Corpus 
The logatomes used in the intelligibility test were 
paroxytone logatomes of the type ÈCVCV, with C = 
/p, t, k, f, s, S, l, ´, Ä/, V = /i, a, u/. The logatomes 
formed by the concatenation of two CV contexts were 
chosen to stimulate the production of coarticulation 
effects during its utterance.  
The consonant set was selected considering the 
following homophene grouping of the Brazilian 
consonants: /p, b, m/, /f, v/, /t, d, n/, /s, z/, /l/, /S, Z/, 
/´, ø/, /k, g/, /Ä/, and /R/. Consonants of a same 
homophene group are not visually distinguishable. 
With one exception, a representative consonant of 
each homophene group was considered in the 
intelligibility test. As the /R/ does not occur at the 
beginning of a word in Portuguese, we decided to let 
it out of our evaluation set. The vowel set used is 
formed by the three extreme vowels of Brazilian 
Portuguese. 

Noise Contamination 
The audio material was originally recorded at 48 kHz 
sampling rate and 16 bits resolution. The audio files 
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were then downsampled to 16 kHz sampling rate, and 
manually segmented using spectrogram analysis. The 
timing and phonetic identification of the segment was 
stored in a text file and used for controlling and 
speech synchronizing the facial animation.  

The downsampled audio files were converted to float 
format, and normalized to the interval [-1.0, 1.0] after 
a division by 32768.  Five versions of each vehicle 
phrase were prepared with SNRs of 0, -6, -12, -18 
and -24 dB. A uniform distribution random noise was 
employed. The noise was added over the whole 
phrases, but the SNR level was calculated only 
considering the logatome. After the noise addition, 
the audio amplitude was renormalized to the [-1.0, 
1.0] interval and again quantized to 16 bits resolution 
and packed into RIFF WAVE files.  

Subjects 
33 subjects were invited to participate in the 
intelligibility test. This group of individuals consisted 
of normal-hearing undergraduate and graduate 
students, and administrative personnel of our School. 
They had no prior knowledge of the test purpose or 
any involvement with the facial animation research. 
Their age ranged from 19 to 55 years. 

 
Figure 6: Screenshots of the voting tool showing 

above a frame of the real speaker video and below 
a frame of the facial animation. 

Evaluation Environment 
The intelligibility test was conducted on an isolated 
small dark room (3.5mx3.5m) with low ambient 
noise. A java application (j2sdk1.4.2_08) running on 
a Compaq Professional Workstation SP750 with an 
Intel Pentium III Xeon 733MHz processor was used 

to present the test material and collect the subject's 
responses. The workstation was equipped with a 21 
inch Compaq X1100 color monitor. Figure 6 shows 
screenshots of the evaluation software.  Each subject 
heard the audio material using a good quality headset 
plugged to the microcomputer audio card.  
After presentation of a vehicle phrase, each subject 
was asked to indicate the understood logatome 
checking one of the 28 available options, consisting 
of the 27 logatomes and a NDA (none of the 
alternatives) option. Figure 7 shows the voting panel 
in detail. After the vote confirmation realized through 
the Confirm button (Confirmar in Portuguese), the 
subject had to click the Next button (Próximo in 
Portuguese) in order to start the next presentation. 

 
Figure 7: Detail of the voting panel. 

The subjects were strongly encouraged to guess even 
if they were in doubt between different logatome 
options, and only to choose the NDA (none of the 
alternative) option when they had absolutely no clue 
about the logatome presented or they had “heard” 
something else not provided as one of the logatome 
options. The subjects were informed that the 
logatomes were of the type CVCV and that different 
logatomes from those shown as options could be 
presented. 

Results 
The results of the intelligibility test are summarized 
in Figure 8. The figure shows the percentage of 
correct responses to the logatome stimulus. It can be 
seen that the visual information provided by both real 
and virtual speaker increases the speech 
intelligibility. This gain increases with the audio 
degradation, indicating that valuable and effective 
speech information is provided by the visual 
information. For SNR= -18 and -24 dB, the 
intelligibility gain provided by the inclusion of the 
facial animation is 25% and 10%, respectively, both 
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with a statistic significance p < 0.001. The 
corresponding gain of the real speaker's video 
amounts to 41% and 44%, respectively. These scores 
are well above the score by chance of 3.7%. For SNR 
= -12 dB, -6 dB and 0 db there is no statistical 
difference between the audio-only and 
audio+animation conditions.  

 
Figure 8: Percentage of correct responses. 

A boxplot of the correct responses is shown in Figure 
9. The 15 analysed cases are presented in the same 
order as in Figure 8. Each box has lines at the lower 
quartile, median, and upper quartile values. The 
whiskers are lines extending from each end of the box 
to show the extent of the rest of the data. Outliers are 
data with values beyond the ends of the whiskers and 
are indicated by crosses.  

 
Figure 9: Boxplot of correct responses. 

5. CONCLUSION & FUTURE WORK 
The results so far show an improvement of the speech 
intelligibility due to the facial animation based on 
context-dependent visemes. The comparison with the 
real speaker video defines a reference to orient our 
future work. Although the context-dependent viseme 
approach helps speechreading, there is some room for 

improvement as it is not as effective as the real video. 
Some aspects of our approach still claim further 
elaboration. At least two aspects deserve special 
attention.  
The first aspect is the refinement of the viseme 
model. The quality of the viseme representation in 
our approach is at some extent dependent on the 
number and distribution of the fiduciary points. 
Currently, the results are based on the analysis of 
only 4 points at normal video sampling rate (30 fps).  
It is expected that the analysis of more points in space 
and time will result in a better viseme representation.  
The second aspect concerns the strategy used to 
manipulate the synthetic face. We used a pure 
geometric strategy to map the viseme representation 
given by the fiduciary point trajectories onto the 
virtual face, abstracting the existence of the skin and 
muscles and their biomechanical properties. An 
improvement of our approach could be potentially 
achieved by the use of a muscle-based approach to 
drive the facial animation. Of course, it is an open 
question if and in what extent a more complex 
muscle-based approach could improve speech 
intelligibility, specially because there are many 
biomechanical parameters whose values are not easy 
to determine but yet have to be properly tuned. To 
assess and compare results a version based on 
biomechanics simulation is currently being 
implemented. This version is based on the muscle-
model approach proposed by Lee, Terzopoulos and 
Waters [LTW95]. We plan to test and compare in a 
near future the current version and the muscle-model 
version. 
It is well known that viseme perception depends on 
talker, language, stimuli, subjects, response task, and 
environmental characteristics such as lighting, 
distance, and angle of observation. If all that is true 
for real visual speech, it gets worse in the context of 
facial animation. For facial animation, the 
coarticulation model and the strategy used to 
manipulate the virtual face also play an important 
role. It is not an easy task to compare and clearly 
identify the aspects that effectively contribute to the 
realism of speech synchronized facial animation. The 
systematic evaluation of the effective contribution to 
speechreading of a facial animation system seems to 
be an appropriate approach to the problem. In this 
paper we presented an evaluation of a facial 
animation system based on context-dependent 
visemes. The final result is a benchmark to be used 
for comparing developments using this and other 
approaches.  
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ABSTRACT
Efficient global illumination is an important challenge in computer graphics. The main problem of these algorithms
is their associated execution time and storage requirements. This is a handicap for simulating large scenes and
reducing these costs is a constant research objective of thecomputer graphics community.
In this paper we present a performance analysis of the progressive radiosity algorithm based on the blocking
transformation of the scene according to a uniform partition. The data locality exploitation and the associated
decrement in cache misses permit the reduction of the execution time of the algorithm. An extended analysis of the
influence of the scene subdivision on the execution time requirements is presented. Because of our analysis, we
conclude that important performance improvements in termsof execution time are obtained with this technique.

Keywords
Radiosity, data locality, scene partition, blocking transformation.

1. INTRODUCTION
The radiosity method [Coh93a] is a global illumina-
tion algorithm used to simulate light transfer in syn-
thetic images. The main drawbacks of the radiosity
method are its high storage requirements and long ex-
ecution times [Sil94a]. Among the different radiosity
algorithms we have focussed our analysis on the pro-
gressive radiosity algorithm [Coh88a, Coh93a], due to
its simpler structure. Similar analyses can be performed
on other radiosity strategies, e.g. for the hierarchy ra-
diosity algorithm [Han91a].

In general, the performance of a code is influenced by
the data reuse and data locality exploitation. It is con-
sidered data reuse when the next utilization of a data
does not imply an access to the lower level of the mem-

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for
profit or commercial advantage and that copies bear this
notice and the full citation on the first page. To copy
otherwise, or republish, to post on servers or to redistribute
to lists, requires prior specific permission and/or a fee.
Copyright UNION Agency – Science Press, Plzen, Czech
Republic.

ory hierarchy. In fact, there can be a wide performance
gap between programs that are designed to optimize
cache performance and those that are not, for example
in the context of computer graphics [Cho06a].

In this work we present a theoretical data reuse analy-
sis of the progressive radiosity algorithm. Based on the
cache miss rate obtained, we have concluded that a data
reuse technique can be employed to optimize the algo-
rithm. Specifically, our optimization proposal is based
on the blocking transformation of the scene through its
uniform partition. This permits the optimization of data
reutilisation and, with this, the acceleration of the algo-
rithm.

Scene partitioning is a technique usually employed
for distributed memory systems. On such platforms,
the effective distribution of data among processors is
very important. In some proposals the scene is repli-
cated on all processors [Gar00a, Pad01a], but this lim-
its the applicability of the solutions to scenes with
low complexity. A valid method for complex scenes
implies the distribution of the scene among the pro-
cessors [Arn96a, Gib00a, Amo04a, Gue03a, San05a].
These proposals employ different methods for scene
partition and distribution among processors.

Based on this idea, we work on one partitioning pro-
cedure [Gue03a, San05a] in our attempt to exploit and
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analyze the data locality of the sequential algorithm.
Scene partitioning implies different challenges. For ex-
ample, the visibility technique employed to determine
the visibility among elements associated with different
partitions. This technique, as will be shown in the pa-
per, also has an associated computational cost that has
to be considered. We do not propose an accurate study
of the cache behaviour, but an extended analysis of the
benefits of the partitioning strategy. This analysis is val-
idated with a set of test scenes.

The rest of this paper is organized as follows: in Sec-
tion 2 we briefly introduce the progressive radiosity al-
gorithm; in Section 3 we analyze the data reuse in the
algorithm; in Section 4 we present the block transfor-
mation strategy based on a partitioning of the scene;
experimental results are shown in Section 5; finally, in
Section 6 we present the main conclusions.

2. THE PROGRESSIVE RADIOSITY
ALGORITHM

The radiosity method is currently one of the most pop-
ular global illumination models in computer graphics.
This method solves a global illumination problem ex-
pressed by the rendering equation [Kaj86a], simplified
by considering only ideal diffuse surfaces. The resul-
tant discrete radiosity equation is:

Bi = Ei + ρi

N

∑
j=1

B jFi j (1)

whereBi is the radiosity of patchPi, Ei is the emit-
tance,ρi the diffuse reflectivity andN is the number
of patches of the scene. The summation represents the
contribution of the other patches of the scene andFi j

is theform factor between patchesPi andPj. Fi j is an
adimensional constant that only depends on the geom-
etry of the scene and represents the proportion of the
radiosity leaving patchPi that is received by patchPj.
There is one radiosity equation per patch and oneform
factor among all pairs of patches. Therefore, interac-
tion of light among the patches in the environment can
be stated as a set of simultaneous equations:
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where the matrix is called theInteraction matrix.
Therefore, the radiosity equation system is liable to be
very large with complexityO(N2).

Some algorithms, such as the progressive radiosity
proposal [Coh88a], have been developed for the mini-
mization of these computational requirements. The ba-
sic idea of the algorithm is to reduce the number of
patches to be considered for each iteration and, with
this, to reduce the number of computations.

1 while (not converged){
2 Pi = 0;
3 /* LOOP1: Select Patch with greatest∆BiAi */
4 for ( P = scene→Patch_initial; P; P = P→next)
5 Pi = MaxPot(Pi, P);
6
7 /* LOOP2: Calculate (the first time that a patch

is shoot ) Patches interaction withPi */
8 for ( P = scene→Patch_initial; P; P = P→next)
9 Interaction(P,Pi);
10
11 /* LOOP3: Shoot Radiosity from patchPi */
12 for ( Pj = Pi →Interaction;Pj;

Pj = Pi → Interaction→ next) {
13 Vi j = Visibility( Pi, Pj);
14 Gi j = Geometry(Pi, Pj);
15 Fi j = Gi j ·Vi j;
16 Radiosity(Pi, Pj);
17 }
18 }

Figure 1: Pseudocode for progressive radiosity algo-
rithm.

The structure of the progressive radiosity algorithm
is outlined in Figure 1. The key idea is toshoot in every
step the energy of the patchPi with the greatest unshot
radiosity (lines 2 to 5). As a result of that shot, the other
patches,Pj, may receive some new radiosity and patch
Pi left without un-shot radiosity (lines 7 to 17).

Each shooting step can be viewed as multiplying the
value of radiosity to be “shot” by a column of theinter-
action matrix. Therefore at that moment theform fac-
tors between the shot patch and the rest of the patches
have to be calculated (lines 13 to 15).Vi j (line 13)
is the visibility factor and takes the value 1 ifPi is
visible from Pj, and 0 otherwise. In our implementa-
tion we have used a method based on directional tech-
niques [Hai94a, Pad03a] to calculate the visibility term.
Gi j (line 14) captures all the geometric terms. In our
algorithm we have used the analytic method calleddif-
ferential area to convex polygon [Coh93a] to compute
it.

As soon as the radiosity of a patch has been shot,
another patch is selected. A patch may be reselected
for the shooting procedure if it has received light from
other patches. Therefore, the amount of radiosity the
patch has received since the last time,∆Bi, can be
shot. The algorithm iterates until a desired tolerance
is reached (line 1). Thus, the complexity would be
O(k×N), k being the number of steps performed, with
k ≪ N.

3. DATA REUSE ANALYSIS IN PRO-
GRESSIVE RADIOSITY ALGO-
RITHM

In this section, we make a quantitative analysis of the
cache behaviour for the progressive radiosity algorithm.

Full Papers 114 ISBN 978-80-86943-98-5 



The objective is to analyse the nature of the cache
misses associated with the algorithm for a later opti-
mization of the algorithm based on the data locality ex-
ploitation. As will be shown later in this section, the
progressive radiosity algorithm requires that, for stan-
dard scene sizes and hierarchical memory structures,
the same patch is retrieved multiple times from lower
levels of the memory hierarchy.

As can observed in the pseudocode of Figure 1, the
progressive algorithm consists of three main loops
where read and write operations are performed on the
sequential list ofN patches of the scene. We will define
the number of memory references (Nr) as the number
of times a patch is referred. Taking into account this
definition and assuming usual scene and memory sizes,
the number of memory references (Nr) required by the
different data structures to perform the calculation of
radiosity for each loop is:

NrLoop1 = N × k
NrLoop2 = N × t
NrLoop3 = M× k

(3)

whereN is the number of patches,k the number of it-
erations,t the number of different patches that are shot,
t ≤ k, and beingM the average number of accessed ob-
jects per iteration. Loop1 selects the patchPi with max-
imum power and Loop2 the patchesPj that interact with
it. Both loops present a sequential access nature. On the
other hand, Loop3 exhibits a behaviour difficult to pre-
dict and exploit. This is due to the irregular structure
of the algorithm employed to compute the visibility. In
our case we have employed a directional technique that
implies the access to potential candidates to include the
interaction between two polygons. Taking into account
this information, the total number of references is:

Nr = (N + M)× k + t×N (4)

As result, each patch has to be accessed multiple
times and this leads to a large memory bandwith and
a overhead of cache misses. AsN is a very large num-
ber for usual scene sizes, the cache cannot contain all
the blocks needed during the execution of the standard
radiosity algorithm (code of Figure 1). Then, the re-
placement misses will occur in all loops (following the
notation of [Gho99a] we call replacement misses ca-
pacity and conflict misses).

To clarify let us consider the example of Figures 2.
This figure illustrates an interaction matrix for a
given scene withN = 16 patches. In this figure,
a symbol × indicates that there is an interaction
between the patches associated with the row and the
column. For example, Patch 0 interacts with patches
{1,2,3,4,7,9,11,12,13,15}. We assume for this sim-
ple example a small cache with capacity of four data.
We employ a fully associative1 cache because of its
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Figure 2: Interaction Matrix for a scene with 16
patches.

Address of Hit/ Contents of cache blocks after reference
reference /miss Block 0 Block 1 Block 2 Block 3

- - 12 13 14 15
1 miss 1 13 14 15
2 miss 1 2 14 15
3 miss 1 2 3 15
4 miss 1 2 3 4
7 miss 7 2 3 4
9 miss 7 9 3 4
11 miss 7 9 11 4
12 miss 7 9 11 12
13 miss 13 9 11 12
15 miss 13 15 11 12

Table 1: Cache contents for the example of Figure 2:
Standard progressive radiosity algorithm.

good performance. This simple example with a small
cache permits the illustration of the low exploitation of
the data locality when the available storage resources
are not sufficient to store the full scene.

Let us suppose patch 0 is the patch with the greatest
unshot radiosity. A snapshot of the data accesses for
the progressive radiosity algorithm is shown in Table 1
. The first row shows the contents of cache after the
execution of Loop2 and the rest of the table illustrates
the series of references for Loop3. As an example, note
that when patch 4 is referenced it replaces patch 15.
This is due to the associative nature of the cache and we
have choosen the replace method of the least recently
used block. Therefore, this set of references generates
10 misses for 10 accesses. This simple example shows
the low exploitation of the data locality for this system.

The performance of a code is highly influenced by
data reuse and the available memory resources. The
number of times a patch is referenced during the full
execution of the algorithm constitutes a tool to evalu-
ate the data transfer in the memory hierarchy for large
scenes. Specifically, the redundancy access for the pro-
gressive algorithm can be measured using the following
equation:

Ra =
Nr
N

=
(N + M)× k + t×N

N
= k +

M
N

× k + t (5)

For the scenes we have employed in our tests and for the
convergence criteria we have employed (line 1 of code
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in Figure 1) we observe thatM ≃ N2
/4 andt ≃ k. The

scenes employed in our tests have very different struc-
tures and sizes and, consequentially, we consider these
approaches as representative of a generic case. There-
fore:

Ra =

(

2+
N
4

)

k (6)

Consequently, each patch is accessed an average of
(

2+ N
4

)

k times. Taking into account this large num-
ber of references, it is important to maximize the ac-
cesses to each patch while it is in the cache. Reducing
the cache misses permits the reduction of the number
of times the same patch have to be loaded in the cache
and, consequently, the reduction of the execution time
of the algorithm.

4. DATA LOCALITY OPTIMIZATION
BASED ON BLOCKING TRANS-
FORMATION

Transforming the procedures of a program might im-
prove the spatial and temporal locality of the data. In
this section we present a method to improve the data
reuse based on the data locality exploitation. To in-
crease the reutilization of the data, a blocking transfor-
mation strategy based on the partitioning of the scene is
performed. Specifically, we propose the blocking trans-
formation of the code to reduce the cache misses via
improving temporal locality exploitation. The goal is
to maximize accesses to the data loaded into the cache
before the data is replaced.

To ensure that the data being accessed can fit in the
cache, the original code is changed to work on sub-
scenes of a lower size. To do this, the whole scene
data is read and the bounding volume, which contains
the entire scene, is computed. This volume is divided
into p uniform disjoint subspaces, wherep is the num-
ber of partitions. The partitioning strategy implies three
main challenges: first, the partitioning procedure to be
employed, second, the visibility technique to determine
the visibility among patches in different sub-scenes and
finally the scheduling procedure to sequentially process
the different partitions.

The partitioning strategy should assure resulting sub-
scenes with a convex structure. This permits the simpli-
fication of the visibility determination between patches
of the same sub-scene and between patches of differ-
ent sub-scenes. Within the wide range of existing par-
titioning techniques, we have focused on static graph
partitioning algorithms, since the progressive radios-
ity method (unlike, for instance, hierarchical radiosity
method) does not use an evolving data structure. This
way, it is not necessary to apply more complex dynamic
graph partitioning methods. Within static techniques
we have chosen geometric techniques, as we are deal-
ing with geometric scenes and these techniques obtain

an extremely fast partition based mainly on geomet-
ric information. A similar strategy was employed in
[Amo04a] in the context of the parallelization of the
progressive algorithm on distributed memory systems.

The version we have employed makes a geometric
uniform partition of the input scene. It splits the scene
domain into a set of disjoint subspaces of the same
shape and size. This kind of partitioning is computed
quickly and straightforwardly and, as will be shown
later, it also provides high data locality. Taking into ac-
count that all subspaces are equal-sized, we cannot di-
vide a scene for an odd number of sub-scenes into two
halves and then, recursively, split one of the sub-scenes
into two new halves, because the resulting subspaces
would not be of equal size. So the implemented algo-
rithm is not recursive and the number of splitting planes
that are needed to split the scene along each coordinate
axis is computed in advance. Finally, each partition has
a disjoint set of polygons of the whole scene.

The visibility computation among patches is a chal-
lenge when the patches are in different sub-scenes. We
have used a visibility mask technique [Arn96a, Gue03a]
to solve this problem. This mask is a structure that
stores all the visibility information encountered dur-
ing the processing of a selected patch in its local sub-
scene. This local visibility information can be em-
ployed for the computation of the other sub-scenes. In
other words, the other sub-scenes do not require access-
ing the patch information associated to this scene, but
to its visibility mask. This permits the reduction of data
accesses with low locality.

The partitioning and visibility mask techniques have
to be employed cautiously because both algorithms
have associated computational costs that could result
in an increment of the execution time of the algorithm.
However, as will be shown in the result section, for a
specific number of partitions these costs are completely
overcome by the benefits associated with the data
locality exploitation.

With respect to the new scheduling procedure, the
general structure of the new algorithm is illustrated in
Figure 3. The partitioning of the scene into sub-scenes,
divides the calculations associated with each iteration.
On one side, there is the gathering of local radiosity of
the sub-scene, on the other side the gathering of remote
radiosity coming from the rest of the scene. In each it-
eration, the sub-scenes are processed sequentially (line
2). For each sub-scene, the patch with the greatest un-
shot energy is chosenPl

i (lines 4 to 7) and the patches
in the same sub-scene that interact with it are identi-
fied (lines 9 to 11). After this, the local gathering of ra-
diosity is computed following a similar procedure to the
standard progressive radiosity algorithm but, as will be
shown in the following, with slight modifications (lines
13 to 23).
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1 while (not converged){
2 for ( sub-scenel = scene→subcene_initial;

sub-scenel ; sub-scenel = sub-scenel →next){
3
4 Pl

i = 0;
5 /* LOOP1: Select Patch with greatest∆BiAi

for subcenel */
6 for ( P = sub-scenel →Patch_initial; P;

P = P→next)
7 Pl

i = MaxPot(Pl
i , P);

8
9 /* LOOP2: Calculate (the first time that a

patch is shoot ) Patches interaction withPl
i */

10 for ( P = sub-scenel →Patch_initial; P;
P = P→next)

11 Interaction(P,Pl
i );

12
13 /* LOOP3: Shoot Radiosity from patchPl

i */
14 for ( Pj = Pl

i →Interaction;Pj;
Pj = Pl

i → Interaction→ next) {
15 if ( Pl

i ∈ sub-scenel )
16 V local

i j = Visibility_local(Pl
i , Pj);

17 else
18 Vi j = Visibility_global(Pl

i , Pj)
19 Gi j = Geometry(Pi, Pj);
20 Fi j = Gi j ·Vi j;
21 Radiosity(Pi, Pj);
22
23 }
24 if ( Mask(Pl

i ) > 0 )
25 Gathering(Pl

i );
26 }
27 }

Figure 3: Pseudocode for progressive radiosity algo-
rithm after blocking transformation.

Once the local radiosity is updated in the sub-scene
its energy is propagated to the whole scene (lines 24
to 25). In this stage, the patch is copied to the sub-
scenes of the adjacent partitions and the visibility infor-
mation is calculated. As previously mentioned, we have
employed the mask technique [Arn96a, Gue03a] that
computes a visibility map per patch. This map stores
the visibility of the patch with respect to the neighbour-
ing scene, taking into account the occlusions associated
with its local sub-scene.

Note that the shot patches of a sub-scene and their
corresponding visibility masks are copied to the neigh-
bour sub-scenes. This means that for the neighbour sub-
scenes we have to process "local" and "copied" patches.
This has to be taken into account for computing the
gathering of radiosity inside each sub-scene (lines 13
to 23). In the case of a "copied" patch being processed,
the gathering of energy is computed similarly but the
non-local visibility information (line 18) is calculated
by casting rays from patch to sub-scene through its vis-
ibility mask. The procedure follows for the adjacent
sub-scenes with the same strategy, shooting patches are

copied and visibility masks are computed/updated tak-
ing into account the occlusion information local to al-
ready processed sub-scene.

Address of Hit/ Contents of cache blocks after reference
reference /miss Block 0 Block 1 Block 2 Block 3

- - 0 1 2 3
1 hit 0 1 2 3
2 hit 0 1 2 3
3 hit 0 1 2 3

Table 2: Cache contents for the example of Figure 2:
Modified progressive radiosity algorithm.

This technique permits the evaluation of the progres-
sive radiosity algorithm following a partitioning strat-
egy. As will be shown in the following, benefits in
terms of the cache misses reduction can be obtained.
As an example, Table 2 shows the cache accesses af-
ter applying the blocking strategy to the example of
Figure 2. In this example we consider that the scene
was subdivided in four partitions, each sub-scene with
4 patches (indicated with dashed lines in the Figure 2).
The first row of table shows the content of the cache
after Loop2 and the remaining rows show the consec-
utive references for Loop3 associated with the local
computations of the first sub-scene (patches 0, 1, 2, 3).
The cache memory, with capacity for four data, stores
the patches associated with the sub-scene and the local
computations can be performed without cache misses.
Note that for this example the set of references gener-
ates 3 hits for 3 accesses.

This simple example emphasizes the potential bene-
fits that can be obtained with the partitioning technique.
This way, if each sub-scene can be fully stored in the
cache, the local computations can be performed with-
out accessing the lower levels of the hierarchical mem-
ory. In more detail, let us compute the total number of
memory references for the modified algorithm:

Nr =
p

∑
l=1



Bl
× k

︸ ︷︷ ︸

t1

+Bl
× t

︸ ︷︷ ︸

t2

+Ml
× k

︸ ︷︷ ︸

t3



+(p−1)×Nm×k

(7)
where p is the number of sub-scenes,Bl the number
of patches in each sub-scene,Ml is the average num-
ber of accessed objects in each sub-scene per iteration
and each mask consists ofNm patches. Note that the
last term of equation is associated to the masks com-
putation. But accordingly to its definitionNr is lower
when theBl patches fit into the cache level. In this case,
once the sub-scene is stored in the cache for Loop1, the
information is re-employed for the Loop2 and Loop3
without requiring more information. This means that
termst2 andt3 can be eliminated from theNr equation.
Therefore, the redundancy access is

Ra =
p

∑
l=1

Bl
× k
N

= k (8)
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(a)

(b)

Figure 4: Illuminated scenes: (a)room-model and
(b) armadillo.

Comparing this result with that obtained for the original
algorithm (see Equation 6) we potentially have

(

2+ N
4

)

times less cache misses than with the original algorithm
using the partitioning strategy. Note that the term asso-
ciated to the masks computation is omitted as in this
analysis we analyze only the redundancy access for the
patches.

5. EXPERIMENTAL RESULTS
In this section, we present performance results and
analysis of the proposed progressive radiosity method.
We have analyzed the performance benefits of the par-
titioning strategy in terms of execution time and the re-
duction of cache misses. We have also verified that the
quality of the final images is not affected by the tech-
niques employed.

To evaluate our proposal we have used an Athlon
64 3.2 GHz with a 64 + 64 KB L1 cache, a 512 KB
L2 cache and a 1 GB RAM. We have tested our pro-
posal with different scenes. Here we include the re-
sult for three representative scenes, two of them de-
picted in Figure 4: room-model with 5306 patches
(see Figure 4.a),armadillo with 3999 patches (see Fig-
ure 4.b) andlargeroom-model with 7070 patches. The
last scene, not included in the figure, is a largerroom-
model scene with more objects.
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Figure 5: Execution time for room-model, armadillo
and largeroom-model.

First, we evaluate performance in terms of execution
time. The results for the test scenes on theAthlon sys-
tem are depicted in Figure 5. No data forp > 16 are
included as execution time increases in all cases. We
observe that the partitioning strategy achieves a reduc-
tion in the required time whenp is incremented for low
p values, but the times increase for largep values. For
example, we observe that for thelargeroom-model, the
execution time for the original algorithm is 238.63 sec-
onds, while for the partitioned version withp = 4 this
time is lowered to 55.54. Therefore, a high speedup of
4.30 is obtained for this example. This large reduction
in the execution times is mainly due to two reasons:
Firstly, the reduction in the cache misses due to data lo-
cality exploitation associated with the partitioning strat-
egy and, secondly, the visibility mask technique, re-
quired to make the partitioning strategy viable, also has
an inherent reduction in the computational time. This
visibility technique implies an approximation to the vis-
ibility determination and, as a consequence, the reduc-
tion of the computational complexity.

To verify the reduction in cache misses we have cho-
sen a hardware measurement [Amm97a] that can accu-
rately obtain a broad range of performance metrics for a
program. Specifically, we have used the PAPI (Perfor-
mance Application Programming Interface) [Moo01a]
library that has the benefit of a cross-platform interface
to the counters, allowing the maintenance of a com-
mon source for a wide variety of architectures. Figure 6
shows the number of cache misses for theAthlon sys-
tem for our test scenes for the first level (see Figure 6.a)
and for the second level (see Figure 6.b). For reasons
of clarity the data miss rates are also depicted: for the
first cache in Figure 7.a and for the second cache in Fig-
ure 7.b.

As can be observed in Figure 6.b and Figure 7.b the
sub-scenes fit into the second cache level for the three
scenes even for smallp values. This can be deduced
from the figures as increments in thep values imply re-
ductions in the number of cache misses and the cache
miss rate. This way, smaller sub-scenes fit into the
memory and the data can be reutilized, reducing the
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Figure 6: Cache misses (a) first level (b) second level.

data traffic between memory levels. Note that, as can
be observed in these figures, largep values do not elim-
inate the cache misses. These are compulsory misses,
i.e. misses associated with the initial sub-scene loading
each time a new sub-scene is processed.

With respect to the first cache level, Figure 7.a in-
dicates that the cache miss rate is practically constant
while Figure 6.a indicates that the number of cache
misses decreases for intermediatep values. This means
that there is a decrease of references for thesep val-
ues. The reduction of loads and stores in the program
is due to two reasons: the blocking helps register allo-
cation and the utilization of visibility masks minimizes
the accesses in Loop2.

The visibility masks technique has an important in-
fluence in the behaviour of the algorithm. This is due
to the fact that, when a visibility mask of a patch has
only zeros (line 23 of Figure 3), the patch is not further
gathered to the other partitions. This contrasts with the
original algorithm, in which interactions of this patch
with all the patches of the scene would be tested, with
the consequent increment in the cache misses. On the
other hand, the utilization of visibility masks reduces
the number of accesses to determine the visibility be-
tween two polygons. We have used a method based on
directional techniques which calculates a list of poten-
tial candidates to occlude the interaction between two
polygons. The idea is to remove from the list those
patches which cannot be pierced by any ray cast be-
tween both polygons. Then, to determine the visibil-
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Figure 7: Data miss ratio (a) first level (b) second
level.

ity between patches it is not necessary to access the
list of patches that belongs to other sub-scenes and this
permits a notable reduction of the accesses. At the
same time, the computational requirements associated
with the visibility mask technique are dependent on the
p value. For lowp values, the overhead associated
with the visibility masks technique is clear, mainly for
scenes with small number of triangles (see execution
time values for two partitions of thearmadillo in Fig-
ure 5). For largep values the computational require-
ments associated with the large number of patches that
has to be "copied" to the other scenes can be prohibitive.
Note that each time a patch is "copied" its visibility
mask has to be computed/updated. As a result, an in-
crement in number of sub-scenes implies an increment
in the number of patches that have to be gathered to
other sub-scenes.

In summary, the execution time of the modified al-
gorithm is minimum for a given intermediatep value.
The influence of thep value can be also deduced from
Equation 7. For largerp values the last term of equation
is larger while thet3 is smaller (Ml is smaller). In con-
sequence, the optimump value depends on the scene,
however, we have found in our tests that ap ∈ [4,6] is a
good partitioning value for the tests we have performed.
Larger scenes would result in higherp values. With this
optimump value, the data locality is exploited because
the sub-scenes fit into the second cache level. However,
largerp values imply an increment in the computational
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complexity associated with the massive visibility masks
computation and, as a consequence, an increment in the
processing time.

Finally and with respect to the quality of the final im-
ages, we have not found any noticeable difference be-
tween the images generated with the standard algorithm
and those generated with the modified algorithm. To
further test the quality of the resulting images, we have
used the mean residual error of the radiosity as the error
metric. The numerical results indicate that the quality
of the images is close to being the same for the original
and the modified algorithms. For example, the result
for the largeroom-model for the original algorithm is
0.000209 while for the partitioned version withp = 4
this error is 0.000240. In both cases the residual errors
are very small. The visibility mask technique permits
the elimination of computations and avoids testing the
interaction between many pairs of patches. As an ex-
ample, as was previously mentioned, a visibility mask
with all zeros discards the interaction of the associated
patch with any other patch in the following sub-scenes.
However, although the number of visibility tests are re-
duced, no modifications are actually performed in the
nature of the algorithm. Consequently, no changes in
quality are expected.

6. CONCLUSIONS
In this paper we have proposed a technique for acceler-
ating the progressive radiosity algorithm based on data
locality exploitation. Specifically, we have employed a
scene partitioning technique that permits the reduction
of cache misses and, with this, the reduction of the exe-
cution time of the algorithm.

The simplicity of the partitioning strategy employed,
permits an efficient partition of the scene with a very
low computational complexity. On the other hand the
visibility mask technique we have used allows the com-
putation of the visibility information between patches
in different sub-scenes. We have shown that this tech-
nique not only solves the problem of computing the vis-
ibility in a partitioned scene, but also reduces the visi-
bility computation requirements without noticeable loss
of quality in the final images.

Therefore, our modified progressive radiosity algo-
rithm permits the obtaining of important reductions in
the execution time with respect to the original algo-
rithm, while keeping its quality properties. The benefits
of our proposal have been experimentally evaluated for
a set of representative scenes.

As future work, we plan to extend our analysis to a
non-uniform partitioning strategy such as that proposed
in [San05a]. We also plan to extend the analysis to other
radiosity strategies, for example to the hierarchy radios-
ity algorithm [Han91a].
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ABSTRACT

This paper presents a method to obtain the approximate indirect diffuse reflection on a dynamic object, caused by a diffuse or a
moderately glossy environment. Instead of tracing rays to find the incoming illumination, we look up the indirect illumination
from a cube map rendered from the reference point that is in the vicinity of the object. However, to cope with the difference
between the incoming illumination of the reference point and of the shaded points, we apply a correction that uses geometric
information also stored in cube map texels. This geometric information is the distance between the reference point and the
surface visible from a cube map texel. The method computes indirect illumination albeit approximately, but providing very
pleasing visual quality. The method fits very well the GPU architecture, and can render these effects interactively. The primary
application area of the proposed method is the introduction of diffuse interreflections in games.
Keywords: Global illumination, GPU programming.

1 INTRODUCTION
Final gathering, i.e. the computation of the reflection
of the indirect illumination toward the eye, is one of
the most time consuming steps of realistic rendering.
According to the rendering equation, the irradiance of
point~x can be expressed by the following integral

I(~x) =
∫

S

Lin(~x←~y) ·v(~x,~y) · cos+ θ~x ·cos+ θ~y

|~x−~y|2 dy,

whereS is the set of surface points,Lin(~x←~y) is the
incoming radiance arriving at point~x from point~y, v is
the visibility indicator between two points, andθ~x and
θ~y are the angles between the illumination direction and
the surface normals at points at~x and~y, respectively.
When the angles get larger than 90 degrees, their co-
sine should be replaced by zero, which is indicated by
superscript+.

The evaluation of this integral usually requires many
sampling rays from each shaded point. Ray casting
finds illuminating points~y for shaded point~x at dif-
ferent directions (Figure 1), and the radiance of these
illumination points is inserted into a numerical quadra-
ture approximating the rendering equation. In practice,
numberP of shaded points is over hundred thousands or
millions, while numberD of sample directions is about
a hundred or a thousand to eliminate annoying sampling
artifacts. On the other hand, in games and in real-time
systems, rendering cannot take more than a few tens of
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milliseconds. This time does not allow tracingP·D, i.e.
a large number of rays.

Figure 1: Indirect illumination with sampling rays.

To solve this complexity problem, we can exploit
the fact that in games the dynamic objects are usually
significantly smaller than their environment. Thus the
global indirect illumination of the environment can be
computed separately, since it is not really affected by
the smaller dynamic objects. On the other hand, when
the indirect illumination of dynamic objects is evalu-
ated, their small size makes it possible to reuse illu-
mination information obtained when shading its other
points.

The first idea of this paper is to reuse illuminating
points when the illumination on the dynamic object is
computed. It means that first we obtain a set of virtual
lights that represent the indirect illumination and calcu-
late just the single reflection of these lights during final
gathering (Figure 2). During this, we ignore complex
self-shadowing of the dynamic object and apply just a
simple test based on the normal vector and the illumi-
nation direction to determine whether the virtual light
may illuminate the point.

This approach has two advantages. On the one hand,
instead of tracingP ·D rays, we solve the rendering
problem by tracing onlyD rays. Assuming that the
same set of illuminating points are visible from eachFull Papers 121 ISBN 978-80-86943-98-5 



Figure 2: The basic idea of the proposed method: first virtual lights sampled from reference point~o are identified,
then these point lights are grouped into large area lights. At shaded points~x the illumination of a relatively small
number of area lights is computed without visibility tests.

shaded point, self-shadowing effects are ignored. How-
ever, while shadows are crucial for direct lighting, shad-
ows from indirect lighting are not so visually important.
Thus the user or the gamer finds this simplification ac-
ceptable.

Unfortunately, this simplification alone cannot allow
real time frame rates. The evaluation of the reflected
radiance at a shaded point still requires the evaluation
of the irradiance and the orientation angle, and the mul-
tiplication with the diffuse reflectance for all directions.
Although the number of rays traced to obtain indirect il-
lumination is reduced fromP ·D to D, the illumination
formula must be evaluatedP·D times. These computa-
tions would still need too much time.

In order to further increase the rendering speed, we
propose to carry out as much computation globally for
virtual lights, as possible. Intuitively, global computa-
tion means that the sets of virtual light sources are re-
placed by larger homogeneous area light sources. Since
the total area of these lights is assumed to be visible, the
reflected radiance can be analytically evaluated once for
a whole set of virtual light sources.

2 PREVIOUS WORK
Methods for reusing illumination information for multi-
ple points of a shaded object can be classified according
to whether they encode the irradiance of the receivers
[17] or consider the environment as a set of virtual light
sources [6].

Environment mapping[2] has been originally pro-
posed to render ideal mirrors in local illumination frame-
works, but can also be applied for glossy and diffuse
reflections as well. The usual trick is the convolution
of the angular variation of the BRDF with the environ-
ment map during preprocessing [11, 7] to obtain the ir-
radiance of surfaces of all possible orientations. This
step enables us to determine the illumination of an arbi-
trarily oriented surface patch with a single environment
map lookup during rendering. A fundamental problem
of this approach is that the generated environment map
correctly represents the direction dependent illumina-
tion only at a single point, the reference point of the

object. For other points, the environment map is only
an approximation, where the error depends on the ratio
of the distances between the point of interest and the
reference point, and between the point of interest and
the surfaces composing the environment (see figure 4).

One possible solution is to use multiple environment
maps [4, 18, 10], which can be compressed using spher-
ical harmonics [11, 8] or wavelets [18]. For example,
Greger et al. [4] calculate and store the direction depen-
dent illumination in the vertices of a bi-level grid sub-
dividing the object scene. During run-time, irradiance
values of an arbitrary point are calculated by tri-linearly
interpolating the values obtained from the neighboring
grid vertices. They reported good results even with
surprisingly coarse subdivisions. This means that the
smooth irradiance function is especially suitable for in-
terpolation. While Greger et al. used a precomputed
radiosity solution to initialize the data structures, Man-
tiuk et al.[9] calculated these values during run-time
using an iterative algorithm that simulates the multi-
ple bounces of light. Unfortunately, the generation and
compression of many environment maps require con-
siderable time which is not available during real-time
rendering. Thus most of this computation should be
done during preprocessing, which imposes restrictions
on dynamic scenes.

The idea of approximating the indirect illumination
by a finite set of virtual lights was born in the context
of global illumination algorithms, such as in instant ra-
diosity [6], and has been used many times in Monte
Carlo algorithms [16, 12, 13, 14].

For the computation of diffuse interreflections on the
GPU, Dachsbacher [3] considered shadow map lex-
els as virtual lights, while Lazányi [5] assigned vir-
tual lights to texels of an environment map. Indeed, if
only two-bounce indirect illumination is considered, a
shadow map lexel identifies the point which is directly
illuminated by the light source. Such points may indi-
rectly illuminate other points, so can be considered as
virtual lights.

Virtual light source algorithms suppose that virtual
lights are point sources, and thus use the point-to-pointFull Papers 122 ISBN 978-80-86943-98-5 



form factor (also called geometry factor) when the irra-
diance is computed. Unfortunately, point-to-point form
factor

cosθ~x ·cosθ~y

|~x−~y|2
is numerically unstable since it goes to infinity when
the virtual light gets close to the shaded point, which
results in bright spikes making the position of the vir-
tual lights clearly visible (see figures 4 and 5). Another
problem is that not only the position of the virtual light
source is required, but the normal vector is also needed
to computecosθ~y, which doubles the required storage
space and slows down the generation of the virtual light
sources.

To address the numerical instability, in [5] virtual
lights were supposed to be small disks, which made
the geometry factor bounded. However, this approx-
imation is still quite far from being precise when the
shaded point is close to the virtual light and the shaded
point is not in the normal direction from the virtual light
source.

In this paper we address the numerical instability of
virtual lights and eliminate the need of storing normal
vectors at these lights. The basic idea is that we always
consider four virtual lights that are close to each other
and assume that the surface is roughly planar between
them. Thus instead of point sources we have a set of
homogeneous area light sources. Since self-shadowing
is ignored, the reflection of these area light sources can
be computed analytically, in a numerically stable way.

3 THE NEW ALGORITHM
The first step of the algorithm is the generation of vir-
tual lights that may illuminate the given dynamic ob-
ject. To find these points, the scene is rendered from
reference point~o of the dynamic object, and the re-
sulting images are put into an environment map. Not
only the radiance of the visible points is evaluated but
the distance between the reference point and the visible
surface is found and stored in the alpha channel of the
generated cube map. In each texel of the environment
map a potential virtual light source is visible.

In order to estimate the integral of the rendering equa-
tion, the set of surface points visible from the reference
point is partitioned according to the texels of the en-
vironment map. The surface between four points visi-
ble from the texel corners is approximated by a quadri-
lateral, thus the environment is assumed to be a list of
quadrilateralsSi , i = 1, . . . ,N. After partitioning, the ir-
radiance is expressed by the following sum:

I(~x) =
N

∑
i=1

∫

Si

L(~y) · cos+ θ~x ·cos+ θ~y

|~x−~y|2 dy.

Sincedycos+ θ~y/|~x−~y|2 is the projection of aready
onto the surface of a unit hemisphere placed around~x,

and factorcos+ θ~x represents a further projection from
the sphere onto the tangent plane, the irradiance integral
can also be evaluated on the tangent plane of the surface
at~x:

I(~x) =
N

∑
i=1

∫

Pi

L(~yp) dyp

wherePi is the double projection of the visible surface,
first onto the hemisphere then onto the tangent plane.
Let us assume thatL(~yp) is linear. In this case the irra-
diance is the product of the area ofPi and the average
of the radiances stored at the four corner texels:

I(~x) = |Pi | · L1
i +L2

i +L3
i +L4

i

4

Let us consider a single term of this sum representing
the radiance reflected fromSi .

-

+

+

R l R l 1+

n i

Figure 3: Hemispherical projection of a planar polygon

Area |Pi | is in fact the polygon-to-point form factor
[1]. Consider only one edge line of the polygon first,
and two subsequent vertices,~Rl and~Rl⊕1, on it (fig-
ure 3). The hemispherical projection of this line is a
half great circle. Since the radius of this great circle is
1, the area of the sector formed by the projections of~Rl

and~Rl⊕1 and the center of the hemisphere is simply half
the angle of~Rl and~Rl⊕1. Projecting this sector ortho-
graphically onto the equatorial plane, an ellipse sector
is generated, having the area of the great circle sector
multiplied by the cosine of the angle of the surface nor-
mal~ni and the normal of the segment (~Rl ×~Rl⊕1).

The area of the doubly projected polygon can be ob-
tained by adding and subtracting the areas of the ellipse
sectors of the different edges, as is demonstrated in fig-
ure 3, depending on whether the projections of vectors
~Rl and~Rl⊕1 follow each other clockwise when look-
ing at them from the direction of the surface normal.
This sign value provided by the dot product of the cross
product of the two vertex vectors and the normal vector.
Finally, the double projected polygon is a summation:

L−1

∑
l=0

1
2
·angle(~Rl ,~Rl⊕1) ·

(
(~Rl ×~Rl⊕1)
|~Rl ×~Rl⊕1|

·~ni

)
. (1)

4 IMPLEMENTATION
The proposed algorithm first computes an environment
cube map from the reference point and stores the radi-Full Papers 123 ISBN 978-80-86943-98-5 
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Figure 4: The Stanford bunny model (about 25000 vertices and 50000 faces) in a colored box. On the right images
diffuse reflections are calculated with only environment map convolution and one environment lookup. On the
second column images point to point form factor while on the third column images polygon to point form factor
is used. On the right column reference images rendered with Mental Ray are shown. The simple one environment
map only produces pleasable results for points that are close to the environment reference point. The point to point
form factor method can handle greater distances, but as the shaded surface gets close to the walls it gets unstable
(see the bright green spikes on the bunny’s tail and back). The polygon to point form factor has good results for
any object positions. Configuration: 700x700 resolution on NVIDIA GeForce 7950 GX2 (SLI turned off), AMD
Athlon64 Dual 4600+ processor.

ance and distance values of the points visible in its pix-
els. We usually generate6×256×256pixel resolution
cube maps. Then the cube map is downsampled to have
M×Mpixel resolution faces (Mis 4 or even 2). One texel
of the low-resolution cubemap represents an area light
source. Note that both radiance and distance values are
averaged, thus finally we have larger lights having the
average radiance of the small lights and placed at their
average position.

During final gathering for each texel in each cube
face we should calculate the virtual light source’s exact
location and area and evaluate it’s contribution to the
reflected radiance. The following fragment shader code
loops through the pixels of one cube face (in positive
z direction), calculates pixel corner directions and calls
thegetContr function to evaluate texel contribution.
The input parameters to this shader are: world space
position (pos ), world space normal (N), the reference
point of the cubemap in world space (referencePoint ),
the diffuse coefficient (kd ) and the cubemap sampler
(SmallEnvmap ). Our downsampled environment map
had 4x4 pixel resolution(M).

float4 DiffuseReflectance(
float4 hPosition : POSITION,
float3 pos : TEXCOORD0,
float3 N : TEXCOORD1,
uniform samplerCUBE SmallEnvMap,
uniform float3 referencePoint,
uniform float kd

) :COLOR
{

pos -= referencePoint;
N = normalize(N);

//reflected radiance
float4 I = 0;

//texel corner directions
float3 L1, L2, L3, L4;
float3 L; //texel center direction
float4 Le; //texel color
float width = 1.0 / M; //width of one texel
float dWidth = 2.0 * width; //double width

for (int x = 0; x < M; x++)
for (int y = 0; y < M; y++)
{

//calculate texel coordinates
float2 p;
p.x = x * width;
p.y = y * width;
p = 2.0 * p - 1.0; //to range [-1,1]
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32 FPS without SLI, 63 FPS with SLI turned on

Figure 5: Sphere (about 2300 vertices and 2300 faces) in a colored box. Upper row with point to point form factor,
bottom row with our polygon to point form factor. As the object gets closer to the walls the virtual light sources
become visible in case of point to point form factor, while the polygon to point form factor method does not have
this artifact. Configuration: 700x700 resolution on NVIDIA GeForce 7950 GX2 with SLI support, AMD Athlon64
Dual 4600+ processor.

//calculate texel corner directions
L1 = float3(p.x, p.y, 1);
L2 = float3(p.x + dWidth, p.y, 1);
L3 = float3(p.x + dWidth, p.y + dWidth, 1);
L4 = float3(p.x, p.y + dWidth, 1);

//calculate texel center direction
L = float3(p.x + width, p.y + width, 1);

//read texel color
Le = float4(texCUBE(SmallEnvMap, L).rgb,1);

//get contribution from texel
I += 0.5 * Le * getContr(L1, L2, L3, L4,

pos, N,
SmallEnvMap);

}
return kd * I;

}

The following code shows thegetContr function
which calculates the contribution of a single texel of the
downsampled, low resolution cubemapSmallEnvMap
to the illumination of the shaded point. It’s input argu-
ments are: the four pixel corner directions (L1, L2,
L3, L4 ), the shaded point position and normal (pos,
N) and the cubemap sampler (SmallEnvMap ). This

function calculates the exact position of pixel corners
with the help of the stored distance values in the cube-
map’s alpha channel. Then evaluates the polygon-to-
point form factor described above: calculates the four
triangle areas given by the four edges of the texel and
summs their signed values. The contribution from light
sources located behind the tangent plane can be elimi-
nated by ignoring the sums with negative values.

float4 getContr(float3 L1, float3 L2,
float3 L3, float3 L4,
float3 pos, float3 N,
samplerCUBE SmallEnvMap)

{
//texel corner distances and positions
//from reference point

float d;
d = texCUBE(SmallEnvMap, L1).a;
L1 = d * normalize(L1);
d = texCUBE(SmallEnvMap, L2).a;
L2 = d * normalize(L2);
d = texCUBE(SmallEnvMap, L3).a;
L3 = d * normalize(L3);
d = texCUBE(SmallEnvMap, L4).a;
L4 = d * normalize(L4);Full Papers 125 ISBN 978-80-86943-98-5 



// corner directions from shaded point
float3 r1 = normalize(L1 - pos);
float3 r2 = normalize(L2 - pos);
float3 r3 = normalize(L3 - pos);
float3 r4 = normalize(L4 - pos);

//calculate projected triangle areas
float3 crossP = cross(r1, r2);
float r = length(crossP);
float dd = dot(r1, r2);
float tri1 = acos(dd) * dot(crossP / r, N);

crossP = cross(r2, r3);
r = length(crossP);
dd = dot(r1,r2);
float tri2 = acos(dd) * dot(crossP / r, N);

crossP = cross(r3, r4);
r = length(crossP);
dd = dot(r1,r2);
float tri3 = acos(dd) * dot(crossP / r, N);

crossP = cross(r4, r1);
r = length(crossP);
dd = dot(r1,r2);
float tri4= acos(dd) * dot(crossP / r, N);

//summation of triangle areas
return max(tri1 + tri2 + tri3 + tri4, 0);

}

5 RESULTS
In order to demonstrate the results, we took a simple
environment consisting of a colored cubic room. The
first set of pictures shows the Stanford bunny model in-
side the room (figure 4). The images of the first column
were rendered by the traditional environment mapping
technique for diffuse materials where a precalculated
convolution enables us to determine the irradiance at
the reference point with a single lookup. This method
has correct results only at the reference point and can-
not deal with the position of the object, thus the bunny
looks similar everywhere. The second column shows
the point to point form factor. Although this method
have pleasing results for points other than the reference
point, it has artifacts for points too close to the virtual
light sources. The right column shows our polygon-
to-point form factor method which has correct results
for arbitrary point positions. The difference between
point to point and polygon-to-point factors can clearly
be seen in the second set of pictures (figure 5). The first
row shows point to point while the second row shows
polygon-to-point form factor results. While the two
methods show similar results when the object is in the
center of the room there is a significant improvement
in case of the polygon-to-point factor method when the
sphere gets close to the walls.

The third set of pictures (figure 6) shows the Stanford
Buddha model in the room with point to point (left) and
polygon-to-point form factors (right). The images on
the left show visual errors at surface points near the en-
vironment (see the keystone of the statue).

In figure 7 the Buddha model is placed in a dimly
lit hallway. This environment was implemented in an
actual game engine called OGRE. The scene has per
pixel shading and reflections too.

In figure 8 the Buddha was placed in an other com-
plex environment: a scientific laboratory. These pic-
tures were also taken from an OGRE implementation.

6 CONCLUSIONS
This paper presented a GPU based method for comput-
ing diffuse reflections of the incoming radiance stored
in environment maps. The environment map is consid-
ered as a definition of large area light sources whose
reflections are obtained analytically without checking
self-shadowing. The presented method runs in real-
time and provides visually pleasing results.
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Figure 8: Screen shots from Buddha in a laboratory (the whole scene with the Buddha is about 38000 vertices and
70000 faces). OGRE implementation. 15 FPS, 800x600 resolution on NVIDIA GeForce 7800GT, AMD Athlon
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ABSTRACT

We propose a general hybrid approach to the issue of reproduction of high dynamic range images on devices with limited
dynamic range. Our approach is based on combination of arbitrary global and local tone mapping operators. Recent perceptual
studies concerning the reproduction of HDR images have shown high importance of preservation of overall image attributes.
Motivated by these findings, we apply the global method first to reproduce overall image attributes correctly. At the same time,
an enhancement map is constructed to guide a local operator to the critical areas that deserve enhancement. Based on the choice
of involved methods and on the manner of construction of an enhancement map, we show that our approach is general and can
be easily tailored to miscellaneous goals of tone mapping. An implementation of proposed hybrid tone mapping produces good
results, it is easy to implement, fast to compute and it is comfortably scalable, if desired. These qualities nominate our approach
for utilization in time-critical HDR applications like interactive visualizations, modern computer games, HDR image viewers,
HDR mobile devices applications, etc.

Keywords: Tone mapping, HDRI, dynamic range reduction.

1 INTRODUCTION
Merits of high dynamic range imaging (HDRI) are cur-
rently widely recognized in computer graphics, high-
quality photography, computer vision, etc. However,
HDRI becomes popular in interactive and real-time ap-
plications as well. Data visualization, computer games
and other interactive applications gain new qualities
thanks to HDRI. The reproduction of high dynamic
(HDR) data on the low dynamic (LDR) output devices
requires the reduction of dynamic range, commonly re-
ferred to as a tone mapping.

Many so-called tone mapping operators were pro-
posed in history [Dev02, Rei05]. We can classify the
existing approaches according to the transformation
they apply to convert input luminances to the output
values. Global tone mapping methods apply a tone
reproduction curve - e.g. a function. Therefore, they
transform particular value of the input luminance
to one specific output value. Local tone mapping
operators may on the other hand reproduce particular
input luminance to different output values depending
on the surrounding pixels.

Although many sophisticated local tone mapping op-
erators were published, these are typically not very
generic approaches and just a few of these methods is
suitable for interactive and computationally weak ap-
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prior specific permission and/or a fee.
Copyright UNION Agency – Science Press, Plzen, Czech Re-
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plications. Even worse, hardly any of them can be
marked as general and scalable. Besides, recent percep-
tual studies concerning the reproduction of HDR im-
ages [Yos05, Led05, Cad06, Cad07] have shown high
importance of preservation of global image attributes
(overall brightness, overall contrast).

Generally speaking, global methods reproduce over-
all image attributes well, they are fast to compute, and
easy to implement, but may wash away important de-
tails. Local approaches excel in reproduction of local
contrast (details), but they are computationally inten-
sive and may reproduce overall image attributes poorly,
see Figure 1. Motivated by the mentioned findings we
present a fast and simple yet powerful general hybrid
approach to tone mapping issue. This approach takes
advantages of both global and local tone mapping ap-
proaches to overcome mentioned limitations. More-
over, since the aims of tone mapping can differ among
particular applications, the proposed approach can be
easily tailored to the miscellaneous goals.

The paper is organized as follows. In Section 2, we
overview the previous work and we focus particularly
on linear tone mapping methods. In Section 3, we
introduce and describe generally the new hybrid tone
mapping idea. In Section 4, we present two exemplary
implementations of hybrid tone mapping approach and
show the results. Finally, in Section 5, we conclude and
give suggestions for future work.

2 RELATED WORK
The areas of high dynamic range imaging and the tone
mapping are currently quite complex. Refer to the state
of the art by Devlin [Dev02] or to the book by Reinhard
et al. [Rei05] for an overview. Since we concentrate
mainly on interactive applications and computationally
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Figure 1: Global methods reproduce overall image at-
tributes well, but wash away important details (left).
Local approaches excel in reproduction of details, but
may reproduce overall image attributes poorly (right).

efficient methods, we survey briefly the time-dependent
methods suitable for interactive applications.

2.1 Time-dependent Tone Mapping
Adaptation mechanisms of human visual system show
time-dependency. Human needs some time to adapt
to low luminance levels after entering the dark cinema
from the sunlit street, for example. However, involve-
ment of time-dependency is profitable also for non-
perceptual applications of tone mapping, since it avoids
flickering and other time-dependent artifacts.

Probably the first time-dependent tone mapping
method was presented by Pattanaik et al. [Pat00]. The
method is based on statical color model by Hunt that
is extended of time adaptation. Authors use global
s-shaped curve for mimicking the response of both
direct and inverse models of visual perception.

Durand and Dorsey [Dur00] used the global tone
mapping operator by Ferwerda et al. [Fer96] for inter-
active tone mapping. Authors model visual adaptation
course over the time for rods and cones.

Fairchild and Johnson [Fai03] adapted the iCAM
model [Fai02] to account for time-dependent adaptation
effects. The time-dependency provide two exponential
filters that modify adaptation level. The used model is
local (filtering using wide gaussian curve) and therefore
computationally intensive. Since the filtering kernel is
very large, the properties of the iCAM outputs resemble
global tone mapping results.

Ledda [Led04] proposed strictly local time-
dependent approach. The method is based on initial
effort by Pattanaik, but adds local processing using
bilateral filter. Time-dependency is modeled using
exponential filters for rods and cones.

The above surveyed time-dependent approaches ap-
ply either global curves and thus they destroy subtle

details or they apply local methods and thus they are
computationally demanding. Moreover, interactive ap-
plications often need to do some sort of load balancing,
however there is an unanswered question, how to scale
the time-dependent methods properly.

2.2 Linear Tone Mapping

As we have noticed, global methods reproduce over-
all image attributes well, see Figure 1. The group
of global methods comprise a subset of linear tone
mapping curves. Despite of the simplicity of linear
tone mapping curves, the approaches utilizing linear (or
close-to linear) mapping have many advantages that de-
serve our attention.

Since the linear methods scale image intensities by a
constant (scale factor), they do not change scene con-
trasts for display. This is probably the reason why these
methods show [Cad06, Cad07] to perform well in per-
ceptual reproduction of the overall image attributes.

Linear tone mapping methods transform the input
HDR image to the output image values using the scale
factor, Ld = m ·Lw, where m is the scale factor, Lw is
the input luminance, and Ld is the output value in the
interval of [0, 1].

The simplest linear approach is the maximum lumi-
nance mapping, where we map the maximal input lu-
minance to the maximal output value (e.g. to 1): m =

1
Lwmax

, where Lwmax is the maximal input luminance.
Since the maximal luminance is usually enormous in
case of HDR images, this approach produces typically
too dark and valueless results. Mean value mapping ap-
proach gives more reasonable outputs by mapping the
average input luminance to the average output scale:
m = 0.5 · 1

Lavg
, where Lavg is the average input lumi-

nance.
Ward’s contrast based scale factor [War94] fo-

cuses on the preservation of perceived contrast. The
computation of the scaling factor is based on Black-
well’s [CIE81] psychophysical contrast sensitivity
model. Almost the same principle of contrast preser-
vation is exploited also in the work of Ferwerda et
al. [Fer96].

Another linear approach was introduced by Neumann
et al. [Neu98]. They propose the minimum informa-
tion loss method that tries to mimic the photographer’s
practice to lose a minimum amount of information. The
method automatically selects ideal clipping interval to
obtain a minimum of detail-lost areas. The automatic
selection of the interval is done by means of logarith-
mic image histogram.

Mapping using s-shaped curve [Pat00] is formally
not a linear approach, but practically it can produce re-
sults that are very close to the linearly mapped results.
S-shaped curves resemble transfer curves of classical
photographic media.
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Figure 2: Overview of the hybrid tone mapping ap-
proach.

3 HYBRID TONE MAPPING
We propose a general idea of new hybrid tone mapping
approach in this section, while two exemplary imple-
mentations are described in the next section. We do
not concern the inherent physically-induced issues of
real output devices (gamma correction, etc.), in this pa-
per.1 In the further text, we assume (without the loss of
generality) that the output device range is linear and is
limited to the interval of [0, 1]. Moreover, we do not
concern the reproduction of colors here. All of our pro-
posed methods aim to reduce dynamic range of the in-
put image and the color information is left untouched.
However, there is no obstacle to involve any method
with a specific color processing into hybrid tone map-
ping approach if desired.

The overview of general hybrid tone mapping frame-
work is shown in Figure 2. The process consists of
three steps. First, the input high dynamic range image
is transformed using global tone mapping curve. This
mapping produces the base of the output low dynamic
range image and (if necessary) outputs desired values
for the construction of an enhancement map. In the sec-
ond step, the enhancement map is constructed consid-
ering the aim of the tone mapping (see Figures 3, 6).
Finally, the enhancement map is used to guide a lo-
cal tone mapping method to reconstruct subtle details.
The locally enhanced details are then added back to the
globally transformed image to improve the final image
while maintaining good overall reproduction of image
attributes. Due to the enhancement map, the local tone
mapping method is applied merely to the critical areas
of the original image and therefore a lot of computa-
tional resources are saved.

3.1 Construction of Enhancement Map
Besides the choice of the involved methods, the manner
of the construction of the enhancement map is an essen-
tial heart of the hybrid tone mapping. The enhancement
map therefore has a profound effect on the properties of
the hybrid tone mapping approach as a whole.

The enhancement map is generally a map of float
numbers with the same dimensions as the original HDR
image. In the examples shown in section 4, the en-
hancement map is constructed using a sort of threshold-

1 Nevertheless, all the tone mapping results presented in this paper have
been gamma corrected finally, using the value of γ = 2.2 as usual.

Figure 3: Example of an enhancement map (orange
and green areas) for perceptually plausible hybrid ap-
proach. The luminances in orange-colored areas are
potentially clipped due to linear mapping, while the de-
tails in dark parts, green-colored areas, are lost due to
insufficient numerical precision.

ing of input luminance values. However, there is no ob-
stacle to construct the enhancement map in a different
way (for example based on input gradients, etc.). When
we use a linear transform function in a global part of hy-
brid mapping, the construction of the enhancement map
is very simple and effective. Since we know the analyt-
ical equation of the transfer curve, the clipping values
are then directly known and the enhancement map is
constructed effortlessly by thresholding. For the other
approaches (s-shaped curves, log scaling, etc.), we pro-
pose to use the clip values of 5th and 95th luminance
percentiles. However, the manner of the enhancement
map construction can reflect a special goal of imple-
mented method, as we show in section 4.3.

Due to the abrupt changes of the global mapping to
the local mapping (and vice versa), artifacts might ap-
pear on the borders of the enhancement map. To avoid
the artifacts, we propose to construct and apply the en-
hancement map as follows (we show the process for
only one clipping value Lclip):

EM(x,y)=

{

0 i f T MC(Lw) < Lclip
min(1,T MC(Lw)−Lclip) otherwise,

where EM(x,y) is the enhancement mask value, T MC()
is a global tone mapping method, Lw is the input lumi-
nance, and Lclip is the clipping luminance. The final
output value Ld is then computed as a weighted sum of
a global method and a local method outputs: Ld(x,y) =
EM(x,y) · T MO(Lw) + (1 − EM(x,y)) · T MC(Lw),
where T MO() is the involved local method.

If the computational time is not an issue, we can in-
volve more sophisticated criteria to the construction of
an enhancement map, e.g. the human visual system
properties. Using the visual attention model, for ex-
ample, we can pass the computational resources to the
visually important areas of the image. Another possi-
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bility is the usage of contrast sensitivity function (CSF)
during the construction of the enhancement map. In this
case, the effort of local method will be directed to the
areas, where the detail is (at least potentially) visible for
a human observer.

4 USE CASES AND RESULTS

The proposed idea of hybrid tone mapping is general
– virtually any combination of existing (and potentially
forthcoming) methods is possible. However, the choice
of the involved methods has to reflect the intent of the
resultant combination (f.e. an aesthetic view, a cogni-
tively rich depiction, or a perceptually plausible repro-
duction). A combination of methods that is excellent in
reproducing details can fail miserably when we aim in
reproducing the perceptual experience of an observer.
In this section, we show two different examples of the
hybrid approach: perceptually plausible approach and
cognitively rich approach. We show and discuss actual
outputs of these methods and we also exhibit the per-
formance values comparing to original local methods.

4.1 Fast Perceptually Plausible Approach

For such an interactive applications where the percep-
tually convincing reproduction is desired and where the
computational resources are limited (e.g. in computer
games), we propose fast and simple implementation of
hybrid tone mapping approach as follows.

At the post of global method, we use the linear map-
ping by Ward [War94]. This method was proven to give
reasonable results for natural scenes [Cad06, Cad07],
and the computational demands of the method are min-
imal. Since the global part is purely linear, we can con-
struct the enhancement map directly by thresholding
of input luminance values. The exact clipping values
are known: LclipLO = 0 and LclipHI = 1 for an original
method. We can modify the approach by shifting the
transform curve if desired (to allow the user to adjust
brightness or contrast), but even in this case, the clip-
ping values are easily found analytically. Pixels with
luminance values outside of the linear interval would
be clipped and therefore the information would be lost
there. Therefore, these pixels form the enhancement
map.

Having the enhancement map, we run the bilateral
filtering method [Dur02] just on the areas marked in
the map. Bilateral filter separates the original lumi-
nance map to the base layer and the detail layer. We use
the detail layer to enhance the result of the global tone
mapping method. For acceleration of the local filtering,
we utilize graphics hardware (GPU) [Fia06]. Figure 4
compares the transforms of the original methods and
the hybrid approach and Figure 5 shows the results in
the form of output images.

4.2 Time-Dependent Hybrid Mapping
It is usually advantageous to model the course of vi-
sual adaptation over the time for interactive applica-
tions. Time-dependency of tone mapping is twofold
profitable: it increases the perceptual quality on one
hand, and it also avoids temporal image artifacts on the
other hand.

The way of implementation of time-dependency is in-
fluenced by the goal of the whole tone mapping method
and it is not necessary to realize it at all, in some cases.
In accordance with other authors [Dur00, Pat00] we
use an exponential decay function in our perceptually
plausible hybrid approach (described in Section 4.1) to
model the light adaptation. We omit the simulation of
long-term dark adaptation due to its subtle and slow ef-
fect and due to efficiency reasons. We modulate the
adaptation level La(w) in the Ward’s method [War94] by
the exponential function for smooth transitions when
tone mapping a dynamic environment:

dLa(w)

dt ≈
La(w)−La(w)(t)

τ ,
where La(w) is the visual adaptation for static image,

La(w)(t) is the actual adaptation and τ = 0.1 is a time
constant that mimics the speed of adaptation.

Similar approach is amenable in many other hybrid
tone mapping implementations, since we can usually
smoothen the response of particular parameter of in-
volved global tone mapping method. If the computa-
tional cost is the main limitation, the time-dependency
may be omitted temporarily with reasonable loss of re-
production quality.

4.3 Cognitive Approach
As an example of cognitive (e.g. detail-oriented) hy-
brid tone mapping approach, we propose the combina-
tion of histogram adjustment global tone mapping op-
erator [War97] enhanced by locally applied bilateral fil-
tering [Dur02].

The histogram adjustment method grants most of the
available device contrast to the areas of abundant lu-
minance values in the input HDR image. Generally
speaking, large areas in an input image are given more
contrast (thus subtle details present at these areas may
become visible) at the expense of tiny areas. This ad-
vanced ’distribution of contrast’ is achieved thanks to
cumulative function derived from formerly constructed
image histogram. The cumulative function is then used
as a tone reproduction curve to transform input lumi-
nance to output values.

In accordance with the choice of involved methods,
we propose to construct also the enhancement map
seeking the same goal of cognitively rich (detailed) out-
put image. We detect the areas of small local contrast
on the chart of cumulative function constructed in the
previous step – these areas represent pixels, where the
detail is potentially vanished. We use the second deriva-
tive of cumulative function for this detection (note that
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Figure 4: Tone mapping transforms, left: global method [War94] maps input HDR values via linear function – note
the clipping of high luminances, middle: local method [Tum99] applies different transform to different pixels – the
reproduction of overall image attributes is poor, right: hybrid approach [War94, Dur02] combines merits of both
the global and local approaches.

Figure 5: top left: result of purely global method [War94] exhibits well reproduced overall contrast, however
shows the lack of subtle details, top right: result of the new hybrid approach [War94, Dur02] preserves the overall
contrast accurately, and adds the lost details. Bottom: close-ups of the book, note the reproduced details in the
hybrid approach result (bottom right).
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Perceptual method (Sec. 4.1) Cognitive method (Sec. 4.3)
Enhancement map [% of image pixels] Speedup [-] Enhancement map [% of image pixels] Speedup [-]

1.4e-3% 118,5 0.132 % 41,74
Table 1: Comparison of performances of two different implementations of hybrid tone mapping (average results
over 10 HDR images). The speedup value shows the acceleration of hybrid approach against the original, com-
pletely local approach.
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Figure 6: Cognitive hybrid approach. Left: cumulative function [War97] with detected areas for local enhance-
ment. We use the threshold of 0.1 for detection, e.g. L′out < 0.1. Right: corresponding enhancement map
constructed from the cumulative function.

the the derivative is never a negative number in our
case). Sections that show low slope (low values of
the second derivation) are selected to construct the en-
hancement map (see Figure 6) – each pixel with the lu-
minance value within the boundary of a selected section
becomes a member of enhancement map.

Finally, we apply the local trilateral filtering
method [Cho03] on the original input pixels that are
present (or masked) in enhancement map. Similarly to
the bilateral filter, the trilateral filter produces blurred
image, but preserves significant luminance edges. We
obtain local details by dividing the original image by
the blurred image. Finally, we enrich the result of
histogram adjustment method by these details. See
Figure 7 (bottom line) where two renditions of one
input image are shown to compare the two presented
hybrid implementations.

4.4 Performance Results
Since one of the goals of the hybrid approach is the
reduction of computational complexity, we present here
the numerical performance results, see the Table 12.
The table shows average values measured at the group
of 10 input HDR images. The perception-targeted fast
hybrid approach is on average 3 times faster than the
cognitive method and more that 118 times faster than
the original bilateral filtering method. The reported

2 The performance values strongly depend on the selection and the im-
plementation of the involved methods and we therefore present the
average values for an overview.

speedup is gained thanks to the enhancement map.
Since the enhancement map contains usually just a
small portion of the original image pixels (as shown
in the table), the time-demanding local approach is
applied locally, to the small (necessary) part of the
image.

Generally speaking, our technique places very small
additional load to the system leaving large space for
other computations. This is very profitable in interac-
tive applications like the computer games, etc. How-
ever, note that besides the performance improvement,
hybrid tone mapping can enhance the quality of the out-
put image as well (see Figure 5).

In the imminent future, we can expect the need of
dynamic range reduction even on various portable de-
vices and on small and computationally elementary ma-
chines. The hybrid tone mapping will be reasonable in
this case as well, thanks to its good scalability. If we
face the lack of computational power, we can modify
(soften) the criteria of the construction of the enhance-
ment map. Depending on these criteria, we are able to
continuously balance the computational load spanning
from the complete locally enhanced method up to the
factual omitting of the local enhancement (e.g. purely
global tone reproduction). Finally, the other possibility
to decrease the time consumption is to omit the time-
dependent processing, as noted in Section 4.2.
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Figure 7: Further results of the new hybrid approach. Top left: pure global method [War94] without enhance-
ment washes away details seen through the window. Top right: hybrid approach [War94, Dur02] enhances the
image (note the revival of the birch twigs) without affecting the overall image attributes. Bottom left: hybrid
approach [War94, Dur02] – perceptually plausible reproduction of well-known Memorial church image, bottom
right: cognitive rendition of the same input image by hybrid combination of histogram adjustment and trilateral
filtering [War97, Cho03].
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5 CONCLUSIONS AND FUTURE
WORK

We presented a novel hybrid approach to the issue of
reproduction of high dynamic range images on devices
with limited dynamic range of luminance (e.g. tone
mapping issue). In our approach, we combine results
of arbitrary global and local tone mapping operators.
Recent perceptual studies concerning the reproduction
of HDR images have shown high importance of preser-
vation of overall image attributes. Motivated by these
studies, we apply the global method first to reproduce
overall image attributes correctly. At the same time, we
construct an enhancement map to guide a local operator
to the critical areas that deserve enhancement.

We do not invent another complex tone mapping
method, but we rather propose a general framework that
utilizes already known ideas and combines existing and
potentially forthcoming methods. We have shown that
the presented hybrid approach can be easily tailored to
miscellaneous potential goals of tone mapping (e.g. to
get perceptually plausible images, to get detail-rich de-
pictions, etc.). Our experiences indicate that an imple-
mentation of proposed hybrid tone mapping approach
typically produces reasonable results, it is easy to im-
plement, fast to compute and it is comfortably scalable,
if desired. These qualities nominate our approach for
utilization in time-critical HDR applications like inter-
active visualizations, modern computer games, HDR
image viewers on mobile devices, etc.

The perception of image attributes depends partially
on the semantics of the input image or scene. Therefore
every, even a subtle modification of an image can af-
fect the quality of reproduction of an attribute (in both
positive and negative sense). In the future, we will con-
duct subjective perceptual experiments to uncover and
to quantify the effect of particular local enhancement
method (in relation to the manner of enhancement map
construction) on the quality of reproduction of image
attributes.
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ABSTRACT 

A new approach is presented for automatic registration of a sequence of 3D scanned range images into a 
complete model.  Provided that the user follows the proposed scanning strategy, the difficulty to register the split 
views into a complete model is alleviated and success rate of automatic registration is improved by an adaptive 
forward estimation based on the extracted rotation axes and angles of the object between each scanning steps.  
The basic idea of this improvement is that when each of the scan differs slightly from its previous one in a small 
rotation about an approximately constant axis, the rotation axes and angle in the previous scanning step can be 
used as the first estimation of the rotation in the next step, so as to avoid manual coarse initial alignment.  
Formulation of the principle is provided and experimental results demonstrated. 

Keywords 
3D scan, automatic registration, estimation 

 

1. INTRODUCTION 
In industrial design, despite of the ubiquitous 

application of CAD digital modeling, traditional 
hand-made clay models remain as an intuitive 
approach to demonstrate and polish design concepts.  
As digital models are required for further machined 
prototyping and manufacturing purposes, fast 
digitalization of these physical models for import into 
CAD systems helps to build a seamless design 
process encompassing both physical and virtual 
modeling approaches.  

In our recent project Synthetic Environments for 
Design, digitalization of physical models into the 
virtual environment for further simulations and 
operations is also an interesting approach.  This is 
where the 3D scanning technique finds an application 
among others including reverse engineering of shapes 
for improvement or adaptation of the shape design of 
products which are in or out of production. 

In the process of 3D digitalization of physical 

models, registration (matching and merging) of the 
different slices of the model surface scanned from 
different view angles is perceived as a bottleneck, as 
it requires tedious pre-processing to identify and 
provide initial matching points, which a product 
designer is typically unwilling to follow, and even 
economically impossible for bigger or complexer 
models that require registration of typically dozens to 
hundreds of scanned views.  In the literature, a lot of 
attempts to automate the registration process have 
been reported, yet unfortunately, full automation of 
the registration of 3D scan data is, in general, still an 
unsolved problem [Ver01]. 

Nevertheless, supplementary data provided either 
by human assistance or additional devices, can help 
the registration algorithm -- normally an improved 
variant of ICP (iterative closest point) -- to succeed. 

Besides manual selection of the initial matching 
points, other possible sources of supplementary data 
for automated registration were explored, the most 
significant approaches among which are: making use 
of the shape feature or geometric characteristics (spin 
image, normal vectors, etc.) [Ben01] [Joh01] [Pin01] 
[Sch01] [Sha01]; exploiting the scanning sequence 
information [Pin01]; global registration making use 
of overall consistency of all matches [Hub01]; 
improving the algorithm to find corresponding points, 
and exclude outlier points of the two shells to be 
registered [Che01] [Mas01] [Liu01] [Liu02] [Zha01].  

Permission to make digital or hard copies of all or part of 
this work for personal or classroom use is granted without 
fee provided that copies are not made or distributed for 
profit or commercial advantage and that copies bear this 
notice and the full citation on the first page. To copy 
otherwise, or republish, to post on servers or to redistribute 
to lists, requires prior specific permission and/or a fee.  
Copyright UNION Agency – Science Press, Plzen, Czech 
Republic. 
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Summarizing all the available approaches, [Pla01] 
attempted to unify the terminologies used in this field 
and build a theoretical framework based on the 
taxonomy of the variety of methods, for which a 
thorough survey and comparison can be found in 
[Mat01].  Most of the above mentioned methods tried 
to attack the problem from two aspects: point 
matching and/or shell pair matching.  Our proposed 
method won’t try to replace the available registration 
algorithms, but to make use of the information 
acquired with the registration algorithms to improve 
their rate of success and thus can be combined with 
them. 

The previous studies suggested that data about 
the initial relative or absolute poses can be introduced 
to reduce the number of wrong pair-wise matches 
(hence the space of solution to seek in), improve the 
robustness of the whole process and speed up the 
calculation for real-time interactive operation.   
Especially, a new approach in which a large series of 
3D scans is made, where subsequent views differ in a 
small rotation about an approximately constant axis is 
proposed [Ver01].  Based on this assumption and 
statistical analysis of extracted rotation axis in 
previous scans, estimation of further rotation and 
translation can be used as a hint to rotate the next 
view into a better position that nearly snaps on the 
previous registered views. 

In this paper, following and extending the above 
ideas, we try to further improve the success rate of 
automatic registration based on current available 
registration algorithms, starting with the attempt to 
acquire a quantitative impression of how far the 
assumption of nearly constant rotation axis of the user 
operation can stand, and how efficient this method 
can be. 

Detailed description of the problem and 
geometric formulation of the solution are provided in 
section 2.  After that, numerical results of some 
experiment examples are presented and analyzed.  
Our current comments and suggestions of possible 
extensions and improvements to this approach can be 
found at the end. 

2. Theory 
2.1. Principle 

Because of the relative movement between the 
scanned object and the scanner caused by rotating the 
object or moving the scanner around the object, there 
is always relative displacement of the next scanned 
view (as point cloud and polygon shell data after 
processing) from where it should be registered with 
the previously scanned pieces.  If there is a way to 
restore the position of the next scanned view to where 
it should be, the registration is done. 

This relative movement can be decomposed into 
a pure rotation along an axis and a translation of the 
rotation axis.  First, we consider the case in which the 
object is rotated without translation. 

At the beginning, the object is scanned at certain 
position to get the first view.  Then it’s rotated by a 
certain angle θ along a rotation axis a and scanned to 
get a second view.  If the second scanned view is 
rotated by angle θ along a in the opposite direction, 
theoretically it is registered with the first scanned 
view.  So if there is a way to know the exact value of 
θ and a, registration can be done.  As the general 
practice, these data can be acquired by using a 
digitally controlled rotation table or certain 
controlling or sensing apparatus with 3D position 
measurement.  As the project is targeted at Small to 
Medium Business (SMB) applications, we’re 
interested in less expensive automated solutions 
suitable for routine freehand operations by novice 
users. 

On the other hand, it’s a common experience that 
when the position difference of two scanned views 
are sufficiently small, currently available ICP code 
and the registration algorithms in commercial 3D 
CAD software (such as RapidForm of INUS) can 
present good result, even without manual selection of 
matching points.  Yet scanning with very small 
position steps is very time consuming and things are 
even worse when it comes to the registration of the 
large number of shell data acquired. 

So we now propose to aim at a balance between 
some efforts required from the inexperienced users, 
versus the chance to achieve automated registration. 

The user is asked to rotate the object about a 
roughly constant axis, first by relatively small angles.  
Since the overlap of two subsequent views is big, the 
chance to obtain a successful automatic registration 
of the first two views with the current available CAD 
software is expected to be high.  The rotation angle 
and axis of the object between these 2 scans can be 
extracted from the registration process.  Then the user 
is guided to rotate the object further in the same 
direction with a steadily bigger angle step by the 
almost fixed rotation axis.  Based the previously 
extracted rotation angle and axis, the next rotation 
can be estimated by extrapolation to rotate the shells 
to be registered into a better initial position for the 
registration algorithm to succeed. 

By proceeding the scanning in sequence, 360 
degree views of the object can be obtained and at the 
same time automatically registered.  Normally it’s 
still insufficient to obtain a digitization of the entire 
surface of the object, so optionally another (or even 
more) sequence of views rotated about a different 
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axis should be taken.  The user should rotate the 
object in roughly the same direction between each 
consecutive scan, unless a change of direction is 
necessary to cover the whole surface of the object. 

The method to extract rotation angles and axes is 
further developed in the next section. 

2.2. Geometric formulation of registration 
The scanning and registration procedure is 

illustrated in Fig 1.  For simplicity of illustration, a 
simple triangle surface representing one of the many 
surfaces that match between two consecutive scan 
views on a digitized shell of certain 3D shape is used.  
In the process of registering different scan views, this 
basic relationship still applies, though some of the 
surfaces on the two shells to be registered won’t 
match with each other. 

S0 is one the scanned surface of the object in the 
starting position.  Then, the object is rotated with an 
angle θ1 about the axis a1 in the direction shown as 
the arrow labeled θ1, and a second scan is made in 
which the original surface S0 is rotated to the position 
of surface S1, as shown in Fig 1 (a). 

For an ideal registration of S0 to S1, the resulting 
S0 should be rotated to the exact position of S1.  The 
transform matrix T1 got from the registration process 
can thus be taken as the same for rotation θ1. 

In case the registration algorithm fails, the user 
can be requested to revert and do a smaller rotation to 
retry.  We assume that given a sufficiently small 
rotation, the general registration algorithms should 
succeed, thus a  T1 can always be got. 

Then the user is asked to do the next scan with 
the object rotated in the same way as in the previous 
step.  The next rotation angle θ2 and axis a2 might be 
different from θ1 and a1, because a manual operation 
can’t be accurate, as shown in Fig 1 (b). 

If we can know the rotation θ2 about a2 done by 
the user and apply it to the scanned data S1, it can be 

registered to S2.  Normally this information can be 
acquired by position tracking hardware facilities such 
as a digitally controlled / readout turn-table.  
Nevertheless, we can take the approximation that θ2 
is repeating the similar angle of θ1, and a2 is the 
similar as a1.  If S1 is rotated about axis a1 with 
angle θ1, it will be roughly aligned with S2, 
whereafter within a tolerable error range for the 
automatic registration to work thus the requirement of 
a complex position tracking hardware facility is 
released.  If the registration fails, possibly it’s 
because the rotation angle θ1 is too big or too small as 
a guess value for θ2.  First we try to increase the 
guess of rotation angle by multiplying a ratio R > 1 to 
the previous angle repeatedly, until registration 
succeeds, or an upper limit is reached.  Then we try 
to decrease the guess of rotation angle by multiplying 
a ratio R < 1 to the previous angle repeatedly, until 
registration succeeds, or a lower limit is reached.  If 
registration can’t be done in this way, then the 
rotation axis a2 might be too different from a1, so the 
process reverts to how T1 was decided. 

2.3. Extraction of rotation angle and axis 

 

Fig 2 shows a 2D projected view of two 3D 
scanned shells S0 and S1, where S0 is to be registered 
to S1.  Shell S0 at position A is rotated about axis a 
(located at point O, pointing out of the paper surface) 
with an angle θ to S1 at position B.  The vector r 
points from the world coordinate origin O’ to O, 
which is one point on the rotation axis a such that r is 
perpendicular to a. 

The process of registration is equal to the 
problem to seek for a transform matrix T, such that 
for the corresponding points on S1 and S0, in the least 
square error sense, TS0 = S1, where 

Fig 2. Effective rotation and translation in the 
registration procedure 
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where R is the 3x3 rotation matrix, and t is the 
translation vector [tx, ty, tz]T.  In general, T specifies a 
rotation R around an axis passing the coordinate 
origin followed by a translation along vector t. 

T is a pure rotation if and only if the rotation axis 
a passes though O’, the origin of the world coordinate 
system.  The transform matrix T of the registration 
process in effect rotates S0 about the axis a’ with the 
same angle θ, to S’1 at position B’, then translate it 
along vector t to position B.  a’ is parallel with a and 
passes through the world coordinate origin O’. 

The rotation angle θ  and direction vector k of 
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Vector t is perpendicular to vector axis a’ and its 
length |t| = 2|r||sin(θ /2)|. 

The absolute position of axis a can be derived as 
follows.  Let r’ = T·r, then t = r – r’.  Let point C be 
defined as the mid-point of OB’, then the line O’C is 
perpendicular to t.  The direction vector of O’C can 
be represented by k×t.  Therefore we get:  

O’C = c = ½  |t| /tan(θ /2) (k×t)/| k×t | (3a) 
 r =  c + t/2 (3b) 

Since a is parallel to k, the points on the rotation 
axis a can be represented as r + pk where p is any 
real number.  Any points ai on the rotation axis a will 
satisfy the equation Tai = ai, i.e. ai are the 
eigenvectors of T corresponding to the eigenvalue 1.   

Besides rotation, there can also be a small 
translation ta between two consecutive scans.  The 
translation vector ta can be decomposed into 2 
components: 

ta = tn + tt (4) 

where tt is perpendicular to the rotation axis a, 
and tn is parallel with a.  tt is in effect contained in 
the translation vector t in the above formulation as a 
shift of the rotation axis location, while the effect of 
tn is currently ignored.  If it’s beyond certain limit 
that defeats the registration algorithm, the user can be 

prompted to redo the scanning with a smaller 
translation movement. 

2.4. Algorithm of rotation estimation 
Based on the approach described in section 2.1-

2.2, an adaptive automatic registration algorithm 
utilizing rotation estimation can be devised.  Among 
the several possible sequences to pre-rotate the 
scanned shells to provide a roughly registered initial 
position for the easiness of automatic registration, we 
chose for simplicity to transform the previously 
registered scanned views to be aligned with the newly 
scanned data in each step.  The detailed procedures 
are listed below: 

1. Import scan data as shell Si. 

2. Rotate the object with a small angle to 
ensure that the rotation amount fits in the tolerance 
range of the registration algorithm. 

3. Import the next scan data as shell Si+1. 

4. Fix Si+1 in place and register Si to Si+1.  The 
transform matrix Ti of the registration operation is got. 

5. Check if the registration is OK.  

5.1. Not OK: Ask the user to rotate back the 
object then redo the rotation with a smaller angle and 
goto 3. 

5.2. OK: Merge Si with Si+1 and name it as Si+1. 

6. Extract the rotation angle θ i and axis ai 
from Ti. 

7. Ask the user to rotate the object in the same 
direction as the previous rotation in step 2. 

Although the same rotation angle as the previous step 
makes the automatic registration more reliable, for 
most cases a gradually bigger angle is preferred to 
speed up the scan process, while a slowing down 
preparation with gradually smaller angles is 
suggested (Fig 3) if the user plans to rotate the object 
about another distinct rotation axis after the next few 
scan steps in order to cover the complete surface of 
the object.  In Fig 3, the positive and negative half 
axis is used to denote rotation angle θ about different 
rotation axes. 

Fig 3.  Change of rotation angle and rotation axis 
8. Import scan data as Si+2. 

θ

i 

Change rotation axis 
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9. Assuming the user rotated the object roughly 
about the same axis as he did in the previous step, θ i 
can be used as the initial guess value of the rotation 
angle in step 7.  Use θ i and ai as initial estimation of 
the rotation, set θg = θ i. 

10. Set magnification ratio R = 1; 

11. Rotate Si+1 about axis ai with angle θg ·R to 
be S’i+1. Shell S’i+1 is now expected to be roughly 
aligned with Si+2 after this operation. 

12. Try to register S’i+1 to Si+2.  Get the rotation 
angle θ’i+1 and axis a’i+1 from the total transform 
matrix including pre-rotation in step 11 and 
registration transform. 

13. Check if registration is OK? 

13.1. Not OK: 

13.1.1. If R >= 1, enlarge R. 

13.1.2. If R < 1, shrink R. 

13.1.3. If R > preset upper limit, set R < 1. 

13.1.4. If R < preset lower limit, set i = i+1, goto 
step 5.1. 

13.2. OK: Set θi+1=θ’i+1 ai+1=a’i+1, i = i+1, repeat 
from step 7. 

3. EXPERIMENTS 
3.1. Setup 

The experiment setup consists of a dark color 
supporting surface (a table with black covering) or 
holder (dark color gloves for hand-held scanning or a 
pedestal to fix the object on the supporting surface 
for easier single person operation), a Minolta Vivid 
700 3D laser scanner, a desktop computer running 
Vivid scanner controlling and data acquisition 
software Polygon Editing Tools, and INUS Tech 
RapidForm 2006.  The object to be scanned was 
simply placed on the supporting surface or holder (as 
shown in Fig 10) in a moderate distance to the 
scanner to fit the object image inside the view finder 
frame.  A set of C++ code is written to drive 
RapidForm 2006 through its COM automation API to 
implement the proposed automatic registration 
approach. 

3.2. Scan 
Because of the current software automation 

limitations, a simplified procedure similar to that 
described in 2.4 was followed in the experiments, in 
which all the scans were done in a batch before 
registration and stored in a sequence of data files.  
Then these data files were imported into one 
RapidForm model file and automatic registration was 

carried on by the user code in the same sequence of 
the scan.  This simplified procedure differs from the 
proposed full one in that it either succeeds, or fails at 
certain step, without backtracking and re-doing 
feasibility.  Nevertheless, the efficiency of the 
rotation estimation algorithm can still be 
demonstrated despite the limitations of the 
simplifications. 

Time used for preparations like hardware / 
software adjustment, test of scan parameters for best 
output, etc. ranges from 0.5 to 1 hour for an 
experienced operator familiar with the hardware 
system and scan procedures. 

Time used for each scan averages in 40 to 70 
seconds for an experience operator. 

As a comparison, general manual registration 
process for each pair of scanned shells takes about 1 
to 3 extra minutes to select 3 matching points, which 
are once too often difficult to choose thus a new scan 
with proper markers attached to the object is required 
to provide matching points, otherwise completely 
impossible for objects with few visible feature points. 

3.3. Registration 
RapidForm API Function RFMeshTools. 

RegisterShells() was called in step 4 of section 2.4.  
The 4x4 transform matrix RFTMatrix.m returned by 
this API was taken as Ti. 

3.4. Results 

Test 1:  Verification of the axis extraction 

Several steps of rotation are simulated by 
rotating one shell in RapidForm several times to 
create a model file containing a set of purely rotated 
shells and the axis extraction algorithm was verified 
from registration result of this model file.  The errors 
of the extracted rotation angles are acceptable.  For 
ideal registrations, the extracted rotation axes should 
be theoretically the same, while those as results of 
non-ideal registrations are shown in the following 
Tab 1, and illustrated in Fig 4. 
 
Tab 1. Rotation angle and axis extraction results 

a) Angle 
Step Ideal (deg) Extracted (deg) 
1 5 5.002890 
2 10 10.003064 
3 10 10.001035 

b) Axis 
Step Ideal Extracted 
1 (0, 1, 0) (0.000492, 1.000000, -0.000316)
2 (0, 1, 0) (0.000061, 1.000000, -0.000422)
3 (0, 1, 0) (0.001556, 0.999999, -0.000375)
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Fig 4. The directions of 
the rotation axes are 
almost the same, but the 
origins of rotation axes 
have small vertical shifts 
(along the rotation axis) 
and apparent horizontal 
shifts (in xoz plane). 

Test 2:  Accuracy of manual rotation 

To investigate the accuracy of the user’s manual 
rotation to maintain the same rotation axis and angle 
between each scan, 10 scans were made with manual 
rotation of almost the same axis and angle on the 
table.  The rotation axes and angles were extracted as 
approximated estimation of the rotation motion done 
by the user.  Results are illustrated in Fig 5 and Fig 6, 
which provide an intuitive verification of how well 
the presumption of constant rotation axis can be 
achieved manually on a supporting surface. 
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a)  Rotation angle and average angle (degree) 
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b) The angle (degree) between the estimated approximate rotation 
axis and the first axis, and the average 

Fig 5. Manual rotation on the table 

3D illustration of the approximate rotation axes 
extracted from the registration process of a scanned 
model rotated by hand on the table is presented to 
give a visual impression of the variation of location 
and direction of the rotation axes as an empirical 
indication of the stability of the estimation method. 

  
Fig 6. Approximate rotation axes for manual 
rotation on table  a) isometric b) back c) top d) 
bottom view 

Test 3: Comparison of rotation angles of 
registrations with and without pre-rotation 
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Fig 7. Rotation angle of registration without pre-
rotation (upper line) and after pre-rotation (lower 
line), (arrow points to region of rotation axis change) 

The rotation angles as returned results of 
registrations are compared in Fig 7, for the case 
without pre-rotation and the one with pre-rotation 
based on estimated approximate rotation motion in 
the previous step.  It shows that the rotation angles of 
registrations are apparently decreased by the pre-
rotation.  This means the estimation and pre-rotation 
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did help to make the registration easier by remarkably 
reducing the necessary amount of rotation to do the 
registration. 

Test 4: Comparison of registration failure without 
and with the help of rotation estimation 

One of the examples is shown in Fig 8 in which 
the automatic registration is successful with rotation 
estimation based pre-rotation, while both the 
RapidForm global registration and the sequential 
pairwise registration failed.  The failure seems caused 
by the geometrical similarity of different parts of the 
shape. 

 

  

 

a: Physical model of a hat 
b: Scanned views before 

registration 
c: Global registration, failed 
d: Sequential registration 

without rotation estimation, 
partly failed. 

e: Registration with rotation 
estimation, successful 

Fig 8. With and without rotation estimation 

Test 5:  Complete surface scan 

An example of successful registration of 
complete surface scans of an object is demonstrated 
in Fig 9.  The rotation axes and angles were changed 
as suggested in section 2.4, step 7, in order to cover 
the complete surface of the object, as shown in Fig 10. 
Totally 28 scans were done with rotation angles 
varying from 5 to 35 degrees, while the rotation 
angles for registration after pre-rotation estimation 
ranges from as low as 1.6 degree up to 20 degrees 
(Fig 7). 

The extracted rotation axes group in two 
different direction clusters which correspond to those 
in the scanning process.  But note that the relative 
angles between the vertical rotation axes (the first 
rotation direction) and the object is not correctly 
drawn because of relative movement of the shells 
later in another different direction in the registration 
process. 

 
Fig 9. Complete surface registration and rotation 
axes 
 

Fig 10. Rotation axis direction change 

4. CONCLUSION 
4.1. Advantages 

The following advantages of the proposed 
approach can be observed in the theoretical 
formulation and experiment results: 

a. Automatic batch registration is successful 
for more cases, especially for those objects 
with many similar geometric features for 
which automatic registration algorithms are 
doomed to fail without help of rotation 
information. 

b. No complex hardware device is required to 
record the rotation angles.  For the same 
reason it’s also suitable for cases where such 
device is not applicable, e.g. scanning of 
non-movable objects. 

c. No sticker marker is required to be placed 
on the object to help choosing of matching 
points for registration.  Thus the scanned 
texture images are not disturbed by the 
markers and can be retained for later texture 
mapping of the 3D model. 

ba 

c d

e 

horizontal rotation axis 

vertical rotation axis 
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4.2. Limitations 
a. Can’t work well with hand-held rotation 

raised above the supporting surface. 
b. Scanning should be kept in sequence thus 

inserting scans to patch a region is difficult 
for automatic registration.  To insert a scan 
in to the sequence, the user must rotate step 
by step back to the position where the 
desired scan is to be made. 

c. Cumulative registration error in such 
sequential pair-wise registration approaches 
may degrade the global registration result 
and should be taken into consideration.  An 
extra global fine registration step should 
improve the result further. 

4.3. Possible future extensions 
Registration result for the hand-held rotation 

case needs to be improved for more casual 
applications of 3D scan.  The proposed method may 
be combined with methods like feature point 
extraction and matching to improve the rotation axis 
estimation. 

Currently, the judgment of whether the 
registration of each step is successful is done by 
visual inspection of the user.  Fully automation of the 
registration process requires a method to evaluate the 
registration validity and accuracy.  It may also help in 
the rotation angle estimation step (section 2.4, step 10) 
to choose the best magnification ratio R. 
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ABSTRACT 
Nowadays, most 3D CAD systems support the use of form features. The main advantage of form features is that 
they provide parametric, high-level support for shape manipulation. When the parametric information of a shape 
is not available, it can be retrieved using a feature recognition procedure. In this procedure, a target shape is 
recognized as an instance of one or more features in a pre-defined feature library. The speed and accuracy of the 
feature recognition procedure significantly improve when the target feature type is known. This information can 
be provided by a user, but we propose a new method that identifies the feature type automatically. This method 
uses an evolutionary algorithm to find the optimal feature type. The algorithm randomly generates a population 
of instances of every type of feature available in the feature library. From this initial population of feature 
instances, successive populations are generated using the principle of natural selection. The algorithm was tested 
for different settings and was found to correctly identify features in between one and three minutes. 

Keywords 
Feature recognition, evolutionary algorithms, feature library 
 

1. INTRODUCTION 
One of the trends in geometric modeling in the past 
decades has been to bring shape manipulation 
routines to a higher level, meaning that a modeler is 
able to perform a certain shape operation with less 
effort. A means to do this is by using form features. 
A form feature is a parameterized shape (part) that 
can be manipulated in pre-defined ways by adapting 
parameter values. Many, if not all, currently used 
geometric modeling applications use form features. 
Information on form features is stored and 
maintained as a model is built up, to ensure that form 
features are available at every step of the modeling 
process and always lead to a valid result. However, 
there are situations in which the form feature 
information is not available, such as when a form 

feature is an unintended result of other modeling 
operations or when there is a domain change, e.g. 
when using different modeling applications. Form 
feature information is also not available when raw 
geometrical data is imported, such as when data is 
obtained from physical objects by a 3D measuring 
device. In these cases, form feature information can 
be retrieved through the process of form feature 
recognition. As a special version of shape 
recognition, form feature recognition does not only 
retrieve shape information, but also a semantic 
understanding of the (possible) parametric 
constitution of the shape. In the practical sense, 
feature recognition means matching a target shape to 
the information that is available in a feature library, 
the collection of available features. 
In the past decades, many algorithms have been 
developed for feature recognition in the domain of 
machining features. These algorithms are mostly 
applied to communication between Computer-Aided 
Design applications and Computer-Aided 
Manufacturing applications, but are not useful for 
free form modeling applications. 
 

Permission to make digital or hard copies of all or part of 
this work for personal or classroom use is granted without 
fee provided that copies are not made or distributed for 
profit or commercial advantage and that copies bear this 
notice and the full citation on the first page. To copy 
otherwise, or republish, to post on servers or to redistribute 
to lists, requires prior specific permission and/or a fee.  
Copyright UNION Agency – Science Press, Plzen, Czech 
Republic. 
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Efforts are being made to extend feature recognition 
to the free form domain, but many of the techniques 
used for machining features can not, or only in 
highly adapted forms, be used for free form features. 
Some methods for free form feature recognition have 
been developed ([Tho99], [Song05], [Lan05], 
[Pal05]), but the results are few and preliminary. 
More so than for machining features, the recognition 
of free form features is aided by user input. Because 
free form features are more complex than machining 
features, computation times are unavoidably larger. 
Extra information that is given by the user can help 
in reducing the computation time. Also, the set of 
theoretically correct solutions is larger than for 
machining features but the user is typically interested 
in only one or a few results. User input is needed to 
select the desired output from the set of feasible 
outputs. 
One of the pieces of information that lead to more 
efficient algorithms is the type of the feature to be 
recognized. When the feature type of the target shape 
is known, the solution space of the problem is known 
and the search strategy can be adapted. This 
information can easily be asked of the user when the 
feature library is small and distinct, but when the 
number of features to choose from is large and when 
the distinction between features is small, then 
providing the right feature type requires an expert 
user. In this paper we propose a method for 
retrieving the feature type of a target shape 
automatically. The method makes use of the well-
known principle of evolutionary computation.  
Evolutionary computation is a popular technique that 
is based on the principle of natural selection. It 
applies ‘survival of the fittest’ to populations of 
possible solutions to a problem, in order to evolve 
towards an optimal solution. Survival of the fittest is 
a biological mechanism in which organisms with 
certain genetic elements have a higher chance to 
procreate and are therefore more likely to pass on 
these genetic elements to a next generation. 
Evolutionary algorithms have been applied to many 
computational issues in the past. Good results have 
been reported, but part of the popularity of 
evolutionary algorithms can only be explained by 
their elegance. The only application of evolutionary 
algorithms to feature recognition known to the 
authors is that of Pal et al. [Pal05]. However, this 
method makes far-going assumptions on the input 
data and does not result in a parametric description of 
the recognized feature. 

2. PREVIOUS WORK 
In the past two decades, research after form feature 
recognition has been fueled by its application in 
Computer-Aided Process Planning (CAPP), linking 

design to manufacturing. Many different techniques 
for form feature recognition have been developed, of 
which good overviews can be found in ([Shah01], 
[Sub95]). Among the techniques that have been 
developed are graph-based feature recognition 
([Jos88], [Chu90], [Flo89]), hint-based feature 
recognition ([Van93], [Van94]), volume 
decomposition ([Woo82], [Kim92], [Sak95], 
[Sak96]) and neural networks ([Pra92], [Nez97]). 
Graph-based feature recognition expresses target 
shapes in the form of connectivity graphs and then 
uses graph-based heuristics to search these graphs for 
features. Hint-based feature recognition uses a two-
step approach to feature recognition; in the first step, 
hints of possible features are retrieved and in the 
second step these hints are processed and combined. 
Volume decomposition expresses target shapes in the 
form of a tree in which each node is defined as the 
difference between its parent and its parent’s convex 
hull. Features can be found in the leafs of the tree. 
More recently, techniques have been proposed for 
free form feature recognition. Thompson et al 
[Tho99] proposed a method to recognize features 
from point clouds that are the result of scanning real 
objects. This was extended by Song et al. [Song05], 
who implemented a method that recognizes features 
by fitting a template feature to the point cloud data. 
Once an optimal configuration is found, the 
parameter types and values of the recognized feature 
match that of the template feature. They also show 
how the template feature can be used to manipulate 
the recognized feature. Recently, Langerak et al. 
[Lan05] proposed a method to recognize styling 
features in polyhedral data. This method uses surface 
curvature analysis to locate features and offers a 
sketch-based manipulation tool for the identified 
feature. 
There is literature on evolutionary computation in 
abundance. Goldberg [Gol89] and Davis [Dav91] are 
good early references on the subject. A more recent 
overview of the actual problems in evolutionary 
computation is given by Ghosh and Tsutsui [Gho02].  
Evolutionary algorithms have been recently applied 
to feature recognition by Pal et al. [Pal05]. Their 
method extracts features from collections of feature 
surfaces by generating a population of individuals 
with a random number of surfaces from the given 
collection. Consecutive generations inherit feature 
surfaces, which thus accumulate to form an entire, 
recognized feature. They report good results, but 
their method is only applicable to polyhedral inputs 
and assumes it to be know what surfaces belong to a 
feature. In addition, their method is not able to 
handle feature interference.  
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3. METHOD OUTLINE 
Feature identification can be seen as a minimization 
problem of a shape similarity function in the 
parametric domain of a feature. The minimization 
problem is a well-known problem. Several methods 
for solving it have been proposed in the past, but as 
the solution space is different for each problem there 
is no generic method that works for all problems. A 
short overview and implementations can be found in 
Press et al. [Pre02]. A popular method for the 
minimization problem is the conjugate gradient 
method, which bases its search strategy on the 
derivative of the fitness function. This method is not 
applicable to the feature identification problem, 
because a derivative for the shape similarity function 
can not be computed. Other minimization methods, 
such as the direction-set method or the simplex 
method are slow and inefficient. We therefore choose 
to apply an evolutionary strategy to feature 
identification, which does not rely on derivative 
information and can be, depending on its 
implementation, relatively fast. 
Evolutionary algorithms solve a problem by 
regarding some element of the problem as an 
individual, onto which the mechanisms of evolution 
are applied. Each individual has a genetic mockup 
that reflects the variables that play a role in the 
problem that is to be solved. When an individual 
procreates, its genetic constitution is inherited by an 
individual in the next generation. The chance that an 
individual procreates is derived from its fitness, 
which is a value that indicates how well the 
individual represents a solution to the problem. How 
well an evolutionary algorithm performs depends on 
the shape of the solution space of the problem, of 
course, but also on the quality of the genetic 
mechanism. 
In the case of feature identification, populations are 
formed by individual features instances. The shape 
similarity between a feature instance and the target 
shape serves as the fitness function in the 
evolutionary computation. Because the appearance of 
feature instance is determined by its parametric 
configuration, it is only natural to consider 
parameters to be a feature’s genes. In this section we 
will first describe the constitution of a feature 
instance in more detail, and then define the 
mechanisms that render successive feature 
populations. 
 
3.1 A Free Form Feature Definition 
Because the evolution of a feature is managed 
through its parameters, in defining a feature there is a 
strong emphasis on the parametric constitution of a 
feature. However, because all parameters need to be 

treated similarly in an evolutionary computation 
procedure, we use a two-layered system in which one 
layer defines the amount of parametric influence, 
whereas the second layer, which we call the 
parameter mapping, defines the nature of the 
influence. As an added benefit, this allows for a 
generic feature definition system, in which the 
parameter mapping can be made domain-
independent. 
As a means to represent features, we use nurbs 
patches. Parametric influence is defined through the 
nurbs control points, so as to mirror a natural genetic 
structure, where each gene has a limited global 
influence. The following definition is used: 
A free form feature is a parametric description of a 
shape,{ }µ P E ,, , containing at least 

- a set of nurbs control points 
{ }),,(,),,,( 1111 nnnn zyxezyxeE === K  

each with a basic state ),,( 0000
iiii zyxe = , 

ni ≤≤1  
- a parameter set { }mppP ,,1 K= , mj ≤≤1  

and },{ jjj valuenamep =  

- a parameter mapping, defined as the set  

( ){ }UU
n

i

m

j
ji

i
j PpEe

1 1

,
= =

∈∈= µµ , where i
jµ  is 

a function with the type epe →),(  that defines 
the  influence of parameter pj on element ei. The 
configuration of each element can be computed 
by combining all the mappings defined on the 
element, so that: 

)),)...),),,(((...(( 121
0

121 ppppee mmi
i
m

i
m

ii
i −−= µµµµ

 
In our implementation, we express the nurbs control 
points in homogenous coordinates and define the 
parameter influence in the form of 4 by 4 
transformation matrices. Each function i

jµ  consist of 

two parts: a transformation matrix and a function 
mask matrix that defines how parameter values 
influence the elements of the transformation matrix. 
For example, when a control point e has a basic state 

)0,0,0(0 =e , then a parameter that defines a 
vertical movement (in the z-direction) is defined by a 

transformation matrix 
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 and a 

function mask matrix: 
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This definition allows for orientation and location of 
a feature to be regarded as a parameter of the feature 
as well, by using the cosine and sine functions in the 
function mask matrices. Although traditionally 
orientation and location are not considered to be part 
of the parametric space of a feature, they do play an 
important role in the identification of a feature. 
Location and rotation settings do alter the shape 
representation of a feature, and there is therefore no 
theoretical objection to regarding them as 
parameters. This enables orientation and location to 
be treated identical to other parameters. They do, 
however, differ from other parameters in that they 
have identical parameter mappings for all nurbs 
control points.  
Our implementation allows for both rigid body 
control of the feature as well as deformation, but for 
the sake of simplicity in this paper it is assumed that 
only rigid body transformation is used. 

3.2 Evolutionary Computation 

The goal of the feature identification procedure is to 
find the type of a feature that best matches a certain 
target shape. It may be that only part of the target 
shape represents a feature. The more ‘material’ there 
is that does not belong to the feature, the higher the 
computation time will be and the less accurate the 
result. In our implementation we therefore provide a 
mechanism for a user to select a region of interest. 
This mechanism asks a user to place a bounding box 
roughly at the location of the feature. Only the shape 
data that is contained by this bounding box is used in 
the feature identification procedure. As will be 
shown in section 4, this mechanism is not needed to 
guarantee the correctness of the feature 
identification, it is merely a means to bring back the 
computation time. 

At the start of the evolutionary computation, a 
population of features is generated. Each feature is a 
copy of a randomly chosen feature from the feature 
library, so the initial feature population consists of a 
mix of all the features that are present in the feature 
library. The features are initiated with random 
parameter values in the domain [-1000, 1000]. This 
domain was used with the assumption that, in 
practical cases, no parameter values outside the 
domain are used. If necessary, the scale can be 

adapted by using larger values in the transformation 
matrix. The size of the population is variable and 
influences the success of the identification procedure. 
In section 4, it is shown how different population 
sizes affect the success of the procedure. 

From this initial population, successive populations 
are generated using the following steps: 

1. The fitness ()f of each individual is computed 
as the mean directed Hausdorff distance between 
the feature and the target shape. The directed 
Hausdorff distance is defined as the smallest 
maximal distance between two shapes. Because 
the Hausdorff distance is most efficiently 
computed on point sets, we use point set samples 
of both target shape and feature shape to compute 
the fitness. 

2. The individuals in the population are ranked by 
fitness, so that )()( 0 nFfFf ≥≥K , where 
the F ’s are the features in the population,  f is 
the fitness function and n the population size. If 
the terminating conditions are met, the algorithm 
terminates. For brevity, we will denote 

)( oFf as 0f . 

3. For each of the n individuals in the next 
generation, two parents (a ‘mother’ and a 
‘father’) are selected. An individual feature can 
be parent to more than one individual in the next 
generation. The chance that an individual is 
selected to be a parent is determined by a one-
sided Gaussian distribution of the fitness: 

22
)(

2
2)( σ

πσ

parentf
parent efP

−

=  

The standard deviation σ  determines how fast 
the chance to procreate decreases with the fitness 
and is also known as the selection size. 
Individuals with a low fitness are less likely to 
become parents to a next generation. 

4. For each individual in the new generation, 
parameters are randomly copied from one of the 
two parents. To prevent the degrading of the gene 
pool, the collection of available genes, in a 
population is subject to mutation. The chance that 
mutation occurs is indicated as the mutation 
probability. When mutation does occur, the value 
of the copied gene is distorted by Gaussian noise 
with a standard deviation that is also known as 
the mutation rate. The two parents may be of 
different types and thus have a different number 
of parameters. In this case, without loss of 
generality, assume that fathermother PP ≥ . 

Full Papers 148 ISBN 978-80-86943-98-5 



Then childP  receives a random value between 

motherP  and fatherP  and mother
ii pp =  if 

fatherPi > . 

5. When a new population of features is generated, 
the algorithm proceeds at step one.  

While going through an iterative process, the 
algorithm keeps track of the ancestry of a feature. As 
in natural evolution, each individual feature can be 
placed in a family tree and by backtracking it can be 
determined from what ancestors an individual stems. 
Instead of backtracking for each individual, this 
information is passed on and added to when new 
individuals are created. 

The algorithm terminates when one of the following 
conditions are met: 

1. More than 75% of the ancestors of the 10% fittest 
individuals in a population have the same feature 
type. This type is returned as the result of the 
feature identification. 

2. The fitness of the fittest individual drops below a 
certain threshold. In this case, it is very likely that 
a large majority of the ancestors of this feature 
have the same type, so the type that occurs the 
most in the feature’s ancestral history is returned 
as the identified feature type. 

3. The fitness of the fittest individual in the 
population is lower than or equal to that of the 
previous generation. In this case, the algorithm is 
likely to be stuck in a local minimum. As a best 
guess, the feature type that occurs in 50% of the 
ancestors of the 10% fittest individuals is 
returned as the identified feature type. If no such 
feature exists, the algorithm fails. 

 

4. RESULTS AND ANALYSIS 
The algorithm was tested on a feature library that 
consists of 8 features (see figure 1). This library 
contains features that have been the subject of past 
work on features (Bump, Ridge) and other features 
known from the modeling world (Step, Blend) as 
well as newly constructed features that we expect to 
have a significantly different search space than the 
other features (Cross, Wave, Crown). The cross 
feature is a combination of two ridge features, with 
two perpendicular regions of leveled geometry. The 
Wave feature is a special version of the ridge feature, 
with an added parameter that causes the ridge to lean 
over. The Crown feature is a special version of the 
Bump feature that does not only have a parameter for 
the central bump, but for the middle and the corner of 

its edges as well. Finally, a Plane feature without 
parameters was included to test if the algorithm is 
able to distinguish cases of other features with small 
parameter values. 
Each feature is defined using a 5 by 5 patch of nurbs 
control points. Each feature has a height parameter 
that defines a translation of the control points in the 
z-direction. The translation in the x- and y-direction 
is combined in the parameter radius (for the Bump 
and Crown feature) or defined separately as the 
parameter width and the parameter length 
Feature identification starts with asking the user to 
place a bounding box on a target shape to determine 
the rough position and orientation of the feature. The 
bounding box also indicates what parts of the target 
shape assumingly belong to the feature to be 
identified.  

4.1 Testing on Artificial Target Shapes 
Because testing the algorithm on a large number of 
target shapes is very time-intensive, we simulated 
target shapes by instantiating a random feature from 
the library and setting its parameter values to random 
values. 
 

 

 
 
Figure 1: From the top left to bottom right: Plane, 

Bump, Ridge, Cross, Step, Wave, Blend and 
Crown feature. 

 
Possible ‘excess’ material was simulated by creating 
two extra layers of control points around the control 
points used for the feature. The entire feature was 
converted to a triangular mesh with 2500 triangles 
and the points of the mesh were distorted by 
Gaussian noise. We conducted 100 tests for each 
combination of five different population sizes and 
five different selection sizes (which indicate the 
standard deviation of the Gaussian curve used for 
parent selection), amounting to 2500 tests in total. 
The results are given in Table 1. 
The selection size is expressed as a percentage of the 
total population, and determines how selective the 
fitness values are. It indicates the percentage of 
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individuals for which the chance of being selected as 
a parent is within two standard deviations of that of a 
prefect individual. The best result occurs for a 
selection size of 10%. The algorithm was 
implemented in C++ and tested on a computer with a 
3GHz Pentium processor and 1GB RAM. The 
average computation times for the different 
population sizes were 58, 86, 112, 139 and 165 
seconds for the respective population sizes. As the 
initial orientation and location of the feature are 
assumed to be given by the user, the 6 parameter 
values for translation and rotation are set to zero. To 
correct for the inaccuracy of the initial estimation of 
the user, Gaussian noise was added to the parameter 
values. The variables mutation probability and 
mutation rate did not have a significant influence on 
the success of the feature identification or the 
computation time. 
 

 
     (a)    (b) 

 
             (c) 

Figure 2: (a) A target feature, randomly chosen 
from the feature library (b) with added ‘material’ 

(c) distorted with Gaussian noise 
 

Feature 
type 
(# of 

params) 

Correctly 
identified 

Incorrectly 
identified 

Not 
identified 

Total 

Plane (6) 308 (96%) 13 (4%) 1 (0%) 322 
Bump (8) 291 (94%) 14 (5%) 3 (1%) 308 
Ridge (9) 274 (88%) 32 (10%) 5 (2%) 311 
Cross (9) 324 (96%) 8 (2%) 4 (1%) 336 
Step (8) 296 (95%) 14 (5%) 1(0%) 311 
Wave 
(10) 

212 (69%) 73 (24%) 23 (7%) 308 

Blend (8) 301 (96%) 9 (3%) 2 (1%) 312 
Crown 
(10) 

284 (97%) 4 (1%) 4 (1%) 292 

Total 2290 (92%) 167 (7%) 43 (2%) 2500 

 
Table 2: Results of the feature identification per 

feature type 
 
A possible explanation for this is that the algorithm 
converges to a solution very fast (in on average 2.41 
generations). The effect of mutation rate and 
probability is more long term and therefore not 
apparent in our tests. The effect of the initial 
inaccuracy of the translational and rotational 
parameters was significant, but very small. This is 
probably due to the large size of the domain in which 
parameter values are instantiated.  
Table 2 shows, for each feature type, the number of 
features that were correctly or incorrectly recognized 
or for which the algorithm failed. The performance 
of the algorithm for the wave feature is considerably 
worse than for the other feature types, because it is 
often recognized as a ridge feature. This is no 
surprise, because the wave feature is a special 
version of the ridge feature, with one added 
parameter.  
 
 

Population size/ 
Selection size 

 
1000 

 
1500 

 
2000 

 
2500 

 
3000 

 
Total 

5% 78 91 96 100 100 463 
10% 83 96 100 100 100 479 
20% 82 94 95 99 100 470 
30% 76 88 88 97 100 449 
40% 62 83 89 93 100 429 
Total 381 (76.2%) 452 (90.4%) 468 (93.6%) 489 (98.8%) 500 (100%) 2290 
 

Table 1: Number of successful feature identifications per population and selection size 
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If this parameter has a small value, the wave feature 
behaves almost identical to the ridge feature. This 
also explains the slightly worse performance for the 
ridge feature. 
From the results it can be concluded that the method 
correctly identifies a large portion of the test shapes, 
and that the computation time of the method is 
reasonable. Feature identification cannot be 
compared to other methods since no similar method 
exists, known to the authors, in current literature. 

4.2 An Application Example 
To demonstrate that the algorithm also works in non-
artificial situations, we show an application example 
in which the algorithm is applied to a CAD model of 
a plastic coffee cup (see figure 3a). One of the 
features in this model, a wedge on the edge of the 
bottom of the cup, is shown in figure 3b, indicated by 
the user with a bounding box. To successfully be 
able to recognize the wedge-shaped feature, a new 
feature was added to the library, as is shown in figure 
4. With this addition, the library consisted of 9 
features. 
 

 
 (a)   (b) 

Figure 3: (a) CAD model of a coffee cup (b) A 
region of interest 

At the start of the procedure, the user was asked to 
place a bounding box at the region of interest, as 
shown in figure 3b. The bounding box contained 113 
polygons. From there on, a feature identification 
procedure was started. The feature identification used 
a feature population of 3000 and a selection size of 
10%. For the identification, a mutation rate and 
probability of respectively 0.1 and 10% were used. 
The feature identification procedure was repeated 10 
times. In all repetitions of the procedure, the feature 
was correctly recognized as a wedge feature. In 8 of 
these repetitions, three generations were needed to 
come to a correct identification, which cost on 
average 172 seconds. In two cases, only two 
generations were needed, in on average 118 seconds. 
In all cases, the feature identification procedure 
terminated because 75% of the ancestors of the top 
feature in the last generation were of the type Wedge. 

 
Figure 4: A wedge feature 

5. CONCLUSIONS AND FURTHER 
WORK 
We have proposed and implemented a method for 
feature identification using an evolutionary 
algorithm. The algorithm is successful in retrieving 
the feature type of a target shape and its computation 
time is reasonable. The algorithm was tested on a 
small feature library, but there is no theoretical 
limitation for using it on a larger, even interactive 
feature library. We intend to use the feature 
identification in a broader free form feature support 
system, in which users define and compose their own 
features, which can then be recognized in target 
shapes of their choice. We are currently completing 
an extension of the presented techniques to a free 
form feature recognition algorithm. In this procedure, 
the feature type is assumed to be known, but the 
parameter values are not. The free form feature 
recognition algorithm retrieves the parameter values 
in an evolutionary process that is similar to that 
presented in this paper. 
An even more advanced application of the presented 
evolutionary technique that we are working on is in 
feature type construction. In this procedure, the 
target shape does not match a feature type that is 
available in the feature library. The shape is analyzed 
and a new feature type is automatically constructed 
that fits the target shape. To obtain a mechanism that 
is flexible enough to automatically construct a 
feature type, the genes are no longer formed by the 
parameters, but by the elements of the parameter 
mappings, increasing the number of genes from m to 
mn, where m is the number of parameters and n the 
number of nurbs control points. Also, the principle of 
mutation is extended to allow new individuals to 
have more or less genes than their parents.  
The proposed feature identification method can be 
applied to retrieve the feature type prior to any (free 
form) feature recognition system. In future work it 
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will be investigated if other user-input can be 
automated, such as the location of a feature or an 
estimation of its parameter values. When more parts 
of the work with form features is automated, an even 
higher-level approach to feature recognition can be 
implemented that in turn allows a user to more easily 
manipulate shapes. 
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ABSTRACT

Translucent volume rendering is a robust and efficient direct volume-rendering technique for capturing optical effects, like
subsurface scattering, translucency, and volumetric shadows. However, due to the limited computing and memory resources of
the recent consumer graphics hardware, high-resolution volume data can still hardly be interactively visualized by this method.
In this paper we present the theoretical aspects and implementation details of a parallelization scheme for translucent volume
rendering. Our method is a three-pass parallel rendering algorithm with parallel compositing, based on object-space distribution
of the data among the rendering nodes. In the first pass the 2D shadow maps are computed and sent to the effected nodes. In the
second pass the nodes render their associated subvolumes by sequential translucent volume rendering. The generated framelets
are then visualized by a dedicated display node in the third pass.

Keywords: Volume Rendering, Volumetric Shadows, Parallel and Distributed Graphics

1 INTRODUCTION

Using traditional direct volume visualization, the classi-
cal volume-rendering integral is numerically computed
by evaluating finite number of samples along the view-
ing rays [Lev88]. Optical properties, like color and
opacity are assigned to the samples by mapping the den-
sity and optionally the gradient magnitude with a trans-
fer function. The color samples are shaded according
to the normalized direction of the estimated gradient,
which is treated as a normal of an isosurface. In a nearly
homogeneous region, however, the variation of the den-
sities is presumably due to the noisy data acquisition.
Therefore the gradient estimation yields stochastic nor-
mal directions in the originally homogeneous regions.
As there are no well-defined isosurfaces in these re-
gions, the evaluation of a local shading model is not
physically plausible. This problem is usually avoided
by modulating the opacities by the gradient magnitude
[Lev88], which enhances the well defined isosurfaces
contained in the volume. Another drawback of the clas-
sical direct volume rendering model is that it relies on
accurately estimated gradient directions. However, the
gradient is usually calculated from quantized density
values, so it can represent only a limited number of
surface normals. Furthermore, the ideal gradient es-
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timation cannot be efficiently implemented, therefore
it is only approximated in practical applications. Be-
cause of these two reasons, images rendered by the
traditional direct volume-rendering approach typically
contain staircase artifacts.

Translucent volume rendering [KPHE02], which is
based on a fundamentally different optical model, does
not rely on estimated gradients at all. In this case, the
colors are also assigned to the samples by a transfer
function, but they are not shaded by evaluating an ex-
plicit local shading model. Instead, the color of each
sample is multiplied by the intensity of an attenuated
light ray coming from the light source into the given
sample position. Furthermore, with a Gaussian pertur-
bation, this approach can also be used for a rough ap-
proximation of forward scattering. Despite its robust-
ness and optical modeling potential, the literature on
translucent volume rendering is relatively narrow. In
this paper we aim at an efficient parallel implementa-
tion scheme for translucent volume rendering of large-
scale volumetric data sets. For the classical direct vol-
ume rendering of high-resolution data sets several re-
searchers proposed efficient hierarchical data distribu-
tion and parallelization schemes. According to our best
knowledge, however, a parallel translucent volume ren-
dering algorithm has not been published yet.

In Section 2 the previous work related to distributed
and parallel volume rendering is reviewed. In Sec-
tion 3 we briefly overview the traditional sequential
implementation of translucent volume rendering on a
single GPU. Our parallelization scheme and its imple-
mentation are presented in Section 4 and Section 5 re-
spectively. Images generated by our algorithm and the
performance measurements are reported in Section 6,
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Figure 1: Translucent volume rendering on a single
GPU using back-to-front compositing.

while in Section 7, we summarize the contribution of
this paper.

2 RELATED WORK
There are four fundamentally different approaches for
direct volume rendering: ray casting [Lev88], splatting
[Wes90], shear-warp factorization [LL94], and texture
mapping [CCF94, WE98]. The sequential or single-
processor implementations of these methods are usually
used to visualize data sets of moderate resolution. Prac-
tical data sets, however, continue to drastically increase
in size, therefore different parallelization and data dis-
tribution schemes have been proposed for all the four
basic algorithms.

Ray casting, which can produce the highest quality
of rendered images, has been implemented on different
architectures using either image-space or object-space
partitioning [LY96, MPH93, MPHK94, BIPS00,
PTT98, RPS99]. Similarly, the classical object-order
splatting technique has also been adapted to mul-
tiprocessor environments [Elv92, JG95, LWM97].
The shear-warp algorithm, which had been originally
proposed as a fast software implementation of di-
rect volume rendering, was parallelized on an SGI
system [Lac96]. As most of the recent consumer
graphics cards supports 3D texture mapping, the
texture-slicing approach became one of the most
popular volume-rendering techniques. Nevertheless, its
most important drawback is that due to limited texture
memory large-scale volume data cannot be rendered
without swapping subvolumes between the main
memory and the local texture memory [GWGS02].
In this case, the bottleneck is the bandwidth of data
transferring rather than the performance of the GPU.
Therefore implementations for parallel architectures
have been proposed by several researchers to overcome
this limitation [KMM01, MHE01, GPH04].

The previously published parallel systems usually
support only the classical volume-rendering model.
However, a more sophisticated optical model, which
includes volumetric shadows and forward scattering,
requires a more complicated communication between

halfway vector

order of

compositing

Figure 2: Translucent volume rendering on a single
GPU using front-to-back compositing.

the parallel processing units. In this paper we adapt
the sequential translucent volume rendering method
to parallel computing nodes. We demonstrate that,
using a static data distribution scheme and parallel
image compositing with high-speed communication
channels, intermediate image data can be efficiently
transferred between the nodes. As a consequence, the
communication overhead is negligible compared to the
rendering cost.

3 TRANSLUCENT VOLUME REN-
DERING

Translucent volume rendering can be efficiently imple-
mented exploiting the 3D texture mapping capability
of recent graphics cards. Unlike traditional slice-based
direct volume rendering techniques, in this case volu-
metric shadows are calculated simultaneously with the
compositing of the resampling slices. In order to avoid
the computation of a 3D shadow map, the slicing is per-
formed perpendicular to the halfway vector between the
viewing direction and the direction of the light source
as illustrated in Figure 1. For each pixel covered by
the projection of a slice, the intensity of the light has
to be determined, which reaches the intersection point
between the slice and the corresponding viewing ray.
Therefore each slice is simultaneously projected onto a
plane perpendicular to the direction of the light source.
In this way, a 2D shadow map can be maintained, which
corresponds to the current stage of compositing. When-
ever a pixel is processed in the pixel shader it is de-
termined where the corresponding intersection point is
projected onto the current shadow map and its color is
modulated accordingly. As the resolution of the shadow
map is the same as the resolution of the frame buffer,
accurate volumetric shadows can be calculated by this
method. If the angle between the viewing direction
V and the direction of the light source L is less than
90 degrees then the halfway vector H is calculated as
H = (L+V)/2 and a back-to-front compositing is per-
formed (see Figure 1). Otherwise the halfway vector is
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calculated as H = (L−V)/2 and a front-to-back com-
positing is performed (see Figure 2).

4 DISTRIBUTED TRANSLUCENT
VOLUME RENDERING

As our major goal is to interactively render large-scale
data sets using the translucent shading model, the ba-
sic algorithm is adapted to a parallel computing en-
vironment. Parallelization schemes can be classified
according to the type of entities, which are simulta-
neously processed. Single-threaded software renderers
take graphics primitives one after another and the pix-
els corresponding to these primitives are also processed
sequentially. In contrast, recent graphics cards have
multiple graphics pipelines, therefore more vertices and
pixels can be processed at the same time. Pixel-based
parallelization can also be performed when multiple
graphics cards are used for creating tiles of the over-
all output image and the rendering queue is branched
into multiple pipes. On the other hand, when the data
is divided in an initialization step, multiple subsets of
graphics primitives and subvolumes can be processed
at the same time.

In our case the original volumetric data is decom-
posed into subvolume blocks using axis-aligned subdi-
vision. These blocks are distributed among the comput-
ing nodes. This static data distribution scheme is more
favorable than pixel-level partitioning, because of two
reasons. (1) To create an equivalent rendering model,
initial shadow maps are needed to start the rendering
of a subset of the volume. This inter-node shadow
communication can be more easily performed using a
fixed object-space subdivision rather than image-space
decomposition, which deals with non-axis-aligned con-
nection surfaces. (2) Furthermore the nodes can effi-
ciently render only subvolumes of moderate resolution
without swapping because of their limited texture mem-
ory.

This object-parallel approach needs compositing the
subsets of pixels corresponding to different subvol-
umes. This procedure involves processing of alpha and
depth values for each pixel, therefore compositing can
be a bottleneck of the overall rendering system and
unsuitable for interactive applications. However, when
the compositing is also done in parallel, interactive
compositing is possible. There are several algorithms
providing parallel image compositing on multi-
processor architectures including direct send, parallel
pipeline [LRN96], and binary swap [MPHK94].

In our approach a three-pass, object-parallel algo-
rithm was used with parallel pipeline compositing. It
performs the following steps:
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Figure 3: Parallel calculation of 2D shadow maps on
the separate nodes. The numbers represent the differ-
ent time steps.
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Figure 4: Sharing the 2D shadow maps with the ef-
fected nodes for parallel compositing.
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Figure 5: Parallel translucent volume rendering on the
separate nodes. The numbers represent the different
time steps.

1. pass: Each node computes its 2D shadow map and
shares it with the effected nodes for parallel com-
positing.

2. pass: After compositing the received 2D shadow
maps, each node performs translucent volume ren-
dering as in the basic algorithm. The images of sub-
volumes are shared among all nodes.

3. pass: The portions of the final image are also com-
posited in parallel and sent to the display node.

The first step is necessary, because each node needs
an initial shadow map in order to start its effective ren-
dering process. This map comes from the composited
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Figure 6: Parallel pipeline algorithm on distributed memory architectures. Left: framelet transfer for four composit-
ing processes performed in N−1 steps, where N is the number of compositors. Right: collecting final framelets
for an external (display) process or for an internal process (compositing shadow maps). This is performed in one
step [LRN96].
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Figure 7: Parallel translucent volume rendering
scheme for four rendering-compositing nodes and a
composting-only display node. Shadow map calcula-
tion requires four parallel compositing contexts while a
single context is needed for final image compositing.
The participants of the final image context are fixed,
while the members of the shadow maps are dynam-
ically calculated based on the orientation of the vol-
ume. Note that the filled arrows point from the render-
ing sources to the destinations.

shadow maps produced by the nodes associated to the
covering subvolumes. Rendering these maps can be
performed very efficiently on the graphics hardware,
since only one multiplication has to be executed per
pixel in the pixel shader code. Moreover, the nodes can
simultaneously generate the shadow maps of their cor-
responding subvolumes, as illustrated in Figure 3, with-
out waiting for each other. After having the shadow
maps calculated they are shared with the effected nodes
for parallel compositing (see Figure 4). In the second
step, the nodes first have to composite the received im-
ages to produce an initial shadow map for the render-
ing. Depth information is not required here, as only
an accumulated light attenuation needs to be evaluated
for each pixel. Afterwards the nodes simultaneously
perform the traditional translucent volume rendering
for their assigned subvolumes (see Figure 5). The re-
sulting framelets are split up, composited simultane-

g l o b a l pi , N

f u n c t i o n p a r a l l e l _ p i p e l i n e ( i , t a r g e t , f rame ) {
de f fk ← f rame . sub_image ( 0 , k∗ f rame . h e i g h t /N,

f rame . width , ( k +1)∗ f rame . h e i g h t /N−1)
pnext ← pi+1 mod N
pprev← pi−1 mod N

f o r j ← 0 , . . ., N−2
fsend ← fi− j mod N
frecv← fi− j−1 mod N
send fsend → pnext

r e c e i v e frecv ← pprev

compose frecv wi th fsend

i f i �= t a r g e t
send fi →ptarget

e l s e
f o r j ← 0 , . . ., N−1 ( j �= i )

r e c e i v e f j ← p j

}

Listing 1: Pseudo-code of the parallel pipeline
algorithm on distributed memory architectures for
process pi. The variables are coded as follows:
p0 . . . pN−1 are the compositing processors, f0 . . . fN−1

are the image framelets, and target is the index of the
target process.

ously, and the portions are sent to a dedicated node,
which is responsible for displaying. In this third step
depth-sorting is necessary before compositing, since
the alpha-blending evaluation is order-dependent.

5 IMPLEMENTATION
We implemented our algorithm on a GPU cluster, a
shared memory parallel rendering and compositing en-
vironment using the ParaComp1 library. This software
solution uses the parallel pipeline compositing algo-
rithm consisting of two parts (see Figure 6 and List-
ing 1). The images to be composited are divided into

1 Parallel Compositing library specified for multiprocessor systems by
Hewlett-Packard in collaboration with Computational Engineering
International
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N framelets, which is the number of the composit-
ing processes. In the first part of the algorithm these
framelets flow around through each node in N−1 steps,
each consisting of a compositing and a communication
stage. After N−1 steps each processor will have a fully
composited portion of the final frame. The framelets are
collected for an external display node or for an internal
node in the second part in one step. The clear benefit
of this compositing scheme is that the amount of data
transferred on the network is independent of the num-
ber of compositing processes.

The detailed scheme of our algorithm is illustrated in
Figure 7. Each rendering-compositing node being re-
sponsible for a subvolume has two separate processes
and a local shadow buffer. The shadow calculation
process renders the shadow image of the correspond-
ing subvolume and belongs to multiple compositing
contexts. The number of these contexts equals to the
number of rendering nodes, which is four in Figure 7.
Each compositing context has an explicit target process:
the one which will use the composited shadow image.
The other processes provide framelets to the context if
the subvolumes of them occlude the subvolume corre-
sponding to the target process. The composited shadow
map is the input of another process of the node, which
performs the final output calculation. The final image is
composited in an additional context similarly in parallel
– this is the fifth context in Figure 7. The parallel im-
age compositing is illustrated with filled arrows while
the empty arrows stand for direct local image transfer.

It follows that N + 1 frames have to be composited
applying N parallel rendering-compositing nodes. Ac-
cording to this scheme, for interactive rendering the al-
gorithm could be optimal when the rendering and com-
positing time of the shadow map calculation equals to
the time required for producing the final output.

Node-level aspects

As a bottleneck of our algorithm could be the effi-
ciency of the sequential translucent volume rendering
performed on the separate nodes, we optimized the
fragment programs corresponding to this pass (see List-
ing 2). In order to perform high-precision composit-
ing, we use alternating floating-point render targets or
ping-pong buffering [KPHE02]. The previous state of
the frame buffer is stored in a 2D texture denoted by
frameBuffer. In the first step the color of the cur-
rent pixel (colorIn) is read from this 2D texture. As
the opacity channel represents the accumulated opac-
ity, we can terminate the execution of the fragment pro-
gram if it is already higher than a predefined thresh-
old. This is similar to the well-known early ray termi-
nation [DH92].

The volumetric data is loaded into the texture mem-
ory as a 3D density array. The trilinearly interpolated
density values are used for addressing a look-up table

representing the current transfer function. Using this
post-classification approach, the transfer function can
be interactively modified on the fly. If the opacity of
a sample (color.a) read from the look-up table is
less than a predefined threshold, its contribution to the
current pixel is negligible. Therefore the execution is
terminated in this case as well. For shading the col-
ors assigned to the samples, the attenuation of the light
coming from the light source to the given sample has to
be calculated. This information is stored in a 2D texture
map denoted by shadowMap. However, to read the ap-
propriate pixel of the shadow map, the object-space po-
sition of each sample has to be projected onto an image
plane perpendicular to the direction of the light source.
This task can be shared between the vertex shader and
the pixel shader. The vertex shader performs the pro-
jection for the vertices of the proxy geometry and the
result is stored in texture coordinates assigned to the
vertices according to Listing 3. First the vertex posi-
tions are transformed by the model-view and projection
transformations. The role of TexTrans is to calculate
the normalized 3D texture coordinates from the posi-
tion of the given vertex. Transformations LightView
and LightProj are initialized according to the posi-
tion of the light source, and they are used to map the
vertex position onto an image plane perpendicular to
the direction of the light source.

It is assumed that the graphics hardware performs
perspectively correct interpolation of the texture coor-
dinates. However, IN.TEX1 in the pixel shader rep-
resents the homogeneous coordinates of a sample point
projected onto an image plane perpendicular to the di-
rection of the light source. To calculate the correspond-
ing Cartesian screen coordinates, a homogeneous divi-
sion has to be performed in the pixel shader and af-
terwards the appropriate pixel position in the shadow
map is calculated by translation and scaling operations.
From this pixel position the intensity of the attenuated
light is read (light) and the color of the current sam-
ple is modulated by this value. The rest of the fragment
program is just responsible for the usual evaluation of
front-to-back compositing. The fragment program for
the back-to-front evaluation is almost the same, only
the compositing operations are different.

For the simultaneous compositing of the shadow map
another pixel shader is used. In each iteration step, first
the current resampling slice is projected onto an im-
age plane perpendicular to the viewing direction, and
processed by the previously described fragment pro-
gram. Afterwards the same slice is projected onto an
image plane perpendicular to the direction of the light
source, in order to update the shadow map for the next
iteration (see Listing 4). Similarly to the previous case
the volume data is available in a 3D texture map, while
the transfer function is stored in a look-up table repre-
sented by a 1D texture. Here we also use alternating
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f r a g o u t main ( vf30 IN ,
un i fo rm f l o a t ha l fWid th ,
un i fo rm f l o a t h a l f H e i g h t ,
un i fo rm sampler3D da ta ,
un i fo rm sampler1D t r a n s f e r F u n c t i o n ,
un i fo rm samplerRECT f r ameBuf f e r ,
un i fo rm samplerRECT shadowMap )

{
f r a g o u t OUT;

f l o a t 4 c o l o r I n =
f4texRECT ( f r ameBuf f e r , IN .WPOS. xy ) ;

i f ( c o l o r I n . a > 0 . 9 9 ) d i s c a r d ;

f l o a t 4 c o l o r =
f4 tex1D ( t r a n s f e r F u n c t i o n ,

f4 tex3D ( da ta , IN . TEX0 ) . a ) ;
i f ( c o l o r . a < 0 . 0 1 ) d i s c a r d ;

f l o a t 4 p o s i t i o n = IN . TEX1 ;
p o s i t i o n . xy /= p o s i t i o n .w;
p o s i t i o n . x = ( p o s i t i o n . x +1 . 0 )∗ ha l fWid t h ;
p o s i t i o n . y = ( p o s i t i o n . y +1 . 0 )∗ h a l f H e i g h t ;
f l o a t l i g h t = f4texRECT ( shadowMap ,

p o s i t i o n . xy ) . a ;

f l o a t 4 co l o rOu t = c o l o r I n ;
i f ( l i g h t > 0 . 0 1 ) c o l o rOu t . rgb += c o l o r . rgb

∗ ( c o l o r . a ∗ ( 1 . 0 − c o l o r I n . a ) ∗ l i g h t ) ;
c o l o rOu t . a += c o l o r . a − c o l o r I n . a ∗ c o l o r . a ;
OUT. c o l = co l o rOu t ;

r e t u r n OUT;
}

Listing 2: Front-to-back compositing fragment shader
code.

s t r u c t OUTPUT
{

f l o a t 4 H P o s i t i o n : POSITION ;
f l o a t 4 TCoords0 : TEXCOORD0;
f l o a t 4 TCoords1 : TEXCOORD1;

} ;

OUTPUT main ( f l o a t 4 P o s i t i o n : POSITION ,
un i fo rm f l o a t 4 x 4 Pro j ,
un i fo rm f l o a t 4 x 4 View ,
un i fo rm f l o a t 4 x 4 L i g h t P r o j ,
un i fo rm f l o a t 4 x 4 LightView ,
un i fo rm f l o a t 4 x 4 TexTrans
)

{
OUTPUT o u t p u t ;

f l o a t 4 p o s i t i o n = mul ( View , P o s i t i o n ) ;
o u t p u t . H P o s i t i o n = mul ( P ro j , p o s i t i o n ) ;
o u t p u t . TCoords0 = mul ( TexTrans , P o s i t i o n ) ;
f l o a t 4 l i g h t = mul ( LightView , P o s i t i o n ) ;
o u t p u t . TCoords1 = mul ( L i g h t P r o j , l i g h t ) ;

r e t u r n o u t p u t ;
}

Listing 3: Common vertex shader code of the three
passes.

f r a g o u t main ( vf30 IN ,
un i fo rm sampler3D da ta ,
un i fo rm sampler1D t r a n s f e r F u n c t i o n ,
un i fo rm samplerRECT shadowMap )

{
f r a g o u t OUT;

f l o a t t r a n s p a r e n c y =
f4texRECT ( shadowMap , IN .WPOS. xy ) . a ;

i f ( t r a n s p a r e n c y < 0 . 0 1 ) d i s c a r d ;

f l o a t a l p h a =
f4 tex1D ( t r a n s f e r F u n c t i o n ,

f4 tex3D ( da ta , IN . TEX0 ) . a ) . a ;
i f ( a l p h a < 0 . 0 1 ) d i s c a r d ;

OUT. c o l . a = t r a n s p a r e n c y ∗ ( 1 . 0 − a l ph a ) ;
r e t u r n OUT;

}

Listing 4: Shadow map compositing fragment shader
code.

floating-point render targets for high-precision com-
positing. Therefore the previous state of the shadow
map is obtained as an input 2D texture by the fragment
program. In fact, the shadow map contains a trans-
parency value in each pixel, which is first read by a
2D texture fetch. If this value is already less than a
small predefined threshold, the current sample practi-
cally does not contribute to the given pixel, therefore
the execution of the program is terminated. Otherwise
the opacity of the current sample is read from the look-
up table. If this opacity value is under the threshold,
the sample practically does not have an influence onto
the shadow map in this case either, so the execution is
terminated as well. Generally, the transparency of the
sample is calculated and it is multiplied by the previous
value of the given pixel. This fragment program is used
in the rendering pass and in the first initialization pass
as well, when each node calculates the shadow map of
its associated subvolume. Note that it is simpler than
the one applied for the frame buffer compositing, there-
fore it is performed more efficiently. That is the reason
why the cost of the initialization pass is relatively low
compared to that of the second rendering pass.

6 RESULTS
For our experiments we used a Hewlett-Packard “Scal-
able Visualization Array” consisting of five comput-
ing nodes. Each node has a dual-core AMD Opteron
246 processor, an nVidia Quadro FX3450 graphics con-
troller, and an InfiniBand network adapter.

To illustrate the scalability of our volume render-
ing system, configurations of one up to four render-
ing nodes were investigated for four different data sets.
Each setup also contained an additional display node.
The data sets were visualized on a viewport of res-
olution 5122. The volumes were rotated around two
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Number of Average Average Shadow
nodes frame rate shadow fps overhead

1 8.15 - 0%
2 9.67 13.53 28.0%
3 11.02 15.73 29.4%
4 12.67 18.29 30.1%

Table 1: Scalability results using the human head
data set (256x256x159). Average frame rate, aver-
age shadow frame rate for all compositing contexts,
and relative shadow computation and communication
overhead.

Number of Average Average Shadow
nodes frame rate shadow fps overhead

1 6.12 - 0%
2 5.73 19.59 29.3%
3 6.74 21.60 31.2%
4 7.67 21.87 35.1%

Table 2: Scalability results using the frog data set
(500x470x136).

Number of Average Average Shadow
nodes frame rate shadow fps overhead

1 4.62 - 0%
2 5.08 17.54 29.0%
3 7.35 25.29 29.1%
4 9.71 27.56 35.2%

Table 3: Scalability results using the Christmas tree
data set (512x499x512).

Number of Average Average Shadow
nodes frame rate shadow fps overhead

1 7.78 - 0%
2 8.68 35.03 24.8%
3 10.03 35.70 28.1%
4 11.95 40.99 29.1%

Table 4: Scalability results using the stag beetle data
set (416x416x247).

axes, in order to shuffle continuously the sorting order
of the subvolumes. The average output frame rates, the
average shadow calculation frame rates, and the rela-
tive shadow overheads are shown in Tables 1-4. The
shadow calculation overhead is the ratio of the shadow
rendering-compositing time and the overall rendering
time. Note that the efficiency of the 2-node distribu-
tion might appear to be poor compared to the 1-node
configuration. This illusory retrogression comes from
the incoming shadow calculation overhead, which is
not present in the 1-node setup. According to our
measurements, the shadow computation overhead is
around 30% including the communication on our hard-
ware, however it is apparently growing by increasing
the number of the partner nodes. The images of med-
ical data sets rendered using 4 rendering-compositing
nodes are shown in Figure 8.

7 CONCLUSION AND FUTURE
WORK

In this paper we have demonstrated that using an
object-space partitioning and high-speed communica-

tion channels between the rendering nodes, parallel
volume rendering can be efficiently implemented on
distributed memory architectures using even a more
sophisticated optical model, which also takes light
attenuation in translucent materials into account.
Although our algorithm requires an initialization step
to calculate, transfer, and composite the 2D shadow
maps for each subvolume, due to the simple order-
independent compositing operation this step can be
efficiently performed. Furthermore, the high-speed
channels are exploited to handle the additionally
required communication overhead, which is theoret-
ically not limited by the computing nodes when the
compositing is also performed in parallel. Because
of these two reasons the performance of our parallel
translucent volume-rendering system is not set back
by the additional computation and communication,
therefore it can be improved by increasing the number
of rendering nodes.

In our future work, we intend to further improve our
algorithm. In the rendering phase each node has to wait
until it receives all the necessary shadow maps. How-
ever, the nodes processing subvolumes shadowed by
many other subvolumes have to wait longer, while the
nodes corresponding to subvolumes closer to the light
source can start rendering earlier. In order to improve
load balancing, the calculation of consecutive frames
can overlap, such that a node can render a framelet be-
longing to the next frame, while another node is still
calculating a framelet belonging to the current frame.
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ABSTRACT
Standard subdivision rules, such as Catmull-Clark and Loop allow the creation of smooth surfaces with C2

continuity over almost the whole domain except at extraordinary vertices. Normally, the subdivision schemes
are limited to one mesh and need special rules for handling the boundaries of the domain. This issue leads to
complications in straightforward approaches to compose objects out of multiple joined meshes. We propose a
new method for stitching control meshes at common faces. The new approach uses the stitching information
to smoothly subdivide the meshes across the stitching edges, while maintaining the meshes as separate units in
memory. This makes it possible to compose large, complex geometries using simple components, without the
necessity to subdivide the complete mesh down to the same detail level.

Keywords: subdivision surfaces, level of detail, multiple meshes

1 INTRODUCTION
Complex objects are difficult to model and render with
conventional, manual modeling techniques. In order
to facilitate such tasks, different methods for model-
ing and representing objects have been developed over
the years in Computer Graphics. Using the common
boundary representation in 3D space, one possibility
to reduce complexity in more sophisticated shapes is
to create objects composed of several simpler pieces.

Combining this idea with the subdivision surface
approach results in a method for generation of smooth
and complex geometry over multiple polygonal
meshes. Since these objects can be defined through
piecewise simple, primitive geometric elements,
procedural generation of complex objects by rule
based composition of the basic shapes is possible
[17].

In this paper we present a method for subdivid-
ing multiple, loosely joined meshes, which we call
stitched meshes. The complete set of all stitched
meshes serves as the control domain for further sub-
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division to achieve smooth geometric shapes. By us-
ing the standard Catmull-Clark scheme as described
by DeRose [3] we are able to create meshes with C2

continuity over almost the complete surface and C1

continuity at extraordinary vertices respectively.
The advantage of this method is the fact that prob-

lem regions such as the boundaries of single meshes
do not have to be treated separately by using modified
subdivision rules but can be handled with the standard
rules for interior regions. At the same time all partial
meshes of the common surface remain independent of
each other, and must not be subdivided to the same
level.

In section 2 we will to give a brief overview of sub-
division surfaces and point out the main problems that
arise when multiple subdivided surfaces need to be
joined. In sections 3 and 4 we will describe the gen-
eralized subdivision and our method based on join-
ing multiple meshes on the coarsest subdivision level.
Here we will introduce stitch faces, which serve as
a connection between different meshes and discuss
the subdivision to different levels as a level–of–detail
approach. Finally we will present some results of
our method applied on models composed of several
meshes.

2 RELATED WORK
Mesh subdivision is a technique for generating smooth
surfaces that has been introduced quite some time ago
by Catmull and Clark [2] and Doo and Sabin [4]. For
a long time the theoretical foundation of the subdivi-
sion process was not as thorough as for other mod-
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eling techniques such as BSplines and the more gen-
eral NURBS, and thus it took a while for subdivision
methods to become widely known and used. Recently
this has been rectified by the introduction of meth-
ods to analyse and evaluate subdivision surfaces at
any point [12],[14], a method for extending subdivi-
sion surfaces for emulating NURBS [13], the addition
of normal control to subdivision surfaces [1], and a
method to closely approximate Catmull-Clark subdi-
vision surfaces using BSpline patches [11]. A number
of other extensions to subdivision surfaces [3], [7], [8],
[5], [6] have established them as the modeling tool of
choice for generating topologically complex, smooth
surfaces.

Figure 1: A step in the Catmull-Clark subdivision
scheme.

The main goal of most subdivision surface tech-
niques is the use of recursive refinement to obtain
smooth surfaces out of arbitrary polygonal input. One
significant disadvantage is their undefined behavior on
the boundaries of geometric domains. In order to cre-
ate complex shapes often several meshes have to be
joined at their borders to gain satisfying visual re-
sults with sufficient complexity. Here, often continuity
problems arise since smoothly joining the meshes at
the boundaries is a non-trivial task. To overcome these
drawbacks Biermann et al. [1] introduced a method
for controlling the boundaries and their normals in or-
der to join independent meshes, but his approach in-
volves again different rules for special cases.

Our approach uses standard Catmull-Clark rules
which are applied to multiple meshes, by joining the
meshes to a virtual single mesh.

3 GENERALIZED SUBDIVISION
SURFACES

The standard subdivision process starts out with a
mesh M(0) composed of vertices, edges, and faces that
serves as the base for a sequence of refined meshes
M(0),M(1),M(2), ... which converges to a limit surface,
called the subdivision surface.

The process for generating submesh M(n+1) of a
specific mesh M(n) in the sequence can be split up into
two operations. The first operation, which we will call
mesh refinement, is the logical introduction of all the
vertices in the submesh. This operation yields all the

mesh refinement vertex placement

Figure 2: Generalized subdivision.

connectivity information for the vertices of the sub-
mesh without specifying the positions of these newly
introduced vertices. The second operation, which we
will call vertex placement, is the computation of the
actual vertex positions. Standard subdivision schemes
use specific rules for generating the new vertex posi-
tions, that ensure that the limit surface of the subdi-
vision process satisfies certain continuity constraints,
e.g. C1 or C2 continuity.

To obtain maximum flexibility in generating subdi-
vision surfaces, we propose to separate the two oper-
ations of mesh refinement and vertex placement, and
make it possible to independently specify both of these
operations.

4 SUBDIVISION OVER MULTIPLE
MESHES

General subdivision rules ensure C2 continuity be-
tween interior mesh polygons and C1 at extraordinary
vertices. At the boundary of a mesh different subdivi-
sion rules have to be applied to achieve considerable
smoothness. To connect two meshes at their borders,
both pieces have to have exactly the same border def-
inition. Unfortunately, depending on the chosen sub-
division scheme, it is not always straightforward to do
as mentioned in section 2.

To handle these problems we suggest to stitch
meshes at selected faces (referred as stitch faces)
prior to the subdivision process with the effect that
standard interior subdivision rules can be applied at
the borders to a neighbor mesh. Furthermore, since
the connection between the meshes is established ba-
sically on the logical level, only the vertex placement
step has to be applied over multiple meshes — the
topological subdivision proceeds independently.

To achieve the connection, only small amounts of
information about the neighbors have to be held in
each mesh additionally. Since control meshes are
rather sparse and easy to control, common borders be-
tween two can be constructed quite easily. Moreover,
due to this simplicity, the stitch faces can be either user
selected or automatically generated by routines to con-
struct complex geometry as proposed by Tobler et al.
in [17].
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Nevertheless, each of the partial meshes remain in-
dependent from any higher located common control
surface and can be rendered, edited or subdivided sep-
arately.

4.1 Stitch Faces
A logical connection between two meshes can be es-
tablished by defining stitch faces (Figure 3). Any of
the adjacent meshes has to contain such a face point-
ing to its neighbor. Corresponding stitch faces have to
be identical and tangent to each other; only the vertex
order must be reversed. These regions can be seen as
shared polygons which contain connection data bidi-
rectionally, such that a way from a mesh to its neigh-
bor and vice versa can be found in order to obtain all
needed geometric information.

For the connection the following information about
the neighbor mesh is kept in each stitch face:

• reference to the neighbor mesh
via the reference the whole structure of the neigh-
bor can be accessed

• stitch face index in the neighbor mesh
with this index the corresponding face within the
neighbor mesh can be identified

• face–vertex–index in the stitched face
with this index the offset in the vertex order in the
face can be specified, such that geometrically cor-
responding vertices are matched to each other

Stitch faces can be simple defined by adding the
auxiliary information to particular elements i.e. in
form of a hashtable, that uses the face-index as a key.

To keep track of the connection, all edges around the
stitch face are marked. Whenever a marked edge is en-
countered during processing of a face, the respective
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v2

v3

v1

v0

v1

v3

v3 v0

v3

v2v1

v2 v1

v0

Figure 3: Top: Multiple stitched meshes, Bottom:
Corresponding stitch faces

Level 0

Level 1

Level 2

Mesh 0 Mesh 1

face index face edge
index

24 bit 8 bit 1 bit 1 bit 1 bit ...

Level 1 Level 2 Level ...Level 0

Figure 4: Encoding the subsequent face location
path along a stitch edge.

stitch face can be accessed. Through the provided ref-
erence to an adjacent mesh and a face–vertex–index,
a corresponding face in the neighbor mesh can be ex-
actly detected. Now a standard subdivision rule can be
applied at border edges and vertices and the geomet-
ric information behind the boundary is retrieved from
the neighbor. The same procedure has to be applied
on the opposite mesh, which finally produces a con-
tinuous surface as if there were no junction, yet both
pieces are only loosely connected with a single refer-
ence between the control meshes.

4.2 Further Subdivision Steps
Subdivision rules are based on recursive refinement of
given initial control meshes. Control meshes in our
case contain connection information about each other,
but these are not propagated to the following subdivi-
sion steps in the same manner. In fact, the topology
of the subdivided meshes changes in comparison to
its parent, since elements previously defined as stitch
faces disappear in the subsequent mesh. The stitch
faces have been introduced to simplify modeling the
original base mesh and to keep an unambiguous con-
nection between meshes as described in the section
above, but they do not serve any geometric purpose. In
the subdivided meshes, each stitch face is not present
anymore and results in a topological hole. Since each
hole fits exactly to a corresponding one in the neighbor
mesh, the common surface defined by the subdivision
process is continuous.

Due to this fact only the control mesh holds the nec-
essary connection to its neighbors but the successive
generated submeshes do not. We overcome this prob-
lem by keeping the whole subdivision hierarchy acces-
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- face index
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face location path

face location path

inversed path

inversed path

Figure 5: Traversing the subdivision hierarchy
along the face location path.

sible in storage and by marking the edges around each
hole as stitch edges (bold painted edges in Figure 4,5
and 6).

Since we are using Catmull-Clark rules, each quad-
rangle is successively subdivided into four pieces.
In our approach corresponding faces of two stitched
meshes touch each other at a single edge. Therefore
at each subdivision level a single bit can be used to
encode the location of a sub–edge along a parent
edge. Concatenating the bits along the subdivision
hierarchy, a path to each face along the stitch edge
can be defined. The only exception provide the
elements in the base level, where the face index and
corresponding face–edge–index indicates an non–
ambiguous stitch edge. In a memory conservative
implementation it is not necessary to store this path,
as it can always be computed on the fly. Figure 4
shows how this path is constructed.

For any face along the stitch edge this unique path
allows to locate it in the hierarchy and furthermore,
because of mirror symmetry, it is easily possible to
locate the corresponding face in the subdivision hier-
archy of the neighbor mesh by exchanging the level–
zero information and simple bitwise inversion of the
path as shown in Figures 4 and 5.

It should be mentioned that other subdivision meth-
ods, like i.e. Loop [15] can also be fitted in this or
similar scheme.

4.3 Recursive Stitched Subdivision
The stitched subdivision method described above per-
forms with two joined objects. Indeed there is no
limitation in the number of adjacent elements which
could be affected. Since every border face can hold

as many unique paths as its edge count, more meshes
could be connected to it. The procedure then recur-
sively proceeds by moving from one mesh to the next
as shown in Figure 6. In the showed case the top face
of mesh M2 holds the unique paths at the particular
edges stitched to the two neighbors M1 and M3. In the
corner with all three meshes the algorithm retrieves
first the stitch face from M2 to M3, but since it is again
a stitch face it proceeds recursively to next mesh in the
same manner. The two stitch faces in M2 and respec-
tively one per M1 and M3 are removed after the first
subdivision step.

M3

M2

M1

Figure 6: Subdivision over three meshes.

4.4 Subdivision to different levels

As mentioned, due to the two phase nature of our
subdivision method, only the vertex placement oper-
ation needs access to neighboring meshes in a stitched
mesh. As with all subdivision methods, the vertex
positions of a new level are computed from the posi-
tions of the elements in the previous subdivision level.
Thus a subdivision step of a single mesh can be per-
formed, while all neighboring stitched meshes remain
not subdivided (see Figure 7). This, of course is pos-
sible with only one step difference between adjacent
meshes, which is still sufficient for a level–of–detail
approach. In a rendering application this can be ex-
ploited as follows: only subdivide meshes that are cur-
rently viewed in a close up to a certain level, and re-
move subdivision levels that are not visible or not in
the near field anymore (see Figure 15).

To solve the problem of discontinuity at a junction
of two (or more) connected meshes at different reso-
lutions, we propose to force the border vertices of the
higher sampled mesh to their positions of the lower
level. The newly generated edge–vertices in the higher
level can be linearly placed in the middle of each edge,
which produces T–triangles (see Figure 16, 17). While
the meshes are basically joined, indeed, during the
rendering small micro holes in the surface can still ap-
pear at the T–junctions. This issue can be enforced
by introducing zero–area–triangles at the T–junctions
similar as proposed in [10].
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Level 0
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Level 2

Figure 7: Different subdivision levels and
geometric information flow.

5 RESULTS
We have compared the performance of our method on
two scenes showing the same model. In the first one
we used the model of a triple–cross built out of one
coherent mesh. In the second scene we used a model
composed of five pieces as shown in Figure 10.

All observed subdivision timings are presented in
Figures 8 and 9 and were measured on a Intel Centrino
Duo 1.83 Mhz machine with 1GB main memory and
2MB CPU–Cache.

Figure 9 shows the comparison of the run times
of both models. One can observe, that our approach
has nearly exactly the same performance as the classi-
cal one of subdividing a complete mesh. Indeed, the
stitched meshes were computed even faster in higher
subdivision steps, probably due to cache effects.

M1. . . M4 M5 M∑

time(s) space(kb) time(s) space(kb) time(s) space(kb)

M(1) 0,002 1 0,005 1 0,014 5

M(2) 0,007 2 0,013 4 0,042 12

M(3) 0,025 8 0,049 16 0,148 48

M(4) 0,092 31 0,185 63 0,563 187

M(5) 0,362 124 0,725 249 2,183 745

M(6) 1,443 494 2,865 989 8,657 2.965

M(7) 5,765 1.972 11,518 3.944 34,560 11.832

∑ 7,696 2.633 15,36 5.266 46,167 15.798

Figure 8: Runtime and memory usage of the
partial meshes M1 . . .M5 and their sum M∑ (see

model in Figure 10).

6 CONCLUSION AND FUTURE
WORK

We have implemented a new method for stitched
meshes, that makes it possible to perform the sub-
division of large, complex geometric objects in a
piecewise fashion, while retaining the continuity

0
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Subdivision Level
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im

e 
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)

stitched mesh

coherent mesh

M∑ 0,014 0,042 0,148 0,563 2,183 8,657 34,560

M 0,010 0,040 0,150 0,603 2,409 9,703 38,882

Figure 9: Runtime comparison between partial
meshes M∑ and coherent mesh M in seconds.

properties of standard subdivision. Other necessary
tasks like i.e. vertex normal interpolation or texture
coordinate mapping as well as crease edges handling
[3] can be facilitated by this method just as in standard
subdivision. This is possible, because at the stitches
the access to any necessary neighborhood information
takes place just like in a standard mesh.

This new approach has been shown to have no sig-
nificant performance impact on the actual subdivision
process while opening up a number of optimization
possibilities for level-of-detail rendering.

Additionally, the new method is optimally suited as
a basis for procedural generation of complex objects.
In procedural based subdivision, the stitch-faces corre-
spond to symbols which are used in a L-system gram-
mar that builds more complex objects.

We are currently working on a system for vegeta-
tion generation, that combines these two approaches
in order to generate highly detailed plants models as
well as on a GPU–supported implementation of this
approach, which will make a real-time subdivision at
higher resolutions possible.
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Figure 16: A junction between two meshes at different LODs. Left: without adjustment, Right: with forced
border vertices.

Figure 17: Hand model at different LODs. Left: without junction adjustment, right: with forced border
vertices.
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ABSTRACT 

In this paper, we propose a new interpolation technique using exponential B-spline, which is super-set of the B-
spline. An interpolation kernel of exponential B-spline was proposed using IIR based technique by Unser. As 
another approach, this paper presents an exponential B-spline interpolation kernel using simple mathematics 
based on Fourier approximation. A high signal to noise ratio can be achieved because exponential B-spline 
parameters can be set depending on the signal characteristics. The analysis of these interpolated kernels shows 
they have better performance in high and low frequency components as compared to other conventional nearest 
neighbor, linear, spline based methods. 

Keywords 
Exponential B-spline, Interpolation, Image zooming.

1. INTRODUCTION 
Nowadays, interpolation technique has a large usage 
in the field of computer vision, digital photography, 
multimedia and electronic publishing for generating 
preview images. In image compression, digital 
zooming,  computed tomography (CT), magnetic 
resonance imaging (MRI), image reconstruction 
requires interpolation to approximate the discrete 
data to get the enhanced image, hence there is a need 
of good interpolatory scheme that can efficiently 
restore the signal and can help to reduce the cost of 
systems.  
 
Interpolation is a method of constructing new data 
points from a discrete set which are being fitted in 
the continuous curves and then sampling at a higher 
rate interpolates the given data. In the early years, 
simple algorithms, such as nearest neighbor or linear 
interpolation, were used for sampling. After the 
introduction of sinc function a revolutionary idea 
was born in the field of interpolation because of its 
acceptance as a ideal interpolation function. However, 

this ideal interpolator has an infinite impulse 
response (IIR) and is not suitable for local 
interpolation with finite impulse response (FIR). 
 
The B-spline functions because of its close 
resemblance with the sinc function were being 
started to use prominently as an interpolation 
function. The term spline is used to refer to a wide 
class of piecewise polynomial function jointed at 
certain continuity points called as knots. Until now, 
in the spline family, extensive research is being done 
for polynomial spline [Uns99a]. However, the 
exponential splines are more general representation 
of these polynomial splines [Dah87a]. In the present 
work, the continuous exponential function is derived 
at equally spaced knots using truncated power 
functions and for the formulation of the exponential 
interpolated kernel this approximation function is 
convolved with Fourier approximation of the 
sampled exponential E-spline function [Leh99a]. The 
calculation of polynomial B-splines is a particular 
case, when the parameters of the exponents are set to 
be zero. The exponential B-spline interpolation 
function is derived for symmetric case taking 
different exponential parameter in consideration. The 
spatial and the frequency domain characteristics of 
the exponential spline interpolation function is 
discussed. Analyzing these characteristics it can be 
said exponential B-spline are less band-limited 
functions passing some of the high frequency 
components and reducing some of the low frequency 

Permission to make digital or hard copies of all or part of 
this work for personal or classroom use is granted without 
fee provided that copies are not made or distributed for 
profit or commercial advantage and that copies bear this 
notice and the full citation on the first page. To copy 
otherwise, or republish, to post on servers or to redistribute 
to lists, requires prior specific permission and/or a fee.  
Copyright UNION Agency – Science Press, Plzen, Czech 
Republic. 

Full Papers 169 ISBN 978-80-86943-98-5 



components. This characteristic is useful for edge 
enhancement in various types of images. These 
spline-based algorithms have been found to be quite 
advantageous for image processing and medical 
imaging, because of restoring the high frequency 
components, especially in the context of high-quality 
interpolation  
 
The paper is organized as follows.  Section II starts 
with a brief review of B-spline and shows how this 
B-spline’s can be linked to the extension of 
exponential splines. The exponential B-spline 
framework is ideally suited for performing some 
basic continuous-time signal processing operations in 
the discrete domain. Further characteristic of the 
spline is shown by analyzing it in the spatial and 
Fourier domain. Section III presents the results after 
applying the kernel of the exponential B-spline on 
one and two dimensional data followed by 
conclusion. 

2. EXPONENTIAL B-SPLINES 
 

2.1 Exponential B-splines Function 
A continuous basic spline can be obtained by the 
convolution of nixwi ,...,1),( =  [Hsi78a],[Asa01a]. 

 ))(()( 21 xwwwx nn ∗∗∗= Lβ  (1) 

Where ∗  denotes the convolution operator. These 
weights are defined in the domain ),[ 2

1
2

1−∈x  and 
0 otherwise for centered splines [Uns05b]. For 
shifted spline the domain is )1,0[∈x . In the case of 

polynomial splines, weight )(xwi  is a rectangular 
function of height 1 and in the case of exponential B-
splines the weight being exponential in nature are 
given as xi iexw α=)(  with Ci ∈α is the 
parameter of the exponential function. The 
exponential parameter vector is given as 

T
nin ),....,( ααα =

r
. Continuing from the B-spline 

the exponential B-spline can be obtained by 
convolving the weights. Also, the exponential B-
spline can also be expressed as [Dah87a]: 

 ∑
∈

−=
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kxkdx nnn )(][)( ααα ρβ
rrr

 (2) 

Where the single and multiple discrete differences 
function are given by  

]1[][][ 11 −−= kekkd δδ αα  

 
Figure 1. n-th order Exponential B-spline  

with n varying from 2. 

 ][][ 21 kdddkd nn αααα ∗∗∗= L
r

 (3) 

respectively, with ][kδ  being the kronecker’s delta 

function and )(•nαρ
r

 is the continuous exponential 
truncated power function which can be expressed as: 

xexx 11 )(1)( ααρ +=  

And further can be recursively calculated using, 
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∗∗= . (4) 

Considering linear (n=2) case, we have vector 
T),( 212 ααα =

r
 and from equation (3), 
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And the truncated exponential from equation (4) can 
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Figure 2. 4-th order Exponential B-spline for  

(α, α,  -α, -α)  where α        = .2, .5, 1,1.5,2.5,3. 
 

By similarly expanding equation (2), the piecewise 
function for the exponential B-splines of order n is 
given by the expression: 
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The 4-th order exponential B-spline function 
considering exponential parameters (α, α,  -α, -α) are 
symmetric for real values of α           as shown in Fig. 2. 
 

2.2 Interpolation Kernel Function 
For interpolation, the steps involved must reconstruct 
a one dimensional continuous signal )(xs , from its 
discrete samples )(ks  with Rxs ∈,  and Ν∈k . 
Thus the value at the position x  must be estimated 
from its discrete neighbors. This can be formally 
described as the convolution of the discrete samples 
with the continuous impulse response given by 

 ∑ −⋅=
k

kxhksxs )()()(  (6) 

The 1-D ideal interpolation equals to the 
multiplication with a rectangular function in the 
Fourier domain and it can be realized by convolution 
with the sinc function in the spatial domain. 

 )(sin)sin()( xc
x

xxhideal ==
π
π

 (7) 

Some fundamental properties of any interpolator can 
be derived from this ideal interpolation function. 
Therefore 

 ,1)0( ≡h .2,1,0)( =≡ xxh  (8) 

These zero crossings guarantee that the signal is not 
modified, avoids smoothing and preserves high 
frequencies. 
 
As interpolating the discrete signal is equivalent to 
sampling the continuous signal. Due to aliasing of 
the high frequency in the lower ones, It is important 
to examine not only the continuous interpolation 
function )(xh but also interpolated function )(kh  
i.e., the sum of all samples should be one for any 
displacement  10 <≤ d   

 1)( ≡+∑
∞

−∞=k

kdh  (9) 

This means that for any displacement d the 
summation of the function h  should be unity. That’s 
why the mean amplitude of the signal remains 
unaffected if the signal is resampled or interpolated. 
 

2.3 Exponential B-spline Interpolation  
To create an interpolating exponential B-spline 
kernel, the exponential B-spline approximator is 
applied to different sets of samples )(kt . Since the 
exponential B-spline kernel is symmetrical and 
separable, the reconstruction yields 
 ∑ −⋅=

k
kxhktxs )()()(  (10) 

with h  being the basis function. The general case 
(10) reduces to equation (6) if the samples are taken 
from the given data: ).()( kskt ≡  Here, the 

)(kt must be derived from the given data )(ks in 
such a way that the resulting curve interpolates the 
given data. 
 So, 

  ∑
+=

−=

−⋅=
2

2

)()()(
km

km

mxhmtks  (11) 

The function )(xh  is exponential B-spline function 
for n=4 case, so 

)()( xxh β=  
Therefore,  

)1()1()()0()1()1()( +−++−= ktktktks βββ
ignoring edge effects, results in a set of equations to 
solve 

BTS =  
The coefficient T can be evaluated by multiplying the 
known data points S  with the inverse of the 
tridiagonal matrix B  

Full Papers 171 ISBN 978-80-86943-98-5 



 SBT 1−=  (12) 

To simplify its analytical derivation, the interpolated 
image )(xs and the data samples )(ks , calling them 
u and v , respectively. From equation (11) we obtain, 

Btv *=  
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In frequency domain for symmetric case the equation 
reduces to 
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Inversion of equation (14) yields, 
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Taking Fourier series approximation we get 
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Figure 3. 4-th order Exponential B-spline 

interpolation kernel with (α, α,  -α, -α). 
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Taking back in the spatial domain  
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Hence equation (10) can be written as 
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Finally with (15) we obtain, 
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The interpolation kernel is symmetric, passes through 
the integer points. Fig. 3 shows the interpolation 
kernel for only [0,3], moreover the kernel is 
symmetric around x=0. 
 
The Fourier domain response of the interpolation 
kernel is shown in Fig. 4 for different values of 
exponential parameters. As the value of alpha is 
changed the filter response deviates from the ideal 
low pass filter. However, the interpolation kernel is 
band limited passing the high frequency components 
near the cut-off frequency, which can be used to 
preserve the edge information in the images. With 
the increase in value of alpha, the transition part of 
the filter decreases the magnitude of the low 
frequency and increases the number and magnitude 
of the high frequency components. 

 
(a) 

 
(b) 

Figure 4. (a) Fourier domain magnitude plot and, 
(b) log plot of Exponential B-spline for (α, α,  -α, -

α) with different values of α. 
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Exponential 
parameter α 

Energy 
distributed 

between -3 to 3 

Energy 
distributed 

between -2 to 2
0.2 0.999800 0.998423 
1 0.999941 0.998964 
2 0.999991 0.999711 
3 1.000000 0.999961 
4 1.000000 0.999997 

Table 1. The percentage energy distribution  
in exponential B-spline interpolation kernel  

for different α after truncation. 
 
The energy distribution in exponential B-spline 

interpolation kernel is minimum for lower value of 
exponential parameter. As the value of these 
parameter increases, energy decreases in both 
between -2 to 2 and -3 to 3 which is shown in Table 
1. 
 
Fig. 5 plots the sum of sampled interpolation kernel 

from equation (9) as a function of displacement d. 
The summation is done after truncating the kernel 
from -3 to 3. It is clear that for alpha closer to 1.2, 
the sum of sampled interpolated kernels is closer to 1, 
hence the value close to 1.2 give better interpolation. 
This can be verified with PSNR given in table 2. 

 
Figure 5. Sum of sampled interpolation kernels as 

a function of the displacement for different α. 
 

3. SIMULATION AND RESULT 
Here we have examined the exponential spline 

interpolation kernel with different 1-D and 2-D data's. 
The exponential B-spline interpolation function 
derived is experimented with unit step function. It is 
shown in Fig. 6 that Exponential B-spline results in 
less oscillation for higher values of exponential 
parameter. Similarly Fig. 7 and Fig. 8 show the 
interpolated Lena image by factor 2. In the case of 
the expansion using B-spline, some ringing effect 
near the edges can be observed, however these 

ringing effect is diminished by using the Exponential 
B-spline. 
 

 
Figure 6.  Interpolation of the discrete Step using 
exponential and polynomial B-splines functions 

for different α. 
 
This Exponential B-spline interpolation is compared 
with the other conventional methods (nearest 
neighbor, bilinear, and B-spline). In the set of 2-D 
experiments with original Lena, Barbara and other 
gray scaled image exponential B-spline has 
performed better results. For calculating peak signal 
to noise ratio (PSNR), initially we have filtered and 
downsampled the image using wavelet 
decomposition with Daubechies’s 9-7 tap filter and 
then the image is interpolated using exponential B-
spline interpolation where 
PSNR=20log10(255/RMSE) and RMSE is root mean 
square error between the original signal and 
interpolated signal. The PSNR calculation is shown 
in Table 2, the shaded part shows the maximum 
PSNR values. 
 
4. CONCLUSION 
This paper is focused on interpolation methods using 
Exponential B-spline, the method is easy for 
calculation of Exponential B-spline (where the 
calculation of B-spline is a particular case). 
Continuing from the Exponential B-spline approx-
imation to the derivation of Exponential B-spline 
interpolation this paper provided a unified 
framework for the theoretical analysis and 
performance of both approximation and interpolation 
kernels. We have applied this analysis to specific 
case that involves piecewise exponential B-spline 
approximation having exponential parameter (α, α, -α, 
-α). This interpolation kernel can be used for images 
containing high as well as low frequency components 
for different values of α. The Exponential B-spline 
interpolation is performed on various 2-D and 1-D 
examples. Experiments shows that as the value of α 
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is increased the ringing and oscillatory behavior can 
be reduced at the edges.  
 
Further the best performance of the kernel is near 
α=1.2 which is shown by PSNR in Table 2. The 
further improvement is to use some adaptive 
algorithm for image interpolation based on changing 
values of exponential parameter. 
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Table 2. PSNR calculation of different interpolation technique on gray images. 
 

 

      
 (a)                                                                             (b) 

Exponential B-spline  
Image Linear B-spline α = 0.2 α= 0.5 α= 1 α= 1.2 α=1.3 α=1.4 α=1.5 α =2 
Lena 30.49  31.34  31.37 31.41 31.54 31.55 31.53 31.46  31.33  29.31 

Gold-hill 29.60  29.84  29.86 29.89 29.98 30.00 29.95 29.87  29.54  29.60 
Pepper 29.85  30.88  30.90 30.92 30.98 30.97 30.94 30.88  30.77  29.20 

Barbara 24.29  24.63  24.64 24.65 24.67 24.66 24.65 24.63  24.59  23.95 
Boat 27.70  28.25  28.27 28.29 28.38 28.40 28.39 28.35  28.28  26.98 
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(c)                                                                             (d) 

Figure 7. (a)Original Lena Image (256*256), (b) Linear interpolated image (256*256),  
(c) Exponential B-spline interpolated image (256*256) with α=0.2, and (d) with α =1.2. 

 

      
(a)                                                                             (b) 

      
(c)                                                                             (d) 

Figure 8. (a) Original Barbara Image (256*256), (b) Linear interpolated image (256*256),  
(c) Exponential B-spline interpolated image (256*256) with α=0.2, and (d) with α =1.2. 
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