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ABSTRACT 

There are some methods suggested by researchers were used to simulate one or two characteristics of textile in 
the past few years. With 3D geometry models, most of these methods are somewhat complex, and it is difficult 
to simulate fabric attributes. This paper represents a method for textile simulation based on improved BRDF 
illumination models. As one simple type of BRDF model, Phong illumination model can be used to simulate 
fabric 3D geometry model. The more complex BRDF illumination model may be used to simulate fabric 3D 
structure. The pixel color values, derived from simulating fabric 3D structure, is taken as the parameters to be 
entered into Phong illumination model. And thus both the fabric 3D geometry model and structure can be 
achieved, based on which the textile can be simulated successfully and obtain a perfect display effect. 

Keywords 
3D textile, BRDF model, illumination model, simulation

1. INTRODUCTION 
The representation of 3D textile model is one of the 
important techniques in the fashion CAD. The 
structure of 3D textile was one of research emphases. 
With the development of computer technology and 
the improvement of simulation for textile, more and 
more researchers use computers to represent 3D 
textile structure. There are some methods to simulate 
textile, such as Phong illumination model [1] and 
BRDF model [2].  

Phong illumination model and BRDF model are 
popular techniques in computer graphic field. More 
specifically, the former is the simplest type of the 
latter. 

Phong illumination model is suitable for simulating 
those materials with smooth surface.  

It has been improved by some researchers [1] by 
means of controlling some parameters, such as the 
proportion coefficients of circumstance, diffuse and 
mirror reflection. They calculated the values of the 
angle of light source incidence and that between the 
mirror reflection and the sight direction according to 
the structure of the yarn and woofs [3].  

BRDF model was widely applied to simulate material 
with coarse surface. It can produce the effect of 
microscopic features shadowing certain directions or 
reflecting light to another specific direction [4].The 
models, based on BRDF model, could be used to 
simulate textile microscopic feature in the plane 
surface without winkles. These models cannot be 
combined with the 3D textile geometric model. 

In this paper, the improved BRDF model is suggested 
to describe 3D textile structure while the Phong 
illumination model is used to represent 3D geometry 
illumination effect. The integration of these two 
kinds of models is done by method of synthesis. The 
pixel color values, derived from simulating fabric 3D 
structure, is taken as the parameters to be entered into 
Phong illumination model. 

According to the textile material and 3D geometry 
model, we can adjust its structure to achieve a good 
simulation effect. 

2. BRDF MODEL 
In the computer graphic field, BRDF models are 
four-dimensional functions, which can be used to 
describe the reflection distribution at a surface point 
depending on incoming and outgoing light directions. 
There are various strategies for modeling BRDF. 
This paper implements Schlick's BRDF Model, 
which is simple and easy to realize. It can be 
represented as  

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−∂+

∂
+

−
=

222 )tt1(uv4
)v(G)u(G

)v(G)u(G1f

π

π

          (1)  

 

Where, 

t ,  and  are the cosines of u v α , θ  and 
'θ (shown in Fig.1), 
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)u(G and  can be defined as in Eq.(2),  
is the reflection intensity received by observers.  

)v(G f

 

xx
x)x(G
+∂−∂

=
                     (2) 

 

Where (0 1), shown as in Eq.(2), is the 
roughness of the surface. If , there is no 
diffuse but mirror reflection on the surface. And if 

, only diffuse reflection exists.  

∂ ≤∂≤
0=∂

1=∂

 In Fig.1, 

V  is the reflect light, 

'V  is the incident light,  

N  is the surface normal,  

H  is the internal bisector of incident light and 
reflex light, 

α  is the angle between H and , N

θ  is the angle between and , 'V N

'θ  is the angle between and .  V N

We make some improvement on this BRDF model 
for its disadvantages of complex modeling, large 
numbers of parameters, endless of calculations and 
poor real-time ability. 

3. INTEGRATED MODEL IN THIS 
PAPER 
In this Sector, Phong and BRDF Illumination model 
are made some improvement. The new model used in 
this system can be done by integration of the two 
improved models.  

Improvement of Phong illumination 
model  
This paper improves Phong illumination model based 
on the characteristics of 3D fabric model. According 
to the textile material simulated, the values of 
parameters can be defined as follows: 

 

.0.1II5,n0.3,k0.7,k0.1,k pdpasda =====  
 

Where is color value of the simulated point. We 

assume =1. As there is only one light source in 
the model, then Eq.(1) can be turned into  

pdI
pdI

 

θ5
pdpd cos3.0icosI7.0I01.0I ++=

    (3) 

The improved Phong Illumination model can be used 
to represent the textile 3D geometry illumination 
effect. It can be integrated with the following 
improved BRDF model used to simulate textile 
structure by the method of integration. 

Improvement of BRDF model  
The process is used to imitate textile structure. In 
order to imitate textile more vividly and efficiently, 
we make some improvement on the BRDF model. 

The textile structure in this paper is shown in Fig.2. 

Figure 1. BRDF model. 

Figure 2. Structure of textile. 

Where, the relationship of Warp and woof can be 
obtained, shown as in Fig.3. 

Figure 3. The fluctuation relationship of yarns. 

As a result, we can get  

)360
lwsin()w(f =                    (4) 

 

Where 360
lw

 varies from π1)2k( +  to 
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Figure 5. 3D model imitated in Phong 
illumination model. 

π2k ( =0,1,2,...30),  is the distance between 
two adjacent yarns and  is that between the 
point imitated and the initial state. The initial value 

of  is assumed as 0. 

k l
w

w)(f

Here, if  of Eq.(4) times of Eq.(1), we 
will obtain 

w)(f f

Figure 6. Integration of BRDF model and Phong 
illumination model. 

 
f)w(fI =                          (5) 

Where I  is reflection intensity received by 
observers.                               

Integration of Phong illumination model 
and BRDF model  
The image generated from the improved BRDF 
model can be used as the texture. We use integration 
to obtain the integration of the two improved models 
presented above. The simulation effect can be shown 
efficiently, from which we can see the textile 
structure, bumps and winkles clearly.  

The illumination model of the 3D structure may be 
got from Eq.(6). Textile structure light intensity value, 

generated from BRDF model, is defined as . And 
the formula (3) can be obtained 

phI

i..

iII.II.. phpdphpd

2cos1030

cos701010I
5×

+×+××=

  
                                          (6) 

Where  is the structure color value of each 
pixel. 

phI

4. SIMULATION RESULT  
The simulation is completed on a single 2.4GHz CPU 
of a PC system. In this 3D fabric simulating 
system，it reduces the simulation time to less than 
0.1second. The result is vivid as following Fig.4 to 6:   

     

 

 

Fig.4 shows the textile structure simulated by the 
improved BRDF model. It is used as the texture 
pattern in the process of integration. 

We can see the simulation effect of textile geometry 
model by improved Phong Illumination model. It is 
used as the curved surface in the process of 
integration.                                       
Fig.6 shows the effect of integration, from which we 
can see the textile structure, bumps and winkles 
clearly. 

In computer simulation and animation, depending on 
the simulation speed, only 3D geometry model can 
be simulated if the Phong Illumination model is 
adopted while only the 3D structure can be simulated 
if the BRDF model is applied.  

In this method, textile 3D geometry model and 
structure can be simulated on the base of computer 
simulation speed considered.  

5. CONCLUSION  
The imitation of 3D textile is a complex system, 
covering many kinds of technologies, and it is of 
great importance in many fields, such as fabric 
designing, movie making, animation studios, virtual 
reality, etc.  

In this paper, we propose a 3D textile imitation 
algorithm based on the two improved models of 
BRDF and Phong. It is an efficient method for the 
real-time simulation for fabric features. We first 
simulate the textile microscopic features using 
improved BRDF model. According to the material 
and structure, parameters can be controlled to 
simulate microscopic feature. The improved Phong 
illumination model is then used to simulate the textile 
macroscopic geometry features, such as bumps and 
winkles. We use integration to integrate the display 
effect of the micro- and macroscopic features 
mentioned above. Experiments demonstrate that our 
method is efficient and effective. As the arithmetic 

Figure 4. Textile structure imitated in BRDF 
model. 

Poster paper proceedings 3 ISBN 978-80-86943-99-2



avoids recursive calculation, the simulation has a fast 
speed. The algorithm proposed will contribute to the 
3D textile design greatly. Future work will therefore 
concentrate on the real-time dynamic simulation for 
textile in our system. 
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ABSTRACT

Derivatives are a very important tool of computations in an engineering practice on the graphics structures. B-Spline functions
are defined recursively, so the direct computation is very difficult. In this article new direct proof of the formula used for simpler
direct computation is shown. The paper also presents own method of programming derivatives of NURBS curves by means of
the proven formula which is implemented in German engineering software RFEM 3D.

Keywords: NURBS, derivative.

1. INTRODUCTION

NURBS (Non-Uniform Rational B-Splines) are used in
graphic software to design free-form objects and also
in various engineering software for designing buildings,
bridges, etc. Derivatives are necessary in these applica-
tions for physical computations such as stress analysis.

The first part of this paper introducing a new direct
proof of the formula used for computing derivatives of
B-Spline functions. The gist of this proof is that we
don’t need any other characteristics of B-Spline func-
tion as in the case of the proof in [PT92]. Therefore our
proof is more straightforward and clear. Second part
of paper presents our method of programming deriva-
tives of the NURBS. We deal with verifying of the con-
tinuity with respect to a special case and all other is-
sues which are necessary for succesfull implemenation
of the derivatives.

Figure 1: Stress Analysis in RFEM3D – Ice Hockey
Stadium

Permission to make digital or hard copies of all or part of this
work for personal or classroom use is granted without fee provided
that copies are not made or distributed for profit or commercial
advantage and that copies bear this notice and the full citation on the
first page. To copy otherwise, or republish, to post on servers or to
redistribute to lists, requires prior specific permission and/or a fee.

Copyright UNION Agency – Science Press, Plzen, Czech Republic.

2. RELATED WORK
Our work with NURBS object has started by study-
ing and implementation of curves, general surfaces (see
[Pro06a]) and basic types of NURBS solids – cone,
cylinder, sphere, cube (see [Pro06b]) to RFEM 3D
CAD system. As mentioned, the derivatives are the key
for computing stress analysis, therefore we started ana-
lyze them. First conception is published in [Pro05].

The theoretical background for this paper is mostly
described in three sources. First one is a book by
Peigl and Tiller [PT92] about NURBS objects. This
book contains the algorithms of computing points on
NURBS curve and reveal the proof of derivatives. Sec-
ond source is a Floater’s paper [Flo92b] about deriva-
tives of Bézier curves. In third one [Flo92a] two ways
of the first derivative of rational B-Spline curve in terms
of its control points and weights are described.

3. B-SPLINE AND NURBS
This section briefly outlines the theory about B-Spline
and NURBS used in the rest of paper. B-Spline
(NURBS) are defined with B-Spline functions re-
cursively. Let t = (t0, t1, . . . , tn) be a knot vector
(non-decreasing sequence of real numbers). Then
B-Spline function is defined by:

N0
i (t) =

{
1 for t ∈ 〈ti, ti +1)
0 otherwise

(1)

Nk
i (t) =

t − ti
ti+k − ti

Nk−1
i (t)+

ti+k+1 − t
ti+k+1 − ti+1

Nk−1
i+1 (t) ,

where 0 ≤ i ≤ n− k−1,1 ≤ k ≤ n−1, 0
0 := 0.

We added the control points P0,P1, . . . ,Pm (Pi ∈ Rd)
and the knot vector t = (t0, t1, . . . tm+n+1). Then B-
Spline curve is defined:

C (t) =
m

∑
i=0

PiNn
i (t) (2)
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Let w0, . . . ,wm be a vector of weights, which are at-
tached to every control points. Weights (non-negative
numbers) determine the influence of its control point.
So, NURBS curve of degree n is defined by:

C (t) =
∑

m
i=0 wiPiNn

i (t)
∑

m
i=0 wiNn

i (t)
(3)

where t ∈ 〈tn, tm+1〉.

4. PROOF OF THE DERIVATIVE FOR-
MULA
Let us show the new proof of the formula for computa-
tions of NURBS curve derivatives.

Theorem 1. Let C(t) be the B-Spline curve from previ-
ous section. Then its first derivative is evaluated by:

C(t)′ =
m

∑
i=0

Nn
i (t)′Pi, (4)

where

Nn
i (t)′ =

n
ti+n − ti

Nn−1
i (t)− n

ti+n+1 − ti+1
Nn−1

i+1 (t).

Proof: The proof will be done by complete induction
with respect to n.
1. n = 0
Obviously, the derivative is equal to zero in all cases.
The theorem holds for n = 0.
2. Let us suppose, that the formula holds for k =
0,1, . . . ,n. The idea of proof is in comparing different
expressions of Nn+1

i (t)′. The first is done by computa-
tion of the expression:

Nn+1
i (t)′ =

(
t − ti

ti+n+1 − ti
Nn

i (t)+
ti+n+2 − t

ti+n+2 − ti+1
Nn

i+1(t)
)′

.

According to the induction suppose, we know the ex-
pressions of degree n: Nn

i (t)′ and Nn
i+1(t)

′ and we sub-
stitute them. The second expression is from Theorem 1
for degree n+1. We get these two summands:

Nn+1
i (t)′ =

1
ti+n+1 − ti

Nn
i (t)− 1

ti+n+2 − ti+1
Nn

i+1(t)

+
n

ti+n+1 − ti

(
t − ti

ti+n − ti
Nn−1

i (t)
)

− n
ti+n+2 − ti+1

(
ti+n+2 − t

ti+n+2 − ti+2
Nn−1

i+2 (t)
)

+
n

ti+n+1 − ti

(
ti+n+1 − t

ti+n+1 − ti+1
Nn−1

i+1 (t)
)

− n
ti+n+2 − ti+1

(
t − ti+1

ti+n+1 − ti+1
Nn−1

i+1 (t)
)

and

Nn+1
i (t)′ =

1
ti+n+1 − ti

Nn
i (t)− 1

ti+n+2 − ti+1
Nn

i+1(t)

+
t − ti

ti+n+1 − ti

(
n

ti+n − ti
Nn−1

i (t)
)

− ti+n+2 − t
ti+n+2 − ti+1

(
n

ti+n+2 − ti+2
Nn−1

i+2 (t)
)

− t − ti
ti+n+1 − ti

(
n

ti+n+1 − ti+1
Nn−1

i+1 (t)
)

+
ti+n+2 − t

ti+n+2 − ti+1

(
n

ti+n+1 − ti+1
Nn−1

i+1 (t)
)

First three parts are identical. The equality is not evi-
dent for the last two expressions. Multinomial nNn−1

i+1 is
exclude and we can make a special step – in the numer-
ator we add and subtract ti+1ti+n+1. Then we got the
desired equality. This finishes the proof and implies:

Corollary 1. Let C(t) be a NURBS curve defined in
previous section. Then its derivative is of the form:

C (t)′ =
(

∑
m
i=0 wiPiNn

i (t)
∑

m
i=0 wiNn

i (t)

)′
= (5)

=
∑

m
i=0 wiPiNn

i (t)′∑m
i=0 wiNn

i (t)

(∑m
i=0 wiNn

i (t))2

−∑
m
i=0 wiPiNn

i (t)∑
m
i=0 wiNn

i (t)′

(∑m
i=0 wiNn

i (t))2 .

It’s proven, that derivative formula holds and can be
used in engineering computations without any limita-
tions.

Figure 2: Analysis of Stress – Building

5. IMPLEMENTATION OF DERIVA-
TIVES
The algorithm has two parts. The first one is the verifi-
cation of continuity of C(t) for particular input value of
parameter t, the second one contains the computations.
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Verification of Continuity
Let C(t) be a NURBS curve of degree n defined in the-
oretical part of article. First, we have to define the mul-
tiplicity of one knot in the knot vector. The value t has
multiplicity s, when knot vector t contains value t s-
times. Then, C(t) is Cn−s continuous at the point C(t)
if the derivative of (n− s)-th order in C(t) exists.
Let us now summarize the verification of curve conti-
nuity.

1) We find the interval of the knot vector with t ∈
〈ti, ti+1).

2) We find the multiplicity of t.

3) We compute the continuity in the point C(t).

4) We treat the special cases.

Special Case

Some curves have a points, which continuity is C0 but
the tangent and derivatives exist here. Generally:
Let have B-Spline curve C(t) with arbitrary control
point Pi = C(t). t has multiplicity equal to degree of
curve, then the continuity in point Pi is C0. But if
the control points Pi−1,Pi,Pi+1 lie in the line then the
derivative in the middle one exists.

Example of this case should be a circle. Figure 3
shows such circle as NURBS. For the parameter t =
0.25 the continuity in the point P2 equals zero. However
points P1,P2,P3 lie in the line then the derivative in P2
exists – it is line P1P3.

P5

P4

P3

P6 P7

P0 = P8

P1
P2 = C(0.25)

Figure 3: NURBS circle, degree = 2, knot vector
(0,0,0,0.25,0.25,0.5,0.5,0.75,0.75,1,1,1)

Computation
The computation has two parts: initialization and com-
putational algorithm.

a) Inicialization

• Inicialize basic functions Nn
i .

if t in <t_i, t_i+1)
N[0][i] = 1;
N[0][j] = 0; (j != i)

• Make projectivization of the control points (i.e.
connecting the points with their weights).

for (i=0; i<array_length; i++)
Point4d[i][0] =
weights[i]*ControlPoint[i];

b) Computation

It is necessary to divide the computation of formula
(5) in Corollary 1 into several parts.

Multinominal N j
i (t), j = 1, ..,n, where n is the de-

gree of the curve, is computed by deBoor algorithm
(see [Bo76], [PT92]).
Multinominal Nn

i (t)′ is computed by use of the
proven formula in previous section means of Nn−1

i
(deBoor algorithm for degree n−1).

Let us remark that the zero denominator is treated
separately by defining 0/0 = 0 which is typical for
NURBS.

6. DERIVATIVES ON SURFACE
B-Spline (NURBS) surface is tensor product of two B-
Spline (NURBS) curves with its parameters. Comput-
ing of partial derivatives is analogous to the curves. We
obtain these derivatives by computing derivatives of ba-
sis functions N p

i and Nq
j .

∂ k+s

∂ ku∂ sv
S(u,v) =

n

∑
i=0

m

∑
j=0

N(k)
i,p N(s)

j,qPi j (6)

Figure 4: Analysis of Stress – Bridge

7. CONCLUSION
The derivatives of NURBS curves are in literature dis-
cussed only briefly and theoretically, therefore whole
theory and its implementation is described in this arti-
cle. Their importance in technical practice is enormous
– physical calculations, building industry and so on.

The discussion in this article has given an overview of
derivatives of B-Spline (NURBS). We demonstrated a
new proof of known formula for computation of deriva-
tives, which is more clear and straightforward. We also
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reveal the possibility of programming with respect to
the verification of the continuity and special case.

Figure 5: RFEM 3D
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ABSTRACT 

Analyzing the large amount of complex data is becoming increasingly difficult. This problem impels the interface 
designers to search for the methods to display such data in a usable way. Combining human computer interaction 
styles with information visualization techniques provides some solutions. Displaying the relevant data in 
appropriate level of abstraction can be a good interface design solution. The most important data is focused when 
the others are accessible but presented in a higher level of abstraction. Presenting the same data in a different 
manner when multiple views are used also can give good results. The combination of techniques and styles 
benefits the analyst’ decision-making process.  
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Human computer interaction, interaction styles, visualization techniques, focus+context, timeline, fisheye view, 
multiple views. 

 

1. INTRODUCTION 
The interface of credit insurance system should 
provide an effective way to support the analysis 
process of relevant information while granting the 
credit insurance limit. The credit insurer takes into 
account many interdependent data while making the 
decision of the possible credit limit for a particular 
insurant. The analysed data have temporal, structural 
and logical dependencies. The goal is to provide 
support for insurer making decision.  

Current systems used by our customers lack usability. 
Users have difficulties viewing the dependencies that 
were provided by either the structural or linear views.  

The first system presents the whole structure of 
related data in one window that clutters the display 
(see Figure 1). The analyst hardly finds the useful 
data.  

The second – linear view – shows the related data in 
one row (see Figure 2). The screen does not contain 
all data. Some data is accessible by scrolling. Such 

presentation increases the chances of missing 
important data. 

 

Figure 1. The whole structured record is 
presented on the one screen 

 
Figure 2. Linear view: the record is presented in 

one line. 
In this paper we propose the combination of focus-
context and timeline techniques applied in a multiple-
view window to facilitate the analyst to make 
decisions. 

2. PROCEDURE OF THE 
ASSESSMENT OF CREDIT LIMIT 
INSURANCE  
Estimation of the credit limit is essential for the credit 
insurance service. While making the credit limit 
insurance decision the analyst gains the information 

Permission to make digital or hard copies of all or part of 
this work for personal or classroom use is granted without 
fee provided that copies are not made or distributed for 
profit or commercial advantage and that copies bear this 
notice and the full citation on the first page. To copy 
otherwise, or republish, to post on servers or to redistribute 
to lists, requires prior specific permission and/or a fee.  
Copyright UNION Agency – Science Press, Plzen, Czech 
Republic. 
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from the internal and external data sources. Internal 
data bases provide information of the previous 
insurance operations. External sources include 
financial indexes, such as status, turnover, sales, 
buying, the capital, spending, liquidity ratio, the 
development, and the events from the past contracts. 
Queries to internal sources are processed 
immediately. Queries to external sources block the 
decision-making process until all answers will be 
received.  

Having the required information the analyst decides 
either to grant the credit limit or to deny the 
application. While granting the credit insurance and 
assessing credit limit, error prevention is essential. 
Errors appear when useful data is not shown and 
when imported data is not highlighted. Also they 
appear if relations between data are not clear and 
important information is mixed with less important. 

Error prevention would be more effective when 
information with higher priority would be highlighted 
and visible on screen. Because of the large amount, 
the data should be shown in the different levels of 
abstraction, such as the overview of the relevant 
important data and easy accessible detailed view.  

3. USABILITY DIMENSIONS 
The definition of usability states that usability is 
effectiveness (accuracy and completeness with which 
users achieved task goals), efficiency (the task time 
users expended to achieve task goals) and subjective 
satisfaction (positive attitude to the use of the 
visualization) with which a specified set of users can 
achieve a specified set of tasks in a particular 
environment [ISO97a]. In order to promote usability 
three categories of usability principles are proposed: 
learnability, flexibility, and robustness [Dix03a].  

These categories are subdivided into more specific 
principles. Insurer should see the data hierarchy 
relation according to relevant priorities. The points of 
interest should be visible in detailed view, related 
aspects only visible, but not detailed, until the user 
chooses them. Events should be organised in 
succession. So, the timing scale is important. 

The large amount of data and complex relations 
requires effective usage the screen area. Therefore, 
visibility of the whole available information is 
significant. Essential subcategory of robustness is 
error handling. This action prevents users from 
committing a mistake or slip, or allow user to recover 
from erroneous path. 

The task should be less time consuming comparing 
with the current system. So, the efficiency goal should 
also be raised for decision-support system. 

4. VISUALIZATION AND 
INTERACTION APPROACHES 
Visual data analysis requires both angles: overview 
and details-on-demand. First, insurer needs to 
overview the list of answered queries. In the 
overview user focuses on important aspects of the 
analyzed case. Then, user accesses details of the data.  

Focus-context techniques allow having context 
information with the detail at the focus of attention. 
Focus-context approach allows easy move between 
views at different scales. The overviews of the four 
focus-context techniques – distortion, rapid zooming, 
elision and multiple windows – among others are 
given in [Spe00a]. The eight design guidelines 
[Bal00a] facilitate the solution of displaying 
information in multiple views. 

Time and visualization can be considered from two 
sides: visualizing temporal values (such as data, 
periods, etc.) and ordering the other data on the time 
axis (such as monthly spending, weekly sales, etc.) 
[Dix00a]. Timeline is a technology that could be 
applied to visualize events in a time axis. Event, tasks 
and other information can be placed in parallel bars 
each with own objective. Bars are divided using 
colours or lines. This method both reduces the 
chances of missing information and streamlines 
access to details while remaining tailorable and easy 
transferable between tasks [Pla96a].  

5. VISUALISATION OF COMPLEX 
INFORMATION 
Complex information means the set of undivided 
objects that cannot be expressed by other single 
object. Complex relations set unambiguous relations 
between complex and single information objects. The 
case of credit limit insurance concerns several 
structured objects such as insurer, policy, claims and 
so on. All of them have relations between each other. 

Decision making requires that complex data should 
be properly organised. Furthermore, analyzed data 
should be available in different views and scales.  

Multiple-view approach is proposed because user 
needs to deal with related data in different levels of 
abstraction. The need for different views accords with 
the rule of diversity from [Bal00a]. This bifocal 
technique allows displaying the whole information 
space in one screen.  

Rule of parsimony suggests using multiple views 
minimally [Bal00a]. The number of used 
visualisations is reduced to three. By the concept a 
screen is divided into three vertical parts. The biggest 
one displays detailed view of the chosen data, another 
two are for relating sets of the data. One of them 
contains the basic data of information user currently 
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studying. Another one is for displaying the results of 
the search.  

The visualisations are synchronised. Selection in the 
left pane immediately updates the middle and right 
panes. Selection in the right pane adapts the middle 
pane view. These points are in harmony with the rules 
of self-evidence and consistency [Bal00a]. Such 
display’s division allows using the whole workspace 
and shows the dependencies between the objects. 
Also some standard means (prints, colour, etc.) can 
be used to highlight the most important data. 

Both parts that display the set of data may contain 
large amount of data. The fisheye view technique 
provides better visibility in case the large amount of 
the data is presented (see Figure 3). This method 
accords with the rule of space/time resources 
optimization that indicates to balance the spatial and 
temporal costs of presenting multiple views with 
spatial and temporal benefits of using the views 
[Bal00a]. 

 
Figure 3. Viewing the application and relevant 

documents: the combination of multiple-window 
and fisheye view techniques. 

To analyse the time relations between the data 
timeline style is proposed. The biggest part of the 
screen displays the set of data using this technique 
(see Figure 4). This method accords with the rule of 
complementarity that states that multiple views can 
be used when different views bring out correlations 
and disparities [Bal00a]. 

Complex view can be cognitively overwhelming to 
the user. The rule of decomposition [Bal00] 
recommends partitioning to create manageable 
chunks. In the proposed prototype decomposition is 
accomplished for the analysis stage. While choosing 
the request for insurance, on the left pane users can 
see suspended and new requests. When insurer 
chooses new request, the header of chosen request is 
kept to the left pane, the replies to the queries are 
placed in the right pane. In the middle a detailed view 
of the chosen reply is shown. When analysis process 
is completed, the main window with new and 
suspended requests is shown. 

 
Figure 4. The relevant documents are placed at 

the timelines: multiply view with timelines 

6. EARLY EVALUATION OF THE 
PROPOSED PROTOTYPE 
We claim that combination of multiple views with 
fisheye and timelines enhances usability of our 
analysed decision-support system. Usability aspect is 
manifold. In this paper we measure the advantage of 
using of the combination of multiple views with 
timelines and fish-eye. We evaluate the added value 
using these visualisations in terms of effectiveness 
and efficiency.  

The project is in the initial stage and we propose the 
prototype of an interface. In order to avoid expensive 
mistakes, the first evaluation is performed before any 
implementation. Early usability evaluation often does 
not involve users directly. Formal expert reviews 
have proven to be far more effective than informal 
demos with user testers [Nie94a]. Measuring 
effectiveness we compare the decision-making 
process of the current interface with the usage 
scenario of our prototype. From the variety review 
methods the cognitive walkthrough and model-based 
evaluations are based on evaluation of usage 
procedure. That is the reason why we choose these 
methods for the early evaluation. 

Cognitive walkthrough (CW) was proposed by 
Polson et el. [Pol92a] and later revised [Wha94a]. 
This evaluation requires the fairly detailed prototype, 
description of tasks, list of performed actions and 
user characteristics. The evaluator steps through the 
action sequence to critique a system and then tells 
about the system’s usability.  

The cognitive walkthrough of the current interface 
emphasises the five problems. First, it is not visible 
which field has additional information. Second, the 
additional information is presented in separate 
windows and user may feel flustered. It is hard to 
associate what windows relate with specific request. 
Third, user experiences the difficulties managing 
many separate windows. Fourth, when insurer 
analyses the additional information, the request 
document is overlapped. It will be accessible, when 
the additional statistics windows will be closed. Fifth, 
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once began to evaluate the requests insurer cannot 
analyse the other requests though analysis of specific 
request is suspended. 

The evaluation of the proposed interface endorsed 
that multiple-window view allowed solving these 
problems. The whole information space is visible for 
the chosen request. For each insurance request only 
related documents are shown and difficulties 
managing the plenty of windows are avoided. After 
beginning the analysis in the left pane the header of 
the chosen document is shown. For suspended 
request the replied documents that already have been 
analysed are shown in the left pane. Showing the time 
relations in timelines facilitate the analysis. 

Each document type is associated with specific 
colours that facilitate distinguishing the documents.  

Model-based evaluation 
Predictions about user task performance can be made 
using model-based evaluation, i.e. GOMS model 
[Car83a]. Keystroke-level model (KLM) is lower-
level modelling technique that simplifies GOMS 
assumptions and provides predictions of the time 
users will take to perform the task with a given 
prototype [Joh96a]. The advantage of the KLM 
techniques that it allows a rapid estimate of execution 
time and can be used to compare designs [Car80a].  

We compared the existing and proposed designs, 
using this technique. The evaluation of the existing 
prototype showed that operations take about 23 
seconds to complete the task. In addition to lower-
level operations, task performance procedure 
includes 6 system responses and 6 data analysis steps.  

The evaluation of the proposed prototype endorsed 
that the essential steps take about 16 seconds. Besides 
these operations the proposed procedure involves 4 
system responses and 4 data analysis actions. CW 
evaluation of data analysis step has shown that 
problems of existing interfaces are solved. 

So we can state that proposed interface is more 
efficient than the current one because requires less 
lower-level operations. Evaluation of data analysis 
step confirmed that proposed interface has solved 
usability problems caused by existing interface. 

7. CONCLUSIONS 
Even though the existing decision-support software 
was created as a means of improving decision-making 
process and insurance outcomes, the usability 
evaluation detected many defects. The latter not only 
frustrate the users, but also influence the effectiveness 
and efficiency of decision-making process. The 
combination of multiple views with fisheye and 
timelines proposed in this paper improves the 
usability of the analysed system by enabling the user 

to view the whole information space in different 
abstract levels and styles. Early evaluations using 
cognitive walkthrough and keystroke-level model 
endorsed the benefits of the proposed prototype 
comparing with the existing system. 
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ABSTRACT 

There are a number of materials, like cloth, hair and brushed metal that exhibit anisotropic reflectance properties. 
Several illumination models have been proposed for shading of such materials. The model by Poulin and 
Fournier describes how hair, silk and material which can be modeled by parallel cylinders, can be rendered.  It 
has been proposed recently how the topology for this model can vary over the surface as would be the case for 
many surfaces like spheres and toruses. In this paper it is described how the shading can be visually enhanced by 
using a map for the topology. The result will be a much more visually pleasing rendering. 
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Anisotropic shading, Varying topology, Mapping. 

 

1. INTRODUCTION 
There are a number of materials, like cloth [Tak04, 
The02], hair [Sta97, Zöc96] and brushed metal 
[Ash00, Ban94, War92] that exhibit anisotropic 
reflectance properties. Several illumination models 
have been proposed for shading of such materials. 
The model by Poulin and Fournier [Pou90] describes 
how material which can be modeled by parallel 
cylinders, can be rendered, like hair and silk. The 
problem with this model is that the surface is assumed 
to have equal topology all over the object. In Figure 1 
it is obvious that real life objects exhibit a behavior 
where it is clearly visible that the highlight is affected 
by the topology of the fibers. This paper will show 
how such effect can be incorporated in an existing 
anisotropic shading model. 

This is done by using a map for the topology. The 
result will be a much more visually pleasing 
rendering since the map makes it possible to vary the 
height of adjacent cylinders locally as would be the 
case for a real life object. This approach is used both 
for the diffuse and the specular light. 

2. ANISOTROPIC SHADING 
Many previous models for anisotropic shading 
assumes that the topology of the fibers is locally flat. 
This is shown in figure 2 in the bottom row. It has 
been proposed recently [Has06] how the topology for 
this model can vary over the surface as would be the 
case for many surfaces like spheres and toruses. In 
the top row in the same figure it is shown how the 
cylinders start to climb on each other. This behavior 
occurs when for example a silk thread is winded 
around a torus or a sphere, like the balls of silk in the 
photo figure 1. 

 

Figure 1. A real life object where the highlight is 
clearly non similar because of the topology of the 
individual fibers.1 

The area in red is repeated along the adjacent fibers 
and since this part has equal height locally as its 
neighbors, it is possible to compute light in this area 
only. This method uses the shading model proposed 

                                                           
1 This picture was taken with permission from 

http://www.thecraftplace.com/ 

Permission to make digital or hard copies of all or part of 
this work for personal or classroom use is granted without 
fee provided that copies are not made or distributed for 
profit or commercial advantage and that copies bear this 
notice and the full citation on the first page. To copy 
otherwise, or republish, to post on servers or to redistribute 
to lists, requires prior specific permission and/or a fee.  
Copyright UNION Agency – Science Press, Plzen, Czech 
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by Poulin and Fournier, however it adds the 
possibility to vary the topology. 

 

Figure 2. The topology is assumed to be repeated 
and therefore it is only necessary to compute light 
in the red area. 

There are an infinite number of normals around each 
cylinder that could be used for shading. It is assumed 
that there are several fibers visible in each pixel.  
Hence, the light in a pixel can be approximated by 
computing the light for one fiber only. Poulin and 
Fournier proposed that the light contribution for a 
pixel should be computed by summing the light 
contribution by using an integral formula that is 
rather complex. It is possible to solve this integral for 
the diffuse light analytically. However, for the 
specular light it is necessary to use an approximation, 
and they propose one solution using Chebyshev 
polynomials and another one using a Gaussian 
distribution. 

The diffuse intensity is computed by 
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The more complex model of Poulin and Fournier 
takes topology of the fibers into account, like 
distance between fibers and hiding and shadowing, 
but not the climbing of fibers that is proposed in the 
varying topology model. If the viewer is looking at 
the fibers from the side, i.e. not strictly in the tangent 
direction, then some part of the fiber will be hidden 
by the fiber closer to the viewer. Similarly, the light 
will be shadowed by fibers, so that not the whole 
fiber will be lit. The fiber in the middle of figure 3 is 
hidden by the fiber to the right. Likewise the fiber in 
the middle hides the one to the left. 

 

Figure 3. The view vector is pointing to the right. 
The hiding effect is shown in the figure. 

Also note that the view vector does not have to lie in 
the plane spanned by the normal N of the surface and 
the bi-tangent B. Nevertheless it is possible to 
compute the hiding and shadowing correctly by 
projecting it down to that plane and perform the 
computations using the projected vector v [Ban94]. 
Also note that the tangent T is perpendicular to both 
N and B, and is showing the main direction of the 
fibers. 

3. VARYING TOPOLOGY 
When fibers start to climb on each other, both the 
hiding and shadowing of the fibers will change 
depending on how high the adjacent fibers are 
compared to the fiber in question. Since it is assumed 
that fibers are small compared to the pixel, it is also 
assumed that all fibers inside a pixel behave in the 
same way and that the direction to the viewer and 
light source is constant inside the pixel. The hiding 
and shadowing of the whole cylinder in the middle 
will be taken into account when the light contribution 
is computed. Since the topology is assumed to be 
repeated, only the right part of the left cylinder is 
taken into account, as well as the left part of the 
cylinder to the right as shown in figure 2. 

A torus was chosen as test object since it has an outer 
side that is four times longer than the inner side. 
Hence, the individual fibers will climb on top of each 
other two times from the middle of the outer side to 
the middle of the inner side. The Topology for the 
torus is shown in figure 4. The height of the cylinders 
to the left and right of the middle one is computed 
using the equation 

θsin2=H  (5) 

where θ  varies form 0 º to 60º.  

A shading value of zero corresponds to a completely 
flat topology. As the value increases, the fibers on the 
sides are being raised (or start to climb). A shading 
value of 1.0 means the same thing as a shading value 
of zero, i.e. the fibers on the sides are as close 
together as possible, i.e. completely adjacent. 
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Figure 4. The shading value corresponds to the 
topology of the fibers on the torus. 

4. TOPOLOGY MAPS 
The topology can be varied in many ways. In this 
paper a map was used to make the object appear 
more real life and not so synthetically smooth. There 
are many ways to do this. The mathematical topology 
shown in figure 4 can be changed by adding some 
noise or adding a regular pattern. Such pattern can be 
stored in a map and figure 5 shows a map that was 
chosen for the final renderings. This map is actually a 
bump map where the height values were scaled down 
to fit the purpose of being used as a topology map. 
Actually both the pattern and the mathematical 
topology can be stored together in one single map, 
but it was chosen herein to keep them separate. 
Hence it is possible to distinguish between the two 
and to choose what kind of perturbation of the 
mathematical topology we actually want for each 
case. Different maps were tested, nevertheless, this 
map gave a quite convincing result. 

 

 

Figure 5. Topology map.2 

Figure 6 and 7 compares different anisotropic 
shading techniques under two different lighting 
conditions. In the top the fast method (Banks) is used 
where the maximum light is computed. The next row 
shows the result of the method of Poulin and Fournier 

                                                           
2 The map used was a free bump map found at 

http://www.m3corp.com/ 

where the integral is sampled. The next row shows 
the varying topology method and finally the last row 
shows the varying topology method using maps. Note 
that the varying topology method produces different 
shadings than the fast method and the Poulin and 
Fournier method. 

The blending of the mathematical topology and the 
map can be done in many ways. In the renderings the 
map was scaled so that it was in the range from -0.25 
to +0.25. This height was added to the mathematical 
height and then the result was truncated in the range 0 
to 3 . The total computation was made very simple 
in this way. For non parametrical objects, i.e. 
arbitrary polygon objects, it might be necessary to not 
use a mathematical topology, since it is not always 
possible to derive it. For these types of objects it is 
preferable to store the actual topology in the map. 

When a map is used it is clear that the shading, 
especially the highlight, is not so mathematically 
smooth anymore. It resembles more a real-life object 
as the ones shown in figure 1. It should be noted that 
the individual fibers are still assumed to be very 
small, so that several fibers are visible per pixel. 

5. CONCLUSIONS AND FUTURE 
WORK 
This method produces in a very simple way more 
naturally looking renderings of anisotropic materials. 
The extra amount of work needed is relatively small 
compared to the amount of work needed for the 
varying topology approach in general. 

For future work it is proposed that this approach 
should be investigated further and perhaps a real-time 
application is possible. 

Furthermore, it should be investigated how different 
level of details can be used so that close ups can be 
rendered using bump mapping where individual 
fibers are visible and the map method can be used on 
larger distances. It should be investigated how a 
smooth transition between these two LOD’s can be 
performed.  
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ABSTRACT 
Ray tracing generates realistic images but is computationally intensive, especially when generating animation 
sequences.  Many techniques have been developed, including exploitation of temporal coherence between 
successive frames to accelerate animation.  This paper presents an efficient pan and zoom algorithm called the 
Panimation and RSVP algorithm, respectively.  This new pan and zoom algorithm integrates the object animation 
acceleration technique of Jevans with the new pan and zoom algorithms and shows an order of magnitude 
performance improvement.  Short animation sequences are presented to show our results. 

Keywords 
Ray tracing, animation, rendering. 

 
1. INTRODUCTION 
 

Many acceleration methods have been used to 
speed up ray tracing of still images, including bounding 
volumes, spatial subdivision and ray coherence.  Jevans 
[22] presents an elegant method for accelerating ray 
traced animation using object space temporal coherence 
(called OSTC in this paper) to track the image areas that 
need to be updated for each frame.  The new pan and 
zoom algorithms developed in this paper allow camera 
view changes.  The new algorithms can be used separately 
or combined with other algorithms such as OSTC.   

2 PREVIOUS WORK 
 

Image-precision algorithms, such as ray tracing 
[1,5-8,11-13] have been the topic of much reseach for 
last several years. Figure 1 provides an example of a 
ray traced image rendered using our implementation. 
Spatial subdivision technuiques partition the scene 
into a grid of volumes called voxels and provide and 
reduce the rendering time for ray tracing. Some ex-

amples are: Glassner [8], Fujimoto [5], Semwal and 
Dauenhauer [13].   

 

 
 

Figure 1.  Example Ray Traced Image 

 
 Directional techniques [19] such as light buff-

ers, ray coherence, ray classification and proximity 
clouds make use of direction during the preprocess-
ing.  Temporal coherence is discussed in [4] and ob-
ject space temporal coherence in [9]. Coherence re-
fers to local similarity, or smooth, gradual change in 
space or time.  Chapman [4] presents an image space 
method similar to 2D morphing for accelerating ray 
traced animation using temporal coherence.  Mura-
kami [11] uses object space coherence with a static 
view to accelerate ray tracing by redrawing only the 
changed parts of the image.  The ray tree for each 
pixel is saved, along with additional intersection data.   

Permission to make digital or hard copies of all or part of 
this work for personal or classroom use is granted without 
fee provided that copies are not made or distributed for 
profit or commercial advantage and that copies bear this 
notice and the full citation on the first page. To copy other-
wise, or republish, to post on servers or to redistribute to 
lists, requires prior specific permission and/or a fee.  
Copyright UNION Agency – Science Press, Plzen, Czech 
Republic. 
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2.1 OBJECT SPACE TEMPORAL 
COHERENCE (OSTC) 
 

Jevans [8] describes a simpler object space 
method using spatial subdivision and temporal coher-
ence to accelerate animations with a static camera 
view.  The OSTC method handles object animation 
well, however, if a light is moved or changes color, 
only the image areas that are in shadow from both the 
old and new light location will not be retraced.  The 
shadow rays are kept in a separate bit set in each 
voxel to improve light animation performance.   
Briere [3] presents a more advanced approach that 
allows both color and geometry changes, but requires 
more complex data structures and algorithms.   
3 THE PANANIMATION (PANIMATION) 
ALGORITHM 
 

The obvious way to reuse previous frame data and 
accelerate pan is to shift the image and redraw only the 
newly exposed area. Typically, the new area scrolling 
into view is a small fraction of the image and only a 
few rows or columns of pixels need to be traced. To 
allow panning, pixels must cover an equal angle in both 
directions, implying a spherical projection with equal 
angle pixels in both azimuth and elevation. 

Similar projections are widely used for geographic 
world maps [12], and several were studied for this appli-
cation.  The Cylindrical Equirectangular projection (Fig-
ure 2) was selected as a suitable technique.  Using this 
cylindrical projection or a similar equal-angle method 
allows pan to be emulated by image shift, since each 
pixel represents an equal area of the viewing sphere cen-
tered at the observer.  As the eye recedes an infinite dis-
tance from the image plane, both the cylindrical and 
standard projections approach the same orthographic 
projection with parallel rays.  This indicates that the dif-
ference between the cylindrical and standard projections 
is indeed reduced by narrowing the view angle, which 
can be confirmed visually. 

 
 
4 THE RAY SAMPLE VIEWPORT 
(RSVP) ALGORITHM. 
 

The Panimation algorithm does not support ac-
celerated zoom, so we wanted to develop a better 
zoom algorithm to allow smooth zoom at any factor.  
A better approach for zooming out is to draw the new 
pixels around the edges of the image at the same 
resolution as the original image and resample the 
whole area down to a lower resolution for each 
frame.  We call this approachh the Ray Sample 
Viewport (RSVP) algorithm.   

Other useful effects are supported by the RSVP 
method.  Rotate, scale, shear and more unusual 
changes can be produced by simple 2D transforms.  
Any pattern of pixels in the camera frame buffer can 
be resampled into the viewport image.  This can ac-
celerate pan, zoom and other transforms within the 
frame buffer view area.   
5 IMPLEMENTATION 
 

We implemented three algorithms in this paper, 
the Jevans OSTC animation acceleration method [9], 
the new Panimation algorithm and the new RSVP 
algorithm.   

Integrating the OSTC and RSVP algorithms is 
simple.  Instead of ray tracing the OSTC updated 
image areas, they are erased to the null color.  When 
a viewport samples a null pixel, it is ray traced at that 
time. Since the tan function is used for the cylindrical 
projection, the arctan (or atan2) function can be used 
for the inverse transform, restoring the standard pro-
jection appearance.  This fixes a major problem with 
the Panimation algorithm.  Panimation provides fast 
large-scale pan but causes unwanted curvilinear dis-
tortion.  Adding RSVP provides fast small-scale pan, 
zoom and other effects.  The straight correction by 
our algorithm of the l checkerboard is shown in Fig-
ure 3. Java [2] was selected because of its OO fea-
tures, graphic libraries and portability. 

      
(a) Standard Projection 30° Angle b) Standard Projection 100° Angle c) Cylindrical Projection 30°  
Angle  d) Cylindrical Projection 100° Angle 

Figure 2.  Standard and Cylindrical Projections 
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6 RESULTS AND DISCUSSION 

The Test program generates a sequence of ani-
mation frame TGA files and provides Boolean flags 
to control animation and acceleration features.  The 
OSTC method uses 16x16 screen regions with 256 
bits in each bitset, the same as Jevans [9].  The scene 
contains a checkerboard ground plane, 12 polygons, 
19 spheres and 2 light sources.  A cylindrical camera 
is used with field of view 100 degrees. 

Our results show that panning 3.6 degrees per 
frame was accelerated using Panimation by about a 
factor of 10.  Zooming by a 2:1 ratio was accelerated 
using RSVP by about a factor of 10.  Animation of a 
small bouncing ball in this scene was accelerated 
using OSTC by about a factor of 2.  Simultaneous 
pan, zoom and animation caused complex view 
changes and was accelerated by about a factor of 2.  
These techniques can be used to accelerate pan, zoom 

and animation simultaneously.  These results are very 
encouraging and indicate that even greater perform-
ance can be achieved for slower pan and zoom or 
longer animation sequences. The resulting 100 frame 
animation sequences were converted to animated GIF 
files and are available for review.   

Figure 4 shows a test image where the black areas 
are rectangles erased to the null color by pan and object 
animation.  The narrow black strips at the top and right 
are caused by the camera panning slightly up and right, 
shifting the image down and left.  Only the black areas 
need to be ray traced, the majority of the image is reused 
from the previous frame, showing the potential for image 
space acceleration even with simultaneous pan and ob-
ject animation.  Figure 5 shows a camera image and two 
smaller viewport images extracted from the camera im-
age.  In the camera image, only the pixels sampled by 
the viewports were ray traced, the black areas are null 
pixels not traced.  

 

 
Figure 3: Corrected Cylindrical distortion (above) 
Figure 4.  Simultaneous Pan and Animation Image 
(right) 

 

 
 

  
a.) 640x480 camera image with sampled pixels. b.) 320x200 sampled zoom viewport c.) 320x200 zoom and rotate 
viewport 

Figure 5.  Camera and Viewport Images 
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7 FUTURE WORK 
This paper has focused on acceleration, but 

many other features could be added.  Realism could 
be improved by interpolating sampled pixel colors, 
antialiasing, distribution ray tracing and improved 
texture mapping.   It would be good to trigger auto-
pan and auto-zoom  events when a viewport hits a 
buffer edge or size limit.  Other view projections 
such as Fisheye projections [14] would be interest-
ing to implement.  
 

8 CONCLUSION 
       This paper has presented the history and theory 
of ray tracing and animation acceleration.  The 
static camera limitation of Jevans [9] and other ear-
lier work was noted and animage space view accel-
eration algorithm was developed to accelerate pan, 
zoom and other effects from a fixed viewpoint.  
Fast pan is performed using image shifting with an 
equal-angle view projection.  Fast zoom and other 
effects are performed using a sampling viewport 
and 2D transforms.    Implementation details, more 
comparisons and rendering results of our implemen-
tation are in [15]. 

A Java [2] ray tracer was implemented to test 
the new algorithms both for animation and interac-
tion.  An object space temporal coherence anima-
tion acceleration method based on the Jevans [9] 
technique was also implemented and integrated 
with the new algorithms.  The resulting system sup-
ports ray traced animation with acceleration for 
both object changes and camera field of view 
changes.  A generalized animation methodology 
was developed that could be extended to include 
reprojection, saved ray trees and other accelera-
tions.   

The timing results show performance gains of 
an order of magnitude for the new pan and zoom 
algorithms.  This work has been successful, person-
ally rewarding, and has many applications and pos-
sibilities for future work.  Possible uses include 
animation, interactive scene editing, virtual reality, 
video games, simulations, computer-aided design 
and 3D data visualization. 
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Faculty of Mathematics and Physics

Charles University, Prague
Malostranské nám. 25, 11800 Praha 1,

Czech Republic
martin@petricek.net

Josef Pelikán
Faculty of Mathematics and Physics

Charles University, Prague
Malostranské nám. 25, 11800 Praha 1,

Czech Republic
Josef.Pelikan@mff.cuni.cz

Martin Horák
Department of Radiology,
Bulovka Hospital, Prague

Budínova 2, 180 81 Praha 8 - Libeň
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ABSTRACT
Implementing duct tracking of bronchi and blood vessels in 3D medical data can significantly help in examining
these body structures and reduce time needed for correct diagnosis. Nature of the problem involved may require
some operator interaction when selecting duct branches of interest or correcting possible mistakes in duct path
segmentation. Noise, badly discernible duct walls, branching or extreme duct curvatures, that can be found in
computer tomography data, make the segmentation challenging. There are more ways to display segmented ducts,
as overlay over original data or unrolled to planar tube, allowing easier measurements of length, width or observa-
tion of tube anomalies.

Keywords: Image segmentation, visualization, 3D medical data, computer tomography.

1 INTRODUCTION
Examination of human body with computer tomogra-
phy or magnetic resonance allows to see inside a pa-
tient. Unlike X-ray imaging these measurements pro-
vide full 3D data, which requires specialized program
to view or visualize them.

In this paper we specialize on duct tracking. This
include ducts in respiratory system (trachea, bronchi),
blood vessels (veins, arteries) and possibly gastroin-
testinal tract.

First type are bronchi - tubular structures in respira-
tory system, usually filled with air, although they can
be relatively commonly blocked by various inhaled ob-
jects. Bronchi are probably easier for segmentation, as
they usually contain only air and are the simplest to seg-
ment.

Second type of ducts in human body are blood vessels
- veins and arteries. They are used to transport blood
in human body. Sometimes a contrast agent, such as
Ultravist, is applied to enhance the density of blood in
veins. This make them more contrast and thus more
visible, as we can see in example in Figure 2. In the
image without contrast agent the artery blends with sur-
rounding tissues of similar density. With contrast agent
applied, the artery is clearly visible. Quite common fea-
ture that can be found in blood vessels is thrombus. The

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.
Copyright UNION Agency – Science Press, Plzen, Czech Re-
public

Figure 1: Following ducts in CT data can be tedious.

thrombus has almost the same density as blood, so it is
generally visible only with help of contrast agent.

Third type is gastrointestinal tract (small and large
intestine). These are the hardest to segment. They can
contain liquid or solid content, or even pockets of gas,
which can make segmentation problematic, as they have
highly varying densities. Intestines have thin, badly vis-
ible walls, the curvature and circumference is varying
largely as the intestine continues through the body and
the intestines often touch themselves as they are folded
in the abdominal area. Example of slice showing part
of gastrointestinal tract can be seen in Figure 3
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Figure 2: Blood vessel (aorta) - left image is slice from
data without contrast agent, right image is from data
with contrast agent (Ultravist) applied

Figure 3: Image from gastrointestinal tract with visi-
ble pockets of gas, example of very hard segmentation
problem

2 PROBLEM DECOMPOSITION
We have analyzed the problem and decomposed it into
multiple consecutive steps.

Figure 4: Problem decomposition into separate steps

First optional step is preprocessing. It may improve
the segmentation and the resulting image if some filters
to reduce noise are used, as CT and MRI tend to be gen-
erally noisy. Three dimensional variant of Averaging
using a rotating mask [SHB93] with 3×3×3 masks in
5×5×5 area can be used, as it preserve edges. Its dis-
advantage is computational intensity, because for each
voxel, brightness dispersion σ2 needs to be computed
for each rotated mask. Median filtering is faster, for
3×3×3 mask by factor of 7.30, for 5×5×5 by factor
of 1.65. Disadvantage of median filtering can be round-

ing of sharp corners, but that might not be noticeable in
most anatomy images. Both noise-removing filters can
be run on series of slices as 2D filters, or extended to
fully 3D filter.

As the image is usually relatively much larger than
the area of interest, it is possible to reduce time needed
for preprocessing. Preprocessing can be run only on a
small area around the starting point and then on neigh-
bor areas, as the segmentation continues and tracks the
duct through the body. As result, the computationally
expensive filter will be run only on areas that are close
to the area of interest.

Second step is entering point of interest. Basically,
there are many ducts in human body and user must pick
some starting point inside the duct in which he is inter-
ested and direction in which to track it.

For some types of images and few specific cases, the
starting point can be recognized automatically and may
be offered as a preselection (like position of trachea on
image from chest area).

Third step is the segmentation. The hard part is find-
ing the duct walls. Once duct walls are identified,
finding the axis (centerline) and inside volume is quite
straightforward.

Segmentation and visualization will be discussed
with greater detail in next two chapters

Fourth step is visualization. There are more possi-
ble ways for showing resulting ducts. Either they can
be highlighted in 3D view of original data or they can
be unwinded and displayed separately. Unwinded duct
still remain a 3D image, though.

Fifth and the last step is correction. As ducts in body
often have branches, user have to pick one of the ways.
Also, there will be cases in which the segmentation was
incorrect and algorithm has left the duct. These should
be corrected. The algorithm should continue follow-
ing the proper duct after adjustment, basically running
again on part of the duct from third step with modified
parameters. This requires functions in visualization part
that enable user to specify the corrections.

Another possibility is to segment entire duct tree,
forking the segmentation at every duct split. Entire
bronchi system can be segmented and then displayed
or measured this way.

3 SEGMENTATION
Segmentation is still work in progress. Most promising
are Active Shape models, also called "snakes": [CT92],
[dBvGVN03], or its variant, Active Appearance Mod-
els [CET98]. There are many variations to these meth-
ods: [XP97], [CC93], [OBFG94], [Coh91].

They are contour models, attracted to image features,
such as edges. The contour is usually represented as a
spline curve and often there are imposed limits on the
deformation to ensure it maintain "reasonable" shape.
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Figure 5: Points on the curve are moved towards
strongest edge, proportional to its strength. The pro-
cess is repeated for each point until the curve con-
verges to approximate the object contour

In the algorithm, first the initial curve is placed in the
data - for tubes it will be initially a circle, or shape of
the tube from previous slice. Then, the algorithm step is
repeated, until the model converges. In each step, every
point is moved towards strongest nearby edge along the
normal of the contour in that point. This results in the
contour following the edge.

The model needs to be extended to 3D data and slices
that are generally not parallel to any major axis or to
other slices.

Another possible approach is not to use 2D de-
formable models on moving slices, but use instead a
3D deformable model (possibly trying to fit a cylinder
on the duct walls). Advantage of such approach is
having surface representation directly as the result and
we don’t have to deal with artifacts that can result from
extracting slices of arbitrary orientation from the data.
As edge detector is part of the method, we also have
to deal with data anisotropy. Very often the resolution
of the data is not uniform, the voxel size in z axis,
corresponding to the gap between image slices, is larger
than in x and y axes. This is usually is problematic for
many edge detectors. We may solve it by resampling
the data, modifying the edge detector, or we can use
edge detector that can work with anisotropic data, like
method proposed by Brejl and Sonka[BS00].

More methods [Lak00] will be examined before de-
ciding which one will be finally used.

For finding the first part of the duct, some other way
must be used, as we have no previous duct slice. The
position and direction may be somewhat inaccurate, as
the user probably won’t pinpoint exact center of the
duct and its precise direction. We can use a variant of
the method, where we allow tilting of the initial plane
and try to minimize length of the curve (assuming mini-
mal length is at the tube cross-section, this will compen-

Figure 6: Branching of aorta, with contrast agent ap-
plied. Left image show situation from above, right im-
age shows it from side

p0 = initial position
d0 = initial direction
d0 = correct orientation(p0,d0)
w0 = f ind duct walls(p0,d0)
p0 = duct center(w0)
for i = 1..length o f duct do

pi = pi−1 +di−1
di = di−1
wi = f ind duct walls(pi,di,wi−1)
pi = duct center(wi)
di = pi− pi−1

Array pi holds positions
Array di hold directions
Array wi holds walls slices

Algorithm 1: Pseudo-code of segmentation algorithm.
"find duct walls" is the main algorithm to segment the
walls, given the 2D slice specified by (p,d) and posi-
tion of duct walls in previous slice (except the first slice,
where the initial duct must be found some other way)

sate for inaccurate initial direction). After successful
segmentation, we can update the position to correspond
to the centerline of the duct found. Sometimes it is hard
to tell exactly what center is, but we use center of mass
calculated from the duct walls for this purpose.

Result of duct segmentation from Algorithm 1 will
be the centerline represented by series of points located
approximately 1 voxel apart. A duct direction vector is
defined in every such point. It is used as normal vector
of plane for extracting a slice from the data. On each of
these planes a border will be segmented, using informa-
tion from last plane, since the planes are close to each
other. As a result of one plane segmentation, centerline
position and direction will be updated for next step.

By approximating the curves from all slices as a poly-
gon and joining them it is possible to build polygonal
3D model of the duct. Alternatively, we can use B-
splines, NURBS or similar smooth surface representa-
tion to get nicer results.
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Figure 7: Example of one segmentation algorithm run,
as specified by Algorithm 1. The segmentation starts
on bottommost slice and moves upwards.

4 VISUALIZATION
There are two visualization modes, 3D mode and "duct
unwinding" mode. In 3D mode, the segmented ducts
will be highlighted in some way. Either by coloring
the ducts, or by modifying transparency - so the ducts
will be almost opaque, while the rest will be almost
completely transparent. Both approaches could be com-
bined. For the 3D mode, we will use part of MedV3D
framework designed to display volume data.

In the second mode, slices are created along the duct
center. Slices can be relatively small (width of the duct
and some small part of surrounding tissue), but number
of slices can be relatively large, if the duct is long. They
are still displayed as 3D data, but in more comprehen-
sible form.

Figure 8: Schematic of "Duct unwinding" mode: Duct in
original position is shown above, while corresponding
unwinded duct is shown below. Length of centerline
remain the same.

The deformation caused by unwinding will preserve
lengths in each of the slices created and also length of

the duct center will be preserved. Other lengths may be
more or less deformed by the transformation, greatest
deformation is in points farthest from centerline and in
duct segments with greatest curvature.

Also, in this mode, specifying the corrections should
be much easier than in ordinary 3D mode, as in case
of bad segmentation, the correct duct leaving the re-
sulting image can be easily spotted and corrected. See
Figure 8 for simplified 2D schematic of how this mode
will work. Once the duct is segmented, the data can be
measured (for example volume of duct between certain
points, its circumference, length, etc ...), as the voxel
size is calibrated and its dimensions are part of the in-
put data.

5 CONCLUSION AND FUTURE WORK
We have presented method for segmenting, measuring
and displaying ducts in medical 3D images using de-
formable models, dealing with problems like anisotropy
of the data, noise and irregularities in bodily ducts.
The described approach aim to reduce time needed for
proper patient diagnosis if bodily ducts are involved.
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ABSTRACT 

The use of new technologies for the ocean data acquisition produced a considerable increase of information. 
Thus, scientific visualization tools become essential to aid the oceanographers during the analysis and 
interpretation of ocean behavior. The main goal of this paper is to present the design and development of a set 
of tools for 3D visualization of simulated oceanic data, including a new approach for the selection of regions of 
interest using a curvilinear clipping tool. The implementation is based on a study about the tasks developed by 
the oceanographers of the Research Center of Petrobras. 
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1. INTRODUCTION 
The ocean is a 3D space that changes as the time 
passes and is inhabited by living beings of all scales 
(from micro-organisms to whales), being subject to a 
great variety of force functions, including seismic, 
thermodynamic, atmospheric, inertial and maritime 
[Ros89a]. The study of the ocean is important for the 
climatic and meteorological aspects. There are also 
great solid mineral deposits, as diamonds, and 
soluble minerals, as oil and gas, deep in the ocean. 

In the Physical Oceanography, many oceanographic 
parameters are involved, such as salinity, density, 
temperature, speeds of chains, pressure and pH. 
These data can be obtained through: simulation, 
where numerical models are processed to generate 
information about the evolution of the oceanic 
features as the time passes; or using data collection, 
where buoys and drills, and even satellites, catch real 
data from the ocean in definite intervals of time. 

Tools and techniques of scientific visualization are 
being used for the analysis of the oceanic data. 
Through the visualization, the scientists can observe 
the changes of the ocean and aid in the forecasts 
about its behavior. Visualization techniques are used 
for physical oceanic data taking into account the 
kind of data, since it can be scalar, vector or even 
tensor. Polito [Pol04a] says that we seldom need to 
describe oceanographic variables as tensors. The 
geometric disposal and the space-weather scale of 

the geophysical flow also simplify the treatment of 
tensors variable. Directions,surfaces and symmetries, 
due to the macroscopic treatment, reduce the number 
of interesting components of the tensors. Thus, the 
majority of the cases deal with vectors and scalars. 

With the intention of developing a scientific 
visualization tool, the Research Center of Petrobras 
(CENPES) was contacted. The oceanographers of 
CENPES had shown interest in contributing to the 
visualization techniques research for oceanographic 
data generated by simulation. The visualization of 
simulated data could help these professionals in the 
understanding of the ocean circulation, such as 
running and temperature, and of the licensing and 
ambient impact in the oil extraction. Moreover, these 
ambient data can be applied for the analysis of the 
oil spilling and sediments transport. 

The main goal of this paper is to present the design 
and development of a prototype that provides a set of 
tools for 3D visualization of simulated oceanic data, 
including a new approach for the selection of 
regions-of-interest (ROI) using a curvilinear clipping 
tool. All the implementation is based on a study 
about the tasks developed by the oceanographers of 
CENPES. As a case study to experiment the 
implemented tools, we have used a simulated data 
obtained at CENPES. 

The paper is organized as follows: Section 2 
introduce some visualization techniques. The 
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developed prototype is presented in Section 3. 
Section 4 describes the curvilinear clipping tool. 
Conclusions and future work are presented in 
Section 5. 

2. VISUALIZATION TECHNIQUES 
There are several 2D and 3D visualization 
techniques for scalar and vector ocean data. 
According to Head [Hea97a] 2D techniques are 
enough for a lot of tasks, revision and planning in 
data analysis. However, a better understanding of the 
dataset and a reduction of the analysis time can be 
obtained including 3D visualization techniques.  

A number of powerful techniques were already 
developed for the visualization of vector data. 
Techniques like Streamlines and Stream Tubes show 
the way that a particle follows in a fluid. Methods 
based on icons, like Hedgehogs [Gai02a], show the 
direction and the magnitude of a vector field in 
selected points. Methods as spot noise and line 
integral convolution (LIC) use texture to show the 
fluid direction on surfaces [Cro01a]. For scalar data, 
techniques as color mapping [Ebe06a] and 
isosurfaces are commonly used. 

3. PROTOTYPE DESCRIPTION 
Firstly we got in touch with the oceanographers of 
CENPES. Based in their work and necessities, we 
have made a research and developed a tool for the 
analysis of the oceanography data.  

The prototype developed in this work allows the 3D 
visualization of the ocean, with the possibility to 
load data files in the NetCDF format [Rew90a] 
generated by the Princeton Ocean Model (POM). 
The data, as well as system functionalities, are 
described in the next Sections. 

Oceanography Data 
The simulation generates a great quantity of 
information about the ocean, allowing to identify 
and diagnose problems and to learn more about its 
behavior. Data models implemented in some 
programming languages as Fortran or C, are used to 
do the simulation. After processing, the results are 
sent to output files, using an appropriate data format, 
for analysis and visualization. Several data formats 
are used to store the ocean data. The oceanography 
applications usually work with HDF [Nat06a], 
NetCDF [Rew90a], CDF [Cdf05a], among others. 

In this work we are using the data generated by the 
POM model, in the NetCDF format. These data, 
which had been supplied by CENPES, correspond to 
a ten days simulation done through Bacia de 
Campos, in Rio de Janeiro. Its size is 609 MB taking 

into account a volumetric grid. For 3D grid 
generation 630000 cells are used. 

POM is a sigma coordinated model where the 
vertical coordinate represents the depth of the water 
column. This coordinate system is an important 
attribute to deal with the existent topographical 
variability [Mel03a]. The coordinate sigma is 
defined in equation 1, where z represents the 
Cartesian coordinate and d represents the depth of 
the water column, with σ ranging from 0 to -1 (with 
21 sigma levels). As a result, the water column 
always has 21 levels, as illustrated in Figure 1, 
where η  is the surface elevation, h is the height of 

the water column and σ corresponds to the sigma 
level. 

σ  = z / d      (1) 

 
Figure 1. Sigma Coordinate system [Mel03a]. 

Implementation and Functionalities 
Our prototype was developed for Windows platform 
using C++ programming language and the 
Visualization ToolKit (VTK) version 5.0. A library 
developed by Unidata [Uni05a] was used to read the 
NetCDF data. The graphical user interface was 
implemented with the Microsoft Foundation Classes. 

Among the implemented functionalities, the 
application provides vector and scalar visualization 
techniques. Figure 2 shows an example of the 
temperature variable visualization using RGB color 
mapping. In this volume the temperature values are 
mapped in five ranges between 0 and 30 Celsius 
degrees, with a color corresponding to each 
temperature range. 

 
Figure 2. Temperature visualization. 
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For vector visualization we applied the Hedgehogs 
technique. In this case, the 3D arrows point to vector 
direction and its magnitude is represented through 
arrow size and color mapping. Figure 3 shows an 
example of the image generated by our prototype 
using the Hedgehogs technique. In this case, the 
speed magnitude is given by the length of the arrow 
and mapping of colors. The arrow is guided in 
agreement with the direction of the chains speed. 

Interaction methods present in the application make 
possible to obtain a better understanding of 
volumetric data. For example, it is possible to 
translate, rotate and to apply zoom in and zoom out 
in the volume. The user can also select a ROI 
through splines manipulation [Bar87a] (Section 4).  

Besides the volume visualization, our prototype also 
provides an animation tool. The simulated data are 
obtained in time steps that correspond to days of 
simulation. To analyze this temporary variation, we 
developed a technique to update the position and the 
state of each variable along the time. This can be 
done by reading the oceanic variable in all the time 
steps and applying the appropriate visualization 
technique for it. Thus, we provide a way to observe 
the changes in the variable behavior. 

 
Figure 3. Example of vector visualization for the 
chains speed of the total volume (b) and applying 

zoom (a). 

4. CURVILINEAR CLIPPING TOOL 
The developed clipping technique allows to select a 
3D ROI and to interact with the volume providing a 
better way to analyze the ocean in a 3D 
visualization. This clipping tool, as well as the other 
visualization tools, doesn’t depend on the NetCDF 
format. Since a 3D grid is created, any other format 
could be used if an appropriate reader is used to 
generate the 3D grid, where the clipping is done. 

The Curvilinear Clipping tool allows clipping the 
volume using splines. In order to facilitate ROI 
selection, several control points can be manipulated 
to specify the curve that will be used to clip. In the 
example presented in Figure 4, the spline is 
manipulated in a surface that corresponds to the xy 
plane. In this case, several control points of the 
segments of lines that compose the spline are 
manipulated by the user. After, the Kochanek 
interpolation [Koc84a] is used to specify the spline 
curve, allowing a better control of its shape. Figure 
4a shows a spline with 9 control points positioned 
over the visualized volume where the colors 
represent the temperature. 

 
Figure 4. (a) Spline position in the volume after its 

manipulation; (b) ROI selected with the spline 
specified in (a). 

After spline specification the sub-volume is 
generated, as shown in Figure 4b. The ROI is 
defined dragging the spline along the z axis, as if it 
was a knife. The implemented clipping algorithm 
selects the cells of the volume that collide with the 
spline and also the cells that are inside the selection 
area (along the z axis in the presented example). 

The identification of the cells that collide with the 
defined points of the splines is a little complex. One 
of the alternatives that was implemented, is to seek 
in all cells and verify which one contains the 
searched for point p. For this, cell interpolation 
functions are resolved for the parametric 
coordinates. If these coordinates are inside the cell, 
then p is in the cell. To guarantee a better 
performance, data structures that support spatial 
search must be used (e.g. octrees and Kd-trees). 

Thus, using the spatial search in octrees available in 
VTK, and then obtaining all the cells that collide 
with the splines, it is necessary to acquire the other 
cells that are part of the selection. The grid cells 
identifiers are increasing ordered from left to right, 
from bottom to top, and are attributed during the 
grid structure creation as natural numbers(Figure 5).  

To do the clipping, the ends of the spline should be 
positioned in the left or right border of the surface, 
as indicated in Figure 4a. Initially, the identifiers of 
the surface cells that collide with the spline are 
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obtained, storing them in a list. This algorithm is 
executed until all cell identifiers of this list are read.   

The clipping algorithm works in the following way: 
1. Read a value of the cells list. 
2. Taking into account the cell identifier from the 

list, firstly test if the cell right bellow (column) 
is part of the border and if it is smaller than the 
largest identifier value of the list. In a positive 
case, this identifier is part of the clipping. A 
new identifier is read from list (step 1). 
Otherwise, follows the step 3. 

3. Starting from the cell identifier of the list, test 
if the cell right bellow (column) is part of the 
list, or if the neighbor of this cell right below 
(left neighbor in the case of the left border or 
right neighbor in the case of the right border) is 
part of the list. In case it is false, this cell is 
part of the clipping, if the value is bigger than 
the smallest value of the clipping list. A new 
value of the list is read (step 1). 

 

 

 

 

 

 

 

Figure 5. Cells identifiers of the structured model. 

Obtaining the cells that are part of the clipping 
surface, the sub-volume is generated, using the other 
cells of the volume that are in reason of depth in z. 
With the clipping, it is possible to analyze the 
oceanic information through interaction techniques 
and animation. 

5. CONCLUSIONS AND FUTURE 
WORK  
The curvilinear clipping tool allows selecting 
volume regions in a more accurate way through the 
manipulation of splines to generate the clipping 
curve. The developed prototype introduces a new 
approach to select a 3D ROI, provides an animation 
tool and an interactive scalar and vector field 
visualization for NetCDF data, very common in such 
kind of tools. All the tools were developed in order 
to support the work of the CENPES oceanographers. 
Now we are interested in the evaluation of the 
developed tools through the elaboration and 
application of tests with users. Our next topics of 
investigation are: development of new visualization 
techniques, as isosurface and streamlines, and new 
readers to other data files format. 
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ABSTRACT 
The new software application “ArtMathGraph” (AMG) is developed for constructing a visual representation of 
predetermined complicated geometrical forms as visual models of realistic objects, including objects of Nature. 
This application is based on the methods of Analytical Geometry and Computer Graphics only. 
The AMG application includes two basic methodical parts: 1 - the analytical modeling and computer 
visualization of multiple different sets of new mathematical transformed surfaces as components for a 
consequential computer superposition of these surfaces; 2 - interactive visual modeling of predetermined 
geometrical forms by using the computer superposition of constructed mathematical transformed surfaces.                             
By experience, consecutive use of all means of the AMG application allows obtaining various compositions of 
visual images of realistic objects (Figures 1, 2). 

      
                       Figure 1                                                            Figure 2 

Keywords 
Computer graphics, analytical modeling, visualization. 

 

1.    INTRODUCTION 
The problems in constructing visual models of 
realistic objects, including objects of Nature, can be 
solved by the means of computer compositions of 
mathematically transformed classical surfaces. This 
solution is implemented in the new software 
application “ArtMathGraph” (AMG). The AMG 
application is developed as a computer mean for 
constructing visual images of complicated 
geometrical forms as models of realistic objects. 

Permission to make digital or hard copies of all or part of 
this work for personal or classroom use is granted without 
fee provided that copies are not made or distributed for 
profit or commercial advantage and that copies bear this 
notice and the full citation on the first page. To copy 
otherwise, or republish, to post on servers or to redistribute 
to lists, requires prior specific permission and/or a fee.  
Copyright UNION Agency – Science Press, Plzen, Czech 
Republic. 

Poster paper proceedings 29 ISBN 978-80-86943-99-2



The AMG application includes: 
1) basic set of initial well-known classical curves 

and surfaces; 
2) some groups of mathematical transformations; 
3) means for computer construction and 

visualization of the mathematical transformed 
surfaces; 

4) means for interactive visual mathematical 
modeling of predetermined complicated 
geometrical forms as visual models of realistic 
objects; 

5) means for obtaining various compositions of 
visual images of realistic objects. 

2.     ANALYTICAL MODELING AND 
COMPUTER VISUALIZATION OF 
MATHEMATICAL TRANSFORMED 
CLASSICAL SURFACES 
The mathematical transformed surfaces are a result 
of applying the mathematical transformations to the 
analytical representations of initial well-known 
classical surfaces such as plane, cone, cylinder, 
sphere, ellipsoid, etc.  
It is obvious that it is possible to construct multiple 
different sets of new mathematical transformed 
surfaces by combining the available values of 
variable parameters in the equations of Initial Curves 
(or Initial Surfaces) and/or of mathematical 
transformations. The analytical statement and 
software application for constructing and computer 
visualizing a large number of new mathematical 
transformed surfaces was developed previously 
based on conical transformations of torses as 
examples of Initial Surfaces [1-4]. It should be noted 
that the surfaces obtained using this software 
application are displayed on a screen in a ‘frame’ or 
‘solid’ style [3]. Surfaces in the “solid” style are 
displayed in a user-selected color using variable 
color brightness to create a 3D effect. As example, 
the “frame” and the “solid” styles in the AMG 
application are shown in the Figures 3, 4. 

      
                 Figure 3                           Figure 4  

2.1. Analytical Representation of Initial 
Surfaces 
Analytically the Initial Surfaces are represented by 
parametric equations: 

);,( vuxx =    );,( vuyy =    . ),( vuzz =
The Initial Surface equations are described in 
common form with use of their typical parameters. 
The selection of values for these parameters is 
available to the user and allows performing some 
deformations of the surfaces. On the whole, it is 
extension and compression. 
The more significant surface modifications are 
achieved with the use of special transformations. 
There are two groups of mathematical 
transformations (the group “Before” and the group 
“After”) differed in their impact on the analytical 
representation of surfaces.  

2.2. Mathematical Transformation Groups 
“Before” and “After” 
The mathematical transformation group “Before” is 
used for equations of surfaces on the level of 
arguments-parameters u and v; in essence, they 
change the analytical representation of surfaces. 
With the help of these mathematical transformations 
the smooth surfaces can be performed cut, wavy, or 
lobulated. Actually, transformations of the group 
“Before” extend a basis set of Initial Surfaces. It is 
possible, for example, to derive a pyramid or prism 
by using cutting for a cone or cylinder accordingly. 
Mathematical transformations of the group “After” 
are performed for the values x, y, z calculated by 
proceeding from parametrical equations subject to 
transformations of the group “Before”. The group 
“After” contains mathematical transformations of the 
surfaces twisting about axis oz (which is usually the 
axis of rotation for surfaces of rotation) and bending 
along the arc of a circle in different directions. 

2.3. Mathematical Transformed Cone and 
Cylinder Surfaces (Analytical Representation 
and Computer Visualization) 
For methodical example, the result from some 
mathematical transformations of Cone or Cylinder 
Surfaces as initial surfaces is shown in the Figures   
5-16. 

  
   Fig. 5     Fig. 6     Fig. 7     Fig. 8     Fig. 9    Fig. 10       

 
 Fig. 11   Fig. 12   Fig. 13    Fig. 14   Fig. 15   Fig. 16 
There are parametric equations of the Initial Cone 
and Cylinder Surfaces (Figures 5 and 11) and the 
Transformed Cone Surfaces (Figures 6-10) as results 
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of applying the mathematical transformations of 
groups “Before” and “After” to the Initial Cone 
Surface cited below. (The parametric equations of 
Transformed Cylinder Surfaces and Transformed 
Cone Surfaces are analogous.) 
Initial Cone Surface (Fig. 7):  

;cosuavx =  
;sin uavy =                                                                       

vz = ;     (1) 
,20 π≤< u  .   hv ≤≤0

 Initial Cylinder Surface (Fig. 13):  
;cos uax =  
;sin uay =  

vz =   ;    (2) 
,20 π≤≤ u hv ≤≤0 . 

Transformed Cone Surfaces (Fig. 8-12): 
1. Cutting (Fig. 8) – group “Before” 
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,20 π≤≤ u         . hv ≤≤0
k –quantity of sides. 
2. Sinus-waviness (Fig. 9) – group “Before” 

;cos)sin1( ukudavx +=   

;sin)sin1( ukudavy +=   

vz = ;     (4) 

,20 π≤< u  , hv ≤≤0

k –quantity of waves, d –height of a wave. 
3. Quasi-epicycloidal lobularity with twisting along 

axis oz (Fig. 10) – group (“Before” + “After”)  
;sincos zyzxX ωω +=      
;cossin zyzxY ωω +−=       

zZ = ,    (5) 
ω  – determines direction and degree of twisting, 
x, y, z are calculated according to the equations of 
quasi-epicycloidal lobularity – group “Before” 

));)1cos((cos)1(( ukukavx +−+=  
));)1sin((sin)1(( ukukavy +−+=     

vz = ;    (6) 
,20 π≤< u  hv ≤≤0 , 

k –quantity of lobes. 
4. Thickening (Fig. 11) – group “After” 

;
)(1 2

cvvp
xX
−+

=   

;
)(1 2

cvvp
yY
−+

=    

zZ = ,   (7) 
x, y, z are calculated according to the equations (1), 
p – determines degree of thickening, 
vc – determines position of thickening along axis oz. 
5. Bending along axis oy (Fig. 12) – group “After” 

;cos)(
q
zxqqX −−=        

;yY =             

q
zxqZ sin)( −= ,  (8) 

x, y, z are calculated according to the equations (1), 
q - determines direction and degree of bending. 

3. MEANS OF INTERACTIVE VISUAL 
MATHEMATICAL MODELING OF 
PREDETERMINED COMPLICATED 
GEOMETRICAL FORMS 
The AMG application includes the means of 
interactive visual mathematical modeling of 
predetermined complicated geometrical forms. It 
allows the user, guided by a screen view, creating 
visual images, adjusting parameters, as well as 
deriving realistic three-dimensional images. During 
the process of interactive visual mathematical 
modeling the user can change object’s location and 
color, background color, and direction of light. 
Consecutive mathematical transformations of the 
Initial Surfaces and computer superposition of the 
constructed transformed surfaces allows obtaining 
visual images of Complicated Geometrical Forms as 
models of various realistic objects (Fig. 1, 2, 17-19). 

     
Figure 17 Figure 18 Figure 19 
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4. MEANS OF OBTAINING ARTISTIC 
COMPOSITIONS OF VISUAL IMAGES  
The following operations are implemented in the 
AMG application for obtaining artistic compositions:  
• constructing visual images of individual 

geometrical forms as models of  realistic objects; 
• combining individual images into a composition 

of derivable visual images;  
• arranging each individual image and a 

composition of individual images in the space 
with its 3D-representation on the screen; 

• choosing color for individual images; 
• choosing direction of light and constructing 

corresponding distribution of light and shade;  
• considering perspective as a system of 

representation of visual images on the screen. 
Several “Mathematical Pictures” are shown in the 
Figures 1, 2, 17-22 as some illustrations of the AMG 
application possibilities. 

 
Figure 20 

 
Figure 21 

 
Figure 22 

By experience, consecutive use of all means of the 
AMG application allows obtaining various artistic 
compositions of visual images of realistic objects by 
the methods of computer superposition of the 
mathematical transformed classical surfaces. 
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ABSTRACT 

Goldfish scooping is one of the traditional Japanese play. In general, people scoop goldfish in a shallow water 
tank using a fragile water-thin dipper. In this paper, we describe virtual goldfish scooping system using haptic 
device and stereoscopic display. 

Keywords 
Virtual reality, Haptic device, Stereoscopy, CG 

1. Introduction 
A virtual reality technology has been in the spotlight, 
because the capability for processing three-
dimensional CG has been increasing in recent years. 
Many studies in which traditional Japanese culture is 
realized in a virtual environment have been proposed 
[Ter01a], [Oka01a]. We took notice of goldfish 
scooping. It is one of the traditional amusement in 
summer festival. We have developed virtual goldfish 
scooping system to evaluate the difference between 
real goldfish scooping and virtual goldfish scooping. 
The sense of touch and real time display are very 
important to achieve virtual goldfish scooping system. 
A haptic device is used to get the sense of touch. We 
use a stereoscopic display to represent three 
dimensional objects such as goldfishes. In addition, 
we achieve natural motion of goldfishes by using the 
method of crowd animation [Kay01a]. 

2. Virtual goldfish Scooping 
2.1 System configuration 
The system consists of three hardware components, 

a three dimensional input device 
PHANTOM[Sen01a] made by SensAble 
Technologies, a Intel Xeon 2.4GHz×2, and a 

17inches stereoscopic display. Figure 1 shows our 
system. 

 
Figure 1: Setup of virtual goldfish scooping 

 

2.2 Motion of goldfish 
Each goldfish object has a circle area called personal 
space to avoid other fishes or obstructions when they 
approach. The position of a goldfish is  the center 
point of its personal space as shown in Figure 2.  

 

r Goldfish 

Personal space area 

 
Figure 2: Personal space 

A goldfish avoids other fishes or obstructions using 
an avoidance vector as shown in Figure 3 when they   
break into its personal space area . First, goldfish ‘A 
‘checks whether other fishes exist inside of the   
personal space of   ‘A’ or not. Fish ‘B’ is an invader 

Permission to make digital or hard copies of all or part of 
this work for personal or classroom use is granted without 
fee provided that copies are not made or distributed for 
profit or commercial advantage and that copies bear this 
notice and the full citation on the first page. To copy 
otherwise, or republish, to post on servers or to redistribute 
to lists, requires prior specific permission and/or a fee.  
Copyright UNION Agency – Science Press, Plzen, Czech 
Republic. 
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in Figure 3. Next, we calculate affect vector VB that 
‘B’ has influence on ‘A’. The direction of affect 
vector VB is perpendicular to VA which is a velocity 
of gold fish  ‘A’ when ‘B’ exists on the right side of 
‘A’ shown in Figure 3(a). The length of VB is given 
by equation (1). As the distance between ‘A’ and ‘B’ 
becomes short, the magnitude of VB   grows large. As 
a result, ‘B’ has big influence on the way of ‘A’. 

( )( )r/1 ABAB VVV −=  (1) 

VAB : Vector from  position ‘A’ to ‘B’ 
r:Radius of personal space 

Composite vector VA’ is calculated shown in Figure 
3(b). Fish ‘A’ turns in the direction of VA’.  

A 

VAB 

VA 

VB 

B 

C 

 

A 

VA 

VB 

AV ′  
B

(a) (b) 
Figure 3: Generation of avoidance vector 

 

This process is also applied in the case that  a fragile 
water-thin dipper invades the inside of  the personal 
space area. 

When fish ‘A’ gets close to a wall of the tank , affect 
vector VW perpendicular to the wall is generated as 
shown in Figure 4(a). The length of VW is given by 
equation (2). 

( )( )rdist /1AW −= VV  (2) 

dist : Distance between fish ‘A’ and the 
wall 

 

Avoidance vector VA’ is calculated shown in Figure 
4(b). 

 

A 

VA 
VW 

Wall 

 

 

A 

VA 

VW 

Wall

AV′  

(a) (b) 
Figure 4: Affect vector VW from the wall 

  

2.3 Thin dipper  
The thin dipper breaks easily because it is made of 
thin paper. We achieve this process that the paper of 
thin dipper breaks using the following two factors. 

1) The damage that thin dipper sustains under the 
water. 

2) The damage that thin dipper sustains when 
goldfish is caught. 

The thin dipper has the power of endurance and the 
power reduces according to these damages. The   
paper of the dipper breaks when its power runs out. 

2.3.1 The damage that thin dipper sustains 
under the water 
The damage DW under the water is given by equation 
(3) 

 

( )NSW VV ⋅= wsD  (3) 

where VS is a velocity  of the dipper and VN is 
normal vector of the dipper shown in Figure 5. sw is a 
damage coefficient under the water. 
     

 
Figure 5: Relation between VS and  VN 

 

2.3.2 The damage in catching goldfish 
The damage depends on the position on the dipper 
where goldfish is caught by. The damage is biggest 
when the fish is caught on the center of the dipper. 

 The damage DS is given by equation (4) 

))/(1(S rs lenD k −=  (4)
Where sk  is a damage coefficient in catching 
goldfish and r is the radius of the dipper. len is the 
length between the center of the dipper and the 
position of the caught fish shown in Figure 6. 

VS

VN

Dipper
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     Figure 6: Position of goldfish on the dipper 

 

2.4 Sense of touch 
We have achieved the following the touch of sense. 

1) Water resistance  

2) Sense of touch when a goldfish is caught  

2.4.1  Water resistance 

Water resistance is caused when we move the dipper 
under the water. Water resistance F[N] is given by 
equation (5) 

S
NS

NS V
VV

VV
F ⎟⎟

⎠

⎞
⎜⎜
⎝

⎛ ⋅
= k  (5)

  
where k is water resistance coefficient and is set to 
0.3 in this experiment. SV  is the opposite vector of 
velocity of dipper. Water resistance depends on an 
inclination of the dipper under the water.  

2.4.2 Sense of touch when goldfish is caught  
The caught goldfish jumps up and down on the 
dipper. The arm of PHNTOM vibrates up and down 
to achieve the feeling of jumping fish. The force Fy is 
given by equation (6) 

)sin( xtay ×=F  (6)

 

where a is amplitude of vibration and x is the number 
of vibration. t is the elapsed time after a fish is caught.  
The value of a and x depend on the size of a goldfish. 
The amplitude of vibration is in   proportion to the 
size of a goldfish and the number of vibration is in 
inverse proportion to it. 

2.5  Animation  of goldfish 
Sight information is important to improve reality of 
the motion.  A goldfish swims while bending the 
body. In order to realize animation of goldfish, the 

system displays five images shown in Figure 7 from 
the left to the right in turn. 

 
 

 Figure 7: Five images to animate goldfish 

 

2.6  Execution of the system 
Figure 8 shows an example of CG image on the 
screen. The portion of paper is broken because of the 
damage from water. 

 

Figure 8: Screen image of the system  
(without stereoscopy) 

 

3. Experimental results 
We experimented on a subjective judgment to verify 
the following 6 items of the system and evaluated 
these items by five grades (5: excellent,….,1: poor). 
In the subjective judgment, total average score for 13 
test subjects was 4.3.  

Evaluation items and the average score are as 
follows; 

1) Motion of goldfish: 4.7 

2) Handling feeling of  the dipper under the water: 
4.4 

3) Sense of touch when goldfish is caught: 4.1 

4) Realty of breaking paper dipper: 3.5 

5) CG image quality by stereoscopic display: 4.3 

6) Performance  of real-time: 4.8 

 
Generally, each score is high. However, the score in 
item 4) is slightly low. Several test subjects reported 
that they could not recognize when the paper of the 

len 

Dipper 

Goldfish 

r 

t
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dipper tore. Figure 9 shows the state of the 
experiment. 

 
Figure 9: Experimental picture 

4. Conclusions and future work 
We proposed virtual goldfish scooping system using   
haptic device and stereoscopic display. Experimental 
results show that proposed system is same as the real 
goldfish scooping as for the sense of touch and 
reality of the goldfish. The score of item 4) is lower 
than the total score. We intend to improve the 
process of breaking paper dipper. We are also 
working on the improvement in representation of thin 
paper of dipper to imitate to real dipper. 
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ABSTRACT 
This paper presents design patterns that will help in the task of parallelizing graphical real time algorithms, 
according to the example of a visual real time 3D reconstruction algorithm. These algorithms can often be 
designed as a dataflow graph, so they can be coarsely granular parallelized in a pipeline pattern. With these 
patterns, the design process of the parallelization is detached from the design of the graphical algorithm. The 
advantages and drawbacks of these patterns are discussed with regard to speed, but also to handling and error-
proneness and the demanded robustness of real time applications, due to the varying workload of the different 
steps or data loss or obsoleteness during processing. 

Keywords 
parallelization, real time application, software architecture. 

 

1.  INTRODUCTION 
Decent workstations are often based on SMP systems 
and recently even multicore processors are becoming 
affordable. One great advantage of these UMA 
designs is the low cost of communicating complex 
data structures (i.e. 3D meshes) between threads. 
Many graphical algorithms can be designed as  
processing pipelines similar to dataflow oriented 
processors and thus be parallelized coarsely granular, 
in order to get a faster response and/or higher output 
frequency of results. The pipeline approach results 
mostly (but not exclusivly) in the latter. 

The danger of such an attempt arises from the 
indeterministic process flow. Deadlocks, random 
data order, changing or deletion of data in use by 
other elements must be considered. Finding the 
resulting errors is hard and time consuming. The use 
of the presented design patterns will help to 
minimize these dangers, that occur from parallelizing 
an algorithm by giving each thread a clearly defined 
area of responsibility.  

2.  MOTIVATION 
The pipeline parallelization patterns resulted from 
the parallelization of our reconstruction algorithm. It 
is based on the works of [Lau94] and [Fau03]. 
[Lau94] introduced the concept of a visual hull and, 
based on this, [Fau03] developed his automatic 
reconstruction process of real objects with a camera 
on a robot arm that uses a new variant of  the volume 
intersection approach. Due to the high performance 
of this algorithm, we try to use it for markerless VR 
immersion in a real time environment. The adaptive 
background model for registering the silhouettes is 
described in [Thu05]. The real time vertex reduction 
process of this project  is described in [Piz06]. A 
rival approach [Fra04] is however based on Bulk 
Synchronous Programming Scheme by [Val90] 

3.  BASIC PIPELINE DESIGNS 
The design of a pipeline has to consider four 
different aspects: the arrangement of the processed 
data, the communication channels between the 
pipeline steps, the connection topology and the 
controlling of the working threads.  Permission to make digital or hard copies of all or part of 

this work for personal or classroom use is granted without 
fee provided that copies are not made or distributed for 
profit or commercial advantage and that copies bear this 
notice and the full citation on the first page. To copy 
otherwise, or republish, to post on servers or to redistribute 
to lists, requires prior specific permission and/or a fee.  
Copyright UNION Agency – Science Press, Plzen, Czech 
Republic. 

The basic patterns presented in this chapter were 
inspired by [Joh04], who gives an overview of the 
first achievements in the nowadays disregarded 
dataflow processors that led to the visual dataflow 
programming 'languages' or tools and describes 
similar problems occurring during the design of a 
dataflow processor or a dataflow oriented software. 
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Another fundamental book is [Gam95], a handbook 
on patterns for object oriented software design. 
These patterns turn out to be helpful for organizing 
thread responsibilities as well. 
The different patterns for each aspect generally 
describe a trade-off between flexibility, performance, 
parallel distribution and error proneness. 

Connection Topology 
Contrary to a normal dataflow graph, it is a more 
flexible approach to let each step decide for itself 
which type of data it will accept and send its results 
indifferently to its successors. The connection 
topology defines in which succeeding steps the data 
has to be buffered.  

Figure 1: Different pipeline arrangements: a) 
typical data flow graph. b) assembly line 
arrangement. c) dataflow arrangement. 

As shown in Figure 1, the assembly line arrangement 
is a strictly pipeline approach. As the data pass 
through each step of the pipeline, it has to be 
buffered in each of them. Unneeded data is 
forwarded unprocessed to its successor. In the 
dataflow arrangement, the different steps pick and 
buffer only their demanded data out of the data 
stream. The results are sent into the dataflow. 

Data Arrangements 

Figure 2: Different handling of the data pieces: as 
one complete set in the workpiece arrangement a), 

or free floating single data chunks b).

As shown in Fugure 2, in the workpiece arrangement 
all data is packed into one container, so that each 
pipeline step works on a complete data set. This 
arrangement might not exploit the entire potential of 
parallelization, but handling and overviewing is easy. 

In the free data flow arrangement, the different types 
of data are sent independently through the pipeline. 
The pipeline steps could start working on the first 
incoming data part but have to take care to gather all 
their required data. At a first glance, this distribution 

might be a good idea but the effort to pick and gather 
all the needed data might sap all performance gain.  

Communication  Arrangements 
First, the event that triggers a communication 
between the pipeline steps has to be defined. In the 
data driven concept, the steps of the pipeline become 
active and produce results on incoming data. In the 
demand driven concept, a step reacts on a request for 
its result. Whereas the first is the most used concept 
for data processing tasks, the latter is useful for 
interactive tasks. 

The possibilities to layout the communication 
channel between the pipeline steps differ as well. The 
most simple way is the newest-buffered 
communication, where only the latest data is present 
in the channel and older data is lost. Different buffers 
for  each type of data have to be established. This is 
usually the choice for visual real time applications.   

Another communication arrangement is the 
synchronous communication. The channel is locked 
for new input until the old data is picked up by the 
succeeding step. This data arrangement assures that 
there is no data loss, but it could slow down the 
pipeline, or even reserialize the parallelization.  

The last arrangement is the buffering-all construct. 
The sent data is parked into a buffer structure until 
the receiving step picks up the data for processing. 
Although different buffer techniques are concernable 
(e.g. stack, tree), in most cases a FIFO queue will be 
adequate. This arrangement accommodates the 
possibly fluctuating processing workload of the 
different pipeline steps. The data will not be lost and 
the pipeline steps do not block each other.  

Thread control 
active waiting conditional waiting 

DO 
  IF data is waiting 
    do work 
    reduce sleeptime 
 ELSE 
    increase sleeptime 
    sleep(sleeptime) 
UNTIL should end 

DO 
  wait for data 
  do work 
UNTIL should end 

Table 1: The working loops of an active or 
conditional waiting thread. 

A simple pseudocode illustration of the two different 
thread loop designs is shown in Table 1. The active 
waiting thread repeatedly checks in its processing 
loop wether there is any data waiting to be processed. 
The thread could be put into a temporary dormant 
state to reduce unnecessary processing cycles. The 
sleeping time can increase with every unnecessary 
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check. The conditional waiting thread is initially in a 
waiting state and only activated if needed. 

The advantage of the conditional waiting thread is 
that processor time is only used when there is 
effective work  to  do, and the thread is immediately 
reacting. On the other hand the active waiting thread 
is independent from the overall arrangement. All 
possible circumstances are local in the 
responsibilities of this certain thread, so the danger 
of deadlocks and race conditions is minimized. It is 
suitable for slow reacting tasks, such as user 
interface (e.g. rendering 24 times per second). 

4. APPLIED MULTITHREADED 
PIPELINE DESIGN 
Our reconstruction environment has typical real time 
conditions and requirements. There are different data 
types to be processed and each set of them is related 
to one point in time. A crucial challenge is that data 
parts may be missing or be obsolete due to newer 
data sets. Additionally, the different steps of the 
reconstruction process should be able to be 
dynamically activated during experimentation. 
Data Container 
Different types of data are encapsulated in a 
container object that holds, among other 
administrative data, a flag to mark if it is the last data 
piece with the given attributes. Usually the creating 
object is responsible for cleaning up its constructed 
data in order to avoid memory leaks during 
execution. To prevent complexity and bottlenecks as 
well as memory leaks and colliding access, we hold a 
strict policy: a data container and its data is accessed 
and in the responsibility of only one object in the 
pipeline at a time.  

Managing the Waiting Queues 
As data of different timestamps and types arrives at a 
pipeline step, a number of waiting queues must be 
handled for each communication channel between 
the steps. Thereby one exclusivly accessed queue 
collects the data of a specific timestamp. It is marked 
to be full if it received a container with a “last-one 
mark” for every expected data type. The queue is 
marked to be done if for every expected data type a 
container with the “last-one mark” was given out. 
The different queues are managed by a factory 
construct (see Figure 3). This construct was not 
chosen for the typical reasons as described in 
[Gam95], but to create a central object to keep track 
of the access on its queues, similar to an inverse 
semaphore. So the access to a queue is monitored by 
a check in/ check out mechanism. This allows 
parallel access to different waiting queues. The 
competing access to one queue is managed by itself. 
Returned queues that are done and not checked out 

by other threads will be deleted. Queues that are 
older than this queue can be marked as being done, 
too. This eliminates obsolete or uncomplete queues. 

 
Figure 3: The queue factory for managing the 
different waiting queues for each timestamp. 

One interesting aspect is the strategy how to 
determine a new queue for the receiving pipeline step 
after it has finished one (the next marked queue in  
Figure 3).  
The different strategies of handling the queues 
resemble different aspects of the newest-buffered and  
buffering-all FIFO arrangements used here on 
complete data sets. A  synchronous arrangement 
would be contradictory to the concept of a queue to 
uncouple sending and receiving steps. As data can be 
lost, and the pipeline step might wait unnecessary in 
a queue, it is possible to only switch to full queues. A 
compromise to reduce the waiting time may be to 
give priority to full queues and start processing non-
full ones if no full one is present. Older queues are 
discarded and newer, but non-full queues are kept to 
be filled in the future.  
In the experiments, it is well tried to keep track of the 
waiting full queues. Reaching a given threshold 
indicates that the receiving pipeline step is waiting 
for data that will never come, or is getting not 
enough processor time for its task. In the first case, 
the step has to discard its work on this timestamp. In 
the latter case, the preceeding steps have to be 
slowed down similar to the synchronous 
communication arrangement. 

Pipeline Steps 
The functional code of the pipeline step is 
encapsulated in different agents (similiar to the 
visitor pattern described in [Gam95]) to allow quick 
allocation of processing steps to a working thread 
during experimentation. As can be seen in Figure 4, 
each step consists of a queue management factory for 
the incoming data, one or more agents to process the 
data and a thread running through all of them. A 
filter might be added in front of the queue 
management factory to send the unprocessed data 
types to the succeeding steps immediately. This filter 
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transforms an assembly line arrangement into a 
dataflow arrangement. 

 
Figure 4: The pipeline step. It capsulates its 

incoming communication channel, its functional 
entities (agents) and the working thread. 

Special Pipeline Steps 
The gatherer is a pipeline step to manage incoming 
data of several preceeding sending steps and set the 
“last-one” mark on the last container of all sending 
predecessors. The distributor has to copy the 
incoming data for several succeeding receiving steps.  
This functionality can be implemented in a standard 
pipeline step but, as not every step has several 
predecessors or successors, there is no need for this 
costly administration effort. 

5.  THE IDLE LOAD EFFECT 
At a first glance, a dataflow arrangement with one of 
the newest strategies seems to distribute the work 
best among the pipeline steps, while minimizing 
administrative work.  

timestamp R+G > Y G+R > C Y+C > W 

1 
2 
3 
4 
5 
6 

abort (no R)  
success 
abort (no R) 
success 
abort (no R) 
success 

- 
abort (no B) 
abort (no G) 
abort (no B) 
- 
success 

- 
abort (no C)
- 
abort (no C)
- 
success 

Table 2: Example of the idle load effect. The data 
flow arrangement has to abort a lot of started 

processing work due to missing data. 

In the following example there is a dataflow 
arranged pipeline with newest strategy (see Table 2) 
in competition with a assembly line pipeline with 
newest-full strategy (see Table 3). There are three 
data sources sending data types: Red, Green, and 
Blue. The unreliable Red and Blue data sources shall 
send their data every 2nd, respectively 3rd 
timestamp. The three-step pipeline processes Red, 
Green and Blue data to the desired White data type. 
As can be seen easily, it can provide White data only 

in every 6th timestamp. But here the assembly line 
arrangement waits in the first step for a full queue up 
to the 6th timestamp, thus filtering out incomplete 
data sets.  The supposed faster first arrangement 
keeps the system busy with ten futile proccessing 
cycles. As part of the data might be lost due to 
hardware or algorithmic issues or by the newest 
strategies, the data loss and futile processing work 
increase.  

timestamp R+G > Y G+R > C Y+C > W 

1 
2 
3 
4 
5 
6 

discard 
discard 
discard 
discard 
discard 
success 

- 
- 
- 
- 
- 
success 

- 
- 
- 
- 
- 
success 

Table 3: Example of the idle load effect. The 
assembly line arrangement also has to wait for a 
complete data set, but does not waste processor 

time in the meantime. 
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ABSTRACT  

A method to control motions of complex 3D characters interactively using hand movements is described. After 
capturing actor's motion, by motion capture systems transfer it as it is to 3D character’s motion. Motion capture 
fails, however, when the target character is of shape far different from that of the actor captured. This article 
proposes manipulating 3D character by controllable parameters extracted from monocular image of the actor's 
hand without reconstructing its posture. Using Digital Puppet System which implements this method allows a 
user to easily manipulate characters of various shapes ranging from a human-type robot to a mollusk with large-
scale set of joints. By extracting as many controllable parameters as possible, our method makes maximal use of 
available information which is not necessarily enough for posture reconstruction. 

Keywords 
3D character, hand motion, interactive animation, motion capture, model-based 

 

1. INTRODUCTION 
A method to control complex motions of 3D 
characters using hand movements is described.  
For controlling 3D characters, motion capture first 
reconstructs the actor’s posture from positional 
information of a set of markers and then, the postural 
parameters are used as they are to determine the 
character’s posture. Recent researches [Cha05a] 
[Nor93a] [Sem98a] [Yin03a] aim to reduce the number 
of required markers. In general, motion capture has 
advantage in reproducing realistic motion.  
However, the number of independent parameters that 
can be controlled than the accuracy of the motion 
capture is more important to move the character with 
connecting topology different from that of the human 
body. For example, to reconstruct hand posture, it 
needs a lot of markers because the hand has 19 joints, 
notwithstanding that actually controllable 
information is much less. 
Digital Puppet System (DPS) doesn't reconstruct 
posture but extracts directly the feature parameter, a 
quantity related to posture, that can be controlled by 
the actor. More specifically, 1) DPS extracts feature 

parameters from the location information of the 
markers by model-based method [Att89a] [Kak00a] 
[Ued03a], and 2) uses these parameters as control 
parameters that determine the posture of the target 
character. In the actual system, watching user’s hand 
with a marker attached to the tip of each finger, DPS 
estimates how much the fingers bend or stretch. Then, 
these feature parameters are assigned to the joints of 
the parts of the character, determining their bending 
angles. Here, a single parameter can possibly be used 
for more than one parts of 3D character. 
Experiment showed that by using this system a user 
can control the movement of 3D character by his 
hand with rotating, moving and, bending or stretching 
its three fingers, Wriggle motions of a 3D character 
with multiple joints were also able to be controlled. 
Thus, whole body of 3D character was able to be 
controlled as if working on puppets. 
Our method shows how to maximally make use of 
the available information, even if there is not enough 
information for reconstruction. 
 

2. RELATED WORK  Permission to make digital or hard copies of all or part of 
this work for personal or classroom use is granted without 
fee provided that copies are not made or distributed for 
profit or commercial advantage and that copies bear this 
notice and the full citation on the first page. To copy 
otherwise, or republish, to post on servers or to redistribute 
to lists, requires prior specific permission and/or a fee.  
Copyright UNION Agency – Science Press, Plzen, Czech 
Republic. 

In methods other than motion capture, user moves 
sensors that can detect its own movement. [Las00a] 
controls the movement of the character by the 
direction and extent the mouse is moved. Video 
game machine Nintendo’s Wii [Nin] controls the 
character by moving a remote control equipped with 
motion sensor. In these methods, a few parameters 
corresponding to the number of freedom could be 
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controlled independently but they are difficult to 
change concurrently. 
 

3. EXTRACTING FEATURE 
PARAMETERS  
Digital Puppet System directly extracts feature 
parameters without reconstructing actor’s posture. 
Here, from the usability’s point of view, it is 
preferable that the feature parameters can be 
controlled independently. From expressive power’s 
point of view, it is preferable that as many 
parameters as possible are available given fixed 
number of markers. This chapter describes model-
based feature extraction (MBFX) a model-based 
method to extract independent parameters from small 
number of markers attached to the tip of a finger 
tracked. Then, conversion of posture information on 
3D character from feature parameter are also briefly 
described 

 

3.1  Feature Extraction for Hand 
3.1.1 2-D of hand model  
The feature model, which relates feature parameters 
to quantities to be measured, is used to estimate 
feature vector, each element of which is a feature 
parameter, from the measured quantities. The 
proposed feature model, called 2-D hand model (Fig. 
1), is a model of a hand that bends and stretches three 
fingers, translates and rotates in the plane vertical to 
the optical axis of the camera. The model consists of 
a point P on the plane, and three lines which pass P 
and preserves their relative crossing angles, and 
points Q1, Q2 and Q3 on these lines. The lines mean 
the directions of the fingers and Qi means the tips of 
them. Based on this model, feature vector in 2-D 
hand model is represented by triple (p,γ,a). Here, 
p= (px, py) is the two dimensional position of P, γ is 
the rotation angle from some initial value, and a is 
the vector whose elements are |qi| (i=1,2,3). 

 
Figure 1. 2-D hand model 

The next section describes the method to estimate, 
given an initial position of point P, the value of 
parameter (p, γ ,a) changing at each time from 
observed position of points Q1, Q2, and Q3. 

3.1.2 Parameter Estimation 
Initial value 
Initial position P0 of point P is assumed to be given. 
In the actual system, 2-D model is displayed on the 
screen. When three fingers fit to the lines, P0 is 
obtained by regarding the displayed figure as the 
initial state of the model. Thus, the initial value is (p,
γ,a)= (0,0,|PoQi|). 

Estimation of feature vector 
Change in (p,γ,a) according to change in markers’ 
positions are estimated. The i-th marker’s new 
position qi’ can be represented by their old position q 
as: 

qi’ = ai Rθui + ℓ .   (i=1,2,3)   ・・・(1) 
Here, 

ℓ : displacement vector p’-p 

Here, the unknowns in eq.(1) are ai, Rθ  and ℓ . 
Because the position changes continuously, 

assuming θ<<1. Under this approximation, θcan 
be solved as: 

θ= b/c 
b=u1yu3yu2xq3x-u1yu2yq2xu3x 

-u1yu3yu2xq1x+u1yq2yu2xu3x+u1yu2yq1xu3x-u1yq3yu2xu3x 

-u2yu1xu3yq3x+u3yu2xu1xq1y+u2yq2xu1xu3y+q3yu2yu1xu3x 

-q1yu2yu1xu3x-q2yu2xu1xu3y

c=-u1yu3yu2xq3y-u1yu3xu2xq3x+u1yu2xq2xu3x+u1yu3yu2xq1y 

-q1yu1yu3xu2y+u1yq2yu2yu3x 

 -u1xq1xu3xu2y+u3xu2yu1xq3x+q3yu2yu1xu3y +u3yu2xq1xu1x 

-u1xu3yu2xq2x-u1xu3yq2yu2y

 

ai, ℓ  in eq. (1) is solved using this θ. 
lx=d/e, ly=f/e 

d= s2xs1xq1y-s2xs1yq1x-s2xs1xq2y+s1xs2yq2x

e=-s2xs1y+s1xs2y

f= s2ys1xq1y-s2ys1yq1x+s2yq2xs1y-q2ys2xs1y

a1=g/eq1 

a2=h/eq2 

a3=k/eq3 

g=s2yq1x-s2yq2x+s2xq2y-s2xq1y

h= -s1xq1+s1yq1x+s1xq2y-q2xs1y
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k=-s2xs1xq1y-s2xs1yq3x+s2xs1yq1x+s2xs1xq2y+s1xs2yq3x 

-s1xs2yq2x

Here, Rθui = si is assumed. 
After all, putting the above all together, we obtain the 
tracking procedure. 

Tracking 
1.    P:= P0, γ:= 0, ui: =P0 Qi ; 
2.  Each time when the position of the markers 
change, repeat the following. 

Obtain θ, ℓ , and a by calculation described above. 
Then 

p:= p + ℓ ; 

γ:=γ＋θ; 
 ai :=|PQi|; 
 

3.2 Determining Target Posture 
The remaining task is to transfer the parameter 
extracted above into posture information of 3D 
character in each frame. This is done simply by 
setting the value of bending parameter, latitude or 
longitude, of each joint of target to the value of some 
extracted parameter. Here, the structure of target 3D 
character is supposed as follows. 
Posture information of 3D character 
3D character consists of two or more parts, which are 
connected by joints. The parts form a tree structure 
with some part as its root and joints as its edges. 
Thus, parent-child relation naturally be introduced 
among parts. Using this structure, when the parent 
part moves, child part moves together in the 
coordinate of the parent part. The direction of flexing 
of a joint is represented by the latitude and the 
longitude and, thus, the entire posture of a 3D 
character is determined by flexing of all joints. 

 

4. DIGITAL PUPPET SYSTEM 
This chapter describes the overview of Digital Puppet 
System. 
Fig. 2 shows the arrangement of the Digital Puppet 
System. The screen displays 3D character image 
together with the image of the user’s hand. Actor 
controls 3D character while watching 3D character. 

Figure 2. Digital Puppet System 
 
Fig. 3 shows the screen part displaying the actor's 
hand with ached. Red, 
green, an e tip of the 

b, the forefinger, and the middle finger.  

 
Figure 3. Hand with markers 

 
Example 1 
This exam  3D robo
the human ot during the 

peration. Acting person's thumb, forefinger, and 
r correspond to the right arm, the left 

Figure 4. Controlling 3D robot 

 red, green and blue markers att
d blue markers are attached to th

thum

ple demonstrates manipulating
 type. Fig. 4 shows a screensh

t of 

o
middle finge
arm, and both feet of the 3D robot respectively. 
When the forefinger is bent, the right arm of 3D 
character is lowered, and is heighten when stretched. 
If the hand is rotated, the head of 3D robot slants, and 
if the hand is slid, the whole body of 3D robot moves 
in the same direction.  
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oothly according to the parameter of each joint.  

Figure 5.Controlling 3D squid 

DISCUSSION 
hod to control a 3D character by

bed. In this method, first feature parame
 from motion capture with small nu
and then, these parameters are transferred as 

e parameters to the target character. The 
mental use showed that the movement

e body of a 3D character can easily be cont
ovement as if playing a puppet. Mo

reading a single feature parameter to m
joints, a character with large-scale set of joints can be 

led. Thus, variation of controlla
characters was extended. 

researches in motion capture are m
efforts to reduce the number of required 

ructural dependency among post
 to be captured. Our work, to th

a
p
independently controlle
both motion capture with reduced markers and DPS 
aim to make maximal use of available information. 

Note here that the size of parameters extracted by 
DPS presented in this article is maximum because the 
degree of freedom of the set of marker is equal to the 
number of parameters extracted.  
These two methods have, however, different intended 
applications. DPS is suitable for manipulating a 
character different far from the captured shape, 
whereas motion capture is for reproducing realistic 
motion of a character of similar shape. 
DPS controls only the movement of 3D character. 
However, it can also be applied to controlling the 
speed of the operation or the shape change such as 
expansion and contraction. Generally, it is applicable 
to any parametrizable quantity. 
Future work 
The control of the surface shape by the movement of 
the hand will be the next step of this research.  
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ABSTRACT 
We propose a method for generating developments from 3D polygon models automatically. The conventional 
method generates the developments whose components are not interfering each together, by using collision 
detection between all polygons. However, for the model which consists of a large number of polygons, it is 
necessary to decompose the development into several parts manually. Therefore it is difficult to generate the 
development which is easy to be assembled. Our method decomposes the polygon model into meaningful 
components such as arms, legs, and so on, and develops them. This makes it easy to understand which parts 
should be glued together, and handcraft bending or folding the developments when a user assembles the paper 
craft. 

Keywords 
PAPER CRAFT, DEVELOPMENT, MODELING 

 

1. INTRODUCTION 
Recently, CAD or CAM systems are used for 
designing industrial products. Those make it easy to 
edit or reuse those designed shapes. 

However, those designed shapes are only displayed 
on the screen as an image, and we cannot touch them 
with our hand and watch around. Therefore the paper 
craft has gotten an attention as a easy way to make 
models recently. With paper craft models, it is useful 
from the perspective of not only engineering, but 
also education, to sense those models in three 
dimensions.  

The development of polygon model can be generated 
by searching all developing patterns. However in the 
large number of polygons, it takes longer time to be 
processed. Therefore, some of proposed methods 
[Mit04]generate developments in consideration of 
the length of the cutting line, the area of 

circumscribed rectangle of the development or 
branch connections of polygons on the development. 
In addition, in case of large number of polygons, the 
polygon model is decomposed into several parts not 
to reduce the number of polygons composing a piece 
of the development or not to interfere each together. 

We propose a method which decomposes complex 
models with large number of polygons into several 
components and generates developments which is 
easy to be assembled. Models are divided at the 
concave and convex region regarding as 
characteristics and components are developed to be 
cylindrical. 

2. PARTS DECOMPOSING 
Our method decomposes models based on Katz’s 
method[Kat03]. Our method can decompose models 
into meaningful parts in case of animal shape on 
concave edges.  

The process consists of  following procedures.  

(1) Generate the dual graph representing the 
connections of polygons. 

(2) Calculate and set the costs to the arc of the graph 

(3) Select representative nodes in the dual graph 

Permission to make digital or hard copies of all or part of 
this work for personal or classroom use is granted without 
fee provided that copies are not made or distributed for 
profit or commercial advantage and that copies bear this 
notice and the full citation on the first page. To copy 
otherwise, or republish, to post on servers or to redistribute 
to lists, requires prior specific permission and/or a fee.  
Copyright UNION Agency – Science Press, Plzen, Czech 
Republic. 
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(4) Categorize the nodes as determined region or 
undetermined region 

(5) Set braches of undetermined region to max-flow 
regarding as a network with max-flow theorem 

(6) Divide the model (part) into two parts at the 
parting line determined with max-flow min-cut 
theorem 

(7) Continue (3)-(6) procedures recursively 

(8) Decompose the polygon model with reference to 
dual graph  

2.1 Calculating the costs 
While boundary representation model represents 
vertices, edges and faces, dual graph represents 
connection of faces. A Dual Graph G* for Graph G 
is defined as follows. face f in G is related to node f* 
in G* and edge e in G is related to node e* in G*. 
Fig.1 shows an example of the relationship between 
G and G*. 

 
The dual graph related to the graph representing 
edges and vertices of polygon model, can be 
considered as a graph which represents connection of 
faces. Each cost which is set to an arc of dual graph, 
is calculated with dihedral angle of polygons sharing 
the edge and geodesic distance between centers of 
polygons. Eq.(1)  shows the cost form the dihedral 
angle.  

)cos1()( ijijAngDist αηα −=  (1) 

where ijα  is dihedral angle between face if  and 

jf , and η  is weighting coefficient. 

),( ji ffGeoDist is the geodesic distance between 

centers of face if  and jf as shown in fig.2. Eq.(2) 

is the cost which is set to the edge. 

avg

ij
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ji
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δ

δ

−+
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where avgGeoDist is average of geodesic distances 

and avgAngDist  is average of dihedral angles. 

 

2.2 Selecting Representative nodes 
This procedure selects a pair of node whose distance 
is the longest, using Dijkstra's algorithm. We call 
them representative node. To decompose a polygon 
model, the process categorizes nodes as determined 
or undetermined region. The nodes near the 
representative nodes are categorized as determined 
region and other nodes are categorized as 
undetermined region. The nodes categorized as 
undetermined region can be candidate of cutting path. 

2.3 Dividing undetermined region 
To divide undetermined region, this procedure 
regards undetermined region as a network and 
searches cutting line using max-flow min-cut 
theorem. The advantage of our method is reduction 
of meandering of cutting line. 

2.4 Termination conditions 
The decomposing procedure continues recursively 
until each decomposed part meets termination 
conditions as follows. 

(a) The number of faces is small enough. 

(b) The distance between representative nodes 
becomes significantly short after division. 

(c) The difference between maximum value and 
minimum value of dihedral angles of a decomposed 
part. 

3. GENERATING DEVELOPMENTS 
In conventional method, the process generates 
developments by cutting out top face and bottom 
face and by rolling out other faces as shown fig.3. 

 ：vertex

 ：center

if jf

Figure 2. Geodesic distance 

f 
e 

f*

e*

Figure 1. Dual graph 
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Our method is also based on conventional one. In 
addition, our method makes it easy to cut out pieces 
form development and handcraft bending or folding 
the developments when a user assembles the paper 
craft. As shown in fig.4, total length of cutting line of 
left one is longer than right one. Therefore right one 
is easy to cut out. 

In our method, the process modifies developments so 
that cutting line becomes shorter by attaching and 
detaching developments each other. 

 

4. RESULTS 
To evaluate effectiveness of proposed method, we 
apply it to develop some three dimensional polygon 
models as shown in fig.5. Fig.6 shows decomposed 
models. Fig.7 and 8 shows developments of 
decomposed parts generated by using our method. In 
addition, we assembled these developments. Fig.9 
shows resulting paper craft models. 

Those developments were decomposed into 
cylindrical parts and rolled out. Therefore it was easy 
to cut out from development sheet. And also it is 
easy to bend and grew together. 

 

 

Figure 5. Experimental models 

Top face

Bottom face

Figure 3. Parts developing 

Figure 6.  Parts decomposing 

Figure 4. Developments modification 
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5. CONCLUSIONS 
In this paper, we have described about methods of 
generating development for polygon model and 
proposed a method of decomposing polygon model 
into several parts and generating developments. 

The Experimental results shows that our method is 
useful to generate developments and they are easy to 
assemble. 
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Figure 7.  Developments for Bunny 

Figure 8.  Developments for Armadillo

Figure 9.  Resulting paper crafts 
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ABSTRACT 

The last generation of tools used for complex systems monitoring are based on 3D visualization. No doubt, they 
have allowed to make several improvements but the large amount of dynamical information gathered from 
heterogeneous environments and the growth of management protocols still make monitoring tasks an interesting 
research topic. A set of techniques is presented here to manage any complex system by offering a customizable 
3D visualization tool associated with a standard information model, which enables to manage environments, 
devices and applications uniformly regardless of industry and vendor. The aim of this work is to allow tools for 
any complex system management and monitoring, but we have chosen clusters/grids of networked computers as a 
first domain of study. 

Keywords 
3D Visualization, Computer network management, Common Information Model 

 

1. INTRODUCTION 
Almost all complex systems are built with 
heterogeneous environments. The main problem of 
such systems is to find ways and methods to achieve 
efficiently the management and monitoring tasks 
because each environment proposes its own 
management protocol and thus its own data model. 
To cope with this problem, the trend is now to work 
with a standard architecture allowing the integration 
of all environments to manage and the use of a 
common data model in order to provide a 
homogeneous view of management information. 

The main issue with visualizing complex systems is 
how to represent the information in the most effective 
and aesthetic way in order to easily understand all 
events and resources and allow the user to control 
his/her tasks. Therefore, we think that proposing 
tools, which enable to customize the 3D visualization, 
will really improve the monitoring and management 
tasks because it is always easier to understand a 
system that can be well controlled. Other advantages 
of customizing the visualization are, firstly to enable 

monitoring any kind of system because the metaphors 
are not dedicated to a specific system, and secondly it 
allows several users to have different representations 
of the system and events according to their needs.  

Computer network management and monitoring is a 
field where several works have been done. Almost all 
visualization techniques have been used to offer 
efficient tools in order to facilitate manager’s tasks 
but several efforts should be done in relation to the 
huge amount of dynamical information and the 
increasing number of nodes. 

To deal with this problem, many traditional tools use 
2D visualization techniques [Hew05] [Brad05] 
[Deb00]. 3D visualization techniques [Ben99] 
[Brow00] [Bmc05] have facilitated the understanding 
of a complex system by eliminating some restrictive 
issues of 2D techniques such as display clutter and 
device overlaps. The last generation of tools uses 
virtual reality techniques [Jam98] [Rus00] that 
facilitate the understanding of complex system, for 
example, by displaying 3D virtual rooms where many 
users represented by virtual humans cooperate in 
monitoring the entire system. 

Whatever technique and algorithm are used, the huge 
amount of dynamical information will always be a 
major barrier for understanding a large and complex 
system. Our approach is not simply to allow 
visualizing an entire system but also only visualizing 
in 3D all necessary management information for 
monitoring tasks according to the events, which 
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occurred. Therefore, the displayed information is 
only the one that is generated by the interesting 
events. As our main aim is to give the users the 
control of the system they monitor, this paper will 
focus on how to allow managers customizing the 
visualization according to their needs and their roles. 

2. STANDARD INFORMATION 
MODEL REQUIREMENT 
To deal with the variety of technology used in each 
managed device the DMTF (Distributed Management 
Task Force) proposes an object-oriented model, CIM 
(Common Information Model), aiming to provide a 
common way to represent the computing and 
networking elements and the relationships between 
them. 

Information collection 
Most tools for complex network management use 
SNMP agents running on each device to collect 
management information. However, the problem 
becomes very complex when the system to study is 
built with different environments each proposing its 
own management protocol. With the DMTF effort, it 
becomes possible to manage complex systems built 
with heterogeneous environments and applications 
(figure 1). 
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Figure 1: Collecting information process 

To cope with such systems, the DMTF proposes the 
WBEM (Web-Based Enterprise Management) 
architecture [Wbe05] that introduces the notions of 
object manager (OM) and object provider (OP). An 
object provider is a management agent responsible 
with collecting management information and the 
integration of all specific environments (for example 
UNIX, SNMP, LDAP, etc). Once collected, the data 
is stored in a management information base (MIB) 
that characterizes an object manager. An object 
manager is an application responsible of one or 
several management domains (functional or 
structural). In such a system, the user sets up the list 
of interesting information via a query system. The list 
of queries is sent to the object managers responsible 
of the domain to study, which requests the 

appropriate manager agents (object providers). We 
are developing an interface that will allow user 
specifying graphically the queries. 

Information model 
In order to provide a common view of computing 
network elements and relationships, DMTF proposes 
an object-oriented model CIM [Cim05] for modeling 
the management information base. Through the CIM 
concept, DMTF proposes structural concepts derived 
from the object paradigm and new specific concepts 
(qualifier, trigger, indication) expressing constraints 
and/or meta-information on the structural concepts, 
and the dynamic of modeled elements. 

Using those grammars, a modeling approach with 
three levels of abstraction is proposed. The “Core 
Model” introduces high-level abstract classes 
allowing the organization of the managed elements 
into physical and logical elements. The “Common 
Model” is the extension of the “Core Model” to the 
following domains: system, application, network, 
physical equipment and functional equipment; and 
the “Extension Model”: specializes the “Common 
Model” to the technology domains related to the 
implementation of the managed resources. Extension 
Models are defined by individual companies or 
organizations, but not by the DMTF.  

3. VISUALIZATION 
Visualization concept 
If we want to monitor large-scale systems and 
particularly when the data exchanges between 
managed elements is very important for 
understanding the system, the most efficient way is to 
use relationship concepts. Indeed, this paradigm 
facilitates the process of human perception to 
understand the relational structures of information, 
thus the system structure. Therefore, our visualization 
concept consists in displaying in 3D all relevant 
information and their relationships necessary to 
understand an event occurring on the system in order 
to perform necessary actions. 

Metaphors 
Simplifying the understanding of a complex system 
first consists in allowing the identification of the main 
interest of the domain to study. For this, representing 
management information with metaphors having 
analogies with the real system largely improves the 
legibility of information and easily introduces the 
concept of the system to study. For our project, we 
have developed several metaphors that users can 
choose to represent a computer network. Default 3D 
forms represent devices automatically, such as 
computer, hub, server, switch, etc. If any of the 
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simple 3D objects cannot relate visually to the 
information, it is also possible to add textures, to 
directly load a VRML object or to use simple 3D 
objects (cube, cylinder, etc). The size and color of 
relationships between the elements can change 
dynamically to indicate the system’s behavior, for 
example bottlenecks, computer failures, etc.  

 
Figure 2: Choice of form and color of 3D objects 

Another interesting feature of our tool is the 
possibility to save a configuration for each user in 
order to reload it the next time the tool is used (figure 
2). 

Information mapping 
To deal with the huge amount of management 
information we have chosen the node-link paradigm 
to represent in 3D management information and their 
relationships in order to ease the understanding of the 
phenomenon to study. To avoid the display clutter we 
display only information about devices or elements 
concerned by event(s) to which the user subscribed. 
A partitioning algorithm is used to split the set of 
information in different groups so that only elements 
having no links to each other are in the same group. 
This algorithm has the same principle as the 
coloration algorithm graph presented in [Wal01].  
Our mapping process begins with the choice of 
metaphors. The user can either customize the 3D 
representation of each class or let the system generate 
it automatically (figure 2). For each class, it is 
possible to choose simple 3D object such as a cube, a 
cylinder, a sphere or a cone as metaphor. After the 
choice of geometry, one can color each class so that 
all its instances are represented by a unique color. If 
the class colors are kept by default then the 
application will generate them automatically. One 
advantage to represent each class by different 
metaphor is the clarity of the display in order to 
distinguish easily each group of data. According to 
the user’s needs, it is also possible to change 
graphically (figure 3) the metaphor of an object or of 
all the instances of its class.  

 
Figure 3: Graphical customizing of geometry of 3D 

objects 

Figure 3 shows a 3D visualization of a cluster where 
3D forms represent computer devices and yellow 
cylinders represent operating systems.  

Navigation 
Another factor raising the efficiency of visualization 
is the quality of navigation. Indeed it allows 
exploring the entire system and getting all details 
according to the user’s needs. We have implemented 
several techniques to make users explore the system. 
The first way consists in zooming, in rotating and in 
translating the entire scene. By always using these 
mechanisms, it is possible to study independently a 
specific object. The main advantage of this ability is 
to rearrange the display in order to get the best 
presentation. Therefore, if there is a clutter or an 
overlapping, the user can always enhance the display.  

A menu is associated with each object. It enables to 
get textual information about the clicked object such 
as its name, original class, its status (for example 
“down” or “running” for a device) and all other 
details present in the model. It is also possible to 
explore the visualization by displaying association or 
composition relationships between elements for a 
clicked object. 

Event displaying 
In order to detect easily all errors occurring in the 
system or any malfunctions we have implemented 
two kinds of metaphors. The first metaphor consists 
in displaying an alert message by modifying the color 
of the object where the problem is occurring. 
Therefore, the color of the object changes 
continuously (figure 4) from the original color to red 
until a necessary action is carried out.  
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Figure 4: Event display 

In the case of objects represented by VRML objects 
or other textured 3D shapes, a red torus is displayed 
which is continuously scaled up and down. The 
appearance of an event changes automatically the 
position of the source object on the screen in an 
unoccupied place. The second method is a 3D sound 
message associated with the color message in order to 
attract the user’s attention and to easily identify the 
event source. 

4. CONCLUSION AND FUTURE 
WORK 
Our work is directed to the problem of management 
and monitoring of complex systems built with 
heterogeneous environments. We have found out that 
the relationship concept is the best way to understand 
the complex structure of a large system. In our 
system, each user can have its own configuration of 
the visualization and save it for the next use of the 
tool. We have also added a sound message coupled 
with color or shape changes in order to facilitate the 
identification of any malfunction in a system. 
Our next goal is to integrate dynamic features in the 
visualization. For this, we will add an interface to 
allow users to specify the list of interesting events. 
We are also working on other metaphors and 
mechanisms in order to enable customizing the 
appearance of each event to survey. 
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ABSTRACT 

Determining the topology of intersection curves is one of the important issues of surface-surface intersection 
problem used in Computer Aided Geometric Design and Computer Graphics. To compute the intersection 
curves, we first need to determine the topology of the curves. Thomas A. Grandine[Gr97] presented an 
algorithm to determine topology using partial derivatives of surface intersection equations. When the two 
surfaces meet tangentially, the differential values of the parameters of the surfaces are not determined in the 
intersection equations. These cases are called critical cases. In [Ye99] a method of finding the values of the 
differentials is presented for the case of the contact of order 1. We present general methods for the case of the 
contact of higher order ≥1 using perturbation method. With these results, we can decide starting or ending of the 
critical boundary point. 

Keywords 
surface-surface intersection(SSI), topology decision, critical case, tangential intersection, perturbation method. 

1. INTRODUCTION 
Surface-surface intersection is an important issue, 
which is used in Computer Aided Design, 
Computer Aide Geometric Design, Computer 
Graphics and so on.  A topology decision is one 
part of surface-surface intersection (SSI). To find 
the intersection curves of two surfaces, first of all, 
we should figure out the topology of intersection 
curves of two surfaces. There are many methods are 
presented in SSI [Ba87, Ba90, Gr97, Gr00, Ho93, 
Wu99] and, in particular, in finding topology [Gr91, 
Se88, Se89]. But, in this paper, we focus on the 
extension of the algorithm presented by T. A. 
Grandine, which is applied for determining the 
topology of intersection curves of two surfaces. He 
presented a method using partial derivatives in 
surface intersection equations. With Grandine’s 
method, one can determine the topology only in the 
cases of transversal intersection. So we present an 
extension of the algorithm for the case of tangential 
intersection case. 

v
u

),( vuf

),( tsg

Topology

 
Figure 1. Example of topology 

 

Figure 1 shows an example of topology. There are 7 
intersection curves in Figure 1. At each intersection 
curve, one may determine starting or ending at the 
boundary and turning points using Grandine’s 
topology decision method. Grandine decides 
starting or ending by the values of derivatives at 
each point. But, the intersection is not transversal 
(that is, two surfaces intersect tangentially) one can 
not decide the values of derivative with Grandine’s 
method. These cases are called critical cases. In this 
paper, we consider the critical cases and we present 
an extension of Grandine’s method for such critical 
cases.  
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2. PROBLEM DEFINITION 
In this paper, we use T. A. Grandine’s topology 
determination method [Ga97] to find topology of SSI. 
He suggested starting or ending conditions on the 
boundary points as followings. When two parametric 
surfaces ),( vuf and ),( tsg  are given, the next 
equation would be used for deciding starting or 
ending of the boundary point )0( =sP ; 

.
cossin

sincos
tan 1

θθ

θθ

ds
dv

ds
du

ds
dv

ds
du

−

+
−            (1) 

When the value of the equation (1) is positive [resp. 
negative], the boundary point will be a starting point 
[resp. ending point]. If the quantity is positive, the 
intersection curve heads in the parameter 
space ),( vu  of ),( vuf  to the increasing panel 
direction as s  increases.  

The values dsdu  and dsdv  can be determined 
by differentiating SSI equation in the case of 
transversal intersection. The SSI equation writes  

.0),(),( =− tsvu gf   (2) 

Differentiating the equation (2) by the variable s , we 
get the equation 

.0ggff =−−+ tsvu ds
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ds
dv

ds
du          (3) 

The equation (3) can be represented 33 ×  linear 
system of equations 
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When the 33 ×  matrix is invertible (that is, if two 
surfaces intersect transversally), we can find the 
unique vector value ( )Tdsdtdsdvdsdu ,, . Then 
we can decide whether the boundary point 

)0( =sP  is a starting point or an ending point by 
the equation (1). But, when 33 ×  matrix is not 
invertible (that is, if two surfaces intersect 
tangentially), we can not determine the topology with 
the Granidin’s method. These cases are called critical 
cases. We consider such critical cases and suggest a 
general method of determining the vector 
value ( )Tdsdtdsdvdsdu ,, . 

When two surfaces meet tangentially at 
boundary )0( =sP , we cannot determine the 
values dsdu and dsdv with the equation (4). For 
the simple tangential intersection, that is, for the 
contact of order one, Ye-Ma[Ye99] presented a 
method of finding the tangent vector of the 
intersection curve. They used the fact that the two 
surfaces have the same normal curvatures on the 
intersection curve. If we know the tangent vector of 
the intersection curve we can find the vector 
( )Tdsdtdsdvdsdu ,, [Oh06]. But the 
intersection is contact order at least 2 this method is 
not applicable. 

3. TOPOLOGY RESOLUTION OF 
CRITICAL CASES 
Let 1S  and 2S  be two analytic surfaces in 3R  
defined by the following parametric representations.  

{ }
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We assume that the two surfaces intersect 
tangentially on an intersection curve l . We want to 
find the vector value ( )Tdsdtdsdvdsdu ,, of 
the intersection curve on the boundary 0=s . If we 
assume that the intersection curve l is parameterized 
locally in a small neighborhood of )0( =sP by the 
variable s , the variables vu, and t can be represented 
analytically by the variable s in small neighborhood 
of )0( =sP . Since two surfaces have the same 
tangent plane on l , there is an invertible matrix )(sA  
such that  

( ) ( ))()()()()( sssAss tsvu ggff = .      (6)  

And, on l , the fact ( ) 0),(),( =−∂∂ tsvus gf  
implies the equation (3).  
Let
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)0(A be the invertible matrix 

at 0=s . According to the relation (6), we can write 
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This equation implies the relation 
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Now we have the following lemma, 
Lemma If two surfaces intersect tangentially at the 

boundary point )0( =sP , finding the vector value 
( )Tdsdtdsdvdsdu ,, is equivalent to finding the 
value dsdt . 
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Now we perturb analytically one of the surface 
equations, for instance, ( ) { }1,0:),,(2 ≤≤= tstsS εε g  so 
that the intersection is no longer tangential for 
sufficiently small 0≠ε . We remark that the Sard’s 
theorem [Sp99] guarantees the existence of such 
perturbations and that the method of such 
perturbations will be various.  Analytic perturbation 
means the vector valued function ),,( εtsg is an 
analytic function with respect toε and ),()0,,( tsts gg = . 
After such perturbation the equation (4) can be 
written 

( )( ) ( ) ( ) ( ) ( ).εεεεε s
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Since the perturbation is analytic with respect 
to ε the values ( ) ( ) ( ) ( )
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Then the equations (9) and (10) imply 
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Consequently, we have an expansion with respect 
toε    
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This equality implies the vanishing conditions 
0≡kR , for all 1≥k .  

The vanishing of constant term is trivial. And the 
vanishing of the coefficient of ε gives 
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 If 0≠ε , two surfaces sustains transversal 
intersection, the values ( ) ( )11, dsdvdsdu  and 

( )1dsdt can be evaluated by the equation (4). The 

values k
sg and k

tg can be calculated directly by the 
assumption of analyticity of the perturbation. So we 
can find the value ( )0=εdsdt in above equation 
when the vector 1

tg  does not vanish. If the 

value 01 =tg we can not find exact value of 
( )0=εdsdt in the equation (12) and there are two 

situations depending on the value of the left side of 
the equality (12). As the first case, left side does not 
vanish, and then, consequently, there is no such 
value ( )0=εdsdt  satisfying the equality. This 
means the point )0( =sP  is an isolate tangential 
intersection point or the direction of intersection is t -
axis, that is, ∞=dsdt . Secondly, the left side 
vanishes, and then the equality (12) satisfies for any 
value of ( )0=εdsdt . So we must use the next 

vanishing condition 02 ≡R . If we can not decide the 

value ( )0=εdsdt  with the condition 02 ≡R we 
continue this procedure till we could find the 
value ( )0=εdsdt . We remark the functions kR  are 
polynomials with respect to the parameters. Since the 
ring of polynomials is Noetherian, the ideal 
generated by kR has finite generators. Vanishing of 
these finite generators gives the value ( )0=εdsdt . 
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We remark that the difficulty of calculation depends 
on the method of perturbations. In practical 
calculation, we can use the following simplified 
form ( ) ( )εε

ε
dsdtdsdt

0
lim0
→

== . 

s
t

v0=s

1=s u

 
Figure 2. The critical boundary points of contact 

of order two 
As an example (see Figure2), we consider a 
perturbation 

{ }
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The vanishing condition gives ( ) 03
2
=⋅ εdsdt . This 

means 0=dsdt for 0≠ε and consequently we 
have ( ) ( ) 0lim0

0
===

→
εε

ε
dsdtdsdt . 

4. FUTURE WORKS 
We have considered critical case of boundary points. 
Another critical case is concerning the turning point 
in the Grandine’s method. For example two pipes 
intersect with cross intersection curves. In such case 
we cannot decide starting or ending of the cross 
turning point with the Grandine’s method.  
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ABSTRACT 

Marching Cubes and Marching Tetrahedra methods expect data in the nodes of used grid. However, very often 
we need the isosurface extraction from data defined in the cells of the grid. In this paper we compare the criteria 
for interpolation values from cells to vertices of the structured grid. 

Keywords 
Volumetric data, interpolation, weighted mean, structured mesh. 

 

1. INTRODUCTION 
Marching Cubes [Lore87] (Marching Tetrahedra 
[Payn90]) algorithms are powerful tools for 
extracting isosurfaces from scalar volumetric data. 
These algorithms expect data located at vertices of 
used mesh. In [Pate05] the sensitivity of resulting 
interpolation on used mesh is analyzed. However, 
very often we need the isosurface extraction for data 
defined in the cells of the mesh. There are two 
possibilities how to use “marching” algorithms in 
this case: 

a) We preserve the analyzed values and we make 
a mesh with new geometry. In the simplest case 
a dual mesh is constructed (nodes of dual mesh 
corresponds to cells of original one; nodes of 
dual mesh are neighbor if cells of original one 
have common edge). 

b) We preserve the geometry of the mesh and 
the values from cells to vertices are 
interpolated. 

In the paper the second approach is used. We shall 
use next abbreviation: 

},1,{ Ci nicC L==  – conform set of polygonal 
cells in 2D (polyhedral in 3D),   

CnC =  – cardinality of the set C , ic  – volume 

of the element ic ,   

},1,{ Vi nivV L==  – set of the mesh vertices,  

Cv – set of the cells, which are incident to vertex v. 

Four different weighted averages are analyzed for 
simple test tasks. Structured meshes are used. 

2. INTERPOLATION STRATEGIES 
Let the values of the scalar field F  are known for 
the cells of the mesh. We can calculate the value of 
this field at the vertex v  as the weighted arithmetic 
mean of the values in incident cells: 

( ) ( )∑
∈

=
vCc

c
calc cFavF . 

We shell analyze four methods for weights 
computation. 

Simple Arithmetic Mean vc Ca 1= . 

Due to simplicity of computation this strategy is used 
very often. 

Volume Weighted Mean ∑
∈

=
vCd

c dca . 

Idea of the volume averaging is that the influence of 
coincident cells at the common vertex is proportional 
to their size. 

Volume Reciprocal Mean ∑
∈

=
vCd

dcca 11  

This strategy seems to be in contradiction with 
previous one. However, it can be proved that for 
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1. linear functions ( ) ∑
=

+=
n

i
iin xrrxxF

1
01,L , 

2. orthogonal meshes, with  

{ } { }
nmnnm xxxxV ,1,,11,1 ,,

1
LLL ××=  

3. the value of the cell ( ) ( )vFcF = , where v  is 
the center of the cell c , 

this strategy gives the exact value: ( ) ( )vFvF calc = . 

Angle Averaging  qa cvc ,α= . 

Here cv ,α  is the angle at the vertex v  within the 

cell c .  π2=q  in 2D and π4=q  in 3D. 

3. TWO-DIMENSIONAL MESH TESTS 
We compare the strategies mentioned above for two- 
dimensional grids. The goal is to gain a basic idea of 
behavior of the interpolation strategies while 
changing the shape and size of cells surrounding the 
given vertex. 

Two types of 3x3 grid with 4 rectangular cells 
(Fig. 1a, 1b) are used. We move the central vertex of 
the grid and thus we gain grids with different 
geometries. Different paths for moving central vertex 
are defined: 1–3 for regular grid (Fig. 1a)), 4–5 for 
orthogonal one (Fig.1b)). Each starts at the position, 
when the grid is rectilinear, and passes along the line. 
In the Fig.1c) one of the grids for the path 2 is 
shown.  

 
Figure 1. 

For each position of the central vertex v, the value of 
each cell is calculated as 

( )
( )

c

dxdyyxF
cF c

∫∫
=

,
. 

Fig. 2 shows the values of the relative difference  

( ) ( )
( ) 100

)(
)()(
×

−
tvF

tvFtvF calc
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Figure 2. 

at the vertex ( )tv  for the liner function 
( ) yxyxF 32, += . The argument of the horizontal 
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axis )1,0∈t  denotes the position of the vertex 

( )tv  according to the Fig. 1. 

We can see that the strategies of volume reciprocal 
mean and angle averaging give similar results and 
are significantly better then simple mean. 
The volume averaging strategy produces the worst 
results.  

4. TESTS IN 3D 
We use two three-dimensional structured grids for a 
comparison of the interpolation strategies. 

First one is based on regular rectangular grid with 
11x11x11 vertices. Coordinates of inner vertices are 
randomly shifted, 20 % of the length of the edge at 
most.  

Second one is based on rectangular grid with 8x8x8 
vertices refined near one corner – Fig.3. Coordinates 
of inner vertices are randomly shifted, 5% of the 
length of the edge at most.   

 
Figure 3. 

Tests are made for hexahedral meshes and also for 
tetrahedral ones. We obtain tetrahedral mesh dividing 
each hexahedral cell according to the scheme in the 
Fig. 4. 

 
Figure 4. 

Linear function ( ) zyxzyxF 432,, ++=  is used.  

Values of the global difference 

( ) ( )( )∑
∈

−=
Vv

calc vFvFD 2  

are in the Table 1 for analyzed strategies.  

Regular grid Refined grid  

Hex. Tetra. Hex. Tetra. 

Simple mean 215,0 163,3   516,9 358,1 

Vol. Weighted  291,7 294,4 2041,8 947,1 

Vol. reciprocal 176,1   88,1       5,1   91,6 

Angle   33,9   39,8   690,5 157,7 

Table 1 

5. CONCLUSION 
Tests show that the strategy of volume reciprocal 
averaging, which gives exact solution for rectangular 
meshes, gives good results in more general cases too 
(Tab.1 – Refined grid).  

For more deformed meshes the strategy of angle 
averaging gives better results in 3D case (Tab.1 – 
Regular grid). However, its computational 
complexity is much larger.  

Important result of tests is that the strategy of volume 
weighted mean appears as improper.  

In the future we would like to compare the quality of 
isosurfaces made by the Marching Cube and by the 
Marching Tetrahedra algorithms on interpolated data. 
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