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ABSTRACT

In this paper we describe a medical application where we exploit surface properties (measured in form of 3D-Range
scans of the human back) to derive a-priori unknown additional properties of the proband, that otherwise can only
be acquired using multiple x-ray recordings or volumetric scans as CT or MRI. On the basis of 274 data sets,
we perform classification using statistical shape analysis methods. Consistent parameterization and alignment is
achieved on the basis of only few anatomic landmarks. As our choice of landmarks is easy to detect on the human
body, our approach is feasible for screening applications that can be expected to have much impact on the early
detection and later treatment of spine deformities, in particular scoliosis.

Keywords Statistical Shape Analysis, PCA, Medical Assistance, Scoliosis

1 Introduction and Previous Work
Anthropometric investigations offer interesting approa-
ches to determine etiologic factors of trunk deformi-
ties in children. Idiopathic scoliosis is the common
spine deformity in prepuberal children [AD85]. Some
anthropometric parameters are known as risk factors
for developing scoliosis or for scoliosis progressing
[HKHDL94, LLFP98, NHSP93, NSL+85]. Early de-
tection of these risk factors could help to prevent de-
veloping or progressing of scoliosis by early onset
of therapy. Therefore there is a need for screening
investigations. In previous studies, anthropometric
data was collected mostly by manual measurements
[LLFP98, NHSP93]. That means that anthropometric
studies are time-consuming and require high person-
nel expenditures. In screening programs we need an
efficient perception and evaluation of anthropometri-
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cal data without high personnel costs. Due to its non-
invasiveness, accuracy and acquisition speed, record-
ing range-images with laser range scanners seems ap-
propriate for such screening applications [SGWS02].

Figure 1: Conventional radiograph (A) and Magnetic res-
onance (MR) total spine imaging (B,C), exhibiting the flat-
tening effect of probands being in a supine position during
recording.[SJK+01]



The non-invasiveness is of particular importance, since
X-ray studies to verify clinical findings in patients with
scoliosis and other deformities of the spine are associ-
ated with considerable radiation exposure as well as a
variety of other problems, particularly as regards as-
sessing disease progression. As close monitoring of
the scoliosis is required when the greatest growth of
the spine occurs, around puberty and early adoles-
cence, there are obvious concerns that repeated radi-
ographs result in an excessive radiation burden, espe-
cially to the developing breast tissue in girls. Nash et
al. [NGBP79] estimated that 22 radiographic exami-
nations are performed in the course of scoliosis man-
agement.
Therefore, there is a necessity for techniques to reduce
the frequency in which x-ray recordings have to be
made – if not render them unnecessary. In medical ap-
plications, there has consequently been an increasing
effort replacing the x-ray examination by other tech-
niques. Inter alia, researchers have investigated MRI-
techniques [SJK+01] to assess, visualize, and monitor
scoliotic spine deformities. Nevertheless these tech-
niques are not always suitable: Due to the expensive-
ness and time-intensity of the data acquisition proce-
dure this method is not feasible in screening applica-
tions. Moreover, during the CT- or MRT-data acqui-
sition process the proband is in a supine position (see
figure 1). This way, e.g. leg length discrepancy, a po-
tent cause for postural scoliosis, is not easily detected,
whereas apparent if the proband is in an upright posi-
tion.
Hence, in the course of the past few years a number
of alternative, supplementary spinal diagnostic proce-
dures have been developed which are based on analy-
sis of the surface of the back: Photogrammetry/raster
stereometry [LHH+98, DH94], opTRImetric system,
ISIS system, video raster stereometry (formetrics),
ultrasound-guided spine analysis (Zebris) and ultra-
sound topometry [AMVK00, RS85]. In particular,
[DH94] has used structured light to reconstruct the sur-
face of the proband’s back, and produced promising
results in assessing the degree of scoliosis, although –
lacking anatomical landmarks by which the data sets
can be robustly aligned – with yet large error margins.

Not only in medical applications, also in the area of
computer graphics, creating computable models of the
human body or parts thereof has fascinated researchers
over the past decades. As the human eye is especially
sensitive in detecting unrealistically modelled human
bodies, modelling particularly faces from scratch is
an almost infeasible task. Therefore, anthropometric
data acquired on or from real human beings has been
used for modelling. In [DMS98] statistical distribu-
tion of a collection of predetermined facial measure-
ments is used to determine the likelihood of a mod-

elled face, thereby effectively restricting the range of
allowable models to constraints derived from a set of
input faces. Also focussing on faces, Blanz and Vetter
introduced the much celebrated morphable face model
[BV99]. Key contribution of their approach is deriving
a full correspondence between dense polygonal mesh
approximations to the faces using texture information
and optical flow techniques. With the face meshes in
full correspondence, they perform a principal compo-
nent analysis identifying correlation and the amount of
variation contained in the set of input prototype faces.
Although faces seem to be of particular interest to the
research community, also the whole body has been
subject to research [SMT03, ACP03]. Allen et al.
[ACP03] present a human body model that was gen-
erated using full body scans acquired in the CAESAR
project. The main challenge here was to derive the full
correspondence between the body scans. To this end,
markers were attached to the probands before scan-
ning. Consistent parametrization was then achieved
by fitting a predetermined template mesh to the body
scan, where the objective function to be minimized
during fitting evaluated the misalignment of the given
marker point positions as well as the misalignment of
automatically detected geometric features.
Our approach is similar to [BV99] and [ACP03] in the
sense, that we aim at deriving a model of the human
back such that important information concerning the
spine deformity can be won from the 3D-surface in-
formation only. Nevertheless, focussing on this appli-
cation field, our approach is conceptually simpler and
very easy to implement. Moreover, our approach relies
only on the use of few anatomic landmarks to derive
both a robust correspondence between surface points
and a robust alignment method. A further important
aspect is that we, in contrast to previous approaches,
exploit machine learning techniques for classification.

The rest of the paper is organized as follows: We will
describe the data acquisition process in section 2. The
alignment process required to normalize the data be-
fore it can be statistically analysed (section 4) is de-
scribed in detail in section 3. After the presentation of
the results achieved with our approach (section 5), the
paper is concluded with final remarks and some hints
at future directions of research in section 6.

2 Data Acquisition
Our data basis consists of 3D-scans taken from 109
patients, part of which undergoing scoliosis treatment,
others only monitoring. Additionally, in a medical
screening cooperation with a local school, we have
scanned 165 pupils with no known spine deformity (as
they have not been undergoing orthopedic examination
beforehand).



Figure 2: Anatomic landmarks are labelled by an or-
thopedist. Geometric positions of the landmarks allow
consistent coarse mesh generation.

Before scanning, every proband was examined by an
orthopedist specialized on spine deformity, who also
labelled anatomic landmarks with adhesive markers.
These anatomic landmarks (see also figure 2) were
chosen for anatomical expressivity and robust detec-
tion:

• The spinous process of C7 (2)

• The acromial angle (0,4)

• The superior angle of the scapula (1,3)

• The inferior angle of the scapula (5,6)

• The spinous process of L4 (8)

• The posterior superior iliac spine (7,9)

Note that despite recent advances in 3D-Feature de-
tection the placement of a few marker points to label
anatomic landmarks cannot be replaced by automatic
feature detection mechanisms as some anatomic land-
marks (especially the posterior superior iliac spine and
the spinous process of L4) are often covered by soft
tissue and are hence not visible in the surface data.
This is of particular hindrance in the case of corpu-
lent probands. On the other hand, labelling can be per-
formed not only by specialized physicians but also by
trained personnel, such as teachers in schools – a fact
that is vital if our system is to be applied in screen-
ing applications. During the data acquisition we let
physicians do the labelling in order to be able to use
their classification statement in the statistical learning
stage.
The anatomic landmarks themselves form the vertices
for a coarse mesh approximation of the back sur-
face recorded in the range scans. In order to capture
the geometric variability contained in the back sur-
face, we construct additional landmarks for our mesh.
Following the nomenclature from [DM98], we call

these Pseudo Landmarks. In order to produce consis-
tently parameterized meshes for the whole set of range
images needed for the statistic analysis, we perform
semi-uniform subdivision on the coarse mesh (see fig-
ure 3), updating the geometry information with infor-
mation from the range images. Please note that other

Figure 3: The coarse mesh is semi-uniformly subdivided
to produce additional Pseudo Landmarks for the statistical
analysis, thereby constructing a consistently parameterized
surface approximation.

approaches for mesh re-parametrization as suggested
e.g. in [PSS01],[KS04] or [SAPH04] are also feasible
at this stage of our algorithm. But, benefitting from
the basically planar geometry of the human back, we
found this very simple approach of semi-uniform sub-
division to be sufficient for our the ensuing applica-
tion, the statistical analysis. For more complex geome-
tries, e.g. if consistent meshes have to be derived for
the entire torso, other strategies will have to be applied.
Of course, it is also possible to fit an appropriate tem-
plate mesh to the range images, as was suggested in
[ACP03].

Notation
Suppose we have m data sets (shapes). In each data
set, we have k corresponding feature points (land-
marks) in 3-space. Each shape can therefore be rep-
resented as an (k× 3)-shape configuration matrix Xi,
i = 1, ...,m, where the j-th row xi

j , j = 1, ..., k de-
notes the position of the j-th landmark. The respective
components of the landmark vector xi

j are denoted by
xi

j , yi
j , and zi

j . We suppress the shape index i in case
the meaning is clear from the context.

3 Shape Alignment
In order to be able to perform statistical analysis on
the shape represented by the landmark coordinates, we
need to somehow separate shape variability, that we
want to detect, from other sources of variation in the
data, e.g. scaling or position in space, that are mean-
ingless for our application. Therefore the input data
sets have to be aligned and normalized to make them
invariant with respect to the corresponding set of trans-
formations. Although in general this transformation
set can be chosen arbitrarily [RDRD04], we choose
as invariance set the set of Euclidean similarity trans-
formations, since, according to the shape definition of



Figure 4: Illustration of the shape space after the reconstruction stage: 25 random examples of the overall 274 reconstructed
consistent meshes

Figure 5: Two identical shapes only differing w.r.t. their ro-
tation (blue and yellow, solid). Without alignment, the mean
shape (green, dashed) defined by the arithmetic mean of the
respective landmarks would be considerably smaller in size
– and even degenerate to a point, had the rotation been about
180 degrees.

Kendall [Ken77], a shape is all the geometrical infor-
mation that remains when location, scale, and rota-
tional effects are filtered out. This means that for each
shape X, we have to find an appropriate scale s(X),
translation d(X), and rotation R(X).
In our algorithm, we will use an alignment approach
that combines ideas of two classic alignment ap-
proaches, both of which we will shortly describe in the
following. For a more thorough covering of alignment
approaches, the reader is referred to the extensive lit-
erature in this field, e.g. [DM98, Boo86, Sch66], and
[Goo91]. A nice introduction is also given in [SG02].

According to Bookstein [Boo84, Boo86] invariance
with respect to the Euclidean similarity transforma-
tions can be achieved for planar shapes by translat-
ing, rotating and scaling each shape such that a pair of
landmarks (the so-called baseline) is mapped to pre-
determined positions. The major drawback of this ap-
proach is that it is very sensitive to errors in the base-
line landmarks and also, if these are determined au-
tomatically, e.g. as points of maximal curvature or as

having the maximum distance, to misidentification.

Therefore, a more robust alignment approach has be-
come popular under the name Procrustean Analysis
[Sch66]. The basic idea in Procrustean analysis is
to find the required similarity transformations through
objective function minimization. This objective func-
tion can be defined choosing an appropriate shape
distance measure and an appropriate reference shape,
with respect to which the distance measure is evalu-
ated. One popular choice for the reference shape is the
mean shape

X =
1
m

m∑
i=1

Xi,

where on the right hand side, the Xi have to be aligned
in order to be able to compute the ”true” mean shape.
To solve this hen-and-egg problem, defining the ref-
erence shape and aligning the shape configurations is
usually understood as an iterative process of aligning
all data sets to an estimated mean shape Z, updating
the mean X and iterating:

findMean(X1, . . . ,Xm,Z)
while Z changes do

for all i = 1, . . . , m do
align Xi with Z;

end for
update Z;

end while

An obvious choice for the shape distance measure, re-
quired to qualify the optimality of a transformation, is
the sum of the squared distances between the corre-



Figure 6: The mean value X and the reconstruction of an example configuration using the denoted numbers of components.

sponding landmarks:

D(X,Y)2 =
k∑

j=1

(xj − yj)2

As this is the same distance measure that is used in
the registration of two point sets using the original
iterative closest pairs (ICP)-Algorithm, this distance
measure leads to a method that is just as susceptive
to run into local minima for all but good initial posi-
tions. Hence, using this distance measure, shapes have
to be roughly pre-aligned, to avoid misalignments. In
addition to that, this approach is especially suitable if
applied to data sets with uniform landmark confidence,
whereas in our case, especially landmarks 2 and 8 (see
2) are of higher confidence compared to the remaining
landmarks.
Hence we propose a hybrid approach to compute the
similarity transformations given by (s,d,R):

Translation invariance is achieved by moving the
centre of gravity to the origin, i.e. for a configuration
X we compute the centroid

d(X) =
1
k

k∑
j=1

xj .

This transformation can conveniently be performed
by pre-multiplying X by the k × k-centring matrix
C = Ik− 1

k1k1T
k , where Ik is the k×k identity matrix

and 1k is the k-vector of ones.

Gaining rotation invariance is a two-stage procedure
in our approach: First, each shape is rotated such that
the best-fitting plane of the landmarks in three-space
(in a least-squares sense) is rotated to the plane defined

by z = 0. Since the first stage does not yet determine a
unique rotation, a second rotation (around the z-axis)
is determined for the second stage. Accounting for
the varying confidence in the landmarks, we define a
generalized bookstein baseline as the best fitting line
to the set of points given by{

p2, p8,
1

2
(p7 + p9),

1

6
(p0 + p1 + p3 + p4 + p5 + p6)

}
(see figure 2). This special baseline selection was mo-
tivated by the fact that the landmarks 2 and 8 (spinous
process of C7 and L4), and to a lesser extent landmarks
7 and 9 (posterior superior iliac spine) can be detected
very confidently and more robustly than the others.
In the second stage, we therefore rotate each shape
such that the projection of this baseline to the plane
z = 0 is rotated to be parallel to the y-axis.
Please note, that the parameters for the described simi-
larity transformations can very conveniently computed
by applying a principal component analysis to the set
of anatomic landmarks (for the first stage) or to the set
of points described above (for the second stage).
Scale invariance is simply obtained by setting the
Euclidean distance between landmarks 2 and 8 to be
of unit length.

4 Statistical Analysis
After the shape alignment, the set of shape configu-
rations, consisting of the coordinates of the anatomic
and the pseudo landmarks, is fit to be analysed by stan-
dard statistical analysis methods. In the following, the
shapes will be represented as (3k)-dimensional col-
umn vectors, which are for simplicity also denoted by
Xi, i = 1, . . . ,m, as they contain exactly the same
information as the (k × 3)-configuration matrices.



In order to reduce dimensionality of the data set for en-
suing classification steps we perform a principal com-
ponent analysis (PCA) on the set of configurations.
As a result from the PCA, we get a set of vectors
e1, . . . , e3k with ||ei|| = 1, ∀i = 1, . . . , 3k, and
scalars λ1, . . . , λ3k with λi ≥ λi−1, ∀i = 2, . . . , 3k
as the eigenvectors and eigenvalues of the correspond-
ing covariance matrix

S =
1
m

m∑
i=1

(Xi −X)(Xi −X)T ,

where X is the mean shape (see section 3). The prin-
cipal components ei form a basis of the shape space
spanned by the input configurations, and hence we
have for any shape configuration X and a suitable
weight vector w = w(X) ∈ Rm

X = X +
m∑

i=1

wiei,

leading to w(X) being an alternative representation of
X in the PCA-space.

Figure 7: The first 30 main components contribute to over
99 % of the variation in the input data

As can be seen from figure 7 the first 30 components
represent already 99 percent of the variation contained
in the respective sets (see also figure 6). Therefore, we
truncate the weight vectors w after the 30th compo-
nent, neglecting the contribution of the principal com-
ponents e31 to e3k.

Support Vector Machine Approach
Having dramatically reduced the dimension of the data
vectors, we are now ready to apply Support Vector Ma-
chine classification to our data.

The concept of support vector machines, introduced
in [BGV92] and [Vap98] is to find separating planes
in high-dimensional vector spaces of labelled sam-
ple data. In our setting, the data vectors (w, `) con-
sist of the PCA weight vectors wi, i = 1, . . . ,m

of the back (called instances) and appropriate labels
` ∈ −1, 1 declaring if the corresponding proband was
”affected by spine deformity” or ”no abnormality de-
tected” (NAD). The basic idea is then, that the classi-
fication function

f : R3k 7→ {−1, 1}

is known for a certain set of instances, called the learn-
ing set, and unknown otherwise. In our setting, we use
linear discriminants a.k.a. perceptron as classification
function:

f(w) = 〈u,w〉+ b,

where u and b are the parameters that have to be
learned from the training examples in the learning set.
In addition to that, we have also investigated the effect
of decision functions non-linear in w, i.e.

f(w) =
N∑

ν=1

ανK(wν ,w) + b,

where N is the number of instances in the learning set
and K the radial basis function

K(wν ,w) = exp(−γ||wν −w||2)

with γ > 0. The decision rule is defined to be sgn(f).
As stated before, we investigated the statistical co-
herence of an overall set of single shot scans of 274
probands, 109 of which were attending scoliosis con-
sultations, the remaining 165 with no a-priori known
spine deformity. All probands have been examined
and the data sets have correspondingly been labelled
”affected” or ”NAD”. On the basis of this data, we
have performed a cross-validation test [CST03], with
a preceding grid search for appropriate parameters,
as suggested in [HCL04]. For a detailed descrip-
tion of the maximum margin training algorithm, see
[BGV92].

5 Results and Conclusions
In this paper, we have described a medical application
in which we exploited range images of the human back
to derive a computer aided spine deformity detection
system. To this end, we recorded an extensive set of
range scans of probands with a small set of marked
feature points. These feature point markers represent
landmarks that cannot be detected by automatic 3d
feature detection, as they are often covered by soft tis-
sue, esp. for corpulent probands, but are easy to be
found on the real human body. Using these landmarks
for consistent parameterization of the polygonal mesh
approximations and for aligning the shapes prior to the
statistical analysis, we achieved the good results given
in table 1, which is in the order of precision a special-
ized physician would achieve in a screening applica-
tion and constitutes an improvement over the current



# Folds �Precision
linear rbf

2 92,4812 92,8571
5 92,1053 92,4812

10 92,1053 92,4812
20 92,1053 92,8571
50 92,1053 92,8571

Table 1: Results of the cross validation test using lin-
ear or radial basis function-based decision functions.
”#Folds” denotes the number of subsets the set of all
instances is divided into. (#Folds-1) of these sub-
sets are used for learning, the remaining 1 for testing.
”�Precision” gives the average percentage of correctly
classified instances.

state-of-the-art. This stresses the feasibility of our ap-
proach for screening applications, as the markers can
easily be applied by trained personnel (e.g. teachers in
school) whereas traditional medical classification has
to be performed by specialized physicians.
To separate shape variability from variation in pose or
scale, the consistently parameterized data sets are nor-
malized in our approach using a novel alignment pro-
cedure that is, while benefitting from ideas both of the
so-called Procrustean analysis and the alignment using
Bookstein-coordinates, simple in concept and easy to
implement.
Although so far we applied statistical analysis in an
inter-proband manner, i.e. giving insight over ones
shape characteristics in comparison to the shape space
of human backs, our method can naturally be extended
to an intra-proband examination: By validating recur-
rent range scanning of one proband, our morphable
back model can be used to assess the impact and ef-
fect of scoliosis treatment using braces or surgery, and
hence serve as a monitoring tool.

6 Future Work
The results achieved from the classification algorithm
are encouraging such that we expect the methods pre-
sented in this paper to deliver not only qualitative
but also quantitative results. The results also prove
that surface topography would reflect Cobb angle1 sta-
tus with sufficient reliability, but the error margins
achieved in previous approaches [GKM+01] are yet
wide. We believe that with our approach, reliability
and precision of surface-deduced Cobb angle estima-
tion can be significantly increased.

1The Cobb Angle is the classical measure to describe scoliosis
quantitatively as depicted in fig. 1.
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