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ABSTRACT

The article advocates advantages of 3D virtual information systems and suggests
possible techniques for their fast automatic acquisition from range and colour reg-
istered images together with solutions for virtual space navigation problems. The
proposed system consists of five main parts - range image segmentation, texture
analysis, virtual model geometry inference, texture synthesis, and the navigation in

virtual environment.
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1 INTRODUCTION

Information systems of various kind are
frequently used in diverse applications.
The advances in technology allowed the
shift from text oriented information sys-
tems to graphical ones. Graphical com-
munication and presentation creates nat-
ural environment for users. 3D virtual
reality information environment simulates
natural surrounding for human beings in
which people are accustomed to orient
themselves. Single objects are presented
in their mutual contextual relations in the
simulated realistic time-spatial space and
hence offers far richer information than
the usual textual, still image or multime-
dia databases.

Manual creation of virtual reality models
of real world scenes is tedious and error-

prone work as the scene complexity in-
creases and automation may substantially
reduce the laboriousness of the whole pro-
cess. Range and vision sensors are already
common and their mutual registration can
be done using either standard photogram-
metric techniques or an appropriate sen-
sor setup. A range camera is a device
which can acquire a 2D raster of depth
measurements, as measured from a plane
(orthographic) or single point (perspec-
tive) on the camera. Most range cam-
eras are based either on the laser beam
reflection principle or on a structured light
scanning of projected light. To make vir-
tual worlds realistic detailed scene mod-
els must be built. Satisfactory models
require not only complex 3D shapes ac-
corded with the captured scene, but also
lifelike colour and texture. This will in-
crease significantly the realism of the syn-



Figure 1: National Gallery Depart-
ment of Modern Art - east wing.

thetic scene generated. Textures provide
useful cues to a subject navigating in such
a VR environment, and they also aid in
the accurate detailed reconstruction of the
environment.

Range image segmentation results guide
both subsequent - geometry inference and
texture analysis steps. We have intro-
duced a novel multi-resolution fast model
for realistic colour texture synthesis in
[Haindl98¢]. The texture Markov ran-
dom field based model consists of a set of
Gaussian Markov random field submod-
els for single orthogonal mono-spectral
single-resolution texture factors. Param-
eters of the Markov random field submod-
els are estimated and subsequently used
for given factors synthesis. Resulting syn-
thetic colour texture is composed from
these mono-spectral single-resolution fac-
tors after corresponding inverse transfor-
mations.

2 AUTOMATIC ACQUISITION
OF VR MODELS

The core part of the virtual model ac-
quisition system is the range image seg-
mentation algorithm. Range image seg-
mentation is a fundamental process af-
fecting the overall performance of a vir-
tual model acquisition system. There are
many segmentation algorithms published
in computer vision literature and a num-
ber of good survey articles [Besl],[Sinha]
is available, however the problem is still

Figure 2: Segmentation of a range
image scene with planar faced ob-
jects.

far from being solved. A mutual com-
parison of segmentation algorithms is very
difficult because of lack of sound experi-
mental evaluation results. A rare excep-
tion is results published in [Hoover| to-
gether with experimental data available
on their Internet server. Our previous pa-
pers [Haindl98al,[Haindl98b] introduced
fast range image segmentation algorithms
for planar-faced and general-faced objects,
respectively. Evaluation results of the al-
gorithm [Haindl98a] using test data set
and methodology from [Hoover| demon-
strates comparable segmentation quality
with the algorithms in [Hoover| while be-
ing of an order of magnitude faster than
these techniques. Fig.2 shows an example
of the segmented scene. The algorithm
also lacks usual handicap of segmentation
methods their lot of application depen-
dent parameters to be experimentally es-
timated. Both algorithms combine a dis-
continuity detection step and the subse-
quent line or curve based region growing
guided by these detected discontinuities.

3 VIRTUAL MODEL GEOME-
TRY INFERENCE

Range image segmentation results are
used to build a virtual reality models that
consist of single planes. However although
even if a single planar face is correctly



Figure 3: Gallery hall.

found, its corresponding range pixels val-
ues are too noisy to be of direct use for the
face model construction. Such a model
would have many small noise-generated
faces. Noise filtering is done through the
least-square fitting of a plane to a detected
face perimeter pixels. Each face perimeter
pixel is subsequently projected into this
plane and the pixel projection is the cor-
rected value which is used for a virtual
model face geometry inference.

The range image segmentation thematic
map serves also as the region map for the
registered colour textured image. If a de-
tected face has sufficient area for a reli-
able texture model parameter estimation
then the corresponding colour image area
is projected into a plane perpendicular to
a viewing direction, otherwise this face is
classified as too small for individual tex-
turing. If it is required to texture such
a small surface its model parameters can
be imported interactively. In the follow-
ing step a face texture model parameters
are estimated. Finally individual textures
are synthesized using the fast algorithm of
the next section and combined with model
geometry information.

4 TEXTURE MODEL

Virtual reality systems require object sur-
faces covered with realistic nature-like
colour textures to enhance realism in vir-
tual scenes. These textures can be ei-
ther digitised natural textures or textures

Figure 4:
wood texture.

Synthetic canvas and

synthesized from an appropriate mathe-
matical model. Digitised solid textures
are far less convenient, since they involve
the 2D digitisation of a large number of
cross-sectioned slices through some ma-
terial and must be stored in a tabular
form and evaluated by table lookup. Syn-
thetic textures are more flexible and may
be evaluated directly in procedural form.

Gaussian Markov random fields are ap-
propriate models for texture synthesis not
only because they do not suffer with
some problems of alternative options (see
[Haindl91] for details) but they are also
easy to synthesize and still flexible enough
to imitate a large set of natural and arti-
ficial textures.

Multiple resolution decomposition (MRD)
such as Gaussian/Laplacian pyramids,
wavelet pyramids or subband pyramids
present efficient method for the spatial in-
formation compressing. The hierarchy of
resolutions provides a transition between
pixel-level features and region or global
features and hence to model a large va-
riety of possible textures. Unfortunately
Markov random fields in general, and
Gaussian Markov random fields in partic-
ular are not invariant to multiple resolu-
tion decomposition even for simple tech-
niques like subsampling and the lower-
resolution images generally lose their
Markovianity. To avoid computationally
demanding approximations [Gidas| of a
non-Markov multigrid random field by



Figure 5: Gallery foyer.

MRF's we analyze each resolution compo-
nent independently.

Modelling general colour texture images
requires three dimensional models. If a
3D data space can be factorized then these
data can be modelled using a set of less-
dimensional 2D random field models, oth-
erwise it is necessary to use some 3D ran-
dom field model. Although full 3D mod-
els allow unrestricted spatial-spectral cor-
relation modelling, its main drawback is
large amount of parameters to be esti-
mated and in the case of Markov mod-
els also the necessity to estimate all these
parameters simultaneously. The factoriza-
tion alternative is attractive because it al-
lows using simpler 2D data models with
less parameters (one third in the three-
spectral case of colour textures). Unfor-
tunately real data space can be decorre-
lated only approximately, hence the in-
dependent spectral component modelling
approach suffers with some loss of image
information. However this loss of informa-
tion is indiscernible for human observers
in most cases.

Texture modelling does not require com-
putationally demanding MRD approxima-
tions (e.g. [Gidas]) because it does not
need to propagate information between
different data resolution levels. It is suf-
ficient to analyze and subsequently gen-
erate single spatial frequency bands with-
out assuming a knowledge of some MRF-
type global multi-grid model. We assume
colour texture factorized into orthogonal

Figure 6: Part of exhibition in the
Modern Art Department.

Figure 7: National Gallery - passage
to the exhibition hall.

mono-spectral components [Haindl98c|.
These components are further decom-
posed into a multi-resolution grid and
each resolution data are independently
modeled by their dedicated GMRF. Each
one generates a single spatial frequency
band of the texture. An analysed tex-
ture is decomposed into multiple resolu-
tions factors using the Laplacian pyramid
and the intermediary Gaussian pyramid
techniques. Finally single mono-spectral
single-resolution factors are collapsed into
the final (Fig.4) synthetic colour texture.



5 VIRTUAL ENVIRONMENT
NAVIGATION

Navigation in virtual environment is in-
fluenced by technology that is used for 3D
scene description. There are two technolo-
gies mostly used: - QuickTime VR - 3D
modelling techniques based on the use of
tools like VRML or 3D Studio and others.
In the first case the scene is organized in
a form of cylinders where textures repre-
senting photos of the scene create the in-
ner surface of such a cylinder. The user
virtually walks inside of the cylinder and
the image that corresponds to viewer’s
view field is distorted by means of im-
age transformations that create illusion of
walking through the scene.

The navigation in this type of scene repre-
sentation is relatively easy and an average
user can manage it within relatively short
time. There exists a good software sup-
port for creation and browsing (and nav-
igation) in this type of scene representa-
tion. Our attention is concentrated on
the second case where a true 3D model
is created. There exist several browsers
that allow the user to browse freely in a
3D scene. Nevertheless there exist many
problems that have to be solved in order to
achieve satisfactory performance of such a
browser in general 3D environment.

Serious problem is the user friendliness of
the user interface of a 3D browser. Ef-
fective use of this interface requires some
experience from the user what is not al-
ways the case. A solution to this prob-
lem would be automatic path generation
that would define a trajectory of the vir-
tual walk through. The parameters of
the path (starting point, end point, us-
age of a staircase etc.) will be defined by
the user. This solution would help us to
solve another critical problem: is the per-
formance of a computer high enough to
generate the virtual walk through in real
time? When taking into account average

Figure 8: National Gallery - part of
the exhibition.

personal computers currently in use and
3D scenes with some level of complexity
we will get mostly negative answer.

The solution to this problem is to gener-
ate a sort of movie that represents the vir-
tual walk-through in the scene. Such a
movie can be played forwards and back-
wards thus providing necessary informa-
tion about every part of the trajectory the
user goes virtually through. Generation of
a path from parameters given by the user
is done automatically in a module that
considers the ground plan of a 3D scene
as a labeled graph. The labels represent
various kind of information like accessibil-
ity of some location from the point of view
of handicapped persons etc.

The process of the path finding is in prin-
ciple finding a path in a graph. The path
found is used for generation of a movie
that represents the virtual walkthrough.
The user interface has only few features.
They do not require some specific knowl-
edge (forward, backward, stop etc.). This
fact allows the use of the navigational sys-
tem even for novice users.

6 DISTRIBUTED
SYSTEMS

VIRTUAL

Large virtual information systems have
to be distributed over Internet. There



Figure 9: National Gallery - de-
tailed view.

are several reasons why it should be so.
One reason is the fact that the 3D model
could be shared by more users at the same
time. This means that each user will work
with the part only that is of interest for
him/her. In such way significant reduc-
tion of data transfer via network can be
reached. This fact has a close relation to
paragraphs above where new techniques
for texture compression were discussed.

Combination of the both approaches could
lead to the significant increase of the over-
all performance of the whole information
system. Also the fact that information
processing will be distributed among num-
ber of clients will increase the system per-
formance. There exist several models of
communication that allow to share com-
puter resources in a computer network.
There are many unsolved questions con-
cerning mainly properties of user inter-
faces, coordination of activities of single
users, data compression etc. All these
topics are considered as potential research
fields.

7 RESULTS

The proposed solution for the virtual in-
formation system construction is demon-
strated on the model of the Department of
Modern Art of the National Gallery. This

collection of images, drawings and statues
from the period of 20th century is located
in a functionalistic building in Prague. In
order to test the navigation algorithm on
real data we modelled manually the inte-
rior of the gallery building.

The Figs. 1,3, 5-10 show different im-
ages from the Virtual National Gallery ex-
ample. The gallery model is created in
the VRML2 language. The model uses
synthetic textures Fig. 4 generated us-
ing our multiscale Markov random field
based algorithm (section 4). The appear-
ance of colour synthetic textures in the
gallery model was visually indiscernible
from their natural counterparts. All parts
of the sytem are fully functional and were
tested with satisfactory results. However
due to lack of proper range camera we
were not able to acquire range data from
the gallery building. Instead the method
of automatic acquisition of VR models
from range data was successfully tested
on the large set of range images from
[Hoover|. A single range scene segmen-
tation example from this set is illustrated
in the Fig.2.

Figure 10: National Gallery - prepa-
ration of an exhibition.

8 CONCLUSIONS

Automatic acquisition of virtual models
from registered range and colour real im-
age data is possible combining novel ef-
ficient and robust methods demonstrated
in the article. Satisfactory models require
not only complex 3D shapes, but also life-
like colour and texture. The multi-scale



texture model allows more realistic results
than the single-scale one in natural scenes
where the synthesis model is inadequate
(lower order model, non stationary tex-
ture, etc.). The texture model allows large
compression ratio for transmission or stor-
ing texture information while it has still
moderate computation complexity. The
test results of the virtual model acquisi-
tion algorithms briefly mentioned in this
paper are encouraging and produced mod-
els look true-to-life. Very complex scenes
with non-planar faced objects still require
human feedback and corrections. How-
ever even in this case the model acqui-
sition procedure significantly simplifies a
virtual model building task.

Distributed virtual reality information
system vastly improves access of citi-
zens or professionals to culture knowl-
edge bases collected in museums or gal-
leries. Many cultural heritage monuments
endangered by crowds of visitors or even
already closed for public can be accessed
through their virtual models.  Other
monuments stolen, damaged, moved from
their natural environment (e.g. Elgin’s
marbles, Codex Gigas, etc.) can be com-
pleted with their original setup. Restora-
tion plans, exhibition planning, manip-
ulating of fragile physical objects, envi-
ronment changes and many other cul-
tural heritage maintenance problem can
be cheaply and safely solved in simulated
virtual information systems.

Finally some cultural heritage can be pre-
served only in digital form due to natu-
ral disasters or human ignorance. Another
obvious application is virtual information
and simulation systems for environments
too dangerous, hostile, or even inaccessi-
ble for humans such as radiation contam-
inated environment, body interior for mi-
crosurgery treatment, etc.

Although recent technology advances al-

ready enables automatic or at least semi-
automatic construction of distributed vir-
tual models, some further research is still
needed. The VRML2 language has many
functional restrictions and some better
distributed virtual reality modelling lan-
guage is clearly required. Current state-
of-art of image analysis has its limitations
as well in reliable image segmentation
of complex or inhomogeneously lighted
scenes.
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