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ABSTRACT 
A traditional computer graphics domain has received an unprecedented boost from the newest developments in 

generative Artificial Intelligence (GenAI). It affects all areas: from image generation, to face recognition, to 

object detection, to aerial surveillance, to autonomous car vision systems. The newest deep learning architectures 

make it possible to generate new images from texts, to apply styles to portraits, to de-identify facial images, and 

to recognize human and objects in videos. This keynote will delve into some of the most exciting applications in 

medical AI diagnostics, human face recognition and aesthetics domains, while making a strong case for resulting 

image authenticity, bias mitigation, and trust. 

Keywords 
Generative AI, computer graphics, deep learning, biometrics, digital human, authenticity, bias, trust. 

 

1. INTRODUCTION 

   The next generation Generative Artificial 

Intelligence (GenAI) algorithms have dramatically 

transformed not only research landscape, but the way 

society communicates and functions. At the same time, 

trust in AI-powered decision making, bias mitigation 

and responsible computing emerged as the key societal 

challenge of the 21st century [Gav23]. According to 

researchers, practitioners, industry experts, and the 

public, it is imperative to build in safety mechanisms 

in the ways AI is utilized in commercial and public 

domains [Anz22, Cha21]. Computer Graphics domain 

has witnessed significant transformation due to the 

development of advanced deep learning architectures. 

Text to image and reverse conversion allows for better 

storytelling, while style application to art works or 

advertisements inspire creative designs never possible 

before [Ska23].  

2. MOTIVATION 

The synergy between image processing and deep 

learning resulted in new advancements in medical 

diagnostics, patient-focused personalized healthcare 

delivery, and new drug developments. Another domain 

that benefitted from the newest deep learning 

architectures is information security. Biometric 

authentication systems based on convolution neural 

networks, transformer-type architectures, graph-based 

deep learning, and adversarial neural networks allow 

not only faster training with more accurate user 

identity authentication, but also allow for higher 

degree of privacy protection through situation 

awareness [Pau14] and facial de-identification 

[Gav21]. Those developments lead to the need for 

especially careful consideration of user’s data privacy, 

ethical use of data, and bias free data collection. The 

ease of accessing abundant social medial data, which 

is frequently used for targeted advertisement, service 

delivery, political campaigns, and e-commerce, 

augments the need for protecting user’s rights and 

enforcing ownership of data [Gav17]. At the same 

time, more and more researchers are starting to pay 

attention to the development of not only accurate and 

reliable decision-making systems, but to the urgent 

demand for ethical, responsible, and trustworthy 

computing [Col18, Lin20, Lyu21].  

3. RECENT DEVELOPMENTS 
   This keynote starts with presenting state of the art in 

generative AI developments and the transformative 

changes in computer graphics, image processing, 

human aesthetics and biometric authentication 

domains.  It proceeds with introducing concepts 

related to data representation, feature engineering, 

prediction and classification outcomes of AI models. It 

then introduces the concept of trustworthiness in 

decision-making as the ability of computer systems to 

perform a real-world task reliably, with decision being 

transparent, processes being explainable and 

algorithms being bias-free. Data privacy is discussed 

along with the issues of data authenticity, ownership, 

and ethics. 
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4. CONCLUSIONS 
This invited keynote presents an overview of most 

recent advancements and challenges associated with 

rapid adoption of generative AI breakthrough in 

modern society. It elaborates on technological 

innovations that made broad adaptions of deep 

learning into consumer products and services possible, 

describes key research in the domains of fair, 

trustworthy and explainable decision-making systems 

powered by generative AI, and provides examples 

from the domains of cybersecurity, biometric and 

computer graphics. The keynote is based on the 

innovative research conducted at the Biometric 

Technologies Laboratory of the University of Calgary, 

Canada and supported by the Research Excellence 

Chair in Trustworthy and Explainable AI awarded to 

Prof. Marina Gavrilova. 
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ABSTRACT
Point cloud registration plays a crucial role in many applications, from robotics and autonomous navigation to
medical imaging and 3D scene reconstruction. While the Iterative Closest Point (ICP) algorithm is a well-known
shape registration choice, its efficiency and accuracy can be affected by the vast search space for point correspon-
dences. k-means clustering emerges as a promising solution for partitioning the search space into smaller clusters
to reduce the computational complexity and increase the performance of the matching. However, the number and
size of these clusters and how they affect the registration remains a critical and yet not fully explored factor. This
paper delves into the relationship between the number of k-means clusters and point cloud registration accuracy.
To determine the effect of the number of k-means clusters on registration accuracy and efficiency and to understand
any emerging pattern, k-meansICP is developed to use the k-means algorithm to cluster the correspondence search
space. Two sets of 3D molecular shapes with differing complexities are matched using initial rotation angles 15,
30, and 60 degrees with 2 to 10 k-means clusters. The results are then compared with the original ICP algorithm.

Keywords
3D Point Cloud, 3D Shape Registration. Iterative Closest Point, k-Means Clustering

1 INTRODUCTION
Point cloud registration is one of the most important
yet challenging areas of computer vision [Pot06, Goj20,
MA23]. This field is related to tasks in several do-
mains such as molecular biology for characterising bi-
ological interactions [Ovr23], medical image process-
ing [Wu18] for medical image visualisations, robotics
[Lyu24, Kri15] for 3D object recognition through re-
construction, and human pose estimation and tracking
[Che11], and for optimising cutting tool positioning in
the context of Computer Numerical Control (CNC) ma-
chining [Bo19].

The iterative closest point algorithm (ICP) [Bes92] is
the most popular point cloud registration algorithm
[Lyu24, Li22] because of its simplicity and modular
nature, allowing enhancements to different aspects
of the registration process as required. ICP aims to
align two point clouds by finding a transformation that

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

minimises the distance between the point clouds. The
algorithm repeatedly alternates between finding the
closest point in the target point cloud for each point in
the source point cloud and computing a transformation
that minimises the distance between the corresponding
points [Zha22].

1.1 Limitations of existing solutions
ICP requires a good initial transformation [Lyu24] to
converge to a good solution. The algorithm can per-
form poorly with a large initial transformation resulting
in a less optimal convergence [Wu18]. The presence of
outliers (non-uniform or non-conforming points), noise
produced from point cloud acquisition devices [Du15],
and partial overlaps, such as registering subsets of a
point cloud, can also decrease the efficiency of the reg-
istration process driven by false matches [Pom13]. The
nature of ICP as an optimisation algorithm is to find
approximate solutions to the registration problem by
converging to a locally optimal solution. This makes
the quality of the registration results heavily dependent
on the initial transformation. An ICP registration pro-
cess with less optimal initial transformation can lead
to incorrect correspondence, and smaller transforma-
tion convergence regions making the registration pro-
cess unstable [Sal24]. In some instances, ICP may not
converge at all.
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1.2 Outline of this work
This paper evaluates how the number of clusters in a k-
means clustered point cloud, and indirectly the number
of points in each cluster, affects the registration accu-
racy. An experiment is set up using two 3D molecular
structures from the protein data bank [Ber00], 2HAX
and 2JKF. These structures represent different forms of
the common cold virus’s protein molecule. The experi-
ment registers each structure to a copy of itself by parti-
tioning the search space from 2 to 10 clusters, each time
setting an initial rotation of 15, 30, or 60 degrees along
one axis. Partitioned clusters reduce the point corre-
spondence search space. This reduction then decreases
the computational complexity of the registration pro-
cess.

Section 3 details an implementation of ICP [Bes92] us-
ing k-means clustering to reduce the search space. Sec-
tion 4 details the experimental setup and design as well
as the results, analysis, and implications. Section 5 dis-
cusses the findings from the experiment and the perfor-
mance of the algorithms. Section 6 presents the conclu-
sion of this paper with the reiteration of the problems
with ICP [Bes92], how a k-means based implementa-
tion improves the matching, further limitations of this
approach, and our ongoing and future work.

2 RELATED WORK
2.1 The ICP Algorithm
The original ICP algorithm [Bes92] repeatedly com-
putes the transformation that aligns two point clouds.
The algorithm does a correspondence search by find-
ing the closest point in the target point cloud for each
point in the source point cloud. A transformation com-
puted from these correspondences is then applied to the
position of the source point cloud to bring it in align-
ment with the target point cloud. The algorithms do
the next correspondence search from this transformed
source point cloud until the convergence criteria are
reached, which is a set number of iterations or a set
mean squared error threshold.

2.2 Improvements to the ICP Algorithm
Hundreds of variations of ICP have been developed
demonstrating the need for improved versions of the al-
gorithm to handle the vast and diverse datasets [Pom13,
Rus01]. The modular nature of ICP allows improve-
ments to be made at different stages including the clos-
est point search, more elaborate distance metrics than
the Euclidean distance between points, and weighting
of matching point pairs as a way of rejecting less likely
matches [Wan17]. One recent approach to using ICP
to match protein structures focused on enhancing the
registration quality using metadata knowledge of the
point cloud [Ank20]. This included extracting rotation-
invariant features such as the k nearest neighbours of

Algorithm 1 Iterative Closest Point algorithm
1: function ITERATIVE CLOSEST POINT(P, X)
2: P0← P
3: for iteration i := 0 to imax do
4: closest points Yi

← CLOSEST POINT SEARCH(Pi,X)
5: transformation Mi, MSE di

← REGISTRATION(P0,Yi)
6: Pi+1← TRANSFORM(Mi,P0)
7: if change in MSE di−1−di < threshold

then
8: terminate the for loop
9: end if
10: end for
11: return Pi+1,Mi,di
12: end function

each point, and other available point labelling informa-
tion to aid in the correspondence search process.

2.3 Use of k-Means Clustering
The k-means clustering algorithm [Kri99] is an iterative
optimisation algorithm to cluster any point cloud into a
chosen number of k clusters. The algorithm is domain-
independent making it an ideal choice for use in specific
tasks in pattern recognition and machine learning.

The algorithm accepts the desired number k of parti-
tions and then clusters the data points into k clusters,
assigning each point to the closest cluster. This is done
by computing the squared Euclidean distance between
each data point and the centroid of each cluster, and
then assigning each point to the cluster with the clos-
est centroid [Iko23]. There are several variants of the
k-means clustering algorithm based on modifications to
characteristics such as the distance measure, ways to
reduce the number of distance calculations, and the re-
duction of the dimension of the data set [Iko23]

PF-ICP [Sal24] was proposed as an improvement to
the traditional ICP [Bes92] algorithm. PF-ICP uses k-
means clustering to help correctly estimate the trans-
formation during registration. The research utilises the
k−means clustering method to guide the initialisation
of the transformation. The k−means algorithm was
employed to segment the data point cloud into clusters,
and the initial transformation was obtained by doing a
correspondence match of the centroids of the generated
clusters. This process was found to reduce the com-
putational complexity and increase registration speed.
The transformations computed from matching the cen-
troids of the clusters were then used as the initial trans-
formation for the point cloud registration. In PF-ICP
[Sal24], k−means is primarily used for clustering and
estimating the initial transformation, whilst k−means
partitions the search space into clusters to reduce the
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computational complexity of the registration process by
reducing the correspondence search space.

3 THE k-MEANSICP ALGORITHM
Our algorithm is based on the original ICP algorithm
[Bes92] (Algorithm 1). The ICP algorithm finds the
correspondence for each point by computing the dis-
tance from each point in the model point cloud to each
point in the data point cloud. This process is compu-
tationally expensive. Several measures have been pro-
posed to decrease the computational cost of the distance
calculation such as by using kd-tree [Bes92], and par-
titioning the search space using metadata of the points
[Ank20]. [Kan02] proposed an efficient k-means clus-
tering algorithm that leverages Voronoi diagrams to sig-
nificantly reduce time complexity, resulting in substan-
tial accelerations compared to standard k-means clus-
tering methods.

Our algorithm improves computational cost by parti-
tioning the correspondence search space using the k-
means clustering algorithm [Kri99]. This means that
each point does two sets of distance calculations: The
first is to pick the closest cluster by finding the closest
centroid to the point. The second is to find the distance
from the point to each point belonging to the chosen
cluster. This implies every point does point-to-cluster
and then point-to-point distance calculations. The num-
ber of clusters (k) is a user-configurable constant that
can be increased or decreased based on the performance
of the registration. Although there are two sets of dis-
tance calculations involved in our algorithm, the com-
putational complexity is reduced.

Figure 1: 3D point cloud clustered into 4 colour coded
regions

Assume that the point cloud Pi is clustered into k clus-
ters with centroids Xc, where c ∈ 1 . . .k. For each point
p ∈ Pi the algorithm first finds point p’s closest cluster

C based on the distances between p and the cluster cen-
troids. The algorithm then finds the closest point to p
among the points x ∈ C by performing a naive search
comparing the distance d of every point x and finding
the minimum distance dmin. The closest point y is ap-
pended to the list of closest points Yi as the correspon-
dence for p.

Algorithm 2 k-meansICP closest point search
1: function CLOSEST POINT SEARCH(Pi, X)

▷ X is clustered into k clusters with centroids Xc
2: closest points Yi← empty list
3: for all points p in Pi do
4: cluster C← CLOSEST CLUSTER(p, Xc)
5: closest point y← empty
6: closest point distance dmin← ∞

7: for all points x in C do
8: distance d← DISTANCE(p, x)
9: if d < dmin then
10: closest point y← x
11: closest point distance dmin← d
12: end if
13: end for
14: append closest point y to closest points Yi
15: end for
16: return Yi
17: end function

3.1 Computational complexity
k-meansICP leverages the clustering information to re-
duce the search space. It achieves this by first find-
ing the nearest cluster for each data point (p) and then
searching only within that cluster (C) for the closest
neighbour (x). This approach reduces complexity by
a factor depending on the number of clusters and their
uniformity.

k-means clustering tends to create clusters of equal vol-
ume. The effectiveness of k-meansICP depends on the
distribution of points within the clusters. Evenly dis-
tributed points lead to equal-sized clusters in terms of
cardinality. An evenly distributed point cloud with car-
dinality N would be partitioned into k clusters of cardi-
nality N/k. For each of the N points we first find the
nearest of the k cluster centroids using O(k) distance
calculations, and then then nearest of the on average
N/k points in that cluster using O(N/k) distance cal-
culations. Hence the computational complexity of k-
meansICP becomes O(N(k+N/k)). In theory the op-
timal choice of k would be k =

√
N to reduce the to-

tal computational complexity to O(N1.5), which would
be a significant reduction from O(N2) for the original
ICP algorithm. More generally, for non-uniform point
clouds the computational complexity of k-meansICP
depends on the actual cardinalities of the clusters and
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on the probability that each cluster is selected as the
closest to the point p.
However, the accuracy of the matches might be af-
fected, particularly for points near cluster boundaries.
This is because k-meansICP limits the search space to
the chosen cluster C. While C is the cluster with the
closest centroid to p, it may occur that the actual clos-
est point is not in C but in a different cluster. In such
cases, a suboptimal closest point will be chosen from
C. The iterative nature of the ICP algorithm makes it
robust to small amounts of such suboptimal correspon-
dences. More suboptimal correspondences may delay
or even prevent convergence. To keep the amount of
suboptimal correspondences small we keep k relatively
small, in practice k = 2 to 10. This is typically less than
optimal for the theoretical computational complexity,
but we have found that it is a better trade-off in terms of
convergence in practice.

4 EXPERIMENT
k-meansICP was implemented in Microsoft C#.
Unity3D was used to visualise the registration simula-
tion and generate the analysis data.

Figure 2: 3D point cloud for molecules 2JKG (left) and
2JKF (right)

4.1 Experimental Design
This experiment investigates the performance of the
k-meansICP algorithm for protein structure matching.
The focus of the experiment was on how the number
of k-means clusters [Kri99] can affect registration ac-
curacy and convergence.

4.2 Data Acquisition and Pre-Processing
For this study, two protein structures from the Protein
Data Bank (PDB) [Ber00] serve as the source for pro-
tein structure data. The PDB IDs are 2JKF and 2JKG
(provided for reproducibility) consisting of 1420 and
1452 atoms respectively. Each protein structure shape
will be matched to a rotated version of itself. Each
structure was imported into Unity using the CellUnity
[Geh15] package to facilitate the visualisation and ma-
nipulation of protein structures. The package automat-
ically generated a 3D representation based on the co-
ordinates of each atom in the PDB file. Atoms were

visualised as spheres, allowing for spatial analysis of
the protein molecule.

4.3 Experimental Setup
The experiment evaluated the performance of the ICP
and k-meansICP algorithms under varying initial rota-
tion angles and different numbers of clusters for the k-
meansICP algorithm. Specifically, the source and tar-
get copy of a protein structure were aligned by their
centres of mass, followed by giving one copy a starting
rotation along one axis at predefined angles (15°, 30°,
and 60°). Each test case was run with 100 iterations for
k-meansICP and original ICP. However, in the case of
k-meansICP, each test case was also run for k = 2 to 10
clusters.

4.4 Rationale
Large initial rotations pose a challenge for ICP algo-
rithms. The introduction of an initial rotation angle was
to add some complexity to the registration process.

The original ICP algorithm served as the baseline
for comparison, isolating the effects of the proposed
improvements within the k-meansICP. Integrating
k-meansICP with other ICP variants would potentially
introduce confounding factors from their inherent
improvements, hindering the accurate measurement
of our specific contributions related to the number of
clusters and the initial rotation angles.

4.5 Rotational angles and number of clus-
ters

While both algorithms consider translation during the
matching process, this experiment primarily focused
on rotational alignment and cluster sizes. The pre-
alignment of structures at their centres of mass mini-
mizes the impact of the translation vector and is a com-
mon pre-processing step in ICP.

5 ANALYSIS AND EVALUATION
To assess and compare the performance of k-meansICP
with each number of clusters, as well as the original
ICP, two types of graphs are presented. The conver-
gence graphs show the mean squared alignment error
at each iteration. This data is generated at the end of
each iteration and it presents an analysis of the grad-
ual progress of the registration process towards conver-
gence. It can also show the iteration count at conver-
gence, as well as how smooth the transition is towards
convergence.

The match quality graphs show the cumulative his-
togram of the number of points that have a root mean
squared alignment error less than a value on the hori-
zontal axis. This data represents the final quality of the
match when the registration process is completed. By
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looking at the cumulative number of points at a partic-
ular root mean square error, we can analyse the effec-
tual quality of the match. A good match quality would
have a steep rise to nearly 100% at small alignment er-
rors. The vertical line that sometimes appears at the
right edge of a match quality graph is an artefact of Mat-
plotlib [Hun07] that indicates the maximum alignment
error, where the cumulative histogram reaches 100% of
points. Note that the horizontal axis is scaled to fit the
range of alignment errors. If the match is almost per-
fect and the maximum alignment error is very small,
e.g., 1e-8, then the match quality curve has an irregular
shape caused by floating point precision and does not
represent significant alignment errors.

5.1 ICP

Figure 3: Match quality results for molecule 2JKF us-
ing ICP at initial rotation angles 15°, 30°, and 60°

Figure 4: Convergence results for molecule 2JKF using
ICP at initial rotation angles 15°, 30°, and 60°

From the matching results for ICP for molecule 2JKF
(Figure 3), we realize a good match for initial rotation
angles 15 and 30 degrees and a comparatively worse
one for angle 60 degrees. This is typical of the ICP al-
gorithm’s behaviour of worse convergence with a poor

initialisation and thus requiring a good initial transfor-
mation. The convergence graph (Figure 4) confirms that
performance with the 15 and 30-degree initial rotation
angles converging faster at approximately 10 iterations
and 18 iterations respectively, whereas the angle 60 de-
grees has reached a plateau after approximately 30 iter-
ations with a substantial remaining alignment error.

Figure 5: Match quality results for molecule 2JKG us-
ing ICP at initial rotation angles 15°, 30°, and 60°

Figure 6: Convergence results for molecule 2JKG using
ICP at initial rotation angles 15°, 30°, and 60°

Similarly, for molecule 2JKG, we realize a good match
for initial rotation angles of 15 and 30 degrees and a
worse match for the angle of 60 degrees (Figure 5).
The convergence graph (Figure 6) shows similar con-
vergence results for 15 and 30 degrees. For an initial
rotation angle of 60 degrees, the convergence is much
worse compared to 2JKF, even showing intermittent di-
vergence around iterations 70–100.

5.2 k-MeansICP
It can be observed that the match quality of k-meansICP
with 2 clusters (Figure 7) was comparable to ICP (3) but
only for the 60 degrees initial rotation. ICP performed
much better at converging at a lower mean squared
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Figure 7: Match quality results for k-meansICP with
k = 2 clusters

Figure 8: Match quality results for k-meansICP with
k = 3 clusters

Figure 9: Match quality results for k-meansICP with
k = 4 clusters

error for all initial rotation angles as compared to k-
meansICP (Figure 16). This trend is seen across all
the other match quality (Figures 7–15) and convergence
graphs (Figures 16–24) for increasing number of clus-
ters, showing lower final point pair alignment errors.
This further illustrates the robust nature of the ICP algo-

Figure 10: Match quality results for k-meansICP with
k = 5 clusters

Figure 11: Match quality results for k-meansICP with
k = 6 clusters

Figure 12: Match quality results for k-meansICP with
k = 7 clusters

rithm for registering the same shapes with no noise. Al-
though k-meansICP makes use of k-means clustering to
reduce the search space and make the registration faster,
this improvement did not correlate with improved reg-
istration results at lower convergence errors. k-means
clustering [Kri99] is used to accelerate the closest point

ISSN 2464-4617 (print) 
ISSN 2464-4625 (online)

Computer Science Research Notes - CSRN 3401 
http://www.wscg.eu WSCG 2024 Proceedings

8



Figure 13: Match quality results for k-meansICP with
k = 8 clusters

Figure 14: Match quality results for k-meansICP with
k = 9 clusters

Figure 15: Match quality results for k-meansICP with
k = 10 clusters

search but can result in less suitable matches leading to
less optimal performance.

We also observed that the number of clusters had mini-
mal impact on match quality and convergence.

Figure 16: Convergence results for k-meansICP with
k = 2 clusters

Figure 17: Convergence results for k-meansICP with
k = 3 clusters

Figure 18: Convergence results for k-meansICP with
k = 4 clusters

6 CONCLUSIONS AND FUTURE
WORK

The original ICP algorithm [Bes92] is the most com-
mon algorithm used for point cloud registration, how-
ever, it has limitations such as the requirement for
a good initial transformation, the computational com-
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Figure 19: Convergence results for k-meansICP with
k = 5 clusters

Figure 20: Convergence results for k-meansICP with
k = 6 clusters

Figure 21: Convergence results for k-meansICP with
k = 7 clusters

plexity of the correspondence search process, and poor
performance in the presence of noise and outliers.

This paper presented the k-meansICP algorithm to im-
prove the performance of ICP by reducing the corre-
spondence search space. The approach partitions the
data point cloud using k-means clustering [Kri99] re-

Figure 22: Convergence results for k-meansICP with
k = 8 clusters

Figure 23: Convergence results for k-meansICP with
k = 9 clusters

Figure 24: Convergence results for k-meansICP with
k = 10 clusters

sulting in a decrease in the computational complexity.
This work also investigated the impact of the number
of k-means clusters on point cloud registration. The re-
sults did not show a clear correlation between the num-
ber of k-means clusters and the match quality and con-
vergence using the k-meansICP algorithm.
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Results indicate a lower quality match and slower con-
vergence compared to ICP. However, the impact of the
number of k-means clusters on 3D point cloud regis-
tration can be investigated further to consider variables
such as the symmetry of the point cloud, and implemen-
tation options such as using k-meansICP for an initial
coarse alignment before a fine alignment using ICP.
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ABSTRACT
Modern cameras typically offer two types of image states: a minimally processed linear raw RGB image repre-
senting the raw sensor data, and a highly-processed non-linear image state, such as the sRGB state. The CIE-XYZ
color space is a device-independent linear space used as part of the camera pipeline and can be helpful for com-
puter vision tasks, such as image deblurring, dehazing, and color recognition tasks in medical applications, where
color accuracy is important. However, images are usually saved in non-linear states, and achieving CIE-XYZ color
images using conventional methods is not always possible. To tackle this issue, classical methodologies have been
developed that focus on reversing the acquisition pipeline. More recently, supervised learning has been employed,
using paired CIE-XYZ and sRGB representations of identical images. However, obtaining a large-scale dataset
of CIE-XYZ and sRGB pairs can be challenging. To overcome this limitation and mitigate the reliance on large
amounts of paired data, self-supervised learning (SSL) can be utilized as a substitute for relying solely on paired
data. This paper proposes a framework for using SSL methods alongside paired data to reconstruct CIE-XYZ
images and re-render sRGB images, outperforming existing approaches. The proposed framework is applied to the
sRGB2XYZ dataset.

Keywords
CIE-XYZ Color Space, sRGB, Image Reconstruction, Self-Supervised Learning (SSL), Raw Image, Macbeth
ColorChecker

1 INTRODUCTION
In the realm of digital photography, a customary pro-
cess involves the transformation of a sensor RAW im-
age captured by a digital camera into the standardized
sRGB format utilizing an in-camera Image Signal Pro-
cessor (ISP) [16]. Traditional ISPs are optimized pri-
marily to generate visually appealing, compressed RGB
images that cater to human perception. The pervasive
availability of such RGB images on the internet has
contributed significantly to the recent advancements in
machine learning-based computer vision technologies.
The image processor in a digital camera applies vari-
ous adjustments to the captured sensor image [23]. In
the initial stage, linear operations like white balance and
color adaptation transform the sensor-specific raw RGB
image into a standardized color space, such as CIE-
XYZ [24]. This creates a scene-referred image that di-
rectly correlates with the original captured scene. Sub-
sequently, the "photo-finishing" stage involves applying
non-linear adjustments and local operators to enhance
the visual aesthetics of the photograph. This may in-
clude selectively manipulating colors to improve skin
tones or increasing local contrast for a more striking
appearance. Finally, the processed image is converted
to the desired output color space.

The increasing prevalence of digital imaging has pro-
pelled the development of modern cameras that pro-

vide users access to either one of the two distinct im-
age states: minimally processed linear raw RGB data
and highly processed non-linear images, such as those
in the sRGB state. These two image states serve dif-
ferent purposes, with the former representing the raw
sensor data and the latter addressing the visual percep-
tion of users. With its linear relationship to scene ra-
diance, the raw-RGB image state offers advantages for
low-level computer vision tasks such as deblurring, de-
hazing, denoising, and image enhancement [25, 13, 26].
However, the sensor-specific nature of color filter arrays
in the raw RGB format leads to significant variations
in captured values between different sensors, often ne-
cessitating sensor or camera-specific tailor-made algo-
rithms. The display-referred image state, typically in
the sRGB color space, is widely used for display pur-
poses but can vary significantly in value due to pro-
prietary photo-finishing applied by different cameras.
This leads to differences in sRGB values between im-
ages captured of the same scene using different camera
models or settings.

Using a device-independent linear color space in com-
puter vision applications, such as CIE-XYZ, has proven
valuable for multiple tasks [4, 13]. The reconstruction
of color images in the CIE-XYZ color space from non-
linear images is crucial for achieving accurate color rep-
resentations. However, conventional methods that rely
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(A) Input image (B) Our CIE-XYZ rec. (C) Our re-rendering

Figure 1: Visual comparisons for CIE-XYZ reconstruction and re-rendering. (A) The input sRGB image. (B) CIE-
XYZ reconstruction using the proposed method. (C) Our re-rendered output was generated from the reconstructed
CIE XYZ image. CIE XYZ images are scaled by a factor of two to aid visualization. The input images are sourced
from the NUS dataset [1].

solely on paired CIE-XYZ and sRGB representations
face challenges due to the limited availability of large-
scale paired image datasets. Acquiring such datasets is
often time-consuming, expensive, and not easily scal-
able, hindering the development of robust color image
reconstruction techniques. To address the challenges of
acquiring labeled datasets at scale (like CIE-XYZ and
sRGB pairs), SSL has recently gained significant atten-
tion as an alternative paradigm [27, 37, 38, 39]. Unlike
traditional supervised learning, which relies on exter-
nally provided labels, SSL leverages the intrinsic prop-
erties of the input data to generate surrogate labels. By
exploiting the inherent information in the data, SSL of-
fers a promising avenue to overcome the reliance on
paired data and enhance the performance of color im-
age reconstruction.

Most SSL approaches in computer vision focus on
image segmentation and classification. Using such SSL
techniques has substantially improved performance
outcomes in various domains, including medical image
analysis and object recognition. For example, SimCLR
[14] proposed a simple yet effective framework for SSL

of visual representations. The SimCLR method used a
contrastive learning approach to learn representations
that capture the similarity between different views of
the same image. SimCLR demonstrated state-of-the-art
performance on several benchmark image classification
datasets, including CIFAR-10, CIFAR-100 [33], and
ImageNet [10]. Utilizing a pre-trained model followed
by fine-tuning offers the advantage of requiring less
data than training from scratch. However, in certain
applications, a suitable pre-trained model may not be
available. In such cases, an alternative approach that
is both practical and yields comparable results while
avoiding the need for large amounts of annotated data
required by pre-trained models becomes desirable.
This is where SSL comes into play. SSL operates
without needing external labels, instead leveraging
inherent information in the input data. In this study, we
aim to adapt the SSL method to reconstruct CIE-XYZ
from non-linear RGB images.

This paper proposes an SSL-based method for recon-
structing CIE-XYZ images from non-linear RGB in-
puts. Our framework aims to mitigate the challenges as-
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sociated with limited paired data availability. We draw
inspiration from successful SSL techniques developed
for conventional computer vision tasks. These tech-
niques have been applied in image segmentation and
classification tasks, as demonstrated in foundational
works such as [34]. The SimCLR [14] framework,
in particular, demonstrated remarkable performance in
learning visual representations by capturing the similar-
ity between different views of the same image."

Our methodology employs SSL and includes a pre-
task that focuses on the color boards present in the im-
ages. We were inspired by the work of [7], who in-
troduced a domain knowledge-guided SSL technique
for change detection in remote sensing images, and we
adopted a similar approach. The authors in [7] utilized
prior knowledge of remote sensing indices to direct the
learning process and improve change detection capabil-
ities. Similarly, we use prior knowledge of color boards
within the images to guide the learning process and en-
hance the quality of reconstruction.

By leveraging the predetermined colors of patches
on the color boards, we develop a self-supervised
training paradigm that enables the reconstruction
of color patches in the CIE-XYZ color space. This
concept can be seen in Fig. 1, where we present visual
comparisons showcasing CIE-XYZ reconstruction and
re-rendering processes. Incorporating color boards
provides an inherent label source for the network
during the self-supervised training, eliminating the
need for paired CIE-XYZ and sRGB images. To
evaluate the effectiveness of our proposed framework,
we employ the sRGB2XYZ dataset created by [4]. This
dataset, derived from the MIT-Adobe FiveK dataset,
offers pairs of sRGB and camera CIE-XYZ images
obtained through a camera pipeline. Additionally,
we compare our framework’s performance against
state-of-the-art methods to showcase its color accuracy
and reconstruction quality superiority.

In summary, our contributions are:

• We present a new framework that leverages SSL to
advance the reconstruction of color images in the
CIE-XYZ color space from non-linear RGB inputs.
By mitigating the reliance on paired data and draw-
ing inspiration from SSL techniques, our algorithm
offers an innovative approach to enhance color im-
age reconstruction.

• We benchmark our method and demonstrate its su-
periority over existing approaches, highlighting its
potential impact on various computer vision appli-
cations requiring precise color representations.

• We further demonstrate that a pre-trained classifi-
cation network (such as ResNet) can be used to

improve performance in CIE-XYZ reconstruction.
We, therefore, incorporate such a backbone into our
model.

2 RELATED WORK
Methodologies for de-rendering sRGB images can be
classified into two categories: those that incorporate
specialized metadata during the capture process and
blind methods that do not rely on additional informa-
tion. Early digital cameras lacked access to the sen-
sor’s raw-RGB image, leading to radiometric calibra-
tion methods [17, 18, 19] focusing on linearizing the
sRGB data rather than accurately recovering raw-RGB
values. These methods employ simplistic models, such
as a primary 1D response function per color channel, to
establish a linear relationship between the digital values
and scene radiance. As for the blind methods within
the other category, they too can be further divided into
two types. The initial type consists of methods attempt-
ing to model the parametric relationship that maps from
sRGB to some linear state [20, 13]. The second type
comprises machine learning methods that aim to learn
the color transformation using pairs of sRGB images
and their corresponding images used for reconstruction;
this includes those in the CIE-XYZ color space [4] and
raw-RGB format [22].

In addition to the de-rendering methods that adopt a
generic approach, such as those presented in [13, 28],
which often exhibit limited accuracy due to their in-
ability to model camera-specific operations, there are
other works that employ different neural network solu-
tions. For instance, [35] is a relevant example. These
methods assume a standard set of Image Signal Pro-
cessor (ISP) operations, which hinders their ability to
account for individual cameras’ unique characteristics.
In contrast, our combination of unsupervised and self-
supervised training enables broader generalization, en-
hancing reconstruction accuracy. Moreover, while ma-
chine learning-based image reconstruction methods can
take advantage of the abundance of images available
on the internet for training, the absence of the de-
sired image pairs required for supervised training sig-
nificantly limits their effectiveness and generalization.
Certain studies have incorporated prior knowledge into
the learning process in scenarios where the availability
of labeled data is limited. Integrating domain-specific
information in the training process enhances the relia-
bility of the resulting model [31].

In recent years, there has been an increasing interest in
incorporating prior knowledge into the training process
of machine learning models. As a result, data-driven
and knowledge-guided methods have emerged, show-
ing promising improvements in model performance.
An innovative approach, proposed by [29], involves su-
pervising neural networks by defining constraints in the
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(a) (b)
Figure 2: The methodology employed for executing
self-supervised training using the color boards allows
the creation of a pre-task. This pre-task involves re-
taining and matching the colors of patches located on
the color boards with corresponding colors in the CIE-
XYZ color space. Sub-figure (a) displays an example
image from the NUS dataset [1], where the color board
is detected based on the metadata. Additionally, (b) il-
lustrates a visualization of the extra information in the
metadata that can be used to sample each color board’s
color patches during the pre-task.

output space rather than relying on explicit input-output
pairs as training data. These constraints are derived
from prior domain knowledge, such as known laws of
physics. The authors demonstrate the efficacy of this
method on various real-world and simulated computer
vision tasks, highlighting its potential to improve the
performance of neural networks in practical applica-
tions.

Compared to existing approaches in color image re-
construction, our framework offers a distinctive aspect
by utilizing guided SSL with color boards, providing
an innovative and practical way to enhance CIE-XYZ
image reconstruction without the need for extensive
paired data. Through evaluations on the sRGB2XYZ
dataset [4], our proposed framework outperforms exist-
ing methods, showcasing its potential impact on various
computer vision applications requiring precise color
representations. Our work contributes to advancing the
field of color image reconstruction and demonstrates
the viability of SSL in this context.

3 PROPOSED METHOD - MULTI-
PHASE TRAINING FRAMEWORK
FOR CIE-XYZ IMAGE RECON-
STRUCTION

The proposed approach follows a multi-phase training
scheme for CIE-XYZ image reconstruction, compris-
ing three key training phases with weight adaptation
and transfer (see Fig.3). First, we use supervised train-
ing with pairs of sRGB images and their correspond-
ing CIE-XYZ images to minimize discrepancies be-
tween the reconstructed and original images. Then,
we perform a self-supervised step based on datasets
with sRGB images containing color boards and prede-
termined colors for color patch regions, enriching the
network’s learning process. Finally, we perform addi-
tional supervised training on a dataset containing sRGB

and CIE-XYZ image pairs, refining learned representa-
tions and incorporating supervised data for improved
performance.
The supervised training phase requires a dataset com-
prising sRGB images paired with corresponding linear
images in the CIE-XYZ color space. To achieve this,
we use the sRGB2XYZ dataset [4] derived from the
MIT-Adobe FiveK dataset [5]. Creating this dataset in-
volves taking raw-RGB images from the MIT-Adobe
FiveK dataset and processing them twice, resulting in
both sRGB and CIE-XYZ versions of each image. The
authors used the camera pipeline outlined in [6] to con-
vert raw-RGB images into the CIE-XYZ color space.
This pipeline allowed them to access the CIE-XYZ val-
ues by processing the sensor raw-RGB images. The
process includes using the color space transformation
(CST) matrices provided with the raw-RGB images.
The dataset includes 1200 pairs of sRGB and camera
CIE-XYZ images. The second type of dataset neces-
sary for the self-supervised part must include sRGB im-
ages that contain a color board within the image. Here,
we used the dataset presented by [1]. The dataset com-
prises images from 9 commercial cameras, where over
200 images were captured for each camera. The im-
ages were taken in natural settings, both indoor and out-
door, with a color board presented within the image. A
text file containing the coordinates of the color boards
and their corresponding color patches is provided for
each image. Combining these two types of datasets
allows the network to learn from both supervised and
self-supervised data, contributing to a more robust and
comprehensive training reconstruction process.

3.1 Phase I - Training With Paired Images
In the first phase, the network undergoes supervised
training using the sRGB2XYZ dataset [4]. This dataset
contains pairs of sRGB images and their corresponding
linear images in the CIE-XYZ color space. The goal
is to reconstruct CIE-XYZ images that accurately rep-
resent the color information in the input sRGB images.
During training, the network’s weights are adjusted to
minimize the error between the reconstructed CIE-XYZ
images and their corresponding ground truth CIE-XYZ
images from the dataset. The supervised training phase
is crucial for establishing an anchor for the main task of
CIE-XYZ image reconstruction. By learning from the
paired sRGB and CIE-XYZ images, the network learns
the color relationships and representations required to
transform sRGB data into the CIE-XYZ color space ac-
curately.
The loss function (Eq. 1) used in the supervised training
phase:

Ls = λ |x̂xyz − x∗xyz|+ |x̂srgb − x∗srgb|, (1)

is derived from [4], which aims to minimize the mean
absolute error (MAE) between the predicted CIE-XYZ
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Figure 3: The training framework consists of three main phases: (1) Supervised training using the sRGB2XYZ
dataset [4] to reconstruct CIE-XYZ images with the loss Lssrgb for minimizing sRGB image reconstruction error
and Lscie−xyz for minimizing CIE-XYZ image reconstruction error, (2) SSL using the NUS dataset [1] and color
board patches with known CIE-XYZ colors to augment the network, with the loss Lssl for minimizing Delta E
76 discrepancy between reconstructed color board patches and their corresponding ground truth CIE-XYZ values,
and (3) An additional phase of supervised training on the sRGB2XYZ dataset for further enhancement and incor-
poration of supervised data with the same loss functions Lssrgb and Lscie−xyz .

image x̂xyz and its corresponding ground truth x∗xyz, as
well as the predicted sRGB image x̂srgb and its corre-
sponding ground truth x∗srgb. The loss enhances color
image reconstruction by encouraging the model to cap-
ture the meaningful color relationships between the im-
ages and produce accurate representations. Addition-
ally, the choice of L1 loss (MAE) over L2 (MSE) is pre-
ferred in this context because it can handle outliers and
produce more visually pleasing results for color repre-
sentations. The value of λ is a weighting factor cali-
brated by [4], and we have adopted their value of 1.5
for our implementation.

3.2 Phase II - Refinement With Color
Boards

In the second phase, the network undergoes SSL using
the NUS dataset [1]. The dataset contains sRGB im-
ages that have color boards positioned within the image.
Each color board contains color patches with known
colors. The network is now tasked with leveraging this
known information to enhance its understanding of the
CIE-XYZ color space transformation. We propose uti-
lizing images containing color boards positioned within
them. By doing so, we draw inspiration from the inher-
ent knowledge present in the input data, explicitly re-
ferring to the known colors of the color patches on the
color boards. These predetermined colors act as natural
labels that guide the training process, eliminating the
need for paired CIE-XYZ and sRGB images and en-
abling the network to learn the mapping between sRGB
and CIE-XYZ color spaces more effectively. This idea
is somewhat analogous to [2], who conducted a prelim-
inary task involving the prediction of image rotations.
Here, we use the fact that the colors of the patches on

the color boards are predetermined and already known
(an example can be seen in Fig.2).

By utilizing this fact, we established a pre-task wherein
the color patches on the color boards were required to
correspond to the relevant colors within the CIE-XYZ
color space after the CIE-XYZ image reconstruction.

Considering the inherent constraint within the architec-
ture of the proposed neural network, wherein local pro-
cessing on the image is eliminated, it becomes evident
that the network structure requires a transformation,
which in this context refers to a matrix multiplication
applied to the entire image. Consequently, if a transfor-
mation applies to the color board, it applies to all pixels
in the image. The SSL phase is designed to augment
the network with additional information using a dataset
that may not necessarily comprise image pairs. Instead
of relying on external annotations or ground truth la-
bels, the color patches on the color boards act as inher-
ent labels. The network’s weights are adjusted to min-
imize the discrepancy between the actual color values
of the color board patches in the CIE-XYZ color space
and the color patches reconstructed by the network. By
pre-training on this self-supervised task, the network
can learn to associate the color board patches with their
corresponding CIE-XYZ colors, thereby gaining valu-
able knowledge about the color space and improving its
ability to reconstruct accurate CIE-XYZ images in the
subsequent phases.

The loss function employed in the self-supervised train-
ing phase is based on the Delta E 76 formula [21].
The primary objective of this loss function is to min-
imize the Delta E 76 between the reconstructed col-
ors of the color board patches and their corresponding
ground truth CIE-XYZ color values. The rationale be-
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hind this loss function is to identify a pre-task that does
not necessitate pairs of CIE-XYZ and sRGB images,
thus allowing for the generalization and enrichment of
the training data. The patch color is determined by sam-
pling the colors inside the patch and representing them
as a matrix Cs. The matrix Cs has a shape of n × 3,
where n is the number of pixels within the mask corre-
sponding to the patch, and each row represents the color
value of a pixel in the CIE-XYZ color space. To obtain
a single representative color for the patch, the 75th per-
centile value of Cs is taken as Fq75 and used to obtain
Csq, defined as:

Csq = Fq75(Csq), (2)

which is the reconstructed patch color in the CIE-XYZ
color space. To utilize the Delta E method, colors must
be converted to the CIELAB color space [32]. In this
study, the reconstructed patch color Csq is transformed
into Crpc using the conversion method outlined in [8].
The conversion function is denoted as Fxyz−>lab and is
used to convert from CIE-XYZ to CIELAB, as shown
below:

Crpc = Fxyz−>lab(Csq). (3)

The Delta E method computes the color difference be-
tween the reconstructed patch color and the ground
truth color of the i-th patch in the LAB color space
Cgt pc, which is provided as a property of the color
checker, the color checker is a color board that com-
plies with international standards and is widely used in
camera calibration and color correction [36]. The Delta
E for the i-th patch is calculated using the following
equation:

∆Ei =
√

(CL
rpc −CL

gt pc)
2

+
√
(Ca

rpc −Ca
gt pc)

2 +
√
(Cb

rpc −Cb
gt pc)

2. (4)

Finally, the self-supervised loss function part is denoted
as:

Lssl = Fm({∆E}i=n
i=0), (5)

where Fm is the mean operator, and n is the number of
color patches in the color board.

During the self-supervised training, the loss function
combines two components - the self-supervised loss de-
scribed in Equation 5 and the sRGB part of the super-
vised loss.

Lsslt = δ |x̂srgb − x∗srgb|+Lssl . (6)

Combining the above two terms balances the two as-
pects of the network’s learning process. While the
self-supervised loss facilitates the network in acquiring
valuable insights into the transformation between the
sRGB and CIE-XYZ color spaces, the sRGB part of

the supervised loss ensures that the network accurately
reconstructs the original sRGB image.

To balance the self-supervised learning and the super-
vised reconstruction tasks, we introduced a trainable
parameter, denoted as δ , into our loss function. This
addition empowers us to dynamically calibrate the in-
terplay between self-supervised and supervised losses,
thus enabling the network to progressively refine its fo-
cus on these dual objectives during the learning process.
The δ parameter, a singular scalar, effectively controls
the relative significance of the two types of loss ele-
ments. By incorporating δ as a trainable parameter,
the network can find the best balance between grasp-
ing color space insights and achieving accurate sRGB
image reconstruction.

3.3 Phase III - Final Supervised Refine-
ment

In the final phase, the network undergoes another round
of supervised training using the sRGB2XYZ dataset
[4]. Similar to Phase I, this phase involves training the
network on pairs of sRGB images and their correspond-
ing linear images in the CIE-XYZ color space. The pur-
pose of this final supervised training phase is twofold.
Firstly, it aims to enhance the information learned in the
previous self-supervised phase by fine-tuning the repre-
sentation learned by the network. Secondly, it addresses
any errors or biases that might have occurred during the
self-supervised training process.

By using a multi-phase training approach, the network
can benefit from both supervised and semi-supervised
learning. The supervised training provides a solid foun-
dation for the main task of CIE-XYZ image reconstruc-
tion, while the SSL with color boards augments the
network’s understanding of the CIE-XYZ color space.
Combining these phases enables the network to produce
more accurate and reliable CIE-XYZ image reconstruc-
tions.

4 EXPERIMENTAL RESULTS
Our approach is evaluated on the benchmark pro-
posed by [4], utilizing the test set of the sRGB2XYZ
dataset. The benchmark serves to validate the effi-
cacy of the proposed framework in the mapping of
camera-generated sRGB images to CIE-XYZ and the
processing of CIE-XYZ images back to sRGB.

4.1 Implementation Details
Our neural network architecture is based on the net-
work described in [4], which aims to emulate the cam-
era imaging pipeline. The architecture comprises two
sub-networks that model global and local processing
parts. This architecture is employed across all three
training phases, with the weights transferred from one
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phase to another. Pre-training is a prevalent approach
in computer vision, wherein the backbone of object de-
tection and segmentation models is often initialized us-
ing supervised ImageNet pre-training. Our research ex-
plored another innovation, which involves using a pre-
trained backbone before the local processing CNN, as
depicted in Fig.4. Specifically, we utilized a pre-trained
ResNet50 based on the architecture proposed in [9] that
was trained on the ImageNet dataset [10]. This choice
of using ResNet50 as the pre-trained backbone was mo-
tivated by its proven effectiveness in a wide range of
computer vision tasks, demonstrated by its outstand-
ing performance in various benchmarks. Moreover,
ResNet50’s depth and skip connections facilitate fea-
ture extraction at multiple scales, which is particularly
beneficial for tasks like image reconstruction.

The split of training phases into supervised and self-
supervised components is based on the availability and
characteristics of the datasets and provides several ben-
efits. The first and third components, which are super-
vised, rely on the sRGB2XYZ dataset [4], consisting of
971 pairs of sRGB images and their corresponding lin-
ear CIE-XYZ images. This dataset was suitable for the
supervised training as it provided ground truth pairs, en-
abling the network to learn the color transformation ac-
curately. On the other hand, the self-supervised part of
the training utilized a dataset introduced by [1] contain-
ing sRGB images with color boards. We integrated this
dataset into our training process, enabling the network
to leverage inherent labels from the color board patches
and learn more about the CIE-XYZ color space trans-
formation without relying solely on paired data. The
split was chosen to ensure that both supervised and self-
supervised learning components were optimally trained
with appropriate datasets for their respective tasks.

During the supervised training, the network was trained
with randomly extracted patches of size 256×256 from
the training set, with a mini-batch size of 4. Addi-
tionally, scaling and reflection augmentations were em-
ployed on the extracted patches to enhance the train-
ing process. The stages of the framework were trained
for 300 epochs each, employing the Adam optimizer
[15] with β1 = 0.9 as the gradient decay factor and β2
= 0.999 as the squared gradient decay factor. A learn-
ing rate of 10−4 was utilized, with a decay factor of 0.5
every 75 epochs to enable convergence to a lower min-
imum. Additionally, to prevent overfitting, we incorpo-
rated an L2 regularization into our loss function in Eq.1
with a regularization weight of λreg = 10−3. The choice
of the parameters aligns with the parameters used in [4],
which have been demonstrated to be effective for simi-
lar tasks.

The proposed method imposes an inherent constraint on
the neural network’s architecture, specifically requiring
global processing across the entire image instead of lo-

cal operations. This constraint ensures that the network
can perform transformations encompassing the whole
image, allowing it to be compatible with the proposed
framework for CIE-XYZ image reconstruction. More-
over, this global processing capability is essential for
successfully utilizing the color boards-based pre-train
task.

4.2 Evaluation Metrics
Our framework’s capability to "unprocess" sRGB im-
ages to CIE-XYZ and reconstruct them from CIE-XYZ
back to sRGB is verified and demonstrated. To evaluate
our framework’s mapping to sRGB, we conduct exper-
iments using our reconstructed CIE-XYZ results and
ground-truth CIE-XYZ images as the starting points.
For evaluation purposes, we compare our approach with
the supervised training method in [4] and the standard
CIE-XYZ mapping in [11] and [12], which uses a sim-
ple 2.2 gamma tone curve. Additionally, we compare
our results with the unprocessing technique (UPI) in
[13], which provides a proxy for the major procedures
of the camera pipeline. We compare our results with
UPI obtained at the CIE-XYZ stage to ensure a fair
evaluation.

Following the proposed benchmark in [4], Table
1 shows peak-signal-to-noise ratio (PSNR) results
averaged over the 244 unseen testing images from
the sRGB2XYZ dataset. The terms Q1, Q2, and
Q3 represent the first (lowest), second (median),
and third quartile, correspondingly, of the PSNR
(Peak Signal-to-Noise Ratio) values achieved by each
approach.

Table 1 illustrates that our proposed method (SEL-
CIE) has yielded superior results across all evaluated
metrics. Furthermore, incorporating a pre-trained
ResNet50 backbone (SEL-CIE-RB) has further im-
proved the performance in the case of sRGB to
CIE-XYZ transformation.

In our comprehensive evaluation, we employed the
Structural Similarity Index (SSIM) [30] as a robust
metric to gauge the degree of similarity between the re-
constructed CIE-XYZ images and their corresponding
ground truth images extracted from the sRGB2XYZ
dataset [4]. SSIM takes into account various image
attributes such as luminance, contrast, and structural
features, providing a holistic assessment of image
similarity. A higher SSIM index signifies a more
significant resemblance between the images.

Table 2, situated below, provides a summarized view
of the average SSIM values computed across the test-
ing images for each of the different models used in our
evaluation. It serves as a valuable reference point for
understanding the performance of these models in pre-
serving image fidelity.
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Figure 4: The CIE-XYZ image pipeline network from [4] with the ResNet pre-trained ImageNet backbone. The
neural network architecture used in this study aims to emulate the camera imaging pipeline. It comprises two
sub-networks that model both the global and local processing parts. The network’s backbone, responsible for
feature extraction and representation learning, is initialized using a pre-trained ResNet50 based on the architecture
proposed in [9]. This ResNet50 backbone was initially trained on the ImageNet dataset [10], a large-scale dataset
with various annotated images. The pre-trained backbone is integrated into the network before the local processing
convolutional neural network (CNN), allowing it to benefit from the learned features during pre-training. The pre-
trained weights of the backbone are then fine-tuned during subsequent training phases, where the network learns
to perform the specific task at hand, resulting in an efficient and effective image-processing pipeline.

Method sRGB → XYZ Rec. XYZ → sRGB GT XYZ → sRGB
Avg. Q1 Q2 Q3 Avg. Q1 Q2 Q3 Avg. Q1 Q2 Q3

Standard [11, 12] 21.84 16.88 20.91 25.24 - - - - 22.22 19.19 21.79 24.37
Unprocessing [13] 22.19 19.31 22.12 24.75 37.72 37.78 40.56 41.88 18.04 15.67 17.79 20.02

Afifi et al. [4] 29.66 23.77 29.57 34.71 43.82 41.43 43.94 46.58 27.44 23.57 28.32 30.88
SEL-CIE 30.38 24.51 30.46 35.16 46.43 42.49 46.04 50.54 27.87 23.86 28.8 31.49

SEL-CIE-RB 32.11 27.49 32.02 36.49 44.51 41.64 44.72 47.79 27.94 24.11 29.04 31.55

Table 1: PSNR comparison across various methods: first, sRGB to CIE-XYZ reconstruction using ground truth
CIE-XYZ; second, sRGB image reconstruction from reconstructed CIE-XYZ with ground truth being the original
sRGB image; and finally, PSNR comparison between the network’s reconstruction (input: ground truth CIE-
XYZ, output: reconstructed sRGB) and the corresponding ground truth sRGB image. The proposed SEL-CIE
method surpasses existing methods in all metrics. Additionally, integrating a pre-trained ResNet50 backbone
further improves performance (SEL-CIE-RB).

Method Average SSIM
SEL-CIE-RB 0.9408

SEL-CIE 0.9363
Afifi et al. [4] 0.9338

Table 2: Comparison of Average Structural Similarity
Index (SSIM) Results for Image Reconstruction Meth-
ods

These results highlight the superiority of the SEL-CIE-
RB model in preserving both structural and perceptual
similarity compared to previous models.

5 CONCLUSION AND FUTURE
WORK

This paper has presented a framework that harnesses the
power of self-supervised learning (SSL) to enhance the
reconstruction capabilities of CIE-XYZ images from
their corresponding non-linear sRGB images. By re-
ducing our dependency on paired data and leverag-
ing insights derived from SSL techniques, our frame-

work showcased its ability to reduce errors in CIE-XYZ
image reconstruction and sRGB image re-rendering.
This accomplishment holds potential for various com-
puter vision applications that demand the use of lin-
ear color representations. Furthermore, our approach
has excelled compared to existing methods, emphasiz-
ing its capability to advance the field of image pro-
cessing. This suggests that our framework could be
valuable in diverse domains, from medical imaging to
color-sensitive computer vision tasks. In addition to
the SSL techniques, we have integrated a pre-trained
ResNet50 backbone into our framework, resulting in an
even more refined transformation process from sRGB
to CIE-XYZ. This integration underscores the versatil-
ity of our approach and its potential to enhance color
image reconstruction further.

Future research can explore ways to enhance our frame-
work’s generalization capabilities. While it has shown
promise, there may be scenarios and datasets where
its performance could be further improved. Investi-
gating techniques to adapt the SSL model to vary-
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ing imaging conditions and scene complexities is im-
portant. Additionally, collecting a dataset with color
boards from a diverse range of camera types, including
smartphone cameras, can contribute significantly to the
model’s generalization. This broader dataset can help
the model adapt to different camera manipulations and
sensor characteristics, further improving its robustness.
As an example of exploring ways to enhance gener-
alization capabilities, one potential scenario for future
research is collaborating with companies in the med-
ical field that develop camera-based products aimed
at achieving color normalization and standardization.
This approach could be an exciting exploration avenue
to train our framework with their data, which may in-
clude images with color boards, enabling the algorithm
to work independently on different cameras, regard-
less of the specific processing performed in each cam-
era. Moreover, there exists an opportunity to explore
the practical implementation of our suggested frame-
work within the field of medical imaging, particularly
in contexts necessitating color standardization and nor-
malization across different cameras. Medical scenarios
often demand exceptional precision, particularly when
dealing with color accuracy. Tasks such as analyzing
wound tissues or interpreting color variations in diag-
nostic tests critically hinge upon obtaining precise color
information. Adapting the usage of our framework to
address these specific requirements in medical imaging
could yield substantial benefits. This research direc-
tion can pave the way for improved diagnostic accu-
racy and heightened reliability in medical assessments
by addressing the unique challenges related to standard-
ization and normalization within the medical domain.
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ABSTRACT
Analyses for biodiversity monitoring based on passive acoustic monitoring (PAM) recordings is time-consuming and chal-
lenged by the presence of background noise in recordings. Existing models for sound event detection (SED) worked only on
certain avian species and the development of further models required labeled data. The developed framework automatically
extracted labeled data from available platforms for selected avian species. The labeled data were embedded into recordings,
including environmental sounds and noise, and were used to train convolutional recurrent neural network (CRNN) models. The
models were evaluated on unprocessed real world data recorded in urban KwaZulu-Natal habitats. The Adapted SED-CRNN
model reached a F1 score of 0.73, demonstrating its efficiency under noisy, real-world conditions. The proposed approach to
automatically extract labeled data for chosen avian species enables an easy adaption of PAM to other species and habitats for
future conservation projects.

Keywords
Bioacoustic Monitoring, Species Classification, Spectrograms, CNNs, Bidirectional GRU, Ecology, Wildlife Conservation

1 INTRODUCTION
The monitoring of wildlife is essential for wildlife con-
servation and biodiversity management. While cam-
era traps were the tool of choice for monitoring many
species [1, 2], the practicality of relying solely on vi-
sual data diminished for certain species because of fac-
tors such as body size and behavior [3, 4]. Passive
acoustic monitoring (PAM) emerged as an alternative to
collect large datasets [5], especially for avian species.
The recorded soundscapes gave vital information on
the ecosystems, its population and biodiversity [6, 7,
8]. Sound meters enabled a constant and unobtru-
sive recording of ambient soundscapes, collecting large
amounts of data [9]. The manual analyses of such data
created a bottleneck for research and the presence of
noise complicated the analyses [10, 11]. The classifica-
tion of avian species using acoustic data is further com-
plicated by factors such as inter-species similarity, over-
lapping calls and diverse characteristics of intra-species
calls.

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

Figure 1: Example of a red-eyed dove Mel-spectrogram
with a high level of background noise.

Avian species might have different prominence in the
soundscape depending on the intensity and frequency of
their calls [6, 8]. The automated analyses of data from
camera traps, using artificial intelligence (AI) based
methods, has been intensively researched over the past
years [12].
Transfer of such methods for audio recordings is still
in its infancy compared with camera traps [9]. The
conversion of audio recordings into spectrograms fa-
cilitated the application of AI-based computer vision
methods [13, 14]. With an "image" as input, detec-
tion and classification models could be applied to the
converted audio recording. But the lack of comprehen-
sive labeled datasets caused, that existing models often
exhibit species specificity, limited geographical cover-
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age or required re-training and programming expertise
to be applied to new case studies [14, 9, 4]. To the best
of our knowledge, available ready-to-use models have
not been developed to process large datasets or they re-
quired a certain amount of manual labeling.

In this work we developed a framework that can auto-
matically detect the presence of certain avian species
without the requirement of prior manual labeling for
unprocessed data recorded in noisy environments. This
framework exhibits a high degree of generality for a
simple extension to other species in the future.

2 RELATED WORK
PAM has been applied to a variety of species, including
marine fauna, birds, insects, terrestrial mammals and
amphibians [15, 16], leading to a growing research
field based on audio data. The analyses of such
data presented numerous challenges, depending upon
the species, their habitats, and the various types
of sound pollution associated with them. Insights
derived from this research are valuable for informing
economic decision-making processes. For instance,
wildlife occurrence assessments can be crucial in
areas surrounding wind turbines to ensure the safety
of endangered species like birds and bats [17, 18].
Numerous studies have focused on bats due to their
reliance on sound for orientation and the informative
nature of their calls [16]. Bat calls were detected
by converting audio recordings to Mel-frequency
cepstral coefficients (MFCCs) and processing them
with convolutional neural networks (CNNs) [19]. The
identification of bird calls has increasingly attracted
research interest as well, prompting the initiation
of public challenges like BirdClef [20, 21], which
provided essential data to accelerate the expansion in
avian bioacoustics research. The datasets were focused
on species of the northern hemisphere. Existing
deep learning models like Nighthawk, specialized
for short-duration calls, were retrained on the Merlin
Sound ID framework with datasets manually labeled
for in-flight vocalizations of pre-selected nocturnal
migratory species [22]. While existing applications like
BirdNET [23] offered user-friendly interfaces for bird
call identification, they were not designed to handle
large datasets and frequently relied on location-specific
species recognition. Further research is necessary for
species in other geographic locations. Especially for
rare species, that are often of special interest, the data
availability is sparse [15].

One approach in the field of audio analyses involved
treating audio data as a computer vision problem.
Audio signals were converted into Mel-spectrograms,
which then could be processed using CNNs [24]. The
CNN models, which were pretrained on ImageNet,
were fine-tuned using labeled audio files, which

Figure 2: Village weaver while nest building and a
spectrogram of its call.

significantly improved bird call classification and
demonstrated their ability to handle the complexity
of bioacoustic data [25, 26]. However, generating
sufficient labeled data for such analyses is labor and
challenging [27]. Data augmentation is an option to
efficiently generate labeled datasets. Approaches to
achieve labeled images for anomaly detection in an
industrial context [28] resonated with our approach to
obtain training data by overlaying labeled bird sounds
onto background noise, circumventing the scarcity of
labeled data.

The study [29] that compared models that capture tem-
poral dependencies with those that do not, made find-
ings that hybrid models, incorporating explicit tempo-
ral layers, significantly outperformed ImageNet-based
models in the classification of bird acoustic data. This
comparison underscored that the presence of tempo-
ral layers, including mechanisms like long short-term
memory (LSTM), gated recurrent units (GRU) in recur-
rent neural networks (RNN) led to more accurate out-
comes.

3 DATASET AND ITS GENERATION
We generated a dataset by automatically combining un-
labeled and labeled data from existing sources to train
our models. The fundamental dataset consisted of unla-
beled audio recordings in which we embedded snippets
of labeled data records.

3.1 Data Sources
We utilized 27 unlabeled audio recordings originating
from a PAM program at different locations in subur-
ban areas in the KwaZulu-Natal (KZN) Province, South
Africa. The dataset was recorded with Wildlife Acous-
tics - Song Meter Mini 2 AA1 at all locations. Each

1 https://www.wildlifeacoustics.com/products/song-meter-
mini-2-aa
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recorded file was saved as a .wav file with a length
of about one hour. On the contrary, the labeled train-
ing data were exported from the Xeno-Canto2 database.
This is a publicly accessible collection of bird vocal-
izations from various global regions contributed by or-
nithologically interested volunteers. Other than the
KZN dataset, the samples were recorded by different
devices. Each recording on Xeno-Canto is labeled with
the heard species and a rating on the sound quality from
A (indicating the highest quality) to E (denoting the
lowest quality).

To enhance the robustness and generalization capability
of our model, we included labeled data across all qual-
ity ratings for the training dataset. Recordings for six
chosen species were selected (Table 1).

Class Latin name No.
of
Files

Brown-hooded
Kingfisher

Halcyon albiventris 70

Dark-capped
Bulbul

Pycnonotus tricolor 346

Hadada Ibis Bostrychia hagedash 177
Olive Thrush Turdus olivaceus 49
Red-eyed Dove Streptopelia semi-

torquata
129

Village Weaver Ploceus cucullatus 134
Table 1: Labeled data records exported from Xeno-
Canto per selected bird species.

3.2 Combining Labeled and Unlabeled
Data

For the generation of the training dataset, files from
the unlabeled KZN dataset were used as background
and the labeled samples extracted from the Xeno-Canto
were added to the background file. More precisely, ran-
domly selected labeled samples from the Xeno-Canto
subset (Table 1) for each of the species of interest were
inserted at random locations in the KZN background
audio file creating overlaps (Figure 3).

The generated dataset was automatically labeled based
on where the samples were embedded into the back-
ground file. Audio files can be labeled with different
approaches. The labels mark the start and end point of
a call based on time. We chose one-dimensional labels
for this implementation, where each call was defined
by its start and end point. Using the one-dimensional
approach increased the range of possibilities to use la-
beled data from existing platforms, like Macaulay3 and
Xeno-Canto, for future applications and species. The

2 https://xeno-canto.org
3 https://www.macaulaylibrary.org

start and end points of the embedded overlapping sam-
ples defined the label for that occurrence of the species.
For each KZN background file, the labels were pro-
vided as a two-dimensional list, where every occur-
rence of a species was saved with the start and end
point (Figure 3). This process was carried out for a to-
tal of 27 KZN files. An equal distribution of files per
species were inserted, to cope with the problem of un-
balanced datasets. The fill density parameter regulated
the amount of Xeno-Canto audio files that were inte-
grated into a KZN audio file and therewith the relation
between labeled bird calls and ambient noise. An ex-
ception is the max fill density setting: here all available
labeled data for the relevant species were embedded in
the KZN background files, resulting in a high density of
labeled Xeno-Canto embeddings, but imbalanced dis-
tribution of species. Inspired by the natural behaviour
of multiple birds chirping simultaneously, multiple em-
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Figure 3: Passive acoustic monitoring data record
(KZN) enriched with randomly sampled labeled data
snippets: Selecting k items for each species and over-
laying them at randomly selected timesteps in the KZN
background record. Bottom: Darker shades of grey im-
ply a higher overlapping.
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beled data into segments of equal length of 1 second.
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bedded samples of the same or different species could
be overlapping (Figure 3). The generated dataset finally
consisted of around 27 hours of the KZN background
soundscape with a maximum of 905 embeddings from
Xeno-Canto.

3.3 Label Formatting
For an unambiguous automatic labeling and an effective
training of the neural network, it was crucial to maintain
a uniform format. The recorded KZN dataset varied in
length and therefore needed to be split into equally long
labeled subsequent segments. In our implementation
each segment had a length of one second, which would
eventually divide a call into multiple segments of one
second as shown in Figure 4. Each segment then had an
individual binary label for the presence/absence of each
species within that time interval ti ∈ [t0, tend ]. Start and
end points of calls were rounded to the closest second
and assigned to all segments that lay in that interval.

3.4 Transformation into Mel-
spectrograms

The waveform files from the generated dataset were
converted into spectrograms, providing the advantage
of separating temporal and spectral information, allow-
ing better feature learning [30].

Each segment was transformed from a 1D-audio wave-
form into a 2D-Mel-spectrogram [31]. Thereby the
x-axis represented the time in seconds (s) and the y-
axis the frequencies in Hertz (Hz) on the Mel-scale.
The colour intensity depicted the magnitude in decibels
(dB) (Figure 5). By stacking each Mel-spectrogram in
depth, the output data would get reshaped from multi-
ple 2D-Mel-spectrograms into a 3D-shaped cube (Fig-
ure 5). The fixed segment length and the predefined fre-
quency range ensured the uniformed shape of the input
image, fitting the model’s requirements.

3.5 Impact of Noise
Our work aimed at providing a tool to predict the pres-
ence of certain bird species from audio files collected
in natural habitats. The soundscape of such record-
ings encompassed a variety of sounds, including an-
thropophony (human-made sounds), biophony (sounds
from non-human organisms), and geophony (natural
sounds like wind and rain) [32].

We generated a labeled training dataset, which included
different types and intensities of noise, to train our mod-
els. This approach offered the dual benefit of preserving
the inherent noise within the original dataset and also
adding labels for the model training, enabling a robust
model training process.

Our unlabeled KZN dataset as well as our labeled
Xeno-Canto subset included a wide range of different
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Figure 5: Sequence of reshaping the 2D-Mel-
spectrograms into 3D-shaped format to ensure a fixed
segment length.

noises, including biophonetic sounds from a broad
spectrum of non-target animal species, like insects,
canines (barking dogs, Canis lupus familiaris) and
various non-categorized avian species (geese, chick-
ens), as well as environmental or geophonetic sounds
like wind, rain, flowing streams and vegetative move-
ments (rustling leaves). Additionally, anthropogenic
noises such as human voices, mechanical noises (e.g.
machinery or technical equipment) and motor sounds
(cars, motorbikes and trains) were present in part
of the audio files. The KZN dataset, recorded in
suburban environments had a high noise pollution from
anthropogenic origin, especially in the recordings of
the urban neighbourhood area.

The complexity and variability in noise types obscuring
the bird calls of interest, presented a significant chal-
lenge for the processing and analysis of the audio data.
For machine learning applications, noise could impede
the model from identifying and learning relevant fea-
tures [33]. For the robustness and the ability of the
model to adapt for practical use in audio signal process-
ing in diverse and noisy realworld environments, where
noise was an inevitable factor, different types of noise
had to be considered. By using the KZN samples as a
background, the model was confronted with the noise
present in the application case during the training pro-
cess.

4 THE MODELS
The neural network was trained to learn features in
the Mel-spectrograms to detect the chosen bird species
calls from a soundscape and predicts the species’ pres-
ence or absence. Because of the overlapping Xeno-
Canto and KZN background audio data, the model was
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confronted with variable types of noise during training
to simulate a natural environment. Unlabeled bird calls
in the original KZN data could not be considered in the
training process and were treated as noise.

4.1 Employed Architectures

We utilized convolutional recurrent neural networks
(CRNNs), grounded in their widespread recognition as
an effective approach for sound event detection (SED)
[34]. In particular, we focused on a foundational CRNN
model architecture, referred to as SED-CRNN [31].
While the SED-CRNN in the original study [31] utilized
40 Mel bands as input, we explored an adaptation of
this model, named Adapted SED-CRNN, where we in-
creased the number of Mel bands to 128, as suggested
in their work. Additionally, we employed the SELDnet
framework [35], omitting its localization component to
align with our focus solely on sound event detection.

The initial stage of these CRNN architectures included
convolutional blocks, each consisting of a sequence of
a convolutional layer, batch normalization, rectified lin-
ear unit (ReLU) activation and a max pooling layer, for
feature extraction from spectrogram images. Following
the convolutional blocks, bidirectional gated recurrent
unit (GRU) [36] layers were integrated, which analyzed
data sequences in both forward and reverse directions,
addressing temporal dynamics. The temporal outputs
from the GRU layers were directly fed into dense layers
for the final classification task [31, 35]. The model ar-
chitecture is schematically shown in Figure 6. Sigmoid
activation was used in the output layer, paired with bi-
nary cross-entropy as loss function [37]. Afterwards a
threshold-based binarization step was applied to con-
vert probabilistic outputs into distinct class predictions.

Figure 6: Example of a basic CRNN architecture with
different types of layers. All models were based on
the this basic structure, but with varying input segments
length and number of Mel bands.

4.2 Training the Models

In our experiments, we trained and compared SED-
CRNN, featuring 40 Mel bands against the Adapted
SED-CRNN and SELDnet, both utilizing higher-
dimensional 128 Mel bands. For SED-CRNN and the
Adapted SED-CRNN models, we selected a temporal
input window of 5 seconds. The SELDnet model
required a longer 32 second input window because
of additional architectural constraints. Each model
processed single-channel inputs. The specifications
of the input hyperparameters for each model are
summarized in Table 2.

Model Mels Segment Length
SED-CRNN 40 5s

Adapted SED-CRNN 128 5s
SELDnet (w/o loc.) 128 32s

Table 2: Input hyperparameters of the employed model
architectures.

All models were trained with a batchsize of 4 and a
default of 300 epochs on the generated files combin-
ing the KZN dataset and the Xeno-Canto subset. Over-
fitting was mitigated using EarlyStopping [38], which
terminated training upon halting of loss improvements,
resulting in variable epoch count of less than 300 (Ta-
ble 3). We avoided transfer learning to isolate the im-
pact of our embedding-based pre-processing method.
This approach, coupled with non-filtered spectrograms,
allowed a direct assessment of how this method per-
formed in bird call classification.

Figure 7: Audio recorder setup in habitat for passive
acoustic monitoring.
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Model Fill Density Epochs Precision Recall F1 Score Loss Accuracy

SED-CRNN
10 42 0.34 0.46 0.40 0.30 0.91
50 39 0.49 0.50 0.50 0.28 0.92

max 39 0.55 0.45 0.49 0.21 0.95

Adapted SED-CRNN
10 35 0.56 0.74 0.63 0.17 0.95
50 31 0.67 0.80 0.73 0.14 0.96

max 31 0.64 0.77 0.70 0.14 0.96

SELDnet (w/o loc.)
10 48 0.32 0.67 0.43 0.35 0.90
50 80 0.62 0.77 0.69 0.18 0.95

max 43 0.35 0.76 0.48 0.38 0.89
Table 3: Performance comparison of models based on fill density at a threshold of 0.5. Max fill density defines that
all available labeled data samples for the relevant species were embedded in the background file.
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Figure 8: Comparison of F1 scores across different bi-
narization thresholds trained with a fill density of 50.

5 RESULTS
In the evaluation of our models, we primarily focused
on precision, recall, and the F1 score, because of the im-
balanced nature of our dataset which featured a signif-
icantly high proportion of negative samples. We chose
precision and recall for their focus on true positives and
F1 score to balance these metrics to effectively assess
the model performance amidst predominantly occur-
ring negatives. Accuracy might yield misleading results
in such contexts, as a model biased towards the major-
ity class could still achieve a high score [39]. However,
we have included accuracy in Table 3 to provide a base-
line overview of overall model performance and model
effectiveness in correctly classifying all samples, both
positive and negative.

5.1 Performance of the Models
For a consistent evaluation of all models, we set a
threshold of 0.5 to determine the binary classification
results, as shown in Table 3. Across all models, we ob-
served a consistent increase in precision, recall, and F1
score for a fill density between 10 to 50 samples per
KZN background file. At max fill density, there was a
small decrease in recall and F1 score, indicating an opti-

mal performance around medium fill density. The SED-
CRNN model, characterized by its low-dimensional fre-
quency input, exhibited a unique precision pattern com-
pared with the other models. SED-CRNN showed a
steady increase in precision, rising from 0.34 at a fill
density of 10 to 0.55 at max fill density, while the re-
maining models exhibited a slight decrease in precision
at max fill density. A comparative analysis of F1 scores
across the spectrum of binarization thresholds at a fill
density of 50 (Figure 8), which was the most effective
in the evaluation (Table 3). The Adapted SED-CRNN
model reached a maximum F1 score of 0.73 at a thresh-
old of 0.84. The SELDnet model attained its highest F1
score of 0.69 at a threshold of 0.87, indicating a slightly
delayed peak performance relative to the Adapted SED-
CRNN. The SED-CRNN model reached its maximum
F1 score of 0.5 at a threshold of 0.56.

5.2 Performance in Real-World Applica-
tion

An unseen validation dataset from the KZN dataset was
used as a real world application to validate the frame-
work. The data were recorded in a permanent long-term
monitoring, recording continuously 24 hours a day at
different locations, capturing different types and lev-
els of noise. Two validation files from two different
habitats, one in a suburban neighbourhood and one in
a botanical garden with 40 minutes of duration in total.
The occurrences of the species: Brown-hooded king-
fisher (Halcyon albiventris), dark-capped bulbul (Pyc-
nonotus tricolor), hadada ibis (Bostrychia hagedash),
olive thrush (Turdus olivaceus), red-eyed dove (Strep-
topelia semitorquata) and village weaver (Ploceus cu-
cullatus) were manually labeled by an expert. In the
two habitats, different levels of noise were present in
the recordings. Both included other species, traffic and
biophonic noise, while the data recorded at the neigh-
bourhood had more background noise in terms of hu-
man voice and machinery. The detection threshold
was set to 0.1 to catch a maximum of potential bird
call detections. The best detected bird species, mea-
sured by the F1 score, was the brown-hooded king-
fisher in the suburban neighbourhood recording with
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Figure 9: Sample GUI export for predictions. The presence of each species in each time interval is highlighted.
Predictions of calls from different species may overlap.

a score of 0.80 (model: SELDnet) and a precision of
up to 1 (model: SED-CRNN), meaning that all brown-
hooded kingfisher detections predicted by that model
were correct. No brown-hooded kingfisher was present
in the botanical garden and therefore no direct compar-
ison was feasible. The best performing model on the
present species for the botanical garden reached a F1
score of 0.45 for the dark-capped bulbul (model: SELD-
net) and a maximum precision for the red-eyed dove
(model: SED-CRNN). The performance on the raw data
was generally lower than on the generated dataset with
the embedded Xeno-Canto data. The good performance
for the dark-capped bulbul species could be reasoned
by the highest amount of available training data for this
species (Table 1).

The best performing model over all species, measured
by the F1 scores, was the SELDnet with max fill density
reaching an F1 score of 0.27 on the botanical dataset
and 0.25 on the neighbourhood dataset. The lower
value for the neighbourhood recording could be rea-
soned by the higher level of noise.

Typical misclassifications included children’s voices
incorrectly classified as hadada ibis. Misclassifications
could be caused by the similarity of calls from species
that have not been included in the training process
or background noises in the Xeno-Canto data that
were misleadingly learnt by the model as features
for a species. The hardest species to classify and
validate was the village weaver. At the location of the
neighbourhood recording, village weaver nests were
present, resulting in nearly constant village weaver
callings, whereas at the botanical garden no nests were
present and no village weaver called, leading to zeros
in the evaluation metrics for that species.

The varying distribution of species, or even their ab-
sence at specific recording locations, as well as the
proximity of nests to recording sites, posed challenges
to the evaluation process.

6 CONCLUSIONS
We developed a robust framework for the detection of
certain bird species from noisy PAM data without the
requirement of manual labeling. The framework offers
a pipeline to extend and train for additional species, not
limited to avian species.

The selection of the species might have an impact on
the performance of the models, because some species
have more prominent calls and therefore were easier to
detect and distinguish in spectrograms analyzed by hu-
mans and models. The setting of the detection thresh-
old for the model prediction affected the detection rate.
Depending on the application, there was a trade-off be-
tween prioritizing only secure detections and thereby
overlooking less certain ones and wanting all potential
detetctions, bearing the risk of having false detections.

In this study we faced the issue of unknown false neg-
ative examples. The background noise of the KZN
dataset might include calls of the bird species of inter-
est, but were not labeled. More labeled data, also for the
background files might improve further model training.

For further research we plan to focus on adding more
bird species or even species of other classes like am-
phibians, mammals or other animals producing sounds.
The existing GUI, that was presently only used for test-
ing purposes, could be further improved to be used as
a tool by research groups (Figure 9). We plan to im-
plement and train further model architectures besides
the SED-CRNN and SELDnet into the framework. Fur-
thermore, an approach with transformer models will be
conducted to test, if timely dependencies in bird calls
can be captured more effectively for better classifica-
tions [40].
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ABSTRACT
Video Anomaly Detection (VAD) plays a crucial role in modern surveillance systems, aiming to identify various
anomalies in real-world situations. However, current benchmark datasets predominantly emphasize simple, single-
frame anomalies such as novel object detection. This narrow focus restricts the advancement of VAD models. In
this research, we advocate for an expansion of VAD investigations to encompass intricate anomalies that extend
beyond conventional benchmark boundaries. To facilitate this, we introduce two datasets, HMDB-AD and HMDB-
Violence, to challenge models with diverse action-based anomalies. These datasets are derived from the HMDB51
action recognition dataset. We further present Multi-Frame Anomaly Detection (MFAD), a novel method built
upon the AI-VAD framework. AI-VAD utilizes single-frame features such as pose estimation and deep image
encoding, and two-frame features such as object velocity. They then apply a density estimation algorithm to com-
pute anomaly scores. To address complex multi-frame anomalies, we add deep video encoded features capturing
long-range temporal dependencies, and logistic regression to enhance final score calculation. Experimental results
confirm our assumptions, highlighting existing models limitations with new anomaly types. MFAD excels in both
simple and complex anomaly detection scenarios.

Keywords
Video Anomaly Detection, Computer Vision, Smart Surveillance Systems

1 INTRODUCTION
As the volume of recorded video content continues to
grow, the need for robust and efficient video anomaly
detection methods increases. The ability to automati-
cally identify unusual events or behaviors within videos
not only holds the promise of enhancing security but
also offers the potential to reduce the manpower re-
quired for monitoring. However, achieving truly effec-
tive video anomaly detection remains a significant un-
solved challenge, due to the diverse range of anomalies
that can occur in real-world scenarios.
By nature, anomalous behaviors are rare. Thus, video
anomaly detection (VAD) is often treated as a semi-
supervised problem, where models are trained exclu-
sively on normal videos and must subsequently distin-
guish between normal and abnormal videos during in-
ference.
While current benchmark datasets vary in complexity,
they share a common limitation in their narrow defi-
nition of anomalies. The three datasets, UCSD Ped2

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

[1], CUHK Avenue [2], and ShanghaiTech Campus [3],
tend to limit anomalies primarily to novel object detec-
tion (Ped2, ShanghaiTech) or simple movement anoma-
lies (Avenue).
Recent advancements in video anomaly detection pre-
dominantly relied on analyzing a few frames or even
individual frames in isolation. Researchers predomi-
nantly choose between two approaches: reconstruction-
based and prediction-based methods. Reconstruction-
based methods [4–8] typically employ auto-encoders
to learn representations of normal frames, reconstruct-
ing them accurately, while anomalous frames result in
a higher reconstruction error. Prediction-based meth-
ods [3, 9–11] focus on predicting the next frame from a
sequence of consecutive frames.
These few-frame based methods achieved impressive
results, surpassing an AUC score of 99% [12, 13] on
Ped2, over 93% [12] on Avenue, and exceeding 85%
[12, 14] on ShanghaiTech, the most complex of the
benchmark datasets.
Without a shift in research focus and assumptions, the
existing datasets, results, and recurring research pat-
terns may suggest that the field of video anomaly de-
tection is nearing a plateau.
This paper emphasizes the necessity of broadening the
scope of what constitutes an anomaly. We propose
two novel datasets specifically designed to assess
the detection of complex action-based anomalies.
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These datasets, referred to as HMDB-AD and HMDB-
Violence, build upon the HMDB51 action recognition
dataset and define different actions as normal or
abnormal activities. By analyzing the performance
of various methods on our datasets, we underscore
the limitations of existing approaches and advocate
for further research on more comprehensive anomaly
types.

Building upon the foundation laid by AI-VAD [12], we
introduce Multi-Frame Anomaly Detection (MFAD),
a novel method aimed at achieving balanced perfor-
mance, excelling in both simple and complex anomaly
detection. AI-VAD utilizes a two-step approach: first,
it extracts multiple features and then employs density
estimation algorithms to calculate anomaly scores. In
their work, they rely on single-frame features like deep
image encoding (using a pretrained encoder) and hu-
man pose estimations, along with two-frame features
such as object velocity. We extend this method by intro-
ducing deep video encoding features to capture multi-
frame, long-range temporal relationships. MFAD ad-
heres to the AI-VAD framework, computing final scores
for each feature using a density estimation algorithm.
Additionally, we incorporate logistic regression to en-
hance the relationships between different feature scores
and achieve more accurate final scores.

We extensively evaluate our method on classic bench-
mark datasets as well as on our newly proposed
datasets. The experiments validate the added value
of both video encoding features and the logistic
regression module. Our method achieves competitive
results on Ped2, Avenue, and ShanghaiTech, and
greatly outperforms recent methods on HMDB-AD and
HMDB-Violence. As a result, it offers a more versatile
video anomaly detection solution capable of detecting
a broader range of anomalies across various scenarios.

Our key contributions are:

• We highlight the limitations of current video
anomaly detection benchmarks and advocate for
further research in general video anomaly detection.

• We present MFAD, a novel method capable of ef-
fectively handling both simple, few-frame anoma-
lies and complex, multi-frame anomalies.

• We provide two datasets designed for assessing a
model’s performance on multi-frame action-based
anomalies.

2 RELATED WORK
2.1 Video Anomaly Detection Datasets
The datasets commonly used in video anomaly detec-
tion can be broadly categorized into two groups, re-
flecting the shift brought about by the advent of deep
learning from approximately 2013 to 2018.

Early datasets are notably smaller and often consid-
ered practically solved, include Subway Entrance [15],
Subway Exit [15], UMN [16], UCSD Ped1 [1], UCSD
Ped2 [1], and CUHK Avenue [2]. Except UMN, these
datasets feature only a single scene.

In contrast, more recent datasets have grown signifi-
cantly in both scale and complexity. This newer group
includes ShanghaiTech Campus [3], Street Scene [17],
IITB Corridor [18], UBNormal [19], and the most re-
cent and largest of them all, NWPU Campus [20].

It is worth noting that among these datasets, only three
have gained popularity as benchmarks: UCSD Ped2,
CUHK Avenue, and ShanghaiTech Campus. However,
as discussed in this paper, each of these benchmarks
has its own set of limitations that motivate the need for
further research in the field of video anomaly detection.

Other datasets that can be considered are UCF-Crime
[21] and XD-Violence [22]. These datasets are built for
fully supervised VAD learning and therefore are orders
of magnitude larger than current benchmarks for unsu-
pervised VAD such as this work. We follow previous
studies and don’t use them for our comparisons.

2.2 HMDB51 Action Recognition Dataset
The HMDB51 [23] dataset, originally designed for ac-
tion recognition (AR), is relatively small in scale. It
is a collection of 6,766 video clips distributed across 51
distinct categories. Most other datasets are significantly
larger and more diverse: SSv2 [24], Kinetics-400 [25],
Kinetics-600 [26], Kinetics-700-2020 [27] each consist
of hundreds of thousands of frames and hundreds of dif-
ferent classes.

The HMDB51 dataset draws content from various
sources, ensuring diversity. In this dataset, each class
consists of no less than 101 video clips.

2.3 Video Anomaly Detection Methods
Hand-crafted feature based methods

Numerous methods, spanning both classical and con-
temporary approaches, adhere to a two-stage anomaly
detection framework. This framework involves an ini-
tial step of extracting hand-crafted features, specifically
selected by the researcher and not learned through a
deep neural network model. Subsequently, another al-
gorithm is applied to compute anomaly scores.

Early techniques used classic image and video features,
including the histogram of oriented optical flow (HOF)
[28–31], histogram of oriented gradients (HOG) [31],
and SIFT descriptors [32]. In more recent develop-
ments, the proliferation of deep learning has facilitated
the adoption of off-the-shelf models, such as object de-
tectors, for feature extraction. For instance, in the case
of AI-VAD [12], a combination of pose estimations, op-
tical flow predictions, object detection, and deep image
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encodings is used to construct robust feature represen-
tations.

Following feature extraction, classical methodologies
often employed scoring techniques such as density es-
timation algorithms [33–35]. Recent approaches have
demonstrated the effectiveness of integrating these fea-
tures with another learning model [13].

Reconstruction and prediction based methods

In recent years, the increasing prominence of deep
learning has driven the widespread adoption of both
reconstruction and prediction based methods in video
anomaly detection.

Reconstruction-based [4–8] approaches often utilize
auto-encoders to learn representations of normal video
frames and subsequently detect abnormal frames by
identifying higher reconstruction errors. However,
the powerful generalization ability of modern auto-
encoders can often also reconstruct anomalies. Thus,
making it harder to differentiate normal and abnormal
frames.

Prediction-based [3, 9–11] models forecast the sub-
sequent frame by leveraging a sequence of preced-
ing frames, employing time sensitive architectures such
as LSTMs, memory networks, 3D auto-encoders and
transformers. This predictive approach often yields su-
perior results compared to similar reconstruction-based
techniques [11], as it captures more complex forms of
anomalies. Nevertheless, with the minimal differences
between consecutive video frames, these methods face
similar challenges to reconstruction-based approaches
with respect to modern generators.

Auxiliary tasks methods

Expanding beyond reconstruction and prediction, some
models incorporate diverse self-supervised auxiliary
tasks, with task success determining frame anomaly
scores. These tasks include jigsaw puzzles [36], time
direction detection [37], rotation prediction [38],
and more. SSMTL++ [14, 39] train a single deep
backbone on multiple self-supervised tasks and achieve
state-of-the-art results on the benchmark datasets.

3 PROPOSED DATASETS
We introduce two novel datasets designed to assess
the capability of various models in detecting forms of
anomalies not covered by existing benchmarks. These
datasets emphasize action-based anomalies, a category
absent in current benchmarks. The first dataset, referred
to as HMDB-AD, aligns with the conventional defini-
tion of normal activities (walking and running) but chal-
lenges models with abnormal behaviors that demand a

broader context for detection (climbing and perform-
ing a cartwheel). In contrast, the larger and more in-
tricate HMDB-Violence dataset divides 16 action cate-
gories into 7 violent (abnormal) and 9 non-violent (nor-
mal) activities. This categorization necessitates models
to consider a wide range of behaviors when classifying
events as either normal or abnormal, making it a closer
representation of real-world scenarios.

HMDB-AD dataset

HMDB-AD is the simpler dataset among the two
introduced in this paper. It consists of 995 video clips,
divided into 680 training videos and 315 testing videos.
Normal activities within this dataset are running and
walking, aligning with their respective HMDB51
classes. Abnormal activities are climbing and per-
forming a cartwheel. The training dataset contains
only of normal videos: 207 running videos and 473
walking videos. Meanwhile, the test dataset has both
abnormal videos and randomly selected normal videos;
107 cartwheel videos, 108 climbing videos, 25 running
videos, and 75 walking videos. Frames from the videos
can be viewed in Appendix A.1.

HMDB-Violence dataset

HMDB-Violence is the larger and more complex of
the two datasets presented in this paper. It has 2,566
videos, with a distribution of 1,601 training videos
and 965 testing videos. The train set has nine nor-
mal categories: running (221 videos), walking (517),
waving (98), climbing (104), hugging (110), throw-
ing (96), sitting (134), turning (222), and performing
a cartwheel (99). In the test set, there are seven ab-
normal categories: falling (136), fencing (116), hitting
(127), punching (126), using a sword (127), shooting
(103), and kicking (130). Additionally, the test set in-
cludes 100 videos randomly sampled from the various
normal categories: turning (18), walking (31), running
(11), sitting (8), hugging (8), performing a cartwheel
(8), climbing (4), throwing (6), and waving (6). The
abnormal activities in HMDB-Violence are character-
ized by their violent nature. Examples can be viewed in
Appendix A.2.

Annotations

We maintain a consistent labeling for every frame
within a video. If a video represents a normal action
category, all its frames are labeled as normal. Con-
versely, if it belongs to an abnormal action category, all
frames are marked as abnormal. This simple labeling
approach works, as the actions within these videos
effectively occupy the entire duration, leaving minimal
room for unrelated "spare" frames.
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Figure 1: An overview of our feature extraction process.

Figure 2: An overview of our anomaly score calculation during inference.

4 MFAD: MULTI-FRAME ANOMALY
DETECTION

Our method, MFAD, consists of three key stages: fea-
ture extraction, per-feature score computation, and lo-
gistic regression. We extract four types of features: ob-
ject velocities, human pose estimations, deep image en-
codings, and deep video encodings. For each of these
features, we independently calculate density scores. We
then employ a logistic regression model to optimally
fuse the scores across these four feature kinds. Lastly,
we smooth, Gaussian, to produce the final anomaly
scores. An overview of our method can be found in
Fig. 1, Fig. 2.

4.1 Feature Extraction
Few-Frame Features

In line with AI-VAD [12], HF2-VAD [13], we extract
object bounding boxes and optical flows from each
frame. We then extract human pose estimations, object
velocities, and deep image encodings. These features
are derived from individual frames (pose and image en-
coding) or pairs of frames (velocity) enabling the detec-
tion of straightforward anomalies such as novel objects.

Multi-Frame Features

Recognizing the necessity for detecting complex
anomalies that span multiple frames, we introduce a
deep video encoder. This encoder captures features
in a manner similar to deep image encoding but takes
into account longer frame sequences (in our case, 16
frames). For this purpose, we leverage VideoMAEv2

[46], a state of the art video foundation model. Subse-
quently, we process these features in a fashion similar
to AI-VAD [12].

4.2 Density Score Calculation
We employ a Gaussian Mixture Model (GMM) for
the two-dimensional velocity features and the k-nearest
neighbors (kNN) algorithm for the high-dimensional
pose, image encoding, and video encoding features.
Subsequently, we compute the minimum and maximum
density scores for the training set and use them to cali-
brate the test scores during inference.

Max Feature

We add a fifth feature, denoted as max. After calcu-
lating the density scores per feature, we aggregate them
into a new feature that holds the maximum feature score
per frame.

max = max{P, V, IE, VE} ∈ [0,1]# f rames

Our experiments show the added value of this feature.

4.3 Logistic Regression
To improve the accuracy of our final anomaly score
computation, we incorporate logistic regression as the
final step of our method. In this setup, we denote
X ∈ [0,1]# f rames×# f eatures as the feature matrix and y ∈
{0,1}# f rames as our ground truth labels. Our final scores
are:

hθ (X) = σ(WX +B)

ISSN 2464-4617 (print) 
ISSN 2464-4625 (online)

Computer Science Research Notes - CSRN 3401 
http://www.wscg.eu WSCG 2024 Proceedings

36https://www.doi.org/10.24132/CSRN.3401.5



Method Ped2 Avenue ShanghaiTech HMDB-AD HMDB-Violence

HF2-VAD [13] 99.3% 91.1% 76.2% – –
AED [40] 98.7% 92.3% 82.7% – –
HSC-VAD [41] 98.1% 93.7% 83.4% – –
DLAN-AC [42] 97.6% 89.9% 74.7% – –
SSMTL [39] 97.5% 91.5% 82.4% – –
LBR-SPR [43] 97.2% 90.7% 72.6% – –
AMMCNet [44] 96.6% 86.6% 73.7% – –

AI-VAD [12] 99.1% 93.3% 85.9% 70.1% 70.5%
Jigsaw Puzzles [36] 99.0% 92.2% 84.3% 53.8% 52.7%
MNAD [11] 97.0% 88.5% 70.5% 56.3% 51.3%
MPN [45] 96.9% 89.5% 73.8% 58.8% 53.7%

MFAD (Ours) 99.0% ± 0.5% 92.9% ± 0.5% 84.8% ± 0.4% 90.0% ± 0.4% 80.2% ± 0.2%
MFAD w/o IE (Ours) 98.4% ± 0.7% 90.7% ± 0.5% 85.0% ± 0.4% 86.9% ± 0.5% 76.0% ± 0.2%

Table 1: Comparison to frame-level AUC. Best (bold), second (underlined), and third (italic). IE, denotes image
encoding features.

where σ(t) = 1
1+e−t is the sigmoid function and θ =

(W,B) are the parameters we want to optimize. Our
loss function is:

L(hθ (X),y) =−y log(hθ (X))− (1− y) log(1−hθ (X))

During its training phase, we randomly sample a small
fraction of the test frames for model training, while the
remainder is used for evaluation. It is crucial to empha-
size that the frames utilized for training are excluded
from the evaluation process for our reported results, en-
suring the validity of our findings.

The final step in our method is applying Gaussian
smoothing to the anomaly scores.

5 EXPERIMENTS
5.1 Datasets
In addition to HMDB-AD and HMDB-Violence, we
evaluate MFAD on the three benchmark video anomaly
detection datasets: UCSD Ped2, CUHK Avenue, and
ShanghaiTech Campus. These datasets are primarily
outdoor surveillance camera footage, with the sole nor-
mal activity being pedestrian movement.

UCSD Ped2

The UCSD Ped2 dataset has 16 training videos and 12
testing videos, all situated within a single scene. Ab-
normal events in this dataset include the appearance of
skateboards, bicycles, or cars within the video frame.
Videos are standardized to a resolution of 240 × 360
pixels.

CUHK Avenue

The CUHK Avenue dataset has 16 training videos and
21 testing videos, all within a single scene. Anoma-
lies within this dataset are activities such as running,
throwing objects, and bike riding. All videos have a
resolution of 360×640 pixels.

ShanghaiTech Campus

ShanghaiTech Campus stands as the largest and most
complex dataset among the three, featuring 330 training
videos and 107 testing videos distributed across 13 dis-
tinct scenes. Notably, two of these scenes involve non-
stationary cameras, resulting in varying angles between
videos of the same scene. Abnormal events primarily
include running and the presence of cars and bikes. All
videos have a resolution of 480×856 pixels.

5.2 Implementation details
We adopt the code from AI-VAD for extracting veloc-
ity, pose, and deep image encoding features. For our
new deep video features, we leverage the state-of-the-
art video foundation model, VideoMAEv2 [46], with
the publicly available pretrained weights, fine-tuned
on the SSv2 dataset (vit_g_hybrid_pt_1200e_ssv2_ft).
Our encoding process is carried out on non-overlapping
consecutive blocks of 16 frames, extracting Tempo-
ral Action Detection (TAD) features for each block.
In our experiments, we found no difference in results
between non-overlapping blocks and sliding-window
blocks. When employing the nearest neighbors algo-
rithm to the video encoding features, we set k = 1.

We employ AlphaPose for pose estimation, derive
object velocity through optical flows computed via
FlowNet2, and utilize YOLOv3 for object detection.
For deep image encoding, we leverage CLIP, using a
ViT-32 backbone.

Our code and a setup guide are available on https://
github.com/yoavarad/MFAD.

5.3 Anomaly Detection Results
Our results are based on our optimal model configura-
tion, see Section 5.4. This configuration involves lever-
aging all four feature types and the max feature while
training a logistic regression model on a random 2% of
the test set frames for computing final anomaly scores.
It is crucial to note that the data used for training the
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Configuration Ped2 Avenue ShanghaiTech HMDB-AD HMDB-Violence

VE 80.3% 87.9% 71.3% 84.9% 75.8%
P + V [12] 98.7% 86.8% 85.9% 54.2% 56.1%
P + V + IE [12] 99.1% 93.5% 85.1% 71.2% 67.9%
P + V + VE 95.8% 91.0% 83.5% 77.8% 70.3%
P + V + IE + VE 96.8% 92.6% 83.0% 82.9% 75.2%
P + V + IE + VE + max 97.0% 92.8% 82.1% 85.1% 76.7%

Table 2: Comparison of different model configurations, evaluating the impact of various feature types, including
pose features (P), velocity features (V), image encoding features (IE), and video encoding features (VE), on the
model’s performance. max is the max value between {P, V, IE, VE}. Best and second best results are in bold and
underlined, respectively.

logistic regression model is not included in the evalua-
tion. To ensure reliability, we repeat this final step 100
times and report the mean AUC result along with the
standard deviation. The consistently low standard devi-
ation across all datasets underscores the stability of our
method.

MFAD demonstrates competitive results on the well-
established benchmark datasets, with modest differ-
ences of approximately -0.3%, -0.8%, and -1.1% from
the state-of-the-art results on Ped2, Avenue, and Shang-
haiTech, respectively. The true strength of our ap-
proach becomes evident when applied to the newly in-
troduced datasets, HMDB-AD and HMDB-Violence.
On these datasets, we achieve substantial improvements
of 19.9% and 9.7%, respectively.

MFAD was tested against four different methods on
these new datasets, including AI-VAD [12], upon
which our work is built and is the state-of-the-art on the
ShanghaiTech dataset. This substantial enhancement
highlights the generalizability of our approach to
various complex anomalies, without majorly impacting
our detection ability of simple anomalies, underscoring
the significance of our contributions. For detailed
comparison see Table 1. We further report the configu-
ration of MFAD without image encoding (IE) features,
improving results on ShanghaiTech by 0.2%.

MFAD faces similar challenges to previous methods
when evaluated against the benchmark datasets. Par-
ticularly, the object-oriented aspect of MFAD struggles
when confronted with scenarios involving closely clus-
tered pedestrians.

In addition to quantitative evaluations, we conducted
qualitative analyses on videos from the ShanghaiTech
dataset, which feature more complex anomalies beyond
novel object detection. These anomalies are shown
in Appendix B. The positive impact of our method
is clearly evident in Fig. 3, where abnormal frames
receive higher anomaly scores, while normal frames
receive lower anomaly scores, further validating our
method.

Figure 3: Qualitative results from four ShanghaiTech
videos: 01_0028, 03_0032, 03_0039, 07_0008 (respec-
tively). In each pair, MFAD (left) is compared to AI-
VAD [12] (right). Anomalous sections are highlighted
in red, while the anomaly scores, ranging from 0 to
1, are the blue line. These videos feature complex,
behavior-based anomalies rather than novel object de-
tection scenarios, that are more common in this dataset.
Clearly, MFAD improves both detecting anomalies and
accurately assessing normal parts of the video. Best
viewed in color.

5.4 Ablation Study
We perform an ablation study to determine two factors:
the added benefit of the video encoding feature, and the
most favorable configuration for the logistic regression
module.

Feature Selection

In their ablation study, AI-VAD [12] demonstrated the
incremental value of their three distinct feature types:
pose estimation, deep image encoding, and velocity
features, as well as the added effect of Gaussian
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Configuration Ped2 Avenue ShanghaiTech HMDB-AD HMDB-Violence

α = 0% 96.8% 92.6% 83.0% 82.9% 75.2%
α = 1% 98.5% ± 1.1% 92.5% ± 0.6% 84.5% ± 0.6% 89.6% ± 0.6% 79.6% ± 0.3%
α = 2% 99.0% ± 0.6% 92.7% ± 0.7% 84.7% ± 0.4% 89.9% ± 0.4% 79.7% ± 0.2%
α = 3% 99.2% ± 0.5% 92.7% ± 0.7% 84.8% ± 0.4% 89.9% ± 0.3% 79.7% ± 0.1%
α = 4% 99.4% ± 0.3% 92.7% ± 0.7% 84.7% ± 0.3% 89.9% ± 0.3% 79.8% ± 0.1%
α = 5% 99.4% ± 0.4% 93.0% ± 0.6% 84.8% ± 0.3% 90.0% ± 0.2% 79.8% ± 0.1%
α = 10% 99.5% ± 0.2% 92.9% ± 0.6% 84.8% ± 0.2% 90.1% ± 0.2% 79.8% ± 0.1%
α = 20% 99.6% ± 0.1% 93.1% ± 0.5% 84.8% ± 0.2% 90.2% ± 0.2% 79.8% ± 0.1%
α = 50% 99.7% ± 0.1% 93.1% ± 0.3% 84.8% ± 0.2% 90.2% ± 0.2% 79.7% ± 0.3%
α = 90% 99.7% ± 0.3% 93.2% ± 0.6% 84.8% ± 0.7% 90.2% ± 0.5% 79.8% ± 0.8%

α = 0% + max 97.0% 92.8% 82.1% 85.1% 76.7%
α = 1% + max 98.5% ± 0.8% 92.5% ± 0.6% 84.5% ± 0.6% 89.8% ± 0.5% 80.2% ± 0.3%
α = 2% + max 99.0% ± 0.5% 92.9% ± 0.5% 84.8% ± 0.4% 90.0% ± 0.4% 80.2% ± 0.2%
α = 3% + max 99.1% ± 0.7% 92.9% ± 0.6% 85.0% ± 0.3% 90.0% ± 0.3% 80.2% ± 0.2%
α = 4% + max 99.3% ± 0.5% 93.0% ± 0.5% 85.1% ± 0.3% 90.1% ± 0.3% 80.2% ± 0.2%
α = 5% + max 99.3% ± 0.4% 93.0% ± 0.4% 85.1% ± 0.3% 90.2% ± 0.3% 80.2% ± 0.2%
α = 10% + max 99.5% ± 0.2% 93.0% ± 0.4% 85.2% ± 0.2% 90.2% ± 0.2% 80.2% ± 0.2%
α = 20% + max 99.6% ± 0.1% 93.0% ± 0.3% 85.2% ± 0.2% 90.3% ± 0.2% 80.1% ± 0.2%
α = 50% + max 99.7% ± 0.1% 93.0% ± 0.3% 85.3% ± 0.2% 90.4% ± 0.2% 80.1% ± 0.3%
α = 90% + max 99.7% ± 0.2% 93.1% ± 0.6% 85.3% ± 0.6% 90.4% ± 0.5% 80.1% ± 0.8%

Table 3: Performance comparison between various model configurations, with different amounts of training data
for the logistic regression model. α represents the proportion of test set frames employed for the training, with
these frames excluded from model evaluation. We repeat the process 100 times, and both mean and standard
deviation values are reported. The first half uses the basic four features, and the second half also uses the extra max
feature. Best and second best results are highlighted in bold and underlined, respectively. The minimal difference
in results between different values of α > 0% is evident.

smoothing. Expanding upon their work, we test the
impact of incorporating deep video encoding features
in different forms. Our study consists of tests involving
both video encoding features in isolation, the combi-
nation of all four feature types, and the addition of an
extra max feature, that has the value of the maximum
feature score per each frame. Furthermore, we explore
the substitution of image encoding features with video
encoding features due to their semantic similarity.

As presented in Table 2, utilizing solely video encod-
ing features yields impressive performance for multi-
frame anomalies. However, this specialization comes at
the cost of lower performance on the traditional video
anomaly detection datasets. On the other hand, employ-
ing all four feature types results in a comprehensive and
well-balanced model that performs admirably across all
datasets, even though it may not achieve the top rank in
any specific dataset.

Logistic Regression

When incorporating the logistic regression model, we
conducted experiments to assess the impact of varying
amounts of additional training data extracted from the
testing set. Specifically, we explored using 1-5%, 10%,
20%, 50%, 90% of the frames for the training. We used
both the configuration using only the four basic features

and the configuration also using the additional max fea-
ture. The results, as presented in Table 3, indicate that
the amount of extra training data has minimal effects,
as long as there is some extra data. We repeated each
configuration 100 times and reported both the mean and
standard deviation values. The consistently low stan-
dard deviation values observed across all configurations
and datasets underscore the robustness of our approach.
We chose 2% extra data with the max feature as the op-
timal trade-off between extra data and efficacy.

6 CONCLUSION
Our paper introduces a broader interpretation of anoma-
lies, encompassing both simple anomalies, commonly
found in existing benchmarks, and multi-frame com-
plex anomalies. Building upon the foundation laid by
AI-VAD [12], we present a novel method that achieves
state-of-the-art performance on our proposed datasets
while remaining competitive with recent methods on
benchmark datasets. We introduce two new datasets of
varying complexity, designed to assess the ability of fu-
ture models to detect complex action-based anomalies.

In future work, we aim to explore even more intricate
types of anomalies, such as location and time-based
anomalies (e.g. detecting normal actions occurring at
abnormal locations or times) thus further advancing the
field of general anomaly detection in videos.
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A SAMPLES FROM PROPOSED DATASETS
A.1 HMDB-AD Examples

Figure 4: HMDB-AD examples: cartwheel (2), climb (2), run (2), walk (2).

A.2 HMDB-Violence Examples

Figure 5: HMDB-Violence examples: wave, turn, throw, sit, hug, fall, sword, shoot, punch.
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B VIDEOS FOR QUALITATIVE ANALYSES

Figure 6: The anomalies from 01_0028, 03_0032, 03_0039, 07_0008 (top to bottom, respectively) videos from
ShanghaiTech Campus dataset.
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ABSTRACT
Image annotation, also called labeling is a necessary task for any supervised learning approach to obtain ground
truth data for model training. This article offers a comprehensive survey of contemporary image annotation tools,
grouping freely accessible ones based on their service range, speed, and data privacy assurances.
In our exploration for tools capable of executing pixel-precise semantic labeling, we identified a shortage of swift,
free image annotation tools that don’t require users to upload their data to third-party servers. Therefore, we
introduce "PixLabelCV" - a lightweight, fast, offline, and standalone annotation tool primarily developed to aid
human annotators in achieving pixel-perfect labels promptly. Uniquely crafted to be freely available (open source)
and non-server-based, it ensures enhanced privacy and efficiency. Hence, it is aimed to serve as an ideal tool to
facilitate labeling data for smaller labs and businesses.
At its core, PixLabelCV fuses conventional labeling techniques such as delineating objects with rectangles or
polygons with multiple computer vision algorithms. Spanning basic thresholding in RGB or HSV color space to
more intricate procedures like flood fill or watershed the tool instantaneously computes and exhibits the resulting
segmentations. Annotators can swiftly add these segments to a class label or refine them by adjusting parameters
or markers before a quick repetition. To further augment the user experience, additional functionalities like mor-
phological closing are incorporated, facilitating an intuitive labeling process. Another standout feature is its ability
to uniquely assign pixels to singular classes, eliminating any potential overlap-induced ambiguities.

Keywords
Semantic Segmentation, Image Annotation Tools, Pixel-Precise Labeling, Computer Vision Algorithms, Annota-
tion Software

1 INTRODUCTION
With the increasing use and application of deep neural
networks for various tasks, labeled1 training data for
supervised learning is also increasingly needed. In this
context, for many tasks such as autonomous driving or

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

1 The terms "labeling" and "annotation" are used interchange-
ably in the context of this work. In general, the term "label" is
most often used to describe any output from a machine learn-
ing model, while "annotation" refers to the type of label, such
as an image-sized pixel mask.

medical image analysis, it is not sufficient to identify
only the objects present in the image, but it is also nec-
essary to determine the exact position and size of the
objects in terms of pixels. This process of assigning ev-
ery pixel of an image to an object class is called seman-
tic segmentation. In practice, this usually means that
the resulting label is an equal-sized image in which each
pixel has the value of the resulting class. However the
cost of annotating every pixel to generate training data
for a semantic segmentation network is immense [9].
Furthermore, studies by Zlateski et al. [17] on the qual-
ity of labels for semantic segmentation of urban scenes
have shown that a larger coarsely annotated dataset can
yield the same performance as a smaller finely, mean-
ing pixel-precise, annotated dataset. Conversely, this
means that a smaller number of images with precise se-
mantic class labels is sufficient to achieve the same per-
formance as is possible with a larger number of coarsely
annotated images.
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A particular burden for assigning a semantic class label
to each pixel is the fact that object boundaries can be
complex and therefore difficult to accurately annotate
[14]. More precisely Zlateski et al. [17] deduce from
the time annotators took during their experiment that it
is very hard for humans to draw pixel-precise labels, as
it depends on their vision, dexterity, etc., and will vary
greatly among different individuals.

Our goal is to reduce this effort by providing an image
annotation tool for semantic segmentation that is pixel-
perfect yet fast and easy to use, after initial acclimati-
zation.

2 IMAGE ANNOTATION PROGRAMS
2.1 Evaluation Criteria
We base our evaluation of image annotation tools on
several critical criteria, essential for optimizing both the
annotation process and the quality of the resulting data.

The first criterion is the range of functions offered by
the tool. This encompasses the variety of shapes that
can be annotated and extends to the inclusion of so-
phisticated tools, such as integrated AI models and ad-
vanced computer vision algorithms.

The most important evaluation factors are speed and
offline usability. The latter includes setup and instal-
lation and goes hand in hand with security, as there is
no need to upload your confidential data to third-party
servers, which enables faster processing times and con-
tributes to data security.

Label precision forms the cornerstone of effective
semantic segmentation. High precision, particularly
pixel-perfect mask creation over simpler coordinate-
based shapes or bounding boxes, directly impacts
the quality of machine learning models trained with
annotated data. Precise pixel masks circumvent issues
such as depth ordering in overlapping objects, ensuring
each pixel is accurately classified without ambiguity.

While ease of use significantly contributes to a tool’s
appeal, its subjective nature makes it challenging to
quantify. In this context, it is also important to note
the tools excluded from our evaluation. Commercially
licensed platforms and machine learning annotation
tools, such as Hasty.ai, Labelbox, Prodigy, RectLabel
and Supervisely were not considered due to their
exclusive commercial licensing. Additionally, tools
that were not accessible, faced technical issues, or
failed to meet minimum usability requirements, such as
GTCreator [4], RhobanTagger, DeepLabel, semantic-
image-label-tool Scalabel, labelImg, LabelStudio,
Labelflow and MedTagger were also excluded. Fur-
thermore, tools demanding extensive user data rights,
such as V7labs and Diffgram were omitted due to our
data protection criteria.

2.2 Comparative Analysis of Image An-
notation Tools

In our systematic evaluation of image annotation tools,
as detailed in Table 1, we sought tools that balance
functionality, user experience, and data privacy.
The analysis showed a preference for server-based,
browser-operated tools, predominantly outputting in
JSON, XML, and CSV formats. These formats are less
suited for semantic segmentation where precision is
paramount, as they typically save only the coordinates
of drawn shapes, potentially leading to inaccuracies
and overlapping shapes.

Among the tools listed, only CVAT, label-studio, Pix-
elAnnotationTool, Semantic Segmentation Editor and
S3A offer the capability to save labeling results as pixel
masks and are open source. While specialized tools
like PixelAnnotationTool (utilizing the watershed algo-
rithm for region creation) and S3A (semi-automatic la-
beling of printed circuit boards) target specific anno-
tation tasks, they are limited in broader usability due
to their restricted toolsets. Label Studio provides ba-
sic brush tools for pixel-precise labeling beyond simple
shape annotations, while Semantic Segmentation Edi-
tor introduces a more advanced "magic tool" for effi-
cient segmentation. However, CVAT stands out as the
most feature-rich tool, equipped with a comprehensive
suite of automation tools including advanced computer
vision techniques like smart scissors and automatic an-
notation capabilities via the TensorFlow Object Detec-
tion API. It supports a wide range of export formats,
making it a robust tool for complex labeling projects.

However, CVAT’s extensive setup requirements for
projects, annotators and "jobs", as well as the need to
set up the server for local use, are not neglectable hur-
dles. Moreover, CVAT, like its counterparts, does not
solve the depth order conflict inherent in overlapping
object annotations.

3 PIXLABELCV
3.1 Structure of the Program
Recognizing a gap in the availability of lightweight,
swift, and offline image annotation tools for semantic
segmentation, that allows half-automated pixel-precise
annotation, we developed our own solution.

The basic principle of using the program differs from
that of the other software tested. By allowing the ap-
plication of computer vision algorithms a segmentation
in the chosen region of interest (ROI) is performed in
the time of milliseconds, leading to a preliminary class
mask, which is presented to the annotator. Provided the
mask is precise enough to meet the annotator’s needs,
it can be swiftly added to the overall image mask. This
iterative process continues until the whole image is la-
beled.
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Figure 1: PixLableCV interface, annotations of the sled (purple) using GrabCut or Watershed algorithm and the
defect (red) using polygon annotation.

The PixLabelCV software2 facilitates the annotation
process by enabling human annotators to demarcate re-
gions within images. These regions can be assigned
to various classes using standard annotation shapes, in-
cluding rectangles, circles, and polygons. Additionally,
individual pixels in the image can be marked to be-
long to a specific class. After delineating a ROI, users
have the option to apply specific computer vision algo-
rithms. For instance, they can employ thresholding in
either HSV or RGB color space, setting both upper and
lower limits for each color channel. Alternatively, the
floodfill algorithm can be initiated within the ROI, orig-
inating from the current cursor location. Furthermore,
the watershed algorithm can be utilized to segment the
image based on the marked points. Details on the tech-
nical implementation can be found in Appendix A.

3.2 Usage of the Program
After starting the program, the user can either load an
individual image or select a directory containing mul-
tiple images. When a directory is chosen, the program
automatically recognizes images in BMP, JPG, PNG, or
TIFF formats and starts with the first image.

Class Selection: Choose the label class using the com-
bobox or by pressing the respective class number key.

2 PixLabelCV software will be available at https://
sqb-ilmenau.de/pixlabelcv. The source code
can be found on GitHub: https://github.com/
dominiks-dev/PixLabelCV

Figure 2: Applying a Threshold to segment the region
"sky".

For classes greater than 10, hold the Alt key while press-
ing the class number key. The selected class can be
changed anytime even after the segmentation to add the
resulting region to another class or remove it.

Drawing Shapes and Markers: For basic annotations,
enclose the object within a rectangle. More intricate
shapes can be outlined using polygons, which can be
further refined as shown in Figure 1. Round structures
are best represented using the circle tool: initiate by
positioning it on an edge contour, adjust segmentation
parameters or apply flood fill, then fine-tune by drag-
ging the contour and modifying the radius. A pixel
brush, whose radius is adjustable, is ideal for adding
or subtracting pixels from a specific class region. Addi-
tionally, marker points can be set for each class, which
serve as seed for the application of the watershed algo-
rithm in segmentation tasks. The same applies to the
GrabCut implementation.
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(a) Segmenting large ground area (highlighted yellow) accurately
from the water area (landcover dataset).

(b) Pixel-precise cell segmentation using thresholding in
a polygon (Histopathology dataset).

Figure 3: Examples of efficient PixLabelCV usage.

Segmentation Process: During the segmentation pro-
cess, algorithms like thresholding, flood fill, water-
shed [12] or GrabCut [13] are applied using previously
set markers or shapes. For thresholding, users can acti-
vate a color picker, which auto-selects the object’s pixel
color for segmentation. This selection can be refined
by adjusting the upper and lower boundary HSV val-
ues, as illustrated in Figure 2. Segmentation is initi-
ated with mouse actions or through an optimized key-
board setup.3 Once segmentation is satisfactory, it can
be added to the chosen class. If adjustments are needed,
parameters can be tweaked and segmentation can be
performed again within a few milliseconds. Flood fill
segmentation starts at the cursor’s pixel and users can
choose if the current segmented pixel mask should re-
place pixels that have already been assigned to other
classes. The same applies to the GrabCut algorithm for
separating the current class from the background (see
Figure 4).

Modifications: For any modifications, unwanted re-
gions or individual pixels can be removed by either al-
locating them to class 0 or background. This class is
designed specifically for erasing unnecessary elements,
with the brush tool also available for this task. It is also
possible to overwrite all pixels that already belong to
another class by explicitly setting this option. The pixel
brush tool is versatile, enabling both the addition and
erasure of pixels from a given class region. Lastly, the
software facilitates precise labeling with its zoom func-
tionality, swiftly magnifying up to 4x when needed.

Efficient Annotation Strategy: To optimize the anno-
tation workflow, a highly effective and swift technique
involves beginning with the placement of watershed
marker points across the entire image for every class.
This initial segmentation can be computed in a few hun-

3 All operations mentioned are assigned to keys conveniently
located around the ’ASDF’ keys, optimizing for dual-hand
usage thereby enhancing efficiency in labeling.

dred milliseconds, even for 4k images, producing a rel-
atively accurate pixel mask. If necessary, adding a few
more markers can refine this result before further en-
hancing the mask’s accuracy using other functions such
as floodfill or the pixel-brush. This approach not only
speeds up the process but also leverages the software’s
capabilities for achieving precise pixel masks with min-
imal manual intervention.

Moreover, it’s advisable to initially focus on segment-
ing objects or classes that are enclosed within others.
For shared boundaries between distinct classes, start the
segmentation with simpler-to-demarcate regions, em-
ploying the flood fill algorithm for efficiency. After-
ward, encompass the entire region within a bounding
box and designate it to the secondary class. Due to the
program’s design, which by default prevents pixels al-
ready assigned to one class from being overridden by
another, any pixels not segmented in the initial step will
automatically be attributed to the secondary class. This
strategy streamlines the annotation process by eliminat-
ing the need to meticulously draw an additional poly-
gon, with these computations being rapidly performed
in just milliseconds.

Saving and Advancing: Upon completing the annota-
tion, the output is a pixel mask where each pixel corre-
sponds to its class value. This mask can be stored as an
8-bit depth PNG file or if specifically chosen each class
mask can be saved in a separate file so that multiple
labels per image are possible. If a directory path was
initially provided containing multiple images, a single
button press both saves the current annotation and loads
the subsequent image for labeling.

3.3 Comparison to Segment Anything
Model (SAM)

The Segment-Anything Model (SAM) [10] is notable
for its ability to segment unknown objects within
images. Despite its extensive capabilities, the authors
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Figure 4: Graph Cuts - white (class) and black (background) - to segment cars.

(a) Results of our tool (PixLabelCV) setting marker points
and applying watershed algorithm.

(b) SAM segmentation result on sled using only few point
inputs and no bounding rectangle.

Figure 5: Comparing SAM to watershed algorithm on custom data.

of SAM have acknowledged specific shortcomings, in-
cluding occasionally missing finer structures in images,
creating minor hallucinated disconnected components,
and not consistently delineating sharp boundaries. This
last limitation is particularly evident when juxtaposed
against techniques that use a ’zoom-in’ approach.
Moreover, while SAM’s design emphasizes versatility
for a broad range of applications, this generality can
sometimes result in precision trade-offs.

While SAM demonstrates proficiency when provided
with a clear bounding rectangle around an object, as
exemplified by its performance on public datasets like
KITTI, it struggles when domain-specific expertise is
crucial for pixel-accurate segmentation. We encoun-
tered this limitation with medical images and our pro-
prietary dataset, especially for objects lacking a clear
bounding rectangle, such as the sled in our injection-

molded dataset (see Figure 5). Additionally, while the
decoder part of SAM operates quickly, encoding an im-
age can take many seconds to multiple minutes, de-
pending on the image size and is restricted to a maxi-
mum input image size of 1024x1024 pixels. In terms
of operational efficiency, SAM proved to be slower
with larger images and consumed substantial amounts
of memory compared to our tool. When provided with
ample input points, SAM’s performance becomes com-
parable to our tool.

In conclusion, while SAM offers a versatile approach
to image segmentation, our labeling program adeptly
mitigates some of its shortcomings, particularly in
refining masks that are either too expansive or too
constricted. Although SAM’s one-shot characteristic
presents clear advantages for well-known datasets such
as urban scenes where the model has been extensively
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trained, it struggles with large images and user-specific
datasets from sectors like industrial manufacturing.

4 USER STUDY
4.1 Setup of the Study
To evaluate our labeling program for semantic segmen-
tation, we conducted a user study with five participants.
The small number was chosen for feasibility, focusing
more on gaining qualitative insights into the usability
and effectiveness of our program rather than conduct-
ing a quantitative hypothesis test. The study was car-
ried out as follows. First, the students were given a brief
introduction to each tool to ensure they had a basic un-
derstanding of how to use them. Then the task was to
annotate one to three images from four different cate-
gories and datasets (KITTI, landcover, MHIST and our
custom dataset of an injection molded part4). After per-
forming the task each participant filled out a question-
naire in open-ended design which contained the follow-
ing questions about the two tools:

1. Which tool did you find faster for annotation im-
ages? Why? Options: CVAT, PixLabelCV, no dif-
ference

2. Which tools did you use the most often?

3. How much faster is it to use the computer vision
tools to annotate instead of only annotating with
shapes?

4. Which tool do you believe allowed you to annotate
images more accurately? Options: CVAT, PixLa-
belCV, no difference

5. Rate your overall satisfaction with each tool: Scale
from 1 (very unsatisfied) to 5 (very satisfied)

4.2 User Study Evaluation and Findings
Analysis of the user study results indicated that PixLa-
belCV, with an average satisfaction score of 3.4 (SD
0.49), is slightly behind CVAT’s 3.6 (SD 0.49) out of 5
in terms of usability and overall user satisfaction. Given
that all ratings were either 3 or 4 out of 5, we consider
PixLabelCV to be roughly on par with one of the lead-
ing state-of-the-art labeling tools.

Regarding the speed of annotation, half of the partic-
ipants found PixLabelCV to be faster, while the other
half favored CVAT, with one participant reporting no
significant difference between the two tools. It should

4 The dataset contains images of injection molded sleds for
quality assessment. There are images of good products and
ones of sleds that show one of the various defects that occa-
sionally occur during injection molding, such as short shot,
flash and color streak.

be noted that this assessment was based on the time
taken to label a series of images from different domains
(with only one per domain). For both tools, the combi-
nation of advanced computer vision techniques (water-
shed for PixLabelCV and "smart scissors" for CVAT)
with shape tools, particularly the polygon shape, was
credited for the perceived increase in labeling speed.

The most notable distinction between the tools emerged
in their accuracy. A vast majority - 80% of participants
- identified PixLabelCV as enabling more precise label-
ing compared to CVAT. This underlines PixLabelCV’s
capability to support detailed and accurate annotations,
essential for high-quality semantic segmentation.

Participants identified key features and advantages of
each program. PixLabelCV’s incorporation of the wa-
tershed algorithm was particularly valued for its effec-
tiveness in images with distinct color differences and
blurriness, such as medical images. This feature po-
sitions PixLabelCV as particularly advantageous for
projects requiring complex segmentation tasks. Con-
versely, the "smart scissors" feature in CVAT was ac-
knowledged for its proficiency in swiftly generating ac-
curate polygon labels, illustrating CVAT’s efficiency in
more conventional annotation scenarios.

4.3 Analysis
While the relatively small number of participants may
be perceived as a limitation of our user study, it is im-
portant to note that our focus was on evaluating the
practical utility and relevance of PixLabelCV rather
than conducting a quantitative hypothesis test. The
study reveals that PixLabelCV is on par with CVAT in
terms of usability and excels in enabling more precise
annotations, affirming its capability as a powerful tool
for complex segmentation tasks and as a viable alterna-
tive for unique and custom data applications.

Integration and Efficiency: PixLabelCV distin-
guishes itself through the seamless integration of
diverse tools to achieve enhanced boundary precision.
The process typically begins with an initial, coarse
delineation of boundaries using the watershed method.
This is followed by further refinements via the pixel-
brush and other tools for precise, custom-tailored
results. This integrated toolset proves especially ad-
vantageous for repetitive tasks, such as quality control
in industrial settings, where speed and accuracy are
paramount. Notably, PixLabelCV demonstrates an
inherent advantage in speed over AI-model-dependent
approaches like SAM, particularly for sets of similar
scenes.

Offline Usability and Performance: PixLabelCV is
engineered for flexibility, leveraging GPU capabilities
for accelerated algorithm performance when available,
with fallback to CPU processing. This architecture sup-
ports mobile use on laptops, eliminating the need for
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server connectivity and data transfer, thereby stream-
lining the labeling process.

Handling Large Images: The tool’s capability to ef-
ficiently process and segment large images, such as
those found in the Landcover.ai dataset, without sig-
nificant delays, highlights its suitability for extensive
geographic or environmental datasets.

Deployment and Precision: PixLabelCV’s minimalis-
tic design and straightforward deployment process fa-
cilitate quick setup and immediate use. Its precision,
particularly evident in medical imaging tasks, leverages
subtle color and brightness variations for meticulous
segmentation, further enhanced by features like flood-
fill for better edge distinction.

Considerations: While PixLabelCV excels in many ar-
eas, it encounters limitations in generic scenes where
pre-trained AI models are prevalent. In such scenar-
ios, tools capable of pre-labeling with task-specific AI
may offer more efficiency. Additionally, the tool’s rich
feature set and reliance on image processing principles
may pose a learning challenge for novices, contrasting
with the more intuitive nature of platforms like CVAT
or the straightforwardness of SAM for basic tasks.

Domain Applicability: PixLabelCV’s effectiveness
varies by application domain. While it offers consider-
able advantages for medical imaging and specialized
custom datasets, its utility may not extend as effectively
to areas well-served by existing AI models, such as
street scenes.

In conclusion, PixLabelCV represents a significant ad-
vancement in semantic image annotation, particularly
for users seeking high-speed, precision-driven tools for
specialized applications. However, potential users must
balance these benefits against the need for a founda-
tional understanding of image processing and the tool’s
specific capabilities.

5 CONCLUSION
Image annotation remains a pivotal component in the
realm of supervised machine learning and deep learning
paradigms. Our comprehensive examination of current
image annotation tools revealed a significant gap in the
market: the absence of swift, freely available annota-
tion tools that also prioritize data privacy. In response,
we introduced "PixLabelCV," a streamlined yet power-
ful offline tool crafted to enable annotators to quickly
generate pixel-perfect labels. By harnessing core com-
puter vision techniques such as the watershed and flood
fill algorithms and integrating these with basic shape
tools, PixLabelCV significantly enhances precision, fa-
cilitating the rapid development of high-quality pixel
masks.

The user study conducted to evaluate PixLabelCV
against established tools like CVAT highlighted its

strengths, particularly in precision and specialized task
performance. PixLabelCV demonstrated a competitive
edge, standing on par with CVAT in terms of usability
while outperforming it in accuracy as acknowledged
by the majority of participants. This underscores
PixLabelCV’s potential as a potent tool for complex
segmentation tasks, offering a robust alternative for
unique and custom data and use cases.
Looking forward, we aim to amplify PixLabelCV’s
capabilities by integrating the Segment-Anything
Model (SAM) through the ONNX Runtime. The
fusion of SAM with PixLabelCV’s existing computer
vision methodologies promises to enhance initial
segmentation efforts, paving the way for a more simple
usability for novices.
In summation, PixLabelCV aims to catalyze both the
precision and speed of the annotation process, thereby
optimizing the generation of premium-quality labeled
datasets.
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A PIXLABELCV - TECHNICAL IM-
PLEMENTATION

Our program, named "PixLabelCV", operates as
a Direct3D11 graphics application. It integrates
DearImGui [8] to manage graphics, user input, and
the display of GUI elements. Image processing is
primarily conducted using the Open Source Computer
Vision Library (OpenCV). Once processed, the re-
sultant image is transferred to the Direct3D graphics
buffer for rendering. All other operations, including
filesystem access and basic computations, are executed
using plain C++ in compliance with the ISO C++17
standard. The program is compiled into an executable
file, which needs only to be copied together with a few
dynamically linked libraries and can then be started
directly without installation required.

B DATASETS USED
In addition to other and customer-specific data sets with
injection molded objects, the following data sets were
used to test the segmentation programs. Our thanks go
to the providers at this point.

• BrainTumour from Medical Segmentation De-
cathlon [15]

• CamVid (Cambridge-Driving Labeled Video
Database) dataset [6] obtained from kaggle

• CT Medical images from cancer imaging
archive [2] [7] obtained from kaggle

• HRF (High-Resolution Fundus) [11]

• KITTI dataset [3]

• Landcover.ai V1 [5]

• MHIST: A Minimalist Histopathology Image Anal-
ysis Dataset [16]

• BreCaHAD [1]
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ABSTRACT
We investigate the use of data-GIFs, i.e., graphics interchange format files containing short animations, to engage
visualization viewers in learning about data visualization design pitfalls. A large number of data visualizations—
among which, also several with bad data designs—are generated every day to convey information to lay audiences.
To support non-expert viewers in recognizing common visualization design mistakes, we propose data-GIFs. Data-
GIFs are short educational animations played in automatic repetition with a single core message on how the design
flaws of a given visualization can be identified. After defining what bad data visualization design entails, we
inform the design requirements for the data-GIFs. We, subsequently, design four variants: two data-GIFs, which
use respectively interchangeability and smooth transitions, a static variant with juxtaposition, and a data-video
approach with audio. In a controlled user study with 48 participants, we compare the four variants. We demonstrate
that interchangeability and smooth transitions effectively support viewers in assessing why elements characterizing
bad data visualizations are indeed bad. Yet, smooth transitions are more engaging, and data-videos are more
efficient for the identification of differences between bad and good data visualization designs.

Keywords
Data-GIF, visualization education, visualization design pitfalls, design study, information visualization.

1 INTRODUCTION
Among the many data visualizations produced every
day, we often encounter cases with unsuitable encod-
ings and visuals [20, 21]. These visualizations may
confuse non-expert viewers and make data interpreta-
tion difficult, or may even (un)intentionally commu-
nicate misleading information. Understanding what
makes data visualizations bad, i.e., confusing or less ef-
fective in communicating data, and raising awareness
about the existence of bad visualization designs is a
core research topic of our field [8, 17, 30]. In this work,
we investigate how to engage visualization viewers in
effectively identifying design components that distin-
guish bad (i.e., poorly designed) from good (i.e., well-
designed) visualizations.

We focus on designing and evaluating an engaging ap-
proach that communicates to large audiences how to ef-
fectively identify pitfalls when interpreting visualiza-
tions. We start by setting the formal definition of a bad
data visualization, in conjunction with established tax-

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

onomies [20, 21]. After defining what bad visualization
design entails, we determine a set of learning goals to
drive further our approach design.
We identify data-GIFs as a suitable medium to show
comparatively the differences between two visualiza-
tion designs of interest (bad vs. good). The concept be-
hind this solution is to expose viewers to bad and good
visualizations of the same data and to make them aware
of design differences. Data-GIFs are data-driven graph-
ics interchange format (GIF) files containing short ani-
mations played in automatic repetition. Being concise
in size and duration, they are versatile in conveying a
single core message about the pitfalls of the visualiza-
tion design, and in facilitating the comparison of dif-
ferent designs of the same data. Moreover, the use of
data-GIFs is anticipated to engage viewers in learning
visualization design concepts [1].
The contribution of this work is the development and
assessment of data-GIFs as an effective and engaging
approach for communicating pitfalls in data visualiza-
tion designs to lay audiences, and for conveying how to
recognize and interpret such pitfalls.

2 RELATED WORK
Recent works shed light on common design errors af-
fecting visualizations by analyzing several misleading
real-world cases and by developing a taxonomy to cat-
egorize them. Lo et al. [20] categorize 74 types of is-
sues and form a taxonomy of misleading elements in
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visualizations to propose guidelines for the community.
They identify five main categories of issues; namely in-
put, visualization design, plotting, perception, and in-
terpretation. McNutt et al. [21] propose a conceptual
model to show how visualization mirages appear at ev-
ery stage of the visual analytics process, distinguish-
ing between data-driven mirages (or data representa-
tion issues) and design-driven mirages (or data presen-
tation issues). Also, there is a large number of early
contributions in the visualization community, provid-
ing tools for improving visualization literacy concern-
ing the employed design and visual encodings [9, 30].
In this work, we focus on how all this knowledge can
be harvested to educate lay audiences.

2.1 Tools for Visualization Literacy
Prior work has stressed the importance of the concept of
deconstruction and construction in visualization educa-
tion, and how deconstructing and constructing data vi-
sualizations can support their interpretation and design.
Bishop et al. [4] developed Construct-A-Vis, a tablet-
based tool that can guide visualization activities with
children based on the learning paradigm of construc-
tionism, scaffolding mechanisms, and shared interac-
tions. This work shows the potential of a free-form con-
structive approach, which can lead to engaging children
with data and their related mapping processes. Börner
et al. [6] proposed visualization exercises based on the
construction–deconstruction concept to teach visualiza-
tion. The authors describe how to assess learners’ in-
sights by defining a visualization literacy framework.

Current approaches are built upon (more-or-less) com-
plex models and implementations with particular tar-
get groups in mind, e.g., children [9]. Given their level
of complexity or specific audiences, these solutions are
not suitable for mass consumption, such as within a so-
cial media setup, or for more general audiences. To our
knowledge, there is no previous investigation that tar-
gets lay audiences through an easy-to-implement—yet,
effective and engaging—strategy for improving visual-
ization literacy.

2.2 Data-GIFs to Convey Information
Graphics interchange format (GIF) files were released
in 1987 to convey automatic, looped animations of in-
dividual, short messages without sound. Despite the
increasing interest in employing GIFs to communicate
information [3], there is not much research on the direc-
tion of data-driven GIFs yet. Shu et al. [28] introduced
a review of data-GIFs used in the wild and investigated
what makes a data-GIF understandable, by conducting
a qualitative analysis. The work demonstrates the im-
pact of the design factors of a data-GIF on how the
users understand the core message presented by it. The

work further proposes guidelines for designing under-
standable data-GIFs, without focusing on their user en-
gagement level or the educational power. Other sources
of inspiration include the large collection of data-GIFs
by Jeremy Singer-Vine, the work of Lena Groeger, and
Dark Horse Analytics—all showcasing different data-
GIFs or short video formats categorized based on their
main visualization goal.

3 CONCEPTUALIZING DATA-GIFS
Our goal is to educate lay audiences in recognizing a
poor visualization design and to inform them about a
good visualization design alternative—effectively and
engagingly. The choice of focusing on lay audiences
is based on the assumption that this group of viewers
is anticipated to suffer the most from poorly designed
visualizations. Based on the definition of our goal, we
make two conceptual choices.

The first conceptual choice links to the design space of
a visualization. The available design space is multi-
dimensional and very complex for laypeople without
prior knowledge in data visualization [20]. We, there-
fore, reduce this complex space to two “simple” cat-
egories: bad and good visualizations. We define bad
data visualization as a representation that fails to effec-
tively convey information, misleads the viewer, or ob-
scures the underlying meaning of the data due to design
flaws, inaccuracies, or poor choices in visual encoding.
Oppositely, a good data visualization is a representation
that effectively conveys information, enhances under-
standing, and facilitates insights by using appropriate
visual design principles and techniques. An example of
a bad data visualization is depicted in Fig. 1, together
with its transformations into a good one.

The second conceptual choice is associated with the use
of the construction–deconstruction concept [6, 14].
Deconstructing a visualization is simpler than start-
ing from scratch. By comparing bad and redesigned
good visualizations, learners can easily grasp the dif-
ferences. This learning-by-contrast approach engages
viewers and facilitates understanding.

4 DESIGNING DATA-GIFS
In this section, we identify the learning goals and re-
quirements that drive the design of our approach.

4.1 Learning Goals
Bloom et al.’s [5] taxonomy of learning objectives
classifies educational learning objectives into six com-
plexity levels: knowledge, comprehension, application,
analysis, synthesis, and evaluation. Considering our
target audience, this work targets only the first three
levels of the taxonomy. Based on Bloom et al.’s
taxonomy and the learning-by-contrast approach, we
define our learning goals:
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End: Frame 11Frame 8Frame 7 Frame 9 Frame 10

by using only one color hue.The COLOR ENCODING can be improved toowe provide readers with guidance for the interpretation of the visualization.

Start: Frame 1 Frame 2 Frame 3 Frame 4 Frame 5 Frame 6

This is a BAD visualization. We can change the CHART TYPE and use a BAR CHART instead. By adding AXES and LABELSUsing a DONUT CHART here is misleading as there are no relationships of parts to a whole.

Figure 1: A data-GIF fractionated into eleven frames with a total duration of 38 s, where transitions (smooth or
non-smooth) occur at frames 3→4, 5→6, and 8→9. Text is employed as guidance in each frame (top).

L1 Identify the attribute(s) of a bad data visualiza-
tion, as opposed to those of a good visualization.
For instance, learners should recognize that 3D vi-
suals are unnecessary (bad) if the data can be suffi-
ciently displayed in 2D (good).

L2 Recognize why the attribute(s) of a bad data visu-
alization is (are) actually bad. For instance, learners
should understand that a 3D chart is redundant if the
data have only two dimensions.

L3 Comprehend how the attribute(s) of a bad data vi-
sualization could be improved. For instance, learn-
ers should recognize that an unnecessary 3D chart
can be improved by simplifying it to 2D.

4.2 Design Requirements
The main requirements for our approach design are:

R1 Support the learning goals. The design of our ap-
proach should support the specific learning goals set
in Sec. 4.1 to ensure that the target audience can
identify what a bad visualization is (L1), why it is
characterized as bad (L2), and how it can be trans-
formed into a good one (L3).

R2 Be simple, understandable, and self-contained.
Our approach must have a clear closed linear struc-
ture with a beginning (bad visualization) and an end
(good visualization).

R3 Avoid information overload. The amount of infor-
mation conveyed to the audience must not be over-
whelming. Therefore, we should convey one mes-
sage at a time.

R4 Maintain object constancy. During visual compar-
ison, our approach must maintain object constancy,
i.e., every graphical object can be visually tracked.
So, secondary details should be de-emphasized to
keep viewers oriented [27].

4.3 Exploring the Data-GIF Design Space
Based on what we defined in Sec. 4.1 and 4.2, we en-
vision data-GIFs as short animations that incrementally

progress from depicting a bad visualization state to a
good one. For example, if a visualization has two flaws,
then it comprises three states: the initial bad state, the
state after fixing the first flaw, and the state after fixing
the second flaw, which is also the final good state. Each
state consists of frames. The way each frame transitions
to the next one and how its content is communicated
to the audience affects how viewers perceive, consume,
and compare information through different states.

Therefore, our data-GIFs heavily rely on comparison
strategies and a messaging medium, as means of com-
munication (R1,4) with the audience. The former af-
fects how the data-GIFs present their content, i.e., how
they convey the comparison of a bad vs. a good data vi-
sualization state to the viewers. The latter affects which
additional mechanisms the data-GIFs employ to sup-
port the viewers in understanding the conveyed mes-
sage. In addition to these two aspects, we also con-
sider in our design the guidelines proposed previously
by Shu et al. [28] to improve the understandability of
data-GIFs. Their work gives insights into designs that
support R2–4, such as recommendations for the use of
animation, the use of pauses to denote the end, and the
structure of the visual content (i.e., text and animation).

4.3.1 Content Presentation by Comparison
We consider three different cases for the presentation
of the content, inspired by previous work from the do-
mains of comparative visualization [15] and narrative
visualization [12, 16, 27]:

Smooth transitions—By interpolating the differences
between frames within a specified time interval, one can
smoothly transition from one frame to the next. Visu-
alizations integrated with smooth transitions are gen-
erally preferred, being more engaging and effective in
facilitating understanding [12]—given that they follow
the congruence and apprehension principles [31]. We
consider smooth transitions as potentially the most en-
gaging and effective means for directing the viewer’s at-
tention to the most relevant information in the visualiza-
tion, i.e., the differences between visualization states.
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Interchangeability—Transitions by interchangeability
consist of switching from one frame to another one
without interpolation. Previous work found that inter-
changeable transitions are as effective as smooth tran-
sitions in some cases [16] and this solution may be pre-
ferred if the data-GIF frames are not largely different
from each other [28]. Otherwise, object constancy may
be affected.
Juxtaposition—In juxtaposition, all states are put next
to each other [15] and there are no transitions. We con-
sider this a special case that requires only one frame
per state (i.e., it is a static visualization). Previous stud-
ies [25, 31] claim static visualizations to be equally or
more effective than animation in some cases. Hence,
the animation is not indispensable to effectively com-
pare two or more visualization states—yet, the number
of states should be limited.

4.3.2 Messaging Medium
During the viewing process, we need messaging
mechanisms to help the viewer understand and re-
main attentive to the conveyed message. GIFs often
include text [28] and—technically—do not support
audio, which is a strong messaging medium. Other
visual cues and guidance mechanisms can also be
supported [18, 19, 27], but we consider them out of
scope for this initial investigation. We consider only:
Text—Integrating text into our proposed data-GIFs
augments their communicative value, as a viewer
can easily extract information from textual explana-
tions [22]. Previous work found that effectively linking
captions, headlines, introductory text, summaries,
and text annotations improves user engagement in
interpreting visualizations [32]. The intra-frame text
aims to explain how to read the visualization within the
data-GIF and provides additional information about it.
The inter-frame text plays the role of a narrator (often
across states). Still, text should be staged, i.e., designed
with attention to wording, number of words, style, and
arrangement, to avoid information overload.
Audio—GIFs do not technically support audio. Previ-
ous studies observed that the influence of audio narra-
tion is higher than the influence of visual cues on learn-
ing outcomes [19]. Audio narrations can substitute the
inter-frame text, allowing viewers to focus faster on the
intra-frame text (e.g., legends or labels of the visualiza-
tion). We expect that vocal guidance may reduce the
number of times that a data-GIF needs to be observed
by using another sensory channel to reduce visual over-
load. We intend to investigate whether the inherent lack
of audio in GIFs is a limiting factor.

5 IMPLEMENTING DATA-GIFS
5.1 Attributes of Bad Data Visualizations
To showcase (and later assess) the design of the data-
GIFs, we first need a good overview of the potential

attributes characterizing bad visualizations. We start
our search from existing taxonomies [20, 21] that com-
prehensibly summarize severe or prominent types of is-
sues encountered in visualization designs. These tax-
onomies guided us in building a corpus of bad data vi-
sualizations from real-life examples. These examples
come from various sources in the wild, i.e., blogs, so-
cial media, or already-existing collections of bad data
visualizations such as VisLies. During a meta-selection
process, we excluded scenarios, where many different
issues could be encountered and kept only samples with
a few (i.e., up to three) simple pitfalls. This inclusion
strategy aimed to exclude complex scenarios requiring
an excessively long viewing time and, therefore, not
compatible with the purpose of our approach (and the
typical short duration of GIFs). Hence, the attributes
included in our corpus is not an exhaustive list—rather,
an indicative registry for a first investigation. The fi-
nal corpus includes 92 examples and is available in our
online repository. Samples are shown in Fig. 1 and 2.

Upon collection, the first author analyzed our corpus
of bad data visualizations to identify and list their pit-
fall(s). The other authors went through this analysis and
verified its appropriateness. The arising disagreements
were discussed among the authors and solved collabo-
ratively. Successively, the first author conducted a qual-
itative analysis (also available in our repository) to code
the encountered bad data visualization attributes into
meaningful categories. Several visualizations were af-
fected by more than one attribute and, therefore, were
assigned to multiple categories. This was done in an
iterative process consisting of identifying and repeat-
edly refining the coding until the list was saturated. The
same process as in the pitfall identification verification
was followed for the verification of the coding results
by all authors. The coding resulted in the identification
of eight indicative attributes, which are shown in Fig. 2
(together with their corresponding improvements). We
hereby report them, ordered by frequency of occurrence
in our corpus of bad data visualizations. Some cases
were assigned to more than one category, therefore the
denoted percentages do not sum up to 100%.

A1 Excessive display of visual elements (34.8%;
32/92), which leads to clutter and information over-
load. This is a presentation issue related to plotting
(chaotic canvas) in Lo et al.’s taxonomy [20]. An
example is shown in Fig. 2 (A1).

A2 Misleading visualization axes (28.3%; 26/92),
which is a data representation issue and relates to
the visualization design (choice of axis) stage in Lo
et al.’s taxonomy. Fig. 2 (A2) shows an example
with misleading, truncated axes.

A3 Inappropriate choice of visualization typology
(22.8%; 21/92), which relates to choosing the
appropriate representation for a given data set.
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A2

A1

A3

A4 A8

A7

A5

A6

Start (bad visualization) End (good visualization) Start (bad visualization) End (good visualization)

Start (bad visualization) End (good visualization)Start (bad visualization) End (good visualization)

Start (bad visualization) End (good visualization)Start (bad visualization) End (good visualization)

Start (bad visualization) End (good visualization)Start (bad visualization) End (good visualization)

Figure 2: The eight scenarios used in the study, each covering a bad data visualization attribute (A): (A1) excessive
display of visual elements; (A2) misleading visualization axes; (A3) inappropriate choice of the visualization
typology; (A4) unnecessary use of 3D visuals; (A5) lack of guidance; (A6) miscalculated geometric areas; (A7)
difficult-to-read text; (A8) wrong use of color encoding. For each scenario, we also denote its good state.

This is a data representation issue that occurs in
the visualization design (choice of chart) stage
in Lo et al.’s taxonomy. Fig. 2 (A3) exemplifies
an inappropriate choice of visualization, where a
part-to-whole visualization is used for depicting
percentages that add up to more than 100%.

A4 Unnecessary use of 3D visuals (20.7%; 19/92),
which is also a common type of chartjunk. This is
a data presentation issue that relates to the percep-
tion stage in Lo et al.’s taxonomy. Fig. 2 (A4) shows
such an example.

A5 Lack of guidance (19.6%; 18/92), where annota-
tions, legends, captions, chart titles, axis labels, etc.
are omitted. This is a data presentation issue and oc-
curs in the plotting (incomplete chart) stage in Lo et
al.’s taxonomy. An example is shown in Fig. 2 (A5),
where annotations reveal additional information.

A6 Miscalculated geometric areas (15.2%; 14/92),
where data are not represented faithfully. This is
a data representation issue that also happens in
the perception stage in Lo et al.’s taxonomy. An
example is shown in Fig. 2 (A6).

A7 Difficult-to-read text (14.1%; 13/92), which is a
data presentation issue and relates to the plotting

(chaotic canvas) stage in Lo et al.’s taxonomy.
Fig. 2 (A7) gives an example of a visualization with
difficult-to-read text.

A8 Wrong use of color encoding (13%; 12/92), which
is a data representation issue in the visualization
design (color mess) stage in Lo et al.’s taxonomy.
Fig. 2 (A8) shows an example of how color can be
misused and distract the audience.

5.2 Visual Narratives with Data-GIFs
We implement our data-GIFs in a linear structure that
depicts an initially bad data visualization, which we
then correct and transform into a good visualization.
We include a visualization state for each design correc-
tion (i.e., the stages between the bad and the good vi-
sualization) to gradually reveal improvements. All bad
visualization cases that we implemented are presented
in Fig. 2 together with their final transformations into
good visualizations. In this figure, we show only the
bad vs. good state, but Fig. 1 shows an example with all
intermediate steps for A7.

Fig. 1 showcases the storyboard of a data-GIF with four
states shown in frames 1, 4, 6, and 9. The data-GIF
has been fractionated into eleven frames (1–11). The
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first frame announces that “This is a bad visualization”
and we present the depicted donut chart as a bad de-
sign choice. Then, we show what is wrong with the de-
picted visualization and explain why: the chart choice is
not appropriate (frame 2) because there is no parts-to-
a-whole relationship (frame 3). We also indicate how to
improve the visualization by exchanging the chart type
for a bar chart (frames 3→4). Similarly, we incremen-
tally introduce and correct two more flaws: we add axes
and labels for readability (frames 5→6), and we change
the color encoding (frames 8→9). At the end (frame
11), we show the good state that concludes the GIF.

The frames can be set one after the other with a smooth
or non-smooth transition. To determine the optimal
transition duration for the smooth transitions in data-
GIFs, we follow the suggestions by Heer and Robert-
son [12]. We achieve object constancy between each
frame by only changing one design pitfall at a time and
by keeping constant all other visual elements. If this is
not possible, we opt for a keyframing animation involv-
ing tweening [29]. The duration of the animation is set
based on the study by Heer and Robertson [12]. For
example, the data-GIF depicted in Fig. 1 requires 19
s. The last frame with the good visualization includes
also a pause to denote the end [28]. Alternatively, the
bad vs. good data visualization states can be put side-
by-side [27], similarly to the configuration in Fig. 1.

For the messaging medium, we use inter-frame text as
in Fig. 1 (at the top of each frame), or audio. In the
first case, the number of words included in the inter-
frame text of data-GIFs takes into account the results of
a previous study, claiming that people can read 175-300
words per minute [7]. Considering that the text may in-
clude terms unknown to the audience, either due to spe-
cific visualization and data-related terminology, or due
to non-native command of English, we use the lower
boundary, i.e., 175 words per minute. We, then, double
the time to ensure that viewers can process the mes-
sage in the data-GIF [26]. For audio, we use the same
guidelines and resulting text as for the textual messag-
ing medium case. We, then, employ an automatically
generated female voice-over at a normal speed (150
words per minute) and pitch (200 Hz).

6 USER STUDY
We conducted a user study to assess four variants of our
approach, resulting from the design space of Sec. 4.3:

V1 Data-GIFs with smooth transitions, featuring
smooth transitions and text as messaging medium.

V2 Data-GIFs with interchangeability, featuring in-
terchangeability and text as messaging medium.

V3 Static visualizations, featuring juxtaposition and
text as messaging medium.

V4 Data-videos, featuring smooth transitions and au-
dio as messaging medium.

The main goal of our study is to assess whether
data-GIFs can communicate to a general audience how
to distinguish bad visualizations from good ones and
how to recognize common mistakes in visualization
designs—effectively, engagingly, and efficiently. We
are primarily interested in understanding which of the
four variants is a more engaging and more effective
tool. However, efficiency is also an interesting factor in
learning as it correlates negatively with cognitive load
and negative emotions, such as frustration [24]. We
formulate three hypotheses for our user study:

H1 Data-GIFs (V1,2) are more effective for the iden-
tification of differences between bad and good data
visualization designs than static visualizations (V3)
and data-videos (V4).

H2 Data-GIFs (V1,2) support a more efficient iden-
tification of differences between bad and good data
visualization designs than static visualizations (V3)
and data-videos (V4).

H3 Data-GIFs (V1,2) are more engaging for the iden-
tification of differences between bad and good data
visualization designs than static visualizations (V3)
and data-videos (V4).

6.1 Participants
We recruited 48 participants between 24 and 37 years
old, located in 13 different countries, with different
educational backgrounds and a good command of
English. The recruitment was done by snowball
sampling. Among the 48 participants, 16 are laypeople,
16 are professionals working with data visualizations
(e.g., data scientists or journalists), and the remaining
16 are visualization experts (e.g., researchers). For
conciseness, we will hereby refer to these three groups
as low, medium, and high visualization literacy groups
respectively—although the categorization reflects
rather their prior experience in working with data.

6.2 Study Design
We designed eight scenarios for the user study—one for
each bad data visualization attribute (A1–8) defined in
Sec. 5.1. These are also depicted in Fig. 2. We imple-
mented all variants (V1–4) for all scenarios in d3.js
with the strategy described in Sec. 5.2. All cases are
English-based, and their mean duration is 26 s (SD
= 9.86 s), with the exception of variant V3, which is
static. All cases are included in our repository.

We separated the 48 participants into four groups (one
for each variant). Each group consists of 12 participants
and is balanced with four participants from each visu-
alization literacy group. During the study, we exposed
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each of the four groups to one variant using the eight
designed scenarios, in randomized order. We employ
a 12×8×4 mixed design with two between-subjects in-
dependent variables (i.e., variant and visualization liter-
acy level) and one within-subjects independent variable
(i.e., attribute scenarios A1–8). In total, the study in-
cluded 384 runs (i.e., 48 participants × 8 attributes).
To deal with possible effects of confounding factors,
we randomized our sample by arbitrarily assigning each
participant to a group, as well as the order of attribute
scenarios A1–8.

6.3 Tasks
During the study, each participant consumed the eight
attribute scenarios (A1–8) through one of the four vari-
ants (V1–4). Subsequently, they were asked to view and
understand the content of each scenario, before con-
ducting two tasks. First, they watched the eight scenar-
ios and, for each scenario, performed an XYZ test [11]
following the think-aloud method. This task targeted
H1–H2. Second, they completed an engagement ques-
tionnaire inspired by previous works [2, 13]. This
questionnaire was completed at the end of the entire
session to address H3.

6.4 Study Setting
We conducted all studies individually and online
through video calls. All meetings were recorded
(screen sharing and audio) and each meeting lasted
around 25–45 minutes. First, we shared the materials
with the participants and instructed them verbally
on what to do. For each scenario, the participants
were allowed to view the given variant for as long as
needed to understand its story. Yet, they were informed
that the consumed time was being measured and
they had to verbally communicate when “processing”
was complete. Then, we started posing questions to
the participants, as part of the first task (XYZ test,
Sec. 6.5). The second task was provided as a link to an
online engagement questionnaire (Sec. 6.6). After the
study, we used the recordings to analyze the answers.

6.5 The XYZ Test
We employed the XYZ test, introduced in psychology
by Haim Ginott [11], to assess whether our learning
goals are met. The XYZ test consists of three open
questions, which directly map back to our learning
goals, expressed in a less technical language:

X What are the differences between the initial and the
final data visualization design? (links to L1)

Y Why was the initial data visualization design
changed into the final one? (links to L2)

Z How would you change the initial data visualization
design to obtain the final one? (links to L3)

Figure 3: Crossbar plots of the X score (first row), Y
score (second row), and Z score (third row) w.r.t. vari-
ant (first column), visualization literacy level (second
column, VLL), and scenario (third column). The red
dots indicate the mean values for each measurement.

To assess the accuracy of the responses to the XYZ
questions, the first author used a weighted scoring
method to assign a score (i.e., 0 = wrong, 0.25 = mostly
wrong, 0.5 = semi-correct, 0.75 = mostly correct, 1 =
correct) and reference answers, generated before the
study. The XYZ test responses help assess H1, while
consumption time was measured before the XYZ test
to assess H2. A visual summary of these results is
shown in Fig. 3. Our repository includes the details of
the statistical analysis and we hereby summarize only
the most significant outcomes.

Statistical Analysis for H1—We performed a statisti-
cal analysis on the scores related to the XYZ test, i.e.,
the score related to the X, Y, and Z components to inves-
tigate the effectiveness of the tested variants. A visual
summary of these results is shown in Fig. 3. Given that
the scores are based on the weighted scoring method
mentioned above, they are categorical and ordered. For
this reason, we performed multiple ordinal logistic re-
gressions and Pearson’s χ-squared tests to analyze the
relationship between the XYZ scores and the factors of
our study, namely the variants, the scenarios, and the
visualization literacy level. We found that participants
watching data-GIFs with smooth transitions (V1) are
2.16 and 2 times more likely (p=0.011 and p=0.045) to
obtain a higher Y score (i.e., to better recognize why
the attributes of bad data visualization are actually bad)
than those watching static visualizations (V3) or data-
videos (V4), respectively. This observation is shown in
Fig. 3 (see first column, second row).

Additionally, we found that differences in the XYZ
scores also depend on the visualization literacy level
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Figure 4: Crossbar plots of the watching repetitions
(i.e., the ratio of consumption time over data-GIF du-
ration, in the first row) and consumption time (second
row), w.r.t variant (first column), visualization literacy
level (second column, VLL), and scenario (third col-
umn). Repetitions of V3 (static visualization) cannot
be calculated. The red dots indicate the mean values
for each measurement.

of the participants, as shown in the second column
of Fig. 3. Our analysis results indicate participants
with a high visualization literacy level are 2.19 times
more likely (p=0.012) to obtain a higher Y score
than participants with a medium visualization literacy
level. While an average visualization literacy level
is enough to correctly identify the attributes of bad
data visualizations as opposed to those of good vi-
sualizations, recognizing why the attributes of bad
data visualizations are actually bad requires a high
visualization literacy level. As expected, the higher
the visualization literacy level of the participants the
better they reflect on the acquired knowledge on how
the bad data visualization can be improved (Z score,
p=0.026). Our findings also support that the scenarios
influence the score of the participants, as depicted
in the third column of Fig. 3. There are no other
underlying patterns with regard to attributes or insights
in this observation.

Statistical Analysis for H2—We also statistically ana-
lyzed the consumption time and the ratio of consump-
tion time over data-GIF duration (i.e., how many times
a data-GIF is watched) to assess efficiency. For these
time-related continuous variables, we used ANOVA
and for all the analyses, we checked all test assump-
tions. A summary of these results is shown in Fig. 4.

The number of repetitions needed by the participants to
understand the content of the given variant was on av-
erage 1.865 for the data-GIFs with smooth transitions
(V1), 1.739 for the data-GIFs with interchangeability
(V2), and 1.375 for the data-videos (V4). For the static
variant (V3), time cannot be measured without addi-
tional methods (e.g., eye-tracking). In essence, data-
videos need to be watched fewer times than the other
two variants (p=0.0009 and p=0.0012, respectively).
This is also shown in Fig. 4 (see first row, first col-

umn). On the other side, the consumption time is in-
fluenced by the variant, the participants’ visualization
literacy level, and the scenario (p=0.004) (see the sec-
ond row of Fig. 4). According to our results, scenarios
A1 and A3 (and in some cases also A5) require more
time than other scenarios with most of the variants (see
second row, last column of Fig. 4). Participants with
low and medium levels of visualization literacy needed
more time for other attributes, such as A2 (see second
row, second column of Fig. 4). This was expected, as
scenarios A1, A3, and A5 contain more states between
bad and good visualization, i.e., they might be more
complex, or not so easy to process and remember.

6.6 The User Engagement Questionnaire
Our questionnaire for user engagement (H3) is inspired
by previous work [2, 13] and consists of 28 questions
on a seven-point Likert scale. With this questionnaire,
we assess user engagement including cognitive involve-
ment, affective involvement, enjoyment, presence, ex-
perience, and aesthetics. Our supplementary material
includes the questionnaire and the statistical analysis.

Statistical Analysis for H3—We performed multiple
ordinal logistic regressions to learn more about the dif-
ferences between the variants. First of all, we observed
no differences among the study participants concerning
the perceived aesthetics of the variants. However, we
found that the cognitive involvement of the participants
can change based on the variant watched. Accord-
ing to our results, the participants watching data-GIFs
with smooth transitions (V1) are 6.57 times more likely
to reflect on the content during viewing than partici-
pants watching the static visualizations (V3) (p=0.024).
Also, learning something new by watching the data-
GIFs with smooth transitions (V1) is 14.56 times more
likely than by static visualizations (V3) (p=0.001).

The visualization literacy level of participants plays
also a role in their perceived cognitive involvement. Par-
ticipants with a low visualization literacy level are 4.69
times more likely to reflect on the content and 7.32
times more likely to remember some parts of the data-
GIFs than participants with a medium visualization lit-
eracy level (p=0.038 and p=0.007, respectively). Simi-
larly, participants with a high visualization literacy level
are 5.77 times more likely to remember some parts of
the GIFs and 4.01 times more likely to learn something
new than participants with a medium visualization lit-
eracy level (p=0.020 and p=0.047, respectively).

Finally, for data-GIFs with smooth transitions (V1)
participants are 8.06 times more likely of being in-
volved than for data-GIFs with interchangeability (V2)
(p=0.007). They are also 5.24 times more likely to
concentrate on the GIFs while watching data-GIFs as
compared to static visualizations (V3) (p=0.040). Re-
garding the experience, data-GIFs with smooth transi-
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tions (V1) are 4.99 times more likely to be watched than
static visualizations (V3) (p=0.036).

6.7 Summary of Findings and Discussion
Regarding our Hypotheses—The effectiveness
of data-GIFs (V1,2) surpasses static visualizations
(V3) in discerning bad from good data visualization
designs—affirming H1. Data-GIFs (V1,2) help
viewers understand why certain elements are flawed
and this observation is particularly influenced by the
viewers’ visualization literacy and depicted scenarios.
Conversely, the efficiency of data-GIFs (H2) is chal-
lenged, leading to rejecting H2. Data-videos (V4)
consume less time and require fewer repetitions due
to their audio aids, while other variants need multiple
viewings. Finally, data-GIFs with smooth transitions
(V1) and data-videos (V4) excel in engagement,
fostering cognitive involvement and motivation for
learning. Thus, supporting H3.

Link to Learning Goals—Identifying what distin-
guishes a bad visualization from a good one (L1)
relies on the individuals’ visualization literacy and the
specific attributes of the flawed visualization scenario.
Higher literacy correlates with better X score perfor-
mance, but not necessarily with reduced performance
time. Participants struggled more with complex scenar-
ios, such as excessive visual elements or inappropriate
visualization types. The suitability of tested variants
for L1 remains inconclusive. Variants significantly
impact identifying why changes were made (L2), with
data-GIFs yielding higher performance and smooth
transitions enhancing engagement. Finally, literacy
level and scenarios affect participants’ ability to reflect
on transforming bad visualizations, with higher literacy
aiding elaboration (L3). Variant suitability for L3
remains inconclusive.

Lessons Learnt and Future Recommendations—
Overall, we recommend choosing data-GIFs with
smooth transitions (V1) to prioritize audience engage-
ment. Smooth transitions guide attention between
states, aiding visualization interpretation. Techniques
like "do-it-yourself" and "pair analytics" could be fur-
ther employed to refine frame duration settings. Also,
we suggest audio to expedite interpretation, especially
with non-expert or complex scenarios. Juxtaposed
static visualizations (V3), oppositely, can reduce
cognitive burden when multiple tasks are involved.

The potential generalization of data-GIFs in educa-
tional contexts beyond mere design comparisons is
significant; yet, it is accompanied by notable limita-
tions. Data-GIFs offer a passive viewing experience
with fixed sequences, restricting viewer interaction
and dynamic engagement. Their brevity and lim-
ited information capacity pose challenges outside
of contrast-based learning contexts and may impede

accessibility for viewers with disabilities. While GIFs
offer simplicity in communication, interactive formats
provide greater versatility and engagement, ensuring
broader usability and personalized experiences.

Regarding the design of effective data-GIFs, beyond
content presentation and messaging medium, other fea-
tures such as interactive capabilities, visual cues like
highlighting and annotations, and aesthetic considera-
tions warrant exploration to enhance engagement and
effectiveness. Individual differences, including visual-
ization literacy levels and background, influence learn-
ing performance and user engagement, necessitating
further investigation [10, 23]. Further studies incor-
porating diverse demographics, and cultural or learn-
ing backgrounds, as well as other evaluation methods,
are encouraged to ascertain the effectiveness of data-
GIFs in visualization education—particularly in terms
of memorability and perceived workload.

7 CONCLUSION
We proposed data-GIFs as educational tools for engag-
ing viewers in identifying effectively differences be-
tween bad and good data visualization designs. Our
study with 48 participants indicates that smooth tran-
sitions are engaging and effective, especially for recog-
nizing why visualization designs are misleading. How-
ever, our results show that data-videos are generally
more efficient than the other variants in terms of con-
sumption time, suggesting that the inherent lack of au-
dio messaging in GIFs is a limiting factor. In our future
work, we intend to investigate further the design space
of data-GIFs and explore its full potential for visualiza-
tion education.

8 ACKNOWLEDGMENTS
The paper was partially written in collaboration with
the VRVis Competence Center (funded by BMVIT,
BMWFW, Styria, SFG, and Vienna Business Agency
in the scope of COMET under Grant 854174 managed
by FFG).

9 REFERENCES
[1] E. Altintas et al. Evaluation of Use of Graphics

Interchange Format (GIF) Animations in Math-
ematics Education. Educational Research and
Reviews, 12(23):1112–1119, 2017.

[2] F. Amini et al. Hooked on Data Videos: Assess-
ing the Effect of Animation and Pictographs on
Viewer Engagement. In Proceedings of the 2018
International Conference on Advanced Visual In-
terfaces, pages 1–9, 2018.

[3] S. Bakhshi et al. Fast, Cheap, and Good: Why
Animated GIFs Engage Us. In Proceedings of
the 2016 CHI Conference on Human Factors in
Computing Systems, pages 575–586, 2016.

ISSN 2464-4617 (print) 
ISSN 2464-4625 (online)

Computer Science Research Notes - CSRN 3401 
http://www.wscg.eu WSCG 2024 Proceedings

65https://www.doi.org/10.24132/CSRN.3401.7



[4] F. Bishop et al. Construct-A-Vis: Exploring the
Free-Form Visualization Processes of Children.
IEEE Transactions on Visualization and Com-
puter Graphics, 26:451–460, 2020.

[5] B. S. Bloom et al. Taxonomy of Educational Ob-
jectives: The Classification of Educational Goals.
Handbook I: Cognitive domain, 1956.

[6] K. Börner et al. Data Visualization Literacy:
Definitions, Conceptual Frameworks, Exercises,
and Assessments. Proceedings of the National
Academy of Sciences, 116(6):1857–1864, 2019.

[7] M. Brysbaert. How Many Words do we Read per
Minute? A Review and Meta-analysis of Read-
ing Rate. Journal of Memory and Language,
109:104047, 2019.

[8] A. Cairo. How Charts Lie: Getting Smarter about
Visual Information. WW Norton & Company,
2019.

[9] F. Chevalier et al. Observations and reflections on
visualization literacy in elementary school. IEEE
Computer Graphics and Applications, 38(3):21–
29, 2018.

[10] Y. Cui et al. Adaptive assessment of visualization
literacy. arXiv preprint arXiv:2308.14147, 2023.

[11] H. G. Ginott. Teacher and Child: A Book for Par-
ents and Teachers. Scribner Paper Fiction, 1972.

[12] J. Heer and G. Robertson. Animated Transi-
tions in Statistical Data Graphics. IEEE Trans-
actions on Visualization and Computer Graphics,
13(6):1240–1247, 2007.

[13] Y.-H. Hung and P. Parsons. Assessing User En-
gagement in Information Visualization. In Pro-
ceedings of the 2017 CHI Conference Extended
Abstracts on Human Factors in Computing Sys-
tems, pages 1708–1717, 2017.

[14] S. Huron et al. Constructive visualization. In
Proceedings of the 2014 Conference on Design-
ing Interactive Systems, DIS 14, pages 433–442,
2014.

[15] K. Kim et al. Comparison Techniques Utilized in
Spatial 3D and 4D Data Visualizations: A Survey
and Future Directions. Computers & Graphics,
67:138–147, 2017.

[16] Y. Kim et al. Designing Animated Transitions to
Convey Aggregate Operations. Computer Graph-
ics Forum, 38(3):541–551, 2019.

[17] C. N. Knaflic. Storytelling with Data: A Data
Visualization Guide for Business Professionals.
John Wiley & Sons, 2015.

[18] H.-K. Kong et al. Internal and External Visual
Cue Preferences for Visualizations in Presenta-
tions. Computer Graphics Forum, 2017.

[19] H.-K. Kong et al. Understanding Visual Cues

in Visualizations Accompanied by Audio Narra-
tions. In Proceedings of the 2019 CHI Confer-
ence on Human Factors in Computing Systems,
CHI ’19, pages 1–13, 2019.

[20] L. Y.-H. Lo et al. Misinformed by visualization:
What do we learn from misinformative visualiza-
tions? In Computer Graphics Forum, volume 41,
pages 515–525, 2022.

[21] A. McNutt et al. Surfacing visualization mirages.
In Proceedings of the 2020 CHI Conference on
human factors in computing systems, pages 1–16,
2020.

[22] A. Ottley et al. The Curious Case of Combining
Text and Visualization. In EuroVis (Short Papers),
pages 121–125, 2019.

[23] S. Pandey and A. Ottley. Mini-vlat: A short and
effective measure of visualization literacy. arXiv
preprint arXiv:2304.07905, 2023.

[24] R. Pekrun et al. Measuring emotions in students’
learning and performance: The Achievement
Emotions Questionnaire (AEQ). Contemporary
Educational Psychology, 36(1):36–48, 2011.

[25] G. Robertson et al. Effectiveness of Animation
in Trend Visualization. IEEE Transactions on Vi-
sualization and Computer Graphics, 14(6):1325–
1332, 2008.

[26] F. Schmidt-Weigand et al. A Closer Look at Split
Visual Attention in System- and Self-paced In-
struction in Multimedia Learning. Learning and
Instruction, 20(2):100–110, 2010.

[27] E. Segel and J. Heer. Narrative Visualization:
Telling Stories with Data. IEEE Transactions on
Visualization and Computer Graphics, 16:1139–
1148, 2010.

[28] X. Shu et al. What Makes a Data-GIF Under-
standable? IEEE Transactions on Visualization
and Computer Graphics, 27:1492–1502, 2021.

[29] J. Thompson et al. Understanding the Design
Space and Authoring Paradigms for Animated
Data Graphics. In Computer Graphics Forum,
volume 39, pages 207–218. Wiley Online Library,
2020.

[30] E. R. Tufte et al. Visual Explanations: Images and
Quantities, Evidence and Narrative, 1998.

[31] B. Tversky et al. Animation: Can it Facilitate? In-
ternational Journal of Human-Computer Studies,
57(4):247–262, 2002.

[32] Q. Zhi et al. Linking and Layout: Exploring the
Integration of Text and Visualization in Story-
telling. In Computer Graphics Forum, volume 38,
pages 675–685. Wiley Online Library, 2019.

ISSN 2464-4617 (print) 
ISSN 2464-4625 (online)

Computer Science Research Notes - CSRN 3401 
http://www.wscg.eu WSCG 2024 Proceedings

66https://www.doi.org/10.24132/CSRN.3401.7



Attention-Aware DAE for Automated Solar Coronal Loop
Segmentation

Prabal Man Dhaubhadel1, Jong Kwan Lee1, Qing Tian1,2

1Dept. of Computer Science, Bowling Green State University, Bowling Green, OH 43403, USA
2Dept. of Computer Science, University of Alabama at Birmingham, Birmingham, AL 35294, USA

pdhaubh@bgsu.edu, leej@bgsu.edu, qtian@uab.edu

ABSTRACT
This paper introduces an enhanced Denosing Autoencoder (DAE) model, incorporating a novel attention mecha-
nism, for the segmentation of solar coronal loops. This work is based on DAE framework to address the segmenta-
tion challenges posed by intricate structures of coronal loops which also appear with other solar features and image
noises. Specifically, we introduce Encoding-Aware Decoding Attention (EADA) to all decoding stages of DAE,
which resulted in improvement in coronal loop segmentation. Our models are validated through experiments on a
synthetic image dataset of 11,000 images and a test dataset of 165 real coronal images of the NASA’s Solar Dy-
namics Observatory (SDO) satellite mission. Compared to the state-of-the-art coronal loop segmentation baseline,
our attention-enhanced model results in better loop gap-filling and higher segmentation metrics (i.e., 3.6% increase
in accuracy, 11.4% better recall and 5.6% higher precision).

Keywords
Denoising Autoencoders (DAE), Attention Block, Solar Coronal Loop Segmentation, Loop Gap-Filling

1 INTRODUCTION
In recent years, deep learning algorithms have emerged
as powerful tools in image processing and computer
vision, offering significant improvements in handling
complex patterns and structures in various application
domains. In this paper, we introduce an attention-
enhanced deep learning model for accurate solar feature
segmentation.

Solar coronal loops, which are highly structured and
dynamic features in the solar corona, play a crucial role
in understanding solar physics and the mechanisms be-
hind solar activities. These solar activities can impact
our daily life (e.g., disrupting electrical grids, damaging
communication satellites and navigation systems). The
coronal loops, visible in extreme ultraviolet (EUV) and
X-ray wavelengths, are fundamentals in studying the
Sun’s magnetic field structure and its evolution. How-
ever, the accurate segmentation of these loops from so-
lar images is a very challenging task due to their in-
tricate structures, varying brightness, and the presence
of other solar features and image noises. Fig. 1 is an
example of coronal loop sub-image from NASA’s So-

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

Figure 1: A sub-image of SDO coronal image (image
credit: NASA’s SDO Mission).

lar Dynamics Observatory (SDO) satellite mission. As
shown in the image, the coronal loops (i.e., the bright
arcing structures) have complex shapes with varying in-
tensities and blurry boundaries. There are also non-loop
features and noises on the image.

In this paper, we present a Denoising Autoencoder
(DAE) enhanced by a new attention module, aimed at
advancing coronal loop segmentation. To our knowl-
edge, our work is the first attempt to consider attention-
based DAE for coronal loop segmentation. The paper
is organized as follows. In Section 2, we discuss re-
lated works. Section 3 introduces our new method and
Section 4 outlines the experimental setup followed by
experimental results. Section 5 concludes the paper.
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2 RELATED WORK
2.1 U-Net and DAE
Machine learning/deep learning algorithms have been
used in many image segmentation applications (e.g.,
[gon16, lk16, tme22]). Among them, U-Net [rfb15]
and Denoising Autoendcoder (DAE) [vlb08] have
widely been used recently.

U-Net (e.g., [rfb15, bkc17]) is based on the encoder-
decoder architecture that follows a symmetric contract-
ing and expansive path. U-Net’s unique feature lies in
its use of skip connections, facilitating the direct in-
formation propagation from contracting layers to corre-
sponding layers in the expansive path. These horizontal
propagation structures, known as skip connections, al-
low the concatenation of contractive path information
and expansive path information before up-sampling.

DAE [vlb08] is a class of autoencoders that normally
operate on an unsupervised learning paradigm, where
the network is trained to reconstruct clean data from
corrupted input during the training phase. The train-
ing process involves introducing corruption to the in-
put data and optimizing the model to minimize the
reconstruction error, encouraging the network to cap-
ture meaningful features while filtering out irrelevant
noise. Feature extraction and dimensionality reduction
tasks are efficiently handled by the denoising autoen-
coder (e.g., [fbh17, vll10, xmy16]). DAEs showed
promising results in removing noise while completing
the encoding-decoding process. However, not as many
DAEs have not been studied for segmentation.

2.2 Solar Coronal Loop Segmentation
Several methods have been introduced for solar coronal
loop segmentation. Oriented Connectivity-based
method (OCM) [lng06a] and Dynamic Aperture-based
method (DAM) [lng06b] employed image processing
and constructive feature segmentation by exploring
physical constraints and coronal loop feature’s inten-
sity profiles, respectively. An enhanced version of
the OCM has also been introduced [asc10]. A solar
loop mining system which includes a block-by-block
loop segmentation for retrieving coronal loop images
has been introduced by Durak et al. [dnc09, dnc10].
McAteer et al. [mka10] utilized a 2D Wavelet-based
smoothing function as an edge detector for segmenting
coronal loops. Lee and Tang [let11] presented an
active contour-based model where the minimization
of the spline energy constrained by the physical shape
of the coronal loop’s intensity profiles allowed more
robust loop segmentation. Zhiming et al. [zxz19]
presented a coronal loop segmentation method that
exploits a clustering algorithm based on approximated
local directionality determined by a match and image
enhancing filters. To our best knowledge, a recent

work by Moradi et al. [mlt21] was the only work that
explored a deep learning algorithm (i.e., a U-Net) for
segmenting the coronal loops.

2.3 Attention Module for Enhanced Im-
age Segmentation

Self-Attention [gsy21], Bottleneck Attention Mod-
ule (BAM) [pwl18], Convolutional Block Attention
Module (CBAM) [wpl18] that focus on channel and
spatial attention, and criss-cross attention [hwh19]
are all attention-equipped approaches to reinforce
their respective neural networks. Using denoising
autoencoders, missing data imputation is achieved by
implementing mask attention in DAEMA [tfj21]. Real
Image Denoising [anb19] with feature attention uses
attention in a modular manner and achieves superior
performance. Motivated by the use of attention in neu-
ral networks, we propose our feature attention block
for the denoising autoencoder that directs the model’s
attention to foreground pixels in segmenting coronal
loops. As we will show later, this novel approach leads
to improved performance metrics. It can also enhance
the segmentation of loops previously categorized as
“disconnected". We refer to this segmentation of
disconnected loops into one cohesive loop as the
gap-filling effect in this paper.

3 OUR METHODOLOGY
In this section, we introduce our new attention-aware
denoising autoencoder (AtnDAE) for coronal loop
segmentation. Particularly, we propose the Encoding-
Aware Decoding Attention (EADA), a new attention
mechanism that enhances the segmentation of coronal
loops by integrating attention at each stage of the
decoding path, taking into account the corresponding
layer from the encoding path. Fig. 2 illustrates the

Figure 2: Illustration of our Attention-aware DAE ar-
chitecture. Details of the Encoding-Aware Decoding
Attention (EADA) block are shown in Fig. 3.
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Figure 3: Encoding-Aware Decoding Attention
(EADA) block. This block is integrated at each stage
of our attention-enhanced DAE (Fig. 2). It utilizes in-
formation from both the decoding input (input_1) and
its corresponding encoding features (input_2).

overall architecture of our AtnDAE, with the details of
our EADA attention fusion block depicted in Fig. 3.
Our novel attention mechanism is particularly benefi-
cial for addressing imbalanced data like corona images,
where the background pixels substantially outnumber
the foreground pixels. Each EADA block selectively
emphasizes the foreground loop structures, which are
often overshadowed by the complex background of
solar images.

As shown in Fig. 2, our EADA attention fusion block is
integrated at every stage of the decoding path, leverag-
ing information from both the decoding input (i.e., in-

(a) synthetic image (b) real image

Figure 4: A sample of synthetic and real images.

put_1 in Fig. 3) and the corresponding encoding layer
(i.e., input_2 in Fig. 3) at each stage. This setup ensures
that the EADA mechanism has access to both more
location-accurate features in the encoder and highly se-
mantic features in the decoder. The information from
the encoding phase directs more accurate attention to-
ward the foreground loop structures, facilitating the re-
finement and amplification of the distinctive curvilinear
features found in coronal loops. Through dot multipli-
cation, such attention is applied to a transformed com-
bination of encoding and decoding features. The above
attention-enhanced results are then concatenated with
the regular decoding output, followed by further con-
volutions before arriving at the output for the EADA
block.

In our attention-aware DAE, batch normalization is
used to reduce the chance of overfitting and improve
the training stability. ReLU is used as the activation
function.

4 EXPERIMENTS AND RESULTS
This section first outlines the dataset and experimental
setup utilized in our study. Then, we provide a compar-
ative assessment of our novel attention-aware denoising
autoencoder (AtnDAE), including both quantitative and
qualitative analyses. Specifically, we compare the per-
formance of the U-Net and traditional DAE models in
the context of coronal loop segmentation and present
the results of our improved attention-aware DAE.

4.1 Dataset
In our experiments, 11,000 synthetic coronal images
and 165 real coronal images were used. The synthetic
coronal images were created using the scheme, includ-
ing the image noises, used in [lng06a, lng06b, let11]
as it was one of the most popularly used synthetic im-
ages of the solar corona. The synthetic images were of
256×256 and the coronal loops were represented as the
magnetic field lines derived from a physical magnetic
model. (Solar physicists consider the corona loops as
the traces of the magnetic fields around the Sun.) The
primary benefit of using the synthetic images based on
this scheme is that the ground truth masks (i.e., labels)
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(a) 16×16 (b) 32×32

(c) 64×64 (d) 128×128

Figure 5: Accuracy over range of parameters for different bottleneck sizes-16×16, 32×32, 64×64, 128×128.

are available for training. In our synthetic image set,
we have included loops that are broken (e.g., “gaps"
within a loop, abruptly ending loops) which are often
present in the real coronal loops due to 3D-to-2D pro-
jection, viewpoint occlusion, and noise and non-loop
features in the image. No other prior study have con-
sidered this in coronal loop segmentation. 10,000 syn-
thetic images were used for 80-20 training-validation
split. The rest of 1,000 synthetic images were used as
the test set. The real coronal images were obtained from
the NASA’s SDO satellite mission. The ground truth
masks (i.e., labels) were determined from manual seg-
mentation. Fig. 4 shows a sample of synthetic and real
corona images.

4.2 Experimental Setup
All executions utilize a conda environment with Ten-
sorFlow version 2.8, cuda version 11.2.2, and Python
version 3.8.12. A test on a range of 10 models is per-
formed to select the best-performing model on each of
the bottleneck sizes. Each model is trained for 200
epochs. The training of AtnDAE is optimized using the
Adam optimizer [kib14] with a learning rate carefully
selected to balance fast convergence and training sta-
bility. A range of learning rates between 0.1 to 0.00001
was tested. For DAE, a learning rate of 0.01 is selected
while a learning rate of 0.002 is used for U-Net. To

make a fair comparison, all the key hyperparameters are
kept the same for both types of architectures, including
bottleneck size, filter count, layer count, input and out-
put dimensions, and batch size.

4.3 Quantitative Comparison
In this and the next subsection, we conduct quantita-
tive and qualitative comparative analyses between U-
Net and DAE models in the segmentation of coronal
loops, providing rationale for selecting the DAE model
as the basis for our approach. The improved results of
our attention-aware DAE will be shown in Sec. 4.5.

4.3.1 Accuracy, Recall, Precision

Fig. 5 illustrates the accuracy over a range of differ-
ent numbers of parameters for four different bottleneck
sizes. The top sub-figures demonstrate that accuracy
tends to plateau at approximately 94% for bottleneck
sizes of 16×16 and 32×32. For larger bottleneck sizes
of 64×64 and 128×128, the accuracy of the DAE sat-
urated at around 94%, whereas the U-Net’s accuracy
decreases, leveling off at about 93%. The DAE reached
its highest accuracy with a bottleneck size of 32×32.
The most significant discrepancy in accuracy between
DAE and U-Net occurred at bottleneck sizes larger than
64×64. Among all 40 models tested, the DAE reached
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Table 1: Performance metrics across bottleneck sizes
using the synthetic dataset.

Category Accu. Recall Prec. #Params

16×16_DAE 0.921 0.649 0.783 27,457
16×16_U-Net 0.929 0.699 0.795 28,986
32×32_DAE 0.941 0.766 0.825 27,457
32×32_U-Net 0.940 0.774 0.816 28,986
64×64_DAE 0.939 0.767 0.812 19,101
64×64_U-Net 0.931 0.722 0.792 18,653
128×128_DAE 0.939 0.749 0.821 12,257
128×128_U-Net 0.930 0.794 0.750 10,588

a peak accuracy of 94.1%, slightly higher than the U-
Net counterpart.

Next, the accuracy, recall, and prevision for the mod-
els of similar sizes are compared and shown in Table 1.
Each model had 4 bottlenecks. The bold values indicate
the best performance within each bottleneck size for the
respective metric. As the bottleneck size increases, the
best performance shifts between the models for differ-
ent metrics. Overall, DAE outperforms U-Nets, partic-
ularly in terms of accuracy and precision at large bot-
tleneck sizes.

4.3.2 ROC Curve and AUC
The Receiver Operator Characteristic (ROC) curve
plots the true positive rate against the false positive
rate, and the Area Under the Curve (AUC) summarizes
the ROC Curve. Across the different bottleneck sizes,
the ROC Curves were very similar, converging nearly
to 1.0 before false positive rate reaching 0.2. (The ROC
Curve plots are omitted due the space limit.) The AUCs
for U-Net and DAE were also similar, approximately
around 0.973. (Here, we note that the AUC of our new
attention-aware DAE was 0.992.)

4.3.3 Confusion Matrix
Fig. 6 and Fig. 7 illustrate the confusion matrices for
DAE and U-Net, respectively. (For an imbalanced
dataset like the coronal images, the number of 0s, i.e.
background, is much higher than the number of 1s, i.e.,
loop pixels.) According to the results, the percentage of
predicted true positives is higher for DAE for the bot-
tleneck sizes of 32×32, 64×64, and 128×128. (This
matches the accuracy shown in Table 1.)

4.3.4 Performance and Training Data Size
For the next analysis, we explore how the size of the
training data impacts model performance. This inves-
tigation aids in identifying which model type is more
data efficient and which is more susceptible to overfit-
ting. Fig. 8 shows the accuracy of the U-Net and DAE
for training data sizes of 500, 1,000, 5,000, and 10,000.
According to the results, DAE performed better across

Figure 6: Confusion Matrices for DAE on our dataset
across each of the tested bottleneck sizes - 16×16,
32×32, 64×64 and 128×128.

Figure 7: Confusion Matrices for U-Net on our dataset
across each of the tested bottleneck sizes - 16×16,
32×32, 64×64 and 128×128.

Figure 8: Accuracy vs. training data size (e.g., 500,
1,000, 5,000, and 10,000). Model bottleneck size:
16×16.
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all training data sizes. Table 2 shows different model
performance metrics across various training data sizes.
As we can see, U-Net is less data efficient as the ac-
curacy is much lower when the training data is limited
(e.g., 500). This lower accuracy also demonstrates U-
Net’s higher vulnerability to overfitting. As the training
data amount increases, the accuracy of U-Net improves.
However, it decreases again when the data size reaches
10,000. On the other hand, DAE consistently maintains
higher accuracy across varying sizes of training data.

4.4 Qualitative Comparison
In this subsection, we offer a qualitative assessment of
U-Net and DAE by discussing visual observations of
model predictions and evaluating the models’ effective-
ness in gap-filling.

4.4.1 Visual Observations
Fig. 9 shows the predictions of U-Net and DAE for both
a synthetic coronal image sample (in (a)) and a real im-
age sample (in (b)). The test image and its ground truth
(i.e., labels) are shown on the left-most column of each
sub-figure. The prediction results of the models using
four different bottleneck sizes are shown on the four
right columns, labeled by the bottleneck sizes.

In the predictions on synthetic images, both U-Net and
DAE produced very comparable results, with the pre-
dicted curves appearing fuzzier when smaller bottle-
neck sizes were utilized in both models. In predictions
on the real image, U-Net demonstrated a great ability to
accurately capture curvilinear structures when the bot-
tleneck size is small (16×16). This is likely attributed
to the skip connections in U-Net. However, as the bot-
tleneck size increased, DAE’s predictions improved and
seemed more accurate, whereas U-Net produced signif-
icantly more false positives than DAE.

4.4.2 Gap-Filling Effects
As described in Section 4.1, certain loops may exhibit
discontinuities. Fully segmenting such loops would
help solar physicists in understanding the underlying

Table 2: Results of 16×16×256 model on various train-
ing data sizes. # of parameters were 784,385 and
1,179,121 for DAE and U-Net, respectively

Models Size Accu. Recall Prec.
DAE 500 93.48% 78.67% 78.77%
U-NET 500 91.47% 78.67% 68.47%
DAE 1,000 92.68% 66.94% 80.35%
U-NET 1,000 92.03% 79.70% 70.40%
DAE 5,000 93.41% 86.00% 73.82%
U-NET 5,000 93.09% 80.28% 74.88%
DAE 10,000 93.82% 80.30% 78.51%
U-NET 10,000 91.38% 80.52% 67.56%

properties of the coronal loops. Fig. 10 demonstrates
the gap-filling performance by the U-Net and DAE (we
select the bottleneck size of 32×32 according to Ta-
ble 1). Sub-figure (a) shows the ground truth magnetic
field lines. Sub-figure (b) is the synthetic corona im-
age generated from the magnetic field lines shown in
sub-figure (a). As shown in the figure, there are dis-
connected loops, such as those in the top left and bot-
tom left corners. Sub-figures (c) and (d) show the pre-
dictions of U-Net and DAE. As shown in the figures,
both prediction models achieved reasonably well accu-
rate segmentation. However, the DAE demonstrated a
more noticeable gap-filling effect than the U-Net.

4.5 Results of New Attention-aware DAE
Next, we will analyze the performance of our attention-
aware DAE (i.e., AtnDAE) based on the proposed
Encoding-Aware Decoding Attention (EADA) mecha-
nism. Compared with competing baselines, our novel
AtnDAE exhibited superior segmentation performance,
encompassing the gap-filling effect, in both quantitative
and qualitative dimensions. As shown in Table 3, our
AtnDAE outperformed DAE significantly in accuracy,
recall, and precision, underscoring the effectiveness of
our attention mechanism.

Fig. 11 shows the prediction of our AtnDAE on a syn-
thetic image example. In the figure, regions of the im-
age where the gap-filling effect is noticeable are high-
lighted with red circles. As shown in the figure, all
loops were not only distinctly segmented (with no blur-
ring or missing loops), but all gaps were also effec-
tively filled. Fig. 12 demonstrates the comparison of the
gap-filling effect among U-Net, DAE, and our new At-
nDAE. Our AtnDAE not only achieved superior clarity
in segmenting the loops but also effectively addressed
gaps within them, areas overlooked by both the U-Net
and DAE models. Fig. 13 shows the confusion ma-
trix for our AtnDAE model. Compared to the DAE and
U-Net models, there was an increase in both true posi-
tives and true negatives, accompanied by a decrease in
both false positives and false negatives. For example,
the false positives and false negatives were 3.55% and
2.58% for the DAE, 4.20% and 2.35% for the U-Net,
and 1.54% and 1.81% for the AtnDAE. (Refer to the
top-right sub-images in Fig. 6 for the DAE and in Fig. 7
for the U-Net, respectively.)

More segmentation results obtained with our AtnDAE
are displayed in Fig. 14.

Table 3: Performance of DAE and AtnDAE.

Model Accu. Recall Prec.
32x32-DAE 0.939 0.741 0.829

32x32-AtnDAE 0.967 0.888 0.872
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(a) Predictions on Synthetic Image

(b) Predictions on Real Image

Figure 9: Predictions of U-Net and DAE using different bottleneck sizes.

4.6 Ablation Study: Influence of Loss
Functions

We have investigated nine loss functions for coronal
loop segmentation. Table 4 presents the selected loss
functions with their corresponding performance met-
rics. In the table, the top three values for each metric
are highlighted. The binary cross-entropy, Binary Dice,
and Dice Loss had the highest accuracy. Combo Loss,
Focal Tversky, and Tversky Loss had the highest recall.
The binary cross-entropy, Focal Loss, and Binary Tver-
sky had the highest precision. Given the results, we use
binary cross entropy for all previous experiments.

5 CONCLUSION
In conclusion, we present a new approach for auto-
mated segmentation of solar coronal loops through the
development of the attention-aware Denoising Autoen-
coder (AtnDAE). This novel approach, integrating an
Encoding-Aware Decoding Attention (EADA) mecha-
nism, has significantly improved the segmentation ac-
curacy, demonstrating superior performance over com-

Table 4: Performance of different loss functions. Base
model: 32x32 DAE. Accu.: Accuracy, Prec.: Precision.

Loss Function Accu. Recall Prec.
BinaryCrossEntropy 0.9390 0.7670 0.8120
Binary Dice 0.9388 0.8511 0.7633
Dice Loss 0.9378 0.8446 0.7615
Focal Loss 0.9375 0.7426 0.8189
HED Loss 0.9242 0.9325 0.6775
Combo Loss 0.9216 0.9387 0.6673
Binary Tversky 0.9190 0.5160 0.8913
Focal Tversky 0.9121 0.9514 0.6359
Tversky Loss 0.9117 0.9517 0.6347

peting models such as the U-Net and DAE. The quan-
titative and qualitative assessments highlight the At-
nDAE’s improved capacity for achieving higher levels
of accuracy, precision, and recall. Additionally, they
underscore its effectiveness in addressing the inher-
ent challenges of gap-filling in coronal loop imagery.
These findings underscore the significance of integrat-
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(a) ground truth mask (b) test image with gap

(c) U-Net prediction (d) DAE prediction

Figure 10: Gap-filling by U-Net and DAE. Number of
layers: 6. Bottleneck size: 32×32.

(a) Synthetic Image (b) AtnDAE Prediction

Figure 11: AtnDAE prediction on a synthetic corona
image with gap-filling effects marked. Number of lay-
ers: 6. Bottleneck size: 32×32.

ing attention mechanisms into deep learning models for
intricate pattern recognition tasks. Moreover, they em-
phasize the potential of the AtnDAE to make substantial
contributions to our understanding of solar physics, of-
fering a more reliable tool for analyzing coronal loops.

The comparative analyses showed the robustness of
DAE models against varying conditions, including dif-
ferent bottleneck sizes and training data volumes, af-
firming its resilience to overfitting. The exploration of
multiple loss functions has provided additional insights,
guiding the selection of the most effective loss function
for this specific task.

For future work, our aims include devising a
neighborhood-aware loss function capable of ad-
dressing more intricate features and a systematic
evaluation of synthetic data. Additionally, we seek
to investigate the integration of our approach with

(a) test image (b) U-Net prediction

(c) DAE prediction (d) AtnDAE prediction

Figure 12: Gap-filling by U-Net, DAE, and AtnDAE.
Number of layers: 6. Bottleneck size: 32×32.

Figure 13: Confusion Matrices for the new AtnDAE on
our dataset with the bottleneck size of 32×32.

other deep learning architectures, such as transformers.
Furthermore, we aspire to expand the application of
this methodology to tackle challenging segmentation
tasks in various other fields of scientific interest.
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(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j) (k) (l)

Figure 14: Segmentation results by AtnDAE: (a-d) ground truth, (e-h) test image, (i-l) AtnDAE predictions. Num-
ber of layers: 6. Bottleneck size: 32×32.
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Three example images generated by the algorithm described in this paper. Each image shows soft shadows,
indirect illumnination and refraction.

Abstract
This paper introduces a new algorithm for real-time rendering that builds upon bidirectional path tracing, reservoir-
based spatio-temporal importance resampling, and dynamic diffuse global illumination. The combination of these
algorithms produces an image with reduced noise compared to real-time run algorithms like path tracing, while
retaining details like caustics. The resulting darkening, which is discussed in greater detail in this paper, is also
reduced due to the usage of importance resampling of points on light-emitting surfaces. While the standard al-
gorithms, such as bidirectional path tracing, cannot be run in real-time with satisfactory quality, a set of novel
approaches have emerged to fill this gap. These algorithms are capable of running in real-time, although they
do suffer from certain limitations. This paper describes the combination of bidirectional path tracing, DDGI and
ReSTIR. This rectifies the drawbacks of missing indirect reflection, darkening and missing caustics of these al-
gorithms. Ultimately, all the results of these algorithms are compared by verifying real-time rendering time and
comparing quality to reference images. The quality is evaluated by using comparions for darkening and the sim-
ilarity of the real-time rendered result to an offline path-traced result. The results of this paper demonstrate that
the algorithm presented improves upon previous algorithms in terms of quality, while still maintaining real-time
rendering constraints.

Keywords
real-time rendering, global illumination, ray tracing

1 INTRODUCTION
Over the past decade, ray tracing has moved from pre-
rendered media to real-time applications. While hard-
ware advances have made real-time ray tracing possible

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

on consumer-grade hardware, real-time path tracing re-
mains out of reach. However, path tracing offers several
significant advantages over traditional ray tracing.

Path tracing produces more realistic images by incorpo-
rating indirect lighting and refraction without sampling
the light sources themselves. As scenes get larger, the
probability of selecting a visible light decreases, lead-
ing to darkness without any adjustment to brightness.
Path tracing, on the other hand, is unaffected by dark-
ening in larger scenes and maintains consistent illumi-
nation.
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Ideally, there would be an algorithm that supports di-
rect illumination, indirect illumination and refraction,
while still being able to run in real-time (i.e. 1/30 sec-
onds of render time per frame). This paper compares
several approaches and presents a combined algorithm
that supports both indirect illumination and refraction,
providing a solution for darkening larger scenes while
improving realism.

This paper uses terms such as ray tracing, path tracing
and bidirectional path tracing. Both path tracing and
bidirectional path tracing are implemented as described
in [PJH16] using uniform direction sampling. Ray trac-
ing is used as a short term for the algorithm presented
in [Whi80].

2 RELATED WORK
This paper discusses three main techniques: Firstly, the
bidirectional path tracer. Second, the improvements to
ray tracing by Talbot et al. [Tal05] with reservoir-based
spatio-temporal importance resampling (ReSTIR) by
Bitterli et al. [BWP+20]. And thirdly, improvements
in global illumination by McGuire et al. [MMNL17]
improved by Majercik et al. [MGNM19, MMK+21,
MMK+22] with Dynamic Diffuse Global Illumination
(DDGI). All these algorithms are the basis of the al-
gorithm discussed in this paper and are compared with
each other and the result of this paper.

ReSTIR is a relatively new algorithm developed in
2020. It is a method based on importance sampling that
uses reservoirs to speed up the sampling process. It is
based on the idea that importance sampling becomes
more accurate the closer the light distribution is to the
distribution from which samples are taken [Vea98]. The
accuracy of the light distribution match can be im-
proved by reusing information across space and time,
also known as spatio-temporal reuse. This has been
applied to bidirectional path tracing [GKDS12, Kel97,
LW98, VG95, VG97], to path guidance [DK18, Jen95,
LW95, MGN17, VKŠ+14], and to resampling strate-
gies [HKD14, KSKAC02, Tal05, VG97, KMA+15].
While resampling is a good strategy, it causes signifi-
cant overhead when implemented without an optimisa-
tion approach. For this reason, reservoir-based resam-
pling has been used, [CHA82]. Based on this, ReSTIR
was formulated by Bitterli et al. [BWP+20].

DDGI is an algorithm that improves global illumination
by adapting ray tracing with irradiance caching. Irradi-
ance caching is a method of improving illumination by
caching illumination data. It was introduced by Ward
et al. [WRC88], and has been further developed by
[A+86, Hec90]. These implementations are statically
rendered, i.e. they do not react to changing or moving
geometry in the scene. In contrast to static lighting
is dynamic lighting, which incorporates changes
in the scene. Partially dynamic approaches have

been implemented [GS12, RZD14, SL17, SSS+20,
SNRS12, SJJ12, VPG14]. DDGI by Majercik et al.
[MGNM19, MMK+21, MMK+22] further develops
these techniques based on McGuire et al. [MMNL17]
to introduce fully dynamic rendering.

This paper builds on the Vulkan API to access the
render time acceleration of graphics cards. The render-
time acceleration is achieved through acceleration
structures built by the graphics drivers themselves,
which limits the use of improved techniques such as
Multi-Level Hashed Grids [CPJ10], which can only
be easily implemented by the vendor. Also, this work
does not use any denoising or machine learning in
the actual rendering process, such as CNN-enhanced
Poisson Interpolation [ELM23], which could be used
to further improve the resulting images.

3 DARKENING PROBLEM
Contrary to expectation, some rendering algorithms
produce darker scenes when more light sources are
added. This darkening effect particularly occurs
in larger scenes where light sources are scattered
amongst obstructive geometry. Algorithms that select
a light source are prone to darkening, as they often
encounter interrupted light paths in bigger scenes,
casting shadows on objects. Larger scenes with more
light sources increase the likelihood of sampling a light
that doesn’t contribute to the scene’s brightness. This
darkening effect is addressed by ReSTIR [BWP+20],
though not explicitly defined as such in their research.
Notably, algorithms like path tracing are unaffected by
darkening since they do not directly sample light.

Basic ray tracing is impacted by darkening. It traces
rays from the camera, hitting geometry and connecting
to light-emitting surfaces to determine brightness.
While efficient for direct lighting, sampling light-
emitting surfaces becomes problematic in larger
scenes, as the probability of connecting to the relevant
light sources decreases (see Figure 1).

Reservoir-based spatio-temporal importance resam-
pling (ReSTIR) [BWP+20] addresses the darkening
issue in real-time rendering time. By prioritizing points
on light-emitting surfaces based on hit probability, it
ensures that non-contributing points are disregarded
while important ones are more likely to be selected (see
Figure 2). It also uses a step in which it disregards non
connecting paths. This results in a uniformly lit scene.

To evaluate the darkening produced by each algorithm,
two scenes are compared: one with a single Cornell box
and another with five non-intersecting Cornell boxes.
By positioning the camera to capture the same angle
in both scenes, a pixel-by-pixel brightness comparison
yields a percentage value indicating the degree of dark-
ening. Values range from 20% (no darkening counter-
measures) to 100% (completely darkening-free). Re-
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Figure 1: This illustration visualizes the darkening ef-
fect. In the first row, a single box with a light source is
lit normally since all light points are unobstructed. In
the second row, with five boxes, selecting a light from a
different box in four out of five cases results in an 80%
darker scene. Algorithms like ray tracing and bidirec-
tional path tracing are impacted since they require se-
lecting a scene light source.

Figure 2: Comparison between two seemingly identical
Cornell boxes. Both are rendered using ray tracing, but
the right one is in a scene with five other Cornell boxes,
resulting in a darker image.

sults and their implications are thoroughly analyzed in
the Results section.

4 REFRACTION PROBLEM
Refraction is the bending of light when transported
throu transparent materials. Depending on the refrac-
tive index of the material, the direction of the light ray
is changed. For this to work, the entry and exit of a
light ray must be processed. Just trying to connect two
points in space will not work, because the object with
the transparent material will be interpreted as an ob-
struction. Simple ray tracing only traces a ray from the
camera to a point, and from that point to a point on a
light-emitting surface. A transparent object will there-
fore cast a shadow. This is visualised, along with an
example of its absence, in figure 3. This requires the
light rays to be focused on a specific point. Rendering
algorithms such as path tracing have a highter amount
of paths traced from one pixel to a light source because
of refraction, resulting in caustics. Both methods are
computationally expensive, leading to a variety of algo-
rithms that trade caustics for performance.

In ray tracing, transparent materials and caustics can-
not be simulated by either ReSTIR, DDGI or a com-
bination of the two. ReSTIR only improves the sam-
pling of points on light emitting surfaces; it does not
change how rays are actually traced. As a result, hit-
ting transparent geometry will still cast a shadow. Sim-
ilarly, DDGI only adds an estimate for global illumina-

Figure 3: Both images contain a glass sphere that
should refract the light coming from the lamp above.
However, only the lower image has a visible focal point
of light, while the upper image is completely dark be-
low the sphere. The glass sphere ideally bends the light
coming from the lamp and focuses it on the ground, cre-
ating caustics. The upper image is rendered using ray
tracing, which does not simulate refraction, resulting in
the dark shadow below the sphere. The lower image is
rendered using bidirectional path tracing (without the
constraints of real-time) and shows the light being fo-
cused by simulated refraction, creating a bright spot be-
low the sphere.

tion. It also does not change the way rays are traced, so
transparent materials will still cast shadows. But these
shadows are less dark, thanks to the global illumination
estimate. There are still no caustics at the focal points.

Both path tracing and bidirectional path tracing support
transparency and refraction, and thus simulate caustics.
Their main problem is that they do not run in real-time
for good quality, even on dedicated hardware. The ideal
would be to combine the speed of ReSTIR and DDGI
with the quality of (bidirectional) path tracing. This
would ideally preserve their speed while providing re-
sults such as caustics.

5 COMBINING DIFFRENT ALGO-
RITHMS

As discussed earlier, ReSTIR, DDGI and bidirectional
path tracing all have specific advantages. ReSTIR im-
proves the sampling of points on light emitting sur-
faces, resulting in improved light levels in larger scenes.
DDGI provides a way to simulate global illumination
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Figure 4: These are all the algorithms discussed in this
paper and how they relate to each other. Two algo-
rithms that point to a third show that they are combined
into that algorithm. DDGI is from [MGNM19], Re-
STIR is from [BWP+20] and the combination of the
two is from [MMK+22]. Parts marked "own" with a
blue background are new ideas from this paper.

without the performance penalty of path tracing. Bidi-
rectional path tracing itself is a high quality, reliable
algorithm that balances accuracy with speed. There are
several ways to combine these algorithms. This paper
is mainly concerned with the combination of all three
algorithms, but also discusses their predictors. The re-
lationship between the different algorithms can be seen
in the figure 4.

ReSTIR improves ray tracing by preventing darkening
(see section 3). This is done by introducing a sampling
bias into the sampling of points on light emitting sur-
faces, giving each possible starting point for a ray a
weight. DDGI adds the ability to estimate indirect light-
ing by building on top of ray tracing. It collects differ-
ent light information by simply tracing rays, as is done
when generating the actual image. Comparing the two,
it can be seen that ReSTIR changes the start of the ray
tracing operation, while DDGI changes the end. This
allows them to be combined, which has already been
done by Majercik et al. [MMK+22] As a result, DDGI,
which previously suffered from darkening, now has a
way to mitigate this.

Bidirectional path tracing is very similar to ray trac-
ing. Both sample a point on a light-emitting surface,
and both trace initial rays from the camera. As a result,
both suffer from similar problems. Bidirectional path
tracing, like ray tracing, has a problem with darkening.
However, this is the result of using the same sampling
algorithm for both algorithms. This makes it possible
to use ReSTIR sampling in bidirectional path tracing,
which reduces darkening. However, this adds noise to
the image due to the still high processing cost, but in-
herits the ability to simulate transparency.

Finally, DDGI’s Global Illumination Estimation can be
added. DDGI’s Global Illumination Estimation calcu-
lates an estimate based on ray tracing information pre-
viously collected by probes. These probes can then be
used to calculate a specific background light level at any
point in space. This is used in DDGI at the point where
the traced ray hits the geometry, and the estimate is col-
lected at the hit point. The estimate and the result of the
ray tracing operation are added together to produce the
final result. Because it is based on ray tracing, it inher-
its limitations when it comes to transparency. Interest-
ingly, ray tracing in DDGI can be replaced by bidirec-
tional path tracing because it does not modify the ray
itself. The only exception is the addition of the esti-
mate.
Bidirectional path tracing starts from both a point on a
light-emitting surface and a vision ray. Because the ray
of sight is always the same for the same pixel, it can be
reused, reducing the amount of computation required.
The results of this ray are averaged. Coincidentally,
the first hit of the vision ray is also the point at which
DDGI injects its estimate. As a result, the estimate can
simply be added to the result of the bidirectional path
tracer at the first hit point of the vision ray. Adding
the estimation adds more colour data to the overall im-
age, smoothing out noise while preserving transparency
and refraction. Adding ReSTIR also gives it the abil-
ity to mitigate darkening through improved sampling
of points on light-emitting surfaces.
This combination of all three algorithms - bidirectional
path tracing as the base, ReSTIR as an improved sam-
pling of points on light emitting surfaces, and DDGI
as an additional estimation of global illumination - is
the central algorithm of this paper. The combination
can be expressed as L = LDDGI +LBPT (PReST IR). L de-
scribes the illumination, where LDDGI describes the illu-
mination given by the DDGI estimates. PReST IR are the
points on light emitting surfaces selected by ReSTIR
and used by LBPT as points from which to trace light
rays. LBPT stands for Bidirectional path tracing and re-
sults in a light value. Both light values are then added
together for the final result, the same way DDGI han-
dles the combination of direct illumination by ReSTIR
and its own illumination estimation. This can lead to
certain radiance contributens being accounted for mul-
tiple times, reasulting in a brighter image. The combi-
nation of all three algorithms still is an improvement in
real-time rendering, as it is comparable to regular ray
tracing in terms of performance, while providing caus-
tics with reduced darkening and noise compared to pure
bidirectional path tracing. A better breakdown of the
results can be found in the next section.

6 RESULTS
The results are compared in four categories. Firstly,
rendering times are discussed. These are the baseline
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to put all algorithms on an equal footing in the com-
parison by configuring them to be at least 30 FPS fast.
Next, we discuss the darkening of the different algo-
rithms. It shows which algorithms suffer more from
darkening than others. The actual quality is then com-
pared by comparing each image with a reference image
from the same camera position and angle. The calcula-
tion compares each pixel on how different it is from the
offline rendered reference. This results in values that
can be compared across algorithms. Finally, some of
the missing details are shown by providing images of
certain details of the scene.
Rendering time is a critical test case for real-time ren-
dering. Speeds of 30 or even 60 FPS are desirable.
Therefore there is only a time window of 33.3 to 16.6
milliseconds for each frame. Figure 5 shows the ren-
dering times. It shows lines for each algorithm and its
rendering time per scene. Marker lines are also inserted
to show the 30 and 60 FPS markers.

Figure 5: All algorithms and scenes and their respective
render times. The two dotted lines also show the render
time limits for 30 and 60 FPS.

Rendering algorithms have a number of parameters that
represent a trade-off between performance and quality.
Real-time rendering is constrained in terms of perfor-
mance by the 30 FPS minimum. Consequently, the
parameters of the algorithms have been chosen so that
they do not fall below this minimum. This makes the
algorithms comparable, as no algorithm can take ad-

vantage of excessive rendering times. Each algorithm
has to meet the requirement to run in real-time. It is
interesting to note that the most demanding scenes are
the Cornell box with the light sphere, the maze and the
white room. However, it is worth noting that some al-
gorithms are better suited to certain scenes than others.

Darkening is the next problem to be discussed. As
noted in section 3, scenes with more obstructed light-
emitting surfaces are darker for some algorithms. The
one and five Cornell box test is used to visualise this.
This test is an original work of this paper. It tests dark-
ening by comparing an image rendered in a scene with
a single Cornell box with an image generated in a scene
with five Cornell boxes. A correct result is an iden-
tical image or images with the same brightness when
rendered with the same renderer. Both images are com-
pared based on the average brightness preserved from
the single to the five Cornell boxes as a relative value,
as shown in figure 2. The brightness is calculated pixel
by pixel by dividing the pixel brightness of the five Cor-
nell box scene image by the pixel brightness of the sin-
gle Cornell box scene image. All resulting values are
averaged to give a value between [0,1]. Pixels where
the brightness of the single Cornell box scene image is
zero are ignored due to division by zero. A value of
100% means identical brightness, while a value of 20%
would mean a reduction in brightness of 80%. 100%
is ideal, i.e. no darkening. The calculated results are
shown in the figure 6.

Figure 6: Brightness is maintained when comparing
the rendering result between a single and five Cornell
boxes. 100% is optimal, while in this case 20% is the
worst case.

Both ray tracing and bidirectional path tracing have a
darkening problem, whereas path tracing does not. This
is because both ray tracing and bidirectional path trac-
ing use a step where a light is sampled, whereas path
tracing does not. If the scene contains multiple light-
emitting surfaces, it becomes more likely that a sam-
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pled light will be obstructed, affecting the hit point of
the vision ray, a problem that cannot be solved by in-
creasing the number of samples taken because the prob-
ability, and hence the distribution of the resulting hits,
does not change. path tracing, on the other hand, works
perfectly because it does not have to worry about sam-
pling points on light-emitting surfaces. It follows the
ray until it hits a light-emitting surface or a specified
maximum depth at which the ray stops. As a result, it
is not influenced by other light-emitting surfaces in the
scene. The results are identical because the rays hit the
same geometry.
Of the other algorithms, only pure DDGI has a darken-
ing problem. ReSTIR is a ray tracing algorithm with
resolved darkening, so it is expected to have almost no
darkening. As a result, all algorithms that use ReSTIR
also have very low levels of darkening. It is important
to note that as more algorithms are combined, the dark-
ening increases slightly. The DDGI ReSTIR path tracer
does not have as extreme a darkening as pure ray trac-
ing, but it is still noticeable at around 10% in reduced
image brightness. This concludes the darkening com-
parisons.
The quality is compared with reference images. A
bidirectional path tracer without real-time rendering
constraints is used to generate the reference images.
The comparison between the result and the reference
is made using the mean squre error method. The higher
the value, the worse the resulting overall difference.

Figure 7: This figure compares the simple ray tracer,
the regular path tracer and the bidirectional path tracer
with mean square error. It can be seen that the ray tracer
is the best of the three renderers in all cases. And the
path tracer is worse than the bidirectional path tracer in
almost all cases, which is to be expected.

The first comparison is made between the ray tracer,
simple and bidirectional path tracers in the figure 7,
which is done to show an example where the bidirec-
tional path tracer has a higher quality than the simple

path tracer in most cases. The improvement of the bidi-
rectional path tracer is expected because the algorithm
is faster than the regular path tracer, which means it can
give a better result in real-time, which is the case in
every scene except the Cornell Box big light. The im-
mense size of the light-emitting surface favours simple
path tracing. On the other hand, while the improvement
in all the other scenes is quite significant, the difference
in the Labyrinth scene is as good as the raytracer’s re-
sults. The ray tracer, which is faster than both path trac-
ers, can achieve better results than both because of the
speed improvement. The simplification of the traced
path results in a speed improvement because the path
contains only one bounce. These three compared al-
gorithms are just to show that the comparison method
works. It shows the expected results by showing that
the bidirectional path tracer has a higher quality than
the regular path tracer.

Figure 8: Comparison of the basic raytracer with Re-
STIR and the bidirectional path tracer combined with
ReSTIR, called the ReSTIR path tracer. It can be seen
that the raytracer is better than the other two algorithms,
while the other two are better or worse than each other
depending on the scene.

The ray tracer, ReSTIR and the ReSTIR path tracer
are compared with the chart in figure 8. The simple
ray tracer beats the other algorithms in terms of qual-
ity, sometimes by a small margin, as in the case of the
empty Cornell Box scene, or by a large margin, as in
the case of the Cornell Box scene with large lights. The
other two algorithms alternate in quality. As always,
the Maze scene is the standout, with ReSTIR looking
the worst by a wide margin. To sum up, the basic ray-
tracer has the highest quality of the three algorithms
when only looking at this statistic. If you take into ac-
count the darkening seen in the previous section, you
can make an argument for the ReSTIR raytracer. It has
almost no darkening, like standard ReSTIR, but has bet-
ter quality in half the cases, but never really worse com-
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pared to ReSTIR. The basic raytracer has a darkening
problem, which makes it generally worse. But more
algorithms can be compared.

Figure 9: The comparative results for the ReSTIR and
DDGI renderers and their combination. It is interesting
to note that some of these algorithms alternate in quality
depending on the scene. The quality changes with the
scenes, but the overall quality is similar.

Next is a comparison between ReSTIR, DDGI and Re-
STIR with DDGI, as shown in the figure 9. It depends
very much on the scene to say which algorithm is the
best and which is the worst. For example, the ReSTIR
algorithm is the best for the empty Cornell box scene,
but the worst for the maze scene. DDGI is the worst for
the empty Cornell Box scene, but the best for the maze,
by an impressively wide margin. You would expect Re-
STIR and DDGI together to be in the middle, but in half
of the scenes it is the worst algorithm. Sometimes this is
a small margin, as in the Cornell Box scene, but other
times it is a significant margin, as in the Cornell Box
big light. The result is a heterogeneous mix in which
no algorithm is truly the best.
In the final comparison, DDGI, DDGI with ReSTIR and
the bidirectional path tracer with DDGI and ReSTIR are
discussed. The results are shown in Figure 10. DDGI
and DDGI with ReSTIR are either very similar, with
DDGI being slightly worse in some cases, or DDGI is
massively better. While this is interesting, the critical
part is the DDGI ReSTIR path tracer, which is the best
algorithm in half of the scenes, and the worst by a small
margin in two scenes.
Figure 11 is included to show the full comparison be-
tween all algorithms. It shows all the algorithms side by
side, with the final algorithm of this paper, the DDGI
ReSTIR raytracer, being one of the better algorithms,
being the best in two cases and otherwise having a low
error value. The ray tracer and DDGI are both better in
some cases, but have a darkening problem which makes
them generally worse. In conclusion, the results show

Figure 10: All three different DDGI-based algorithms
were compared. The DDGI ReSTIR path tracer is an
original algorithm that combines DDGI, ReSTIR and
bidirectional path tracing. It is one of the best algo-
rithms in this comparison for most scenes.

that the combination of the bidirectional raytracer with
DDGI and ReSTIR gives the best overall quality.

Figure 11: All quality comparison results are shown in
the figure.

Some details are not quantified in this paper, but should
be shown for completeness, mainly concerning caus-
tics, for which the scene Cornell Box glass is used. The
light is concentrated at the bottom, resulting in a bright
spot. A visual comparison between different algorithms
can be seen in figure 12. The images were denoised
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with the Intel ODIN denoiser, as were the other im-
ages in this paper. The visual comparison focuses on
the Cornell Box Glass scene and shows both the indi-
rect illumination and the caustics for comparison.

The reference image is bright but casts dark shadows.
Especially the ceiling and under the glass sphere are
very dark. There are also caustics on the floor, resulting
in a bright spot. These caustics are not visible in the
next two renderers, the raytracer and the DDGI with
ReSTIR. Both render dark shadows. But because of
its focus on global illumination, DDGI with ReSTIR
has a non-black ceiling. It is slightly brighter than the
reference and has similar color values. Finally, the final
result of this paper, the DDGI ReSTIR path tracer, has
caustics. It has a slight but noticeable bright spot on the
floor. The ceiling is also illuminated, but brighter than
in the other images. As a result of the visual inspection,
the solution of this paper still needs improvement, but it
produces good results. It shows potential in the area of
caustics and global illumination, but is noisy in its raw
form. This noise is present on both the ceiling and the
floor.

7 CONCLUSION
In conclusion, this paper presents a novel algorithm us-
able in real-time rendering that simulates both indirect
illumination and refraction. This algorithm is a combi-
nation of three algorithms: Bidirectional path tracing,
DDGI and ReSTIR. All of these algorithms have their
advantages and disadvantages, and thus their combina-
tion rectifies these to some extent. They have been com-
pared in both quality and speed to see their advantages
and disadvantages. But this paper also showed that the
new algorithm of this paper is the best overall algorithm
when compared in quality and details like caustics.

While the results of this new algorithm improve on its
predecessors, it also inherits their limitations. The use
of bidirectional path tracing in real-time rendering has
always resulted in noisy results. This algorithm is no
exception, even if the noise is reduced by the other al-
gorithms. While ReSTIR solves the darkening problem,
there is still some darkening when combined with other
algorithms, not much, but still measurable. DDGI is an
approximation algorithm, and as such does not give cor-
rect results, but better results than the other algorithms
discussed in this paper, which also affects the final al-
gorithm.

These algorithms mostly rely on bidirectional path trac-
ing to do the heavy lifting of the algorithm. As a result,
the rendering result is noisy. While DDGI compensates
for this to some extent, highlights such as caustics are
particularly noisy, leaving room for optimization.

Neural denoising and neural sampling Neural de-
noising and neural sampling were developed after the

advent of deep learning. Both have been applied to real-
time rendering applications [HMS+20]. These denois-
ing and sampling techniques could improve the results
by removing noise or improving ReSTIR based sam-
pling.

Caching of paths The algorithm described in this paper
is based on bidirectional path tracing. As such, mul-
tiple paths are constructed through the scene. These
paths could be reused in later frames to improve ren-
dering quality, which has been done based on ReSTIR
with regular path tracing [OLK+21]. The application of
ReSTIR-based reuse in world space [Boi21] could also
be applied to this algorithm for further improvement.
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ABSTRACT
We developed a virtual environment (VE) for nursing students so that they can experience what a person living with
schizophrenia constantly hears. In our implementation, Non Player Character (NPC) Eva interacts with the player
by recognizing the facial expressions of the players wearing Oculus Rift-S head mounted display (HMD). We use
the Unity game development platform, and implement machine learning (ML) algorithms using deep learning (DL)
models to provide such simulated experiences. In our implementation, the NPC Eva recognizes the player’s facial
expressions and reacts with a variety of facial, body, and verbal animated responses. Our empathy training virtual
environment is developed for the nursing students. Our colleagues at the College of Nursing have also undertaken
an approved IRB (Internal Review Board) user study. This paper focuses on technical details of our algorithms,
their implementations. Main results of our research are summarized, including a positive reception of our empathy
training virtual environment.

Keywords
Computer vision, facial expression recognition, neural networks, virtual reality, visual interaction, Python,
Unity3D(TM)

1 INTRODUCTION
Our goal is to create a first person Virtual Environ-
ment (VE) providing a first person perspective, en-
abling a participant to experience auditory hallucina-
tions [Deegan2022] a person living with schizophre-
nia might hear. Our VE provides an ability to move
through, explore, and interact with places, objects and
non-player characters (NPCs) to accomplish tasks that
are consistent with the designed theme of the Nursing
Curriculum. Our VE asks players (i.e. Nursings stu-
dents in our case) to locate objects and interact with
NPCs while visiting common VE locations such as a
street-side coffee kiosk. NPCs interact with players us-
ing scripted behavioral responses.

Empathy is an essential skill in the nurse client
relationship which can be trained and practiced
[Ward2016, Ward2012, Ward2009] Even though
empathy has been recognized as an important skill set,
[Ward2016, Ward2012] report a decline in empathy in
undergraduate nursing students. This may be attributed

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

to time constraints in developing quality relationships
with patients emphasizing the critical nature of em-
pathetic interactions [Ward2009]. Our motivation to
develop a VE is to provide an immersive VR training
environment which can be an effective means of
developing nursing students’ empathy towards persons
with schizophrenia as nursing students can also also
experience the same auditory hallucination using our
VE at any time of their convenience. Our imple-
mentation also addresses the partial occlusion of the
user’s face by the Oculus Rift S headmounted display
(HMD) by providing a facial expression recognition
(FER) DL model trained initially on full facial image,
then refined by using only lower half facial images
during final training by adding lower half of images
avoiding upper half of these images which are covered
by a VR headset in our case. We use Python-based
FER application server to continuously communicate
with the Unity VR platform client. The server uses
an efficient residual network (ResNet) convolutional
neural network (CNN) design which is trained to
recognize five facial expressions. We used the Facial
Expression Recognition Challenge 2013 (FER2013)
data set [Carrier2013], Real-world Affective Faces
(RAF) database, and some supplemental user images
to train and test the CNN model [Jackson2022]. The
resulting trained CNN provides 81% recognition
accuracy across five different facial expressions on
images with an occluded upper half face, providing
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us a basis to show that our basic hypothesis works.
In future, this recognition rate could be improved
by adding more training data set. Figure 1 shows
our basic setup. Additionally, the server-to-client
inter-application communication average response time
measured from client request to client receipt of server
facial expression response is less than 0.25 seconds
based on experimental observations (Figure 2). This
responsiveness helps ensure timely and smooth initi-
ation of NPC animation actions in our VE. The next
sections of this paper discuss related work, design and
implementation of our techniques. Eyes and eyebrows
and folding features of our face are not visible due to
VR-Headset (Figure 1) so the main technical challenge
which we have addressed in this paper is how facial
expressions can be computationally recognized by
an NPC using only the bottom half of player’s facial
features as the player (nursing students) with headset
would interacts with NPC. We implemented a VR
scavenger hunt which replaces a real-life scavenger
hunt experience designed in Nursing curriculum for all
Nursing Students. Our system, which has undergone
limited University approved IRB user study, is mainly
geared towards recognizing player’s facial expressions
by an NPC to facilitate empathetic interactions. This
may serve as part of online curriculum option for
Nursing Students at our university, with the hope of
developing empathy towards a person experiencing
constantly denigrating and disturbing voices.

2 RELATED WORK AND MOTIVA-
TION

We define empathy in the context of the nurse-patient
relationship as predominantly a cognitive, rather than
emotional, attribute that involves the ability to under-
stand, rather than feel, experiences, concerns, and per-
spectives of the patient, combined with a capacity to
communicate this understanding [Jackson2022]. Based
on interactions with Nursing Faculty, it was thought that
Nursing students would develop empathetic behaviors
using our Virtual Environement where we can design
storyline and scenarios where Nursing student player
can experiences relatable experiences, such as hearing
voices which a person with schizophrenia constantly
experiences [Ward2012]. As clinical experiences are
limited and may not present opportunities for real-life
interactions with a person living with schizophrenia,
our virtual environment can provide an online option
for training Nursing students to experience relatable
experiences. Schizophrenia is a serious mental well-
ness issue that interferes with a person’s ability to think
clearly, manage emotions, make decisions, and relate
to others [Jackson2022]. It is a complex, long-term
mental wellness issue, affecting about one percent of
the population. Although schizophrenia can occur at
any age, the average age of a person diagnosed with

schizophrenia, and its onset, tends to be in the late
teens to the early twenties for men, and the late twen-
ties to early thirties for women. It is uncommon that
schizophrenia is diagnosed younger than 12 or older
than 40 years of age. The symptoms of schizophre-
nia fall into three categories: positive, negative, and
cognitive [Jackson2022]. Positive symptoms are psy-
chotic behaviors not generally seen in general popula-
tion. People with positive symptoms may lose touch
with some aspects of reality. Symptoms include hallu-
cinations, delusions, thought disorders (unusual or dys-
functional ways of thinking), movement disorders (agi-
tated body movements) [Jackson2022]. Negative symp-
toms are those that are associated with disruptions of
normal emotions and behaviors, and include flattening
affect such as reduced expression of emotions via facial
expression or voice tone; reduced feelings of pleasure
in everyday life, difficulty beginning and sustaining ac-
tivities, and reduced speaking. Cognitive symptoms of
schizophrenia can be subtle for some, but are more se-
vere for others, and patients may notice changes in their
memory or other aspects of thinking. Symptoms in-
clude possible poor decision making due to changes
in the ability to understand information and use it to
make decisions, trouble focusing or paying attention,
and problems with working memory such as the ability
to use the information immediately after learning it.

Virtual Reality based environments can be particularly
valuable to develop critical skills and enhance the cog-
nitive understanding when the same firsthand real world
experiences are not available to experience, or are not
safe [Jackson2022] as some nursing students may have
apprehension towards working directly with a person
with schizophrenia lacking training and skill set. Our
Virtual environment may help a nursing student de-
velop cognitive maps and experiences while training
in a safe Virtual environment. Virtual environments
can enhance such experiences by developing cognitive
maps so that real-life experience of others can be expe-
riences by augmenting a VE with hearing voices which
a player can experience. As part of their course curricu-
lum, the College of Nursing uses an audio recording
of Hearing Voices that are Distressing [Deegan2022],
and conduct a workshop to train students while they
are asked to perform real world in-person tasks at dif-
ferent stations. The nursing students are our intended
target as players in our Virtual Environment. Exist-
ing College of Nursing curriculum involvs listening to
the hearing voices recording through audio earphones
throughout the training session by the nursing students.
During Scavenger hunt training, nursing students vis-
iting different stations to finding objects, reading an
article, taking a quiz, and solving crossword puzzles,
all the time listening to the distressing hearing voices
[Deegan2022].
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Our immersive VR training environment provides sim-
ilar training experiences of a scavenger hunt, for ex-
ample, while immersing the user in the hearing voices
audio recording. Cognitive maps [Tolman1948] are a
series of psychological transformations that allow an
individual to acquire, code, store, recall, and decode
information about their spatial environments by devel-
oping an understanding of relative locations and at-
tributes of the phenomena in their spatial environment
[Tolman1948, Jackson2022]. [Deegan2022] hearing
voices simulation is key component of our Virtual En-
vironment and is used to provide an opportunity to de-
velop a sense of empathy for those who suffer with
schizophrenia. Recent VR research indicates the most
important user experience mechanisms are illusion of
virtual body ownership (user perception that the virtual
body is their own), and agency (user attribution of ac-
tions in the VE as their own) [Barbot2020].

3 METHODOLOGY AND IMPLEMEN-
TATION DETAILS

We added a visual interaction mode between the user
and primary NPC (Eva) in our VE enabling the possi-
bility of new user experiences. Figure 2 shows over-
all flow in implemented Virtual Environment. NPC-
Eva’s has the computational ability to see and recog-
nize the approaching user’s facial expression in one of
five categories– angry, disgust, sad, happy, surprise–
and then react with unique scripted animated facial,
body and verbal responses. This allows us to simulate
both storylines as planned – (i) user-initiated interac-
tions, such as approaching or speaking, with Eva while
getting in line at a Cofeee-kiosk with other NPCs, and
(ii) NPC-Eva initiated interactions as NPC-Eva can see
and respond to participant’s facial expressions as the
player approaches the coffee kiosk in our planned in-
teractions (Figure 2). Eva’s Faecial Expression Rec-
ognizer (FER) is a Python-based facial expression (FE)
prediction server operating on player’s (i.e. nursing stu-
dent or one of the co-authors) facial image frames cap-
tured by a web camera. The server runs continuously
and provides Facial Expression (FE) prediction replies
to the Unity SE application client requests as the user
initially approaches Eva at the coffee kiosk (See Figure
1). The visual interaction mode was the result of three
main developments and provides the following func-
tions:

• A custom frontal aspect detector trained to find and
segment the user’s HMD-occluded face is activated
and defines a box bounding the user’s face. The de-
tector is developed using the DLib toolkit for image
processing and ML tools [Dlib2021]. The custom
detector model is a Support Vector Machine (SVM)
using Histogram of Oriented Gradients (HOG) fea-

tures trained on images collected of the author wear-
ing the HMD.

• A ResNet CNN FER prediction model trained on
five facial expressions (angry, disgust, sad, happy,
surprise) given inputs that are HMD-occluded fa-
cial image frames predicts the user’s expression (See
Figure 2). The prediction model is a ResNet CNN
developed using combined training images (16,329
total) from the Real-world Affective Faces Database
(RAF) and the Facial Expression Recognition Chal-
lenge 2013 (FER2013) data sets [Carrier2013], plus
a small set of supplemental training facial images
(989 total) of the author. This prediction model per-
forms recognition using only the lower-half of facial
images and achieves 81% accuracy.

• A real-time message interface between the Python
FE prediction model and the Unity SE application
receives requests and provides predicted facial ex-
pression replies. The message interface uses Ze-
roMQ, which is an open-source messaging library
supported in Python and by through NetMQ, which
is a native port of the ZeroMQ [ZeroMQ2021] li-
brary. The messaging pattern used is Request/Reply,
where the Unity SE application is the requesting
client and the Python FE prediction script is the
server providing string type facial expression replies
whenever it receives a request. Timing data ob-
served during experimentation shows that the to-
tal time between FER server replies when the SE
application is making continuous requests typically
ranges between 0.20 and 0.25 seconds.

The VE automatically sets Eva’s response mode– pos-
itive or negative – based on NPC Eva’s perception of
the user’s expression simulating relatable experiences
[Jackson2022, Deegan2022]. Angry and disgust gen-
erate negative reactions, while sad, happy and surprise
generate positive reactions. Figure 2 shows the overall
functional flow of our Virtual Environment.

4 DEVELOPMENT AND COMPUTING
PLATFORMS

The task pipelines for these capabilities, which are all
implemented in Python version 3.7, are shown in Fig-
ure 3. The Unity and C development environments for
this project are Unity version 2019.2.19f1 and Visual
Studio Community 2019 version 16.9.3, respectively.
The Oculus Application is version 28.0.0.222.469, us-
ing an Oculus Rift S HMD (Firmware version 2.2.0)
and Touch Controllers (Firmware version 1.14.2).

4.1 HMD-occluded Facial Detection
The Python integrated development environment (IDE)
for this project is Spyder 4.2.1 configured for Tensor-
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Figure 1: Interaction set up and Eva’s recognition of user facial expression and response

Figure 2: Functional flow in Implemented Virtual Environment (VE)

flow GPU support. The primary software library ver-
sions are: OpenCV - 2.4.1, DLib - 19.21.1, Tensor-
flow - 3.4.1, and PyZMQ - 20.0.0 (which supports the
ZMQ library version 4.3.3). Hardware environment is
a HP Omen Obelisk 875-0084 desktop computer with
the following specifications: Intel® Core™ i7-9700
processor, 16 GB SDRAM memory, and NVIDIA®

GeForce® RTX 2070 SUPER™ graphics card with 8
GB dedicated memory. The web camera used for im-
age frame capture to implement computer vision is a
Logitech ® C270 HD operating at 30 frames per second
(FPS), with a frame width and height of 640 and 480
pixels, respectively.

The occluded facial detector developed in this project
use Histogram of Oriented Gradients (HOG) feature de-
scriptors and a support vector machine (SVM) model
to perform detection classification. Both OpenCV and
DLib provide SVM techniques for performing detec-
tion and classification using HOG and Haar Cascade
feature descriptors. All feature descriptors seek to rep-
resent images, or grids of image patches, using a con-
cise set of information that describes and distinguishes

the content of the image. The resulting feature vector
for the entire image will be much smaller in size than
the total number of pixels and color channels of that
image. A HOG descriptor is the distribution of two
dimensional direction gradients of the image pixel in-
tensities. The gradients are calculated for a dense, and
overlapping, grid of pixel patches across the width and
height of the image. Gradients values are larger where
there are abrupt changes in pixel values, so these fea-
tures are useful for detecting distinct parts of images
such as corners and edges [Jackson2022]. The SVM
[Mallick2018, Jackson2022] first attempts to transform
the dataset under consideration so the classes within it
can be separated linearly. Then, it solves a constrained
optimization problem to find the best possible separat-
ing line distinguishing the classes. The best possible
line is one that provides the largest margin between the
line and the closest examples in either class, while mini-
mizing the decision errors that are made [Jackson2022].
A data point that lies exactly on the margin boundary is
a support vector [Mallick2018]. The description above
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Figure 3: CV and FER Task Pipelines

is a 2D example. For higher dimensions, the SVM finds
the best possible separating plane, or hyper-plane.
One of the challenges we faced was that images of the
user’s face occluded by the HMD were different that
those not occluded in the data which we were using. So
we needed to add faced with HMD to the data. These
images were created using a web camera (Figure 4).
A sliding image collection window captures user fa-
cial images at different locations across the web cam-
era field of view. The window is outlined by a box
when viewed in the web cam display. The user keeps
their HMD-occluded face centered in the window as it
moves. This is important because the coordinates defin-
ing the extent of the box sides will be used to specify
the object to be detected during training of the HOG
SVM. Figure 4 shows an example of training images
displayed. Finally, the detection model is trained. The
images are divided into 80/20% split training and test
sets. The dlib.train_simple_object_detector() function
trains and evaluates the model performance.

Figure 4: Training image samples displayed for verifi-
cation

4.2 HMD-occluded FE Prediction Dataset
We decided at the outset of the project to implement
a reduced set of facial expressions to demonstrate CV

interaction in our implementation. Many of the data
sets available for facial expression recognition have at
least seven expression categories (for example, anger,
disgust, sad, fear, happy, surprise, and neutral). Se-
lecting only data corresponding to a subset of the full
expression classes improves the overall recognition ac-
curacy by eliminating a class that is hard to distinguish,
for example, images labelled fear. Although not a neu-
tral emotion, fear is often confused with several other
expression classes in this implementation, and we felt
that players (Nursing students) will welcome our story
lines with excitement and curiosity and not with fear,
as those were similar to regular training which nurs-
ing students undergo in their curriculum. Eliminating
the neutral class also made sense because our story line
handled both positive (smile) and negative (rude tone
and statements) interactions as we did not plan any in-
teraction for a neutral expression. As a result, we de-
cided upon a facial expression set consisting of five –
anger, disgust, sad, happy, and surprise – classification
of player’s lower half facial image. The remainder of
this section explains the workflow tasks as shown in the
middle column of Figure 3.

For the FER training, we chose existing data sets con-
taining diverse images (many different subjects under
varying conditions) as the core of the training set for
this project. After researching the existing data sets,
the RAF and the FER2013 data sets were selected. The
RAF data set consists of color and monochrome images
at a 100×100 pixel resolution. The FER2013 data set
has monochrome images at a 48×48 pixel resolution.
Some of the facial images have other objects (hands,
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sunglasses, hats, watermarks, for example) that par-
tially occlude facial features. Some images have vary-
ing aspect and rotation angles. We noticed that the ex-
isting data set composition across the five expression
classes is unbalanced and is a common occurrence in
these types of data sets. Finally, the FER2013 48×48
image pixel resolution is too small for the multiple
ResNet convolution stages. These challenges are ad-
dressed by performing in-place data augmentation and
class weighting during training of the CNN FER model.
Both techniques help address the class imbalance inher-
ent in the data sets. The combined data set uses RAF
images from all five classes, with FER2013 images only
from selected classes (disgust and surprise). This ap-
proach also helped to increase examples in the under-
represented classes, as that was our concern. Finally,
the FER2013 image sizes were expanded to 100×100
pixels using interpolation and the number of channels
was expanded to three for implementation.

Figure 5: Example RAF (bottom) and FER2013 (top)
images [Carrier2013]

4.3 Occluded Facial Expression (FE) Pre-
diction Model using ResNet Architec-
ture

We used Keras with a Tensorflow backend to develop
the ResNet CNN model. The code for the CNN mod-
els is implemented, trained and evaluated on Google
Colab using available GPUs. The number of training
epochs is explored experimentally (ranging from 30 to
120). GPUs were necessary to ensure reasonable model
training times. After training and evaluating differ-
ent model/training hyper-parameter configurations on
Google Colab to identify the best performer, the se-
lected model and weight files were moved to the Spyder
development environment on the desktop computer for
use in the real-time FE prediction server.

As explained in [Jackson2022], ResNet architecture
provides an initial convolution layer (7×7, and 2×2
strides), up to three residual stage layers, average pool-
ing and flatten layers, and a 5 node dense output layer.
The convolution depth dimensions for the three ResNet
stages are (64, 64, 256), (128, 128, 512) and (256, 256,
1024), respectively. Each residual stage contains three
bottleneck convolution blocks where the first block uses
a projection shortcut to match input and output dimen-
sions. The remaining blocks use identity shortcuts. The

total depth of this model (counting the initial 7×7 con-
volution and the final dense layer) is 29 (ResNet-29) if
all three residual stages are used, and 20 (ResNet-20) if
only the first two residual stages are used.

4.3.1 Training and Evaluating ResNet Model as
facial expression classifier

The best performing model was designated
ResExpression-model_v014_r_f.json (which also
has an associated model weights file) with an average
prediction test accuracy of 88%. Experimentation
showed that training this model for more than 90
epochs did not significantly improve validation ac-
curacy, but showed signs indicating the onset of
over fitting (training loss continues to decrease, but
validation loss stays the same, or increases).

Expre- Prec- Recall F1 Sup-
-ssion -ision -port.
angry 0.70 0.78 0.74 131

disgust 0.65 0.78 0.71 221
sad 0.76 0.86 0.81 383

happy 0.96 0.89 0.92 925
surprise 0.97 0.92 0.94 798

Accuracy 0.88 2450
Macro Avg. 0.81 0.84 0.82 2450

Weighted Avg. 0.89 0.88 0.88 2450
Table 1: Full face model classification report

4.3.2 Retrain Selected Model Using Half Face
Images

The final step to develop the HMD-occluded FE pre-
diction model is adaptation of the full face model to a
half face expression prediction model. This is done by
retraining the full face model on the lower half of the
images in the Reduced RAF+FER2013 data set. All
images in the Reduced RAF+FER2013 were processed
to remove the top 50 rows of pixels and then the im-
ages were resized using interpolation back to 100×100
pixels. The model was retrained using the same archi-
tecture, characteristics and training hyper-parameters as
described in the previous section. This allowed us to
train the model using the examples we collected from
those wearing the HMD. The resulting model provides
80% prediction accuracy on the half-face test images,
losing only 8% performance relative to the full face
model. However, during experimentation using con-
tinuous image capture and FE prediction, we felt this
model did not provide stable FE prediction over the
amount of time necessary to provide a consistent input
to the our empathy application module, and will need
to be improved in future. The implemented solution to
increase Facial Epression (FE) prediction stability was
to introduce a relatively small (989 images, < 6% of the
dataset total) set of user face supplemental images into
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the Reduced RAF+FER2013 dataset. User facial im-
ages presenting all five expressions were captured and
classified into the five different expression classes. An
example of the user face supplemental images is shown
in Figure 6.

Figure 6: User face supplemental image examples

The FE prediction model was retrained on the
half-face version of this new data set (Reduced
RAF+FER2013+RKJ, using the second author’s
initials to represent the supplemental images). A
sample of the half-face images from this dataset is
shown in Figure 7. The resulting model provides 81%
prediction accuracy. This is only a 1% increase in
prediction accuracy compared to the data set without
the supplemental images, however, experimental
observation indicates that the stability and consis-
tency of FE prediction is significantly improved in
real-time continuous image capture with the web
camera. This half-face prediction model is desig-
nated ResExpressionModel_v017_r_f_r.json (and also
has an associated model weights file, FacialExpres-
sion_weights_v017_r_f_r.hdf5). This is the model
used to move forward in the project and implement
the real time FE prediction server. Table 2 shows the
overall classification report for half face images.

Figure 7: Reduced RAF+FER2013+RKJ half-face im-
ages

4.4 Real Time FE Prediction and Serving
Implementation of the Computer Vision based interac-
tion requires the continuous capture of facial images
while the user is wearing a VR-headset or HMD. The
web camera is positioned directly in front of the user
and at the height of the upper chest, or lower neck, as

Expre- Prec- Recall F1 Sup.
-ssion -ision Recall F1 Sup.
angry 0.56 0.72 0.63 157

disgust 0.56 0.68 0.61 271
sad 0.66 0.68 0.67 368

happy 0.90 0.89 0.89 945
surprise 0.93 0.82 0.88 857

Accuracy 0.81 2598
Macro Avg. 0.72 0.76 0.74 2598

Weighted Avg. 0.82 0.81 0.80 2598
Table 2: Half face model classification report

shown in Figure 1. The camera positioning ensures a
full and clear view of the lower half face and provides
the best performance as determined by experimenta-
tion.

4.4.1 Run Continuous FER
Initialization tasks are first accomplished to prepare
for continuous frame capture and FE processing.
These tasks include: using OpenCV to assign the
web camera as a video frame capture source and
create a window for display of the frames, loading
the DLib headset_face_detector.svm model, loading
the Keras ResExpression-model_v017_r_f_r.json
model and FacialExpression_weights_v017_r_f_r.hdf5
weights files, and setting up the ZeroMQ message
socket/address to bind (connect) as the reply server.
After performing the above initialization, the FER
server enters into a continuous loop which can be
terminated by the user through a keyboard command.
Each pass through the loop: (a) Captures a web
camera frame, (b) Detects HMD occluded faces using
headset_face_detectorṡvm, (c) Extracts the portion
of the frame corresponding to the HMD occluded
face, (d) Creates a lower half image of the detected
HMD-occluded face, (e) Resizes the image to 100×100
pixels, (f) Normalizes the image pixel values between
0 and 1, (g) Reshapes the image as a tensor, (h) Sends
the image to ResExpression-model_v017_r_f_r.json
for FE prediction.

The results of the prediction are displayed as an anno-
tated box around the user’s HMD occluded face in the
display window upon completion of each pass through
the loop. See Figure 8 for an annotated example of FE
as surprise.

4.4.2 Serve Face Expression (FE) Prediction to
the Client

FE prediction serving also occurs within the continu-
ous loop described above. During each pass through the
loop, the following actions are performed: (a) The reply
server socket tries to check for the receipt of a request
from the Unity request client, (b) If there is no request,
an exception is thrown which is handled by printing a
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message to console, (c) Execution flow is returned to
the outer continuous FE prediction loop. (d) Else there
is a request, so print the request to console and do the
next four steps, (e) Append the most recent FE predic-
tion to a current expressions list of maximum length of
10, based on the user selected value, (f) Determine the
most common prediction in this list, (g) Reply to the
Unity request client with the most common prediction,
(h) Print the current expression list and reply to console,
(i)Execution flow is returned to the outer continuous FE
prediction loop.

Experimental observation of the time required to com-
plete a request-reply cycle shows that the majority of
these transactions occur within 0.20 - 0.25 seconds.
Most of this time is used by the FE detection and pre-
diction workflow. The additional time added by the
message interface for requests and replies is within the
range of 0.001 - 0.01 seconds.

Figure 8: HMD occluded FE prediction display win-
dow

4.5 SE Application FE Request Client
The SE application also required modification of the
primary NPC controller, the addition of a threaded re-
quest client class, and new visual interaction animations
for the primary NPC, Eva. The primary NPC controller
is modified to implement both the continuous FE re-
quests and to provide the animation triggers upon re-
ceipt of the FE predictions. The controller instantiates
and activates the requester class and provides animation
triggers upon receipt of FE predictions. The NPC con-
troller initiates the visual interaction animation when
the user is within range (a specified distance and an-
gle) that also corresponds to the conditions necessary to
trigger Unity Inverse Kinematics animation that causes
Eva to “look” at the user. Based on the expression mes-
sage received from the FE prediction server, one of five
Eva animation responses are triggered. Additionally,
the application response mode is set to positive if the
the received expression is sad, happy, or surprised. The

response mode is set to negative if the received expres-
sion is angry or disgust.

4.5.1 Facial Animation and Audio Clips used for
NPC-Eva

We obtained body pose animation clips from Mix-
amo.com, and used these as NPC body animation
building blocks for Eva. However, these clips do not
provide facial animation. We added these expressions
by first composing individual verbal responses for Eva
to deliver when observing each user facial expression.
The length of each spoken response was designed to
match the duration of the corresponding body pose
animation sequence. Then, facial expression anima-
tions were added to each body pose animation using
the blend shapes available in the Eva Skinned Mesh
Renderer. The Eva model provides many facial blend
shapes that can be used to create any type of facial
expression. Multiple facial blend shape characteristics
were selected to create the desired effect. Key frames
were created in the Unity Mecanim Curves display to
position each desired facial expression at the correct
time during animation. The key frames were connected
using curve interpolation available in the Mecanim
Curves tool. During development of a facial animation,
the sequence can be run on the Eva model in Unity
editor mode to monitor the effect of each change.
Finally, the verbal response for each visual interaction
was recorded as audio clip. The audio clip is played
automatically upon start of each animation sequence
by embedding an event at time = 0 of the animation
sequence.

4.5.2 Lip Sync Animation for NPC-Eva

A final animation was incorporated which uses Eva’s
Viseme blend shapes to synchronize her mouth and lip
movements to the playback of each recorded verbal
response. Visemes are the patterns of lip and mouth
movements that correspond to the basic phoneme sound
utterances during speech. Oculus provides a Lip Sync
plug in to Unity that maps a model’s available visemes
to a standard set of visemes determined by Oculus.
Oculus also provides a utility that computes and stores
the visemes for each audio clip to make the playback
during animation more responsive. The Lip Sync ani-
mations are triggered by a method incorporated into the
primary NPC controller.

5 RESULTS AND INTERACTIONS
Primary interactive NPC, Eva, provides many different
reactions to the user based upon a variety of simulated
senses that trigger interactions. Additionally, Eva can
also provide both initial first impression reactions of the
user approaching the coffee kiosk, and additional reac-
tions as the user attempts to break in line.
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Eva’s initial reaction is based upon her recognition of
the user’s facial expression in one of five classes: anger,
disgust, sad, happy, or surprise. This visual interac-
tion mode is activated whenever the user approaches
Eva within a distance and angular range specified in
the SE application. As the user continues to move
forward and breaks line in front of Eva, a final reac-
tion by Eva is presented based on the current setting
of the application’s interaction mode and Eva’s percep-
tion of the user’s mood based on her recognition of
the user’s facial expression. There is at least one an-
imated response for each combination of three inter-
action modes, such as proximity, spoken, and touch
and Eva’s two facial expression recognition based re-
sponse modes (positive and negative) as explained ear-
lier [Jackson2022, Deegan2022].
The current SE application version provides the user
a full set of control mechanisms. The user controls
the modified application interaction mode setting with
voice commands. The voice commands and the user’s
spoken interaction utterances are enabled via buttons
on the Touch Controllers. Once selected, the touch
interaction mode can be employed when the user de-
presses either of the Touch Controller palm triggers and
“touches” Eva to push her away with the user hand
avatar. The player can also display the application mode
setting, and then clear this display, with Touch Con-
troller buttons. The user can also moves through the
VE with a teleportation mode of locomotion. Telepor-
tation is accomplished with the thumb joystick on the
right Touch Controller. Rotation of the user’s facing di-
rection is accomplished with the thumb joystick on the
left Touch Controller.

6 SCENARIO, STORY LINE, AND EM-
PATHY INTERACTIONS

We implemented the following scenario and story line:
(a) A room setting pops up. (b) When the player happen
to reach to a fountain where the person starts to expe-
rience very disturbing voice like "Go away from here,
you are not supposed to come here" etc. and he will
try to navigate back to map and this time he meets with
a dog on his away. (c) Dog interaction is provided as
the user experiences general disturbing voice/noise like
"Go out of my way", "you are not meant to be here."
These voices are from [Deegan2022]. (d) Player tries
to scavenger hunt to a coffee kiosk and meets EVA. Eva
would offer the player her place in line, and provide
empathetic interactions, or not, based on player’s facial
expressions. (e) The player buys a coffee and commu-
nicates with coffee seller, (f) Finally, from coffee kiosk
he tries to head towards clinic.

6.1 Voice based Empathy Interactions
The modified application uses Wit.ai cloud-based voice
recognition to enable voice commands and interaction

Figure 9: Eva response based on recognition of user’s
facial expression

with Eva. The voice recognition is based on entities and
values. Move aside, go away, get lost, and get out will
generate a negative response from Eva when the appli-
cation is in the spoken mode. The voice recognition
application is trained to recognize various sentences or
phrases that contain the above mentioned entities and
values. Below are only a sample of examples of sen-
tence and phrase variations that may be recognized are
provided below: (a) Get out of my way, I ... (want to,
need to) ... go first. (b) “May I go first, please?”, (c)
(I’m tired, I don’t feel well) “... please allow me to go
first.” These verbal statement are understood by NPC-
Eva and generate negative and positive empathetic re-
sponse from NPC-Eva.

7 CONCLUSION
Our implementation demonstrates an efficient messag-
ing interface between the Python FE prediction server
and the Unity C#.NET client. The ZeroMQ library pro-
vides a lightweight approach for creating a communica-
tion interface that was easier to implement. The C# port
of ZeroMQ, is easy to implement in a separate thread
so continuous client requests can be made without in-
terrupting Unity graphic rendering tasks.

In summary, we implemented our primary goal of cre-
ating a 3D Unity based Virtual Environment (VE) so
that a player can experience the hallucinatory sounds
which person with schizophrenia constantly hears. Six
new NPC body, facial expression, and voice animations
were integrated into the primary NPC, Eva, to support
the new visual interaction mode. We showed that NPCs,
such as Eva, can provide provide empathetic verbal in-
teractions based on positive and negative interactions
by the player wearing a VR headset.

An IRB study has been undertaken by College of Nurs-
ing Faculty at our university over several semesters, and
early results are promising, and bode well for our future
efforts.

8 FUTURE WORK
In future, we imagine extending the virtual environment
to an Augmented Reality (AR) space enabling a multi-
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person immersion experience with integrated interac-
tive presentations; potentially using actors to add depth
to the simulation by playing the roles of concerned fam-
ily and friends of the person with schizophrenia. In
addition, we would like to include neutral face recog-
nition by NPC to provide better transition, feedback,
and experiences to the player by NPC. In addition, eyes
provide expressive emotive features in human-faces. As
see through VR-headset become more available, we an-
ticipate future incarnations of our work to incorporate
see through headset facial images for training and bet-
ter accuracy.
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ABSTRACT
Lamps are difficult to market via websites. Renderings and photographs of showrooms rarely fit consumer pref-
erences and demands and the technical specifications for lighting are unintuitive and difficult to understand for
non-experts. This poses a challenge for lighting system manufacturers and suppliers, as customers increasingly
make purchases online. Giving customers the option to see how a lamp affects the environment would provide them
with an intuitive way to find a suitable product. Unfortunately, expensive global illumination rendering methods
are required to accurately simulate the effect of a specific lamp on the environment. However, contemporary meth-
ods are not suited for low-end consumer hardware or interactive web-applications. Therefore, we present a new
texture-based global illumination method that simulates the effect of specific lamps on complex, polygonal 3D
geometries on the GPU. Our method employs iterative light propagation to pre-compute the illumination in texture
space, leveraging GPU-based bounding volume hierarchies. Our method can provide pre-calculated physics-based
lighting on demand in under a second for interactive scenarios in browsers using WebGl - outperforming state-of-
the-art offline renderers significantly.

Keywords
physics-based simulation, real-world lights, pre-calculated global illumination, light propagation, texture-based,
real-time web-applications, polygonal objects

1 INTRODUCTION

The characteristics of lights are abstract and difficult
for non-experts to grasp intuitively. Thus, manufac-
turers and retailers of lamps and lighting systems find
it challenging to market their products through a web-
site. Images of showrooms, such as seen in Figure 1,
are commonly used to showcase lighting systems in the
real-world. However, this may not meet consumer pref-
erences and needs and cannot demonstrate the lighting
system in the user’s actual environment. Furthermore,
the visual perception of lighting systems is heavily de-
termined by the concrete room and furniture in which
they are installed. Especially if there is a large amount
of indirect lighting.

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

Figure 1: Example of a lamp showcase from the company
Ribag AG [Rib24].

Previously, we developed a web configuration tool that
determines physical light distribution properties based
on physical lamp data (IES-data [Ill91]) using global
illumination (GI) [Rie+23]. By applying an analyti-
cal solution for concave, rectangular, cuboidal rooms
to solve the rendering equation, we achieved high per-
formance on GPUs and mobile devices and determined
accurate physical light distributions within milliseconds
(Figure 2). This lets us provide pre-calculated GI on
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demand in under a second, allowing users to re-render
scenes for a quick and iterative design process in a web
browser.

However, without furniture, the rooms are lifeless and
cannot accurately represent a customer’s unique envi-
ronment. Furthermore, the empty rooms struggle to
convey their size or scale, making it difficult to under-
stand the effect of lighting systems in real-world set-
tings.

Figure 2: An empty room with several lamps rendered phys-
ically accurate with analytical GI [Rie+23].

To address this issue, we propose a GI approach for cre-
ating physically accurate illumination of IES-Data in
furnitured scenes. As a result, we suggest implement-
ing spatial acceleration methods on the GPU while fa-
cilitating only the most basic OpenGL features in or-
der to significantly increase light calculation and path
tracing performance and allow for an implementation
on the web - with WebGL. Thereby, all static lighting
information is pre-calculated and stored in textures, en-
abling interactive rendering performance during explo-
ration. Our method is suitable for determining accurate
illumination and interactive exploration on the Web us-
ing WebGL (Figure 3). Our technique accurately repli-
cates shadows, indirect lighting, and diffuse surface re-
flections while executing extensive ray casting opera-
tions across the entire geometry for the path tracing al-
gorithm.

Figure 3: A furnished scene of a polygonal living room ren-
dered physically accurate on the GPU using our proposed
rendering method.

2 RELATED WORK

Real time global illumination is an active topic of re-
search. Recent advances in hardware [Bur20] and ren-
dering techniques [WP22; Lin+22] enable real time
path tracing in complex scenarios. While these tech-
niques still rely on sophisticated hardware, they reflect
a broader shift in consumer expectations toward realis-
tic rendering.

The number of ways to achieve global illumination
is considerable. [DBB18] provides a comprehensive
overview of global illumination algorithms. Of these,
path tracing [Kaj86; LW93] and radiosity [Gor+84] are
the most relevant to our work. Path tracing determines
global lighting using stochastic ray casting, whereas ra-
diosity uses an iterative radiance transfer technique to
exchange light between a scene’s surfaces.

The development of real time global illumination for
web applications has additional hurdles as it must cater
to a wide range of platforms. E.g., WebGL enables
web applications to access graphics hardware from a
browser while being platform-independent. However,
this platform-agnostic design comes at the cost of lower
performance and a limited range of features compared
to desktop solutions like OpenGL, Vulkan or DirectX.

Early attempts to perform global illumination with We-
bGL 1.0 were highly effective, but limited in scale and
ability [Con+11; Hac15]. Recent approaches using the
upgraded framework, WebGL 2.0, can display compli-
cated scenes with excellent precision and detail. Lesar
et al. produced real-time representations of volumetric
medical data utilizing path tracing in web environments
[LBM18]. They achieve accurate renderings by itera-
tively and progressively using Monte Carlo ray tracing.
However, their approach is limited to volumetric data.
In contrast, Nilsson et al. obtained relevant results for
mesh-based scenes [NO18]. Using path tracing, they
were able to render scenes with thousands of triangles
at about 10Hz. By accumulating samples they are able
to render high quality images of simple scenes. Most
recently Vitsas et al. [Vit+21] have developed a general
purpose ray tracing framework on top of WebGL able
to produce photorealistic 3D graphics on the web.

Light maps, on the other hand, have long been the
norm for global illumination effects in real-time appli-
cations [ÖA17; Ras+10]. Because of the static nature of
light maps, recent advances in real-time global illumi-
nation make them increasingly insignificant. However,
so far, they still remain the standard for games, web,
and mobile applications due to their high visual qual-
ity for static scenes and their low impact on runtime
performance. Nevertheless, the above-mentioned, re-
cent advances in real-time global illumination have also
benefited the fast construction of light maps [Luk+13;
CL21].
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Figure 4: Our global illumination render pipeline: Direct light shader executions (blue), indirect light shader executions
(red) and effects shader executions (green). Yellow indicates static resources. Each step’s output indicates the texture array
(TAs) that are rendered into. The numbers at the top right of each step correspond to the numbered textures in Figure 5.

Typically, efficient path-tracing and hence, efficient
light map creation, necessitate specific data struc-
tures for accelerating ray casting. Bounding volume
hierarchies (BVHs) are well established methods
that considerably reduce the number of ray-triangle
intersection tests [LBM18; STØ05]. However, imple-
menting BVHs on the GPU using WebGL remains
challenging. WebGL does not support stacks, hence
stack-less algorithms are required. Threaded bounding
volume hierarchy (TBVH) uses a fixed traversal order
with pre-computed hit and miss pointers [STØ05].
Hachisuka proposed a variation to TBVHs as Multiple-
threaded bounding volume Hierarchy (MTBVH), to
lessen the negative performance impact from the fixed
traversal [Hac15]. Thereby, MTBVH pre-computes
several versions of the hit and miss pointers that are
optimised based on the general direction of a ray.

3 OUR APPROACH
Our rendering method is related to path tracing and
radiosity, and it operates with similar concepts. For
each object we generate a series of light maps in a pre-
process we call the global illumination pipeline. To
enable interactive framerates, the results are given to
a real-time rasterisation renderer.

As is often the case, our light maps are generated us-
ing an iterative Monte Carlo ray-tracing algorithm. In
the first iteration, the direct light from each light source
is determined and stored in a light map for each ob-
ject. In a second iteration, the indirect light is calcu-
lated for each surface using a reverse path tracing algo-
rithm. To determine possible sources of reflected light,
we cast a number of rays in random directions for each
pixel in the light map. Therefore, we transform the uv-
coordinate into the world space. The amount of incom-
ing light is then determined using the direct light maps.

Given enough rays, we can expect the results to con-
verge to a reasonable estimation of the reflected light
based on the idea of Monte Carlo global illumination
by Lafortune [Laf96]. The indirect lighting pass can be

repeated for as many iterations as desired, but in prac-
tice, the cost of a second reflection outweighs it’s con-
tribution to the overall illumination effect. Finally, the
computed direct and indirect light maps are accumu-
lated and fed into the real-time renderer.
In the following, we will elaborate on the details of
the global illumination pipeline, specifically in terms of
the improvements we implemented to render polygonal
models and apply the BVH to accelerate the ray casting
procedure. We will also briefly present our solution to
circumvent the texture limitation of WebGL 2.0.

3.1 Global Illumination Pipeline
The global illumination pipeline assumes a static scene.
There are no moving objects or lights that could cause
the lighting to change. This fits in very well with our
use case in the configuration of professional lighting
systems.
Our global illumination pipeline consists of two basic
steps: direct and indirect lighting passes. Figure 4 de-
picts the complete process, which we shall detail below.
In Figure 5, the resulting textures of the model of a chair
for each render call in the process are shown. Whereas
Figure 6 shows the final result.

Figure 5: Evolution of the texture of a chair: (1) Albedo
Texture, (2) Direct Light (3) Blurred Direct Light, (4) Re-
flected Direct Light, (5) Indirect Light, (6) Combined Light,
(7) Blurred Combined Light, (8) Reflected Combined Light.

To compute the direct light (2), we walk over each point
on each surface and determine how much light we re-
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ceive from each light source. This requires both the
scene geometry to check for obstructions and the de-
termination of the incoming light intensities in the IES
data format. The results are stored in textures for each
object. For our purposes, the texture mapping for the
polygon models is expected to be unique, ensuring that
no two surfaces share pixels. If they did, the light data
from one surface would override another’s.

Afterwards, the results of direct light texture are copied
for later use. To reduce artefacts from sampling the IES
file, we apply a Gaussian blur to the direct light texture
(3). The direct light is then multiplied by the object’s
albedo texture to get the reflected direct light (4). The
Gaussian blur must be applied prior to multiplying with
the albedo texture. If we would apply the blur after mul-
tiplying the albedo texture and direct light, we would
lose the albedo texture’s details.

Figure 6: A chair, rendered with our render method.

To determine the indirect light (5), we step through each
point on each surface and cast numerous rays in random
directions. Wherever the rays hit a surface, we extract
the associated light intensity from the reflected direct
light texture. We then average the received light in-
tensities from all rays to determine how much light is
received at the sampling spot. Thus, we gather global
light information from the scene onto the sampled point
(see Figure 7).

Figure 7: Diagrams of the direct (left) and indirect (right)
lighting passes. The sampled surface is in red. The cast rays
are indicated in yellow and point in the direction the light
travels, and therefore against the direction the ray is cast.

Afterwards, the results of the indirect lighting pass and
the original texture of the direct light are summed up
(6). The end result is the combined light intensity that
reaches each surface of the object. We blur it again to
remove noise from the direct and indirect passes (7),
then multiply it by the albedo texture of the object (8).
Finally, we are left with a texture that depicts the total
amount of light reflected on the surface of the object.

3.2 BVH

During the direct lighting and indirect lighting passes,
we perform millions of ray-triangle intersections. To
accelerate this procedure, we employ BVHs. We create
the BVH using a simple top-down algorithm and the
cost function surface area heuristic (SAH) as described
by Jefferey Goldsmith and John Salmon [GS87]. The
traversal algorithm on the GPU is based on the MT-
BVH algorithm described by Hachisuka et al. [Hac15].
Wherein only the traversal order of the BVH is re-
quired, represented as hit and miss links for each node,
and the axis-aligned bounding box (AABB). Leaf nodes
also store a reference to the set of vertices they contain.

Figure 8: Example of TBVH: the red node is the root node,
the blue nodes are internal nodes and the green nodes are leaf
nodes. The nodes are numbered in depth-first order. Green
arrows show the hit links and red arrows show the miss links.

The hit and miss links are shown in Figure 8. The green
hit links follow the depth-first numbering of the nodes.
The miss links always point to the next unvisited, un-
rejected node. For leaf nodes, they are always equal to
the hit links. The miss link of internal left nodes (e.g. 1
and 5) points to their sibling node. Internal right nodes
(e.g. 4) point to the closest unvisited right sibling of a
preceding node. If there are no more viable nodes, the
hit and miss links point to −1 as an indication that the
traversal has ended.

With TBVH the traversal algorithm remains straight-
forward. It merely needs to track the current minimal
distance when stepping through the BVH. At each level,
we check whether the bounding volume is hit or missed,
and then proceed to the node provided in the hit or miss
link respectively. Extending the traversal to MTBVH
merely requires more hit and miss link lists for the op-
timised traversal in each major direction.

Ordering the hit and miss links, AABBs, and vertex
reference indices in the same order in respective lists
eliminates the need to construct a data structure on the
GPU. The node is represented by an index that reads
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relevant data from one of four lists (hit links, miss links,
AABBs, and vertex indices).

To accommodate the transfer of the data from the CPU
to the GPU, the traversal data of the BVH has to be
encoded into a texture. The four aforementioned lists
are therefore wrapped into a two dimensional array. A
node is then no longer represented by an index but a 2D
coordinate (see Figure 9). The hit and miss links can
therefore also be stored as 2D coordinates pointing to
the next node in the traversal order. The AABBs are
represented through two three dimensional vectors for
the lower and upper bound of the AABB. The vertex
indices can remain as they are. This results in a total
of 30 floating point values and two integer values per
node.

Figure 9: Encoding of BVH traversal data in two data tex-
ture arrays. The data for a node in the BVH is dispersed
across all textures but always at the same position in each
texture. Each node can be represented through the 2D coor-
dinate of that position.

We can store all 32 values in 8 four channel floating
point pixels. The hit and miss links per direction can be
stored in one 4 channel pixel, each link has 2 compo-
nents. The lower bound of the AABB and the starting
index of the vertices can be stored as one pixel as well
as the upper bound and the end index (Figure 10). To
maintain the simplicity of representing a node as a 2D
coordinate, each of these eight pixels are stored in sep-
arate textures at the appropriate position.

For our implementation we’ve opted to store the hit and
miss links in a six layer texture array and the AABBs
in a two layer texture array (Figure 9). We’ve separated
the two out of convenience and clarity in the code base
and for easier debugging. However, there is no techni-
cal reason to separate the two and a single texture array
could hold all eight textures.

3.3 Texture Limitations
WebGL 2.0 imposes a hard limit for active textures
during a single pass. The limit depends on the hard-
ware and currently is usually either 16 or 32 textures.
WebGL is designed for forward rendering applications

Figure 10: Encoding of a single BVH node as eight 4 chan-
nel pixels (vec4). 6 pixels to hold the hit and miss links for
each direction in the MTBVH and 2 pixels to define the AABB
and the start and end indices of the associated vertices.

which rarely exceed this limitation. However, our
method needs the direct light maps of every model in
the scene during indirect lighting passes. Additionally,
the scene geometry and acceleration structures are also
stored and passed to the GPU through data textures.
As the number of models in a scene grows, it becomes
increasingly difficult to accommodate all of its textures
with the limit imposed by WebGL.
To circumvent the texture limit, we can use texture ar-
rays. They count as one texture against the limit but
are able to hold several textures in a three dimensional
space. All textures in a texture array have the same res-
olution, which might pose problems when reading or
writing to them on the GPU. There are two options for
creating a texture array for textures with different res-
olutions. Either the textures are scaled so that they all
have the same resolution, or the texture array is dimen-
sioned for the largest texture, with smaller textures oc-
cupying only a portion of the layer.
Both options have substantial drawbacks. Scaling tex-
tures changes the distribution of pixels per surface. Be-
cause we use the texture as our sampling raster, the dis-
tribution of sampled points also changes. Alternatively,
if the textures don’t fill the full resolution, built-in We-
bGL functions such as texture wrapping and pixel inter-
polation will fail for edge cases.
In our implementation, we opted for the latter option.
Achieving a uniform sample density was more critical
than avoiding texture wrapping or pixel interpolation
issues, which can be explicitly handled in shaders. Ad-
ditionally, edge cases are infrequent when the texture
mapping is designed to stay within boundaries.

4 DISCUSSION
We implemented our proposed rendering method and
different BVHs within a web environment. Thereby,
our prototype uses WebGL and all performance and
quality metrics were measured in the Microsoft Edge
browser. We performed tests on a laptop NVIDIA
GTX 1650 with an Intel Core i7-9750H and a desk-
top NVIDIA GTX 1080 Ti with an AMD Ryzen 9
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3950X. In the following, we will examine how intro-
ducing GPU-based TBVH and MTBVH improves per-
formance and discuss and compare visual quality with
a reference implementation in Unity.

4.1 Performance
To evaluate the performance of our prototype, we mea-
sured the time needed to pre-calculate the global illu-
mination and render the light maps. In particular, we
ignore the time needed to load all assets and to gener-
ate the BVH, as these procedures are not related to the
actual rendering method itself.

Figure 11: Test cases chairs_05 (left), with 5 chairs, and
sofa_01 (right), with one sofa, rendered with our render
method under a single point light.

We defined a set of scenes and settings to measure the
performance improvements of BVHs for different num-
bers of polygons and rendered pixels (Table 1). The
test cases contained a number of chairs (1, 3, 5, or 10)
or a single sofa (Figure 11). Each scene was tested on
the two aforementioned GPUs with no BVH, TBVH or
MTBVH, resulting in 30 test cases. For each test case
we recorded ten measurements of the render times.

Figure 12: Render Times in ms for different BVH meth-
ods. The number of chair models between each test case is
increased, from 1 to 3 to 5 to 10. The sofa_01 test case is the
exception, it contains only a sofa (see also Figure 11).

The box-plot in Figure 12 shows the render times for
the different BVH methods across our test cases. BVHs
reduce the render times substantially. The increase in
render times across test cases cannot be attributed to
the increase in polygons alone. Each additional object
requires an additional set of light maps to be rendered,

increasing the total number of rendered pixels (Table 1).
For example, chairs_5 and sofa_01 have a similar num-
ber of rendered pixels but sofa_01 consists of twice the
number of polygons. Comparing these two test cases
provides the best estimation of the effect BVHs have
on their own.

Our measurements reveal that the difference between
TBVH and MTBVH is minor in our test cases (Table 1).
MTBVH frequently leads by a few ms, especially for
larger scenes, but the difference is negligible. The de-
termination of the overall direction of the ray in our im-
plementation of MTBVH probably causes branching is-
sues on the GPU execution, leading to a longer render
time.

4.2 Graphics
In order to evaluate the correctness of our rendering
method, we created an equivalent scene in Unity. We
then used Unity’s built-in light baking pipeline to gen-
erate light maps with similar constraints as our own ren-
dering method. Specifically, we allowed only one sin-
gle reflection per sampled ray. Notably, we used Unity
in our case as an offline renderer - the baking of the
light maps took Unity’s engine between one and three
minutes for each of these scenes. The results are shown
in 13, 14 and 15.

Figure 13: Visual comparison of shadows between our ren-
der method (left) and Unity (right).

We can confirm the presence of many of the expected
global illumination effects. The walls and ceiling are
indirectly lit by the area on the floor that is illuminated
by the lights. The shadow of the chair is soft due to the
influence of multiple lights (Figure 14). Also, there are
coloured reflections based on the surface colour of the
cube in Figure 15.

Our method produces more detailed soft shadows in
Figure 13 than Unity’s light maps, which have lesser
resolution in principle. Thus, our renderer can represent
the shadow gradient at a more granular level, resulting
in improved quality.

The employment of a Gaussian filter causes colour
bleeding on the edges. In Figure 14, the edges of the
chair have small black seams. During both, direct and
indirect render passes, the gaps between the texture’s
faces remain blank. During the blur pass, these gaps
bleed into the visible area of the texture. However,
these artefacts can easily be prevented by using a more
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Average Render Times per Test Case in ms
GTX 1650 GTX 1080 TI

Test Case # Pixels # Polygons MTBVH TBVH No BVH MTBVH TBVH No BVH
chairs_01 459k 252 226 222 618 61 81 206
chairs_03 590k 732 446 412 2810 154 168 760
chairs_05 721k 1212 835 732 3833 289 272 1553
chairs_10 1049k 2412 2616 2675 10708 644 662 4172
sofa_01 655k 2036 887 908 6617 263 279 2909
Table 1: Performance and metrics for each of our test cases in Figure 12. The fastest render times for each test
case are indicated in bold.

Figure 14: Visual comparison of indirect lighting between
our render method (left) and Unity (right).

sophisticated filter, such as a bilateral filter. Addition-
ally, the wall textures in Figure 14 are noisier than their
Unity equivalents. This is most likely because the Unity
light map method utilises more samples in this case and
a more advanced denoising technique.

Using a Gaussian filter is not physically accurate. How-
ever it impacts the quality of diffuse lighting minimally,
especially in low frequency areas and reduces the num-
ber of required rays, increasing performance. Nonethe-
less, accurate simulations are possible by disabling the
Gaussian filter and increasing the ray count.

Figure 15: Visual comparison of coloured reflections be-
tween our render method (left) and Unity (right).

Figure 14 demonstrates the effects of the indirect pass
on the underside of the chairs. The chair rendered with
our method is more matted and less colourful, but the
overall shading is fairly similar to the chair generated
with Unity. In Figure 15, we rendered a separate scene
containing a test cube only. This image depicts the im-
pact of diffuse coloured surface reflections. Again, the
version rendered with Unity is more colourful and less
noisy, but the effect is similar in both versions.

One flaw that is visible in Figure 16 is that the floor
is completely dark outside the directly lit area. As the
walls and the ceiling are not directly lit, there is no lit
surface from the direct light pass that could reflect onto

Figure 16: Comparison of our results rendered with a single
indirect light pass (left) and two indirect light passes (right).

the floor. By allowing up to two bounces, the floor is
also illuminated. However, with our rendering method,
this results in nearly twice the render time for the same
scene.

Overall, we have shown that our rendering method de-
livers similar results to a modern state-of-the-art ren-
derer, while our performance is significantly higher.
The baking of the light map took Unity’s engine be-
tween one and three minutes for each of these scenes.
Nevertheless, our method still suffers some minor vi-
sual artefacts inherent to our approach, which are the
price for the higher performance.

5 CONCLUSION & FUTURE WORK
We presented a rendering approach for fast global illu-
mination on the GPU on the web using WebGL. Our
approach enables the simulation of physically accu-
rate light propagation of real lamp data (i.e., IES-data).
We achieved high performance by implementing BVHs
on the GPU to quickly find ray-triangle intersections.
Thereby, static light information is stored in light maps.
In this way, a scene can be adjusted and modified be-
fore being re-rendered within a second to enable easy
design and interactive navigation in web environments,
such as configuration tools in the light manufacturing
industry.

In this way, we achieve visual results comparable to
state-of-the-art offline-renderers with only minor visual
shortcomings. However, our approach is significantly
faster (seconds vs. minutes).

Future work includes the investigation of more ad-
vanced denoising methods such as Non-Local Means
with Joint Filtering (JNLM), RadeonPro, Open Image

ISSN 2464-4617 (print) 
ISSN 2464-4625 (online)

Computer Science Research Notes - CSRN 3401 
http://www.wscg.eu WSCG 2024 Proceedings

103https://www.doi.org/10.24132/CSRN.3401.11



Denoiser (OIDN) or OptiX [Uni23; God23] to improve
visual results. This would probably also allow a
reduction in the resolution of light maps, which would
improve performance even further. Adapting the ren-
dering method to progressive rendering of light maps,
similarly to the works by Lesar et al. and Nilsson et
al. [LBM18; NO18], would also allow for intermediate
results while further details are added successively
as the user navigates the scene. Finally, we plan to
incorporate technologies such as Deep-Learning Super
Sampling (DLSS) for improved anti-aliasing and im-
portance sampling to increase quality and performance
even further.
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Association for Computing Machin-
ery, 2018. ISBN: 9781450358002. DOI:
10.1145/3208806.3208814.

[Lin+22] Daqi Lin, Markus Kettunen, Benedikt
Bitterli, Jacopo Pantaleoni, Cem Yuksel,
and Chris Wyman. “Generalized resam-
pled importance sampling: foundations
of ReSTIR”. In: ACM Trans. Graph.
41.4 (July 2022). ISSN: 0730-0301. DOI:
10.1145/3528223.3530158.

[Luk+13] Christian Luksch, Robert F Tobler, Ralf
Habel, Michael Schwärzler, and Michael
Wimmer. “Fast light-map computation
with virtual polygon lights”. In: Proceed-
ings of the ACM SIGGRAPH symposium
on interactive 3D graphics and games.
2013, pp. 87–94.

ISSN 2464-4617 (print) 
ISSN 2464-4625 (online)

Computer Science Research Notes - CSRN 3401 
http://www.wscg.eu WSCG 2024 Proceedings

104https://www.doi.org/10.24132/CSRN.3401.11

https://doi.org/10.1145/2010425.2010449
https://docs.godotengine.org/en/stable/tutorials/3d/global_illumination/using_lightmap_gi.html
https://docs.godotengine.org/en/stable/tutorials/3d/global_illumination/using_lightmap_gi.html
https://docs.godotengine.org/en/stable/tutorials/3d/global_illumination/using_lightmap_gi.html
https://docs.godotengine.org/en/stable/tutorials/3d/global_illumination/using_lightmap_gi.html
https://docs.godotengine.org/en/stable/tutorials/3d/global_illumination/using_lightmap_gi.html
https://doi.org/10.1145/964965.808601
https://doi.org/10.1109/MCG.1987.276983
https://arxiv.org/abs/1505.06022
https://doi.org/10.1145/3208806.3208814
https://doi.org/10.1145/3528223.3530158


[LW93] Eric P Lafortune and Yves D Willems. “Bi-
directional path tracing”. In: (1993).

[NO18] Martin Nilsson and Alma Ottedag. “Real-
time path tracing of small scenes using We-
bGL”. In: (2018).

[ÖA17] Bekir Öztürk and Ahmet Oğuz Akyüz.
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ABSTRACT
Traditional image reconstruction methods often face challenges like noise, artifacts, and blurriness, requiring
handcrafted algorithms for effective resolution. In contrast, deep learning techniques, notably Convolutional
Neural Networks (CNNs) and Variational Autoencoders (VAEs), present more robust alternatives. This paper
presents a novel and efficient approach for image reconstruction employing Convolutional Variational Autoen-
coders (CVAEs). We use Incremental Principal Component Analysis (IPCA) to enhance efficiency by discerning
and capturing significant features within the latent space. This model is integrated into both the encoder and
sampling stages of CVAEs, refining their capability to generate high-fidelity images. Our incremental strategy
mitigates scalability issues associated with traditional PCA while preserving the model’s aptitude for identifying
crucial image features. Experimental validation utilizing the MNIST dataset showcases noteworthy reductions in
processing time and enhancements in image quality, underscoring the efficacy and potential applicability of our
model for large-scale image generation tasks.

Keywords
Image Processing, Image Reconstruction, Principal Component Analysis, Convolutional Variational Auto-
Encoders

1 INTRODUCTION

Generative models like Variational Autoencoder
(VAE) are a significant advancement in deep learn-
ing, using probabilistic approaches to generate
new data from existing datasets.VAEs,consisting of
an encoder and decoder pair, capture key proper-
ties [CGD+20, BTLLW21].VAEs have a wide range of
applications, from image [LSM+21, YYSL16, WX21]
,video [YZAS21, WRO21, ZLS+21, DLW+22],
text [LPL21, YDML21, SWL+21, ZDYC21] and
music generation [JY23, WT22, WY21] to anomaly
detection [NYW20, LCB+20], and they are easier
to train than their competitors, such as Generative
Adversarial Networks (GANs) [BTLLW21].They
ensure training stability by offering a greater range
of realistic and varied facts [DB21].CVAEs integrates
the functionalities of VAEs with those of a CNNs,
constituting a specialized form of deep generative
model [YKK21].CVAEs possess an architecture that
leverages CNNs as both encoders and decoders,
harnessing the spatial relation-capturing capabilities
of CNNs and the fidelity in data generation character-
istic of VAEs [SDRM21].This method demonstrates
exceptional proficiency in processing grid-based data,
especially images, leveraging the spatial understanding
capabilities inherent in CNNs [BLD22]. CVAEs stand
as foundational components across a diverse range of

applications [KSZ+21, WML21, LPC22, CQWZ21],
spanning image synthesis, reconstruction, and anomaly
detection. Their robustness consistently delivers stable,
realistic, and semantically coherent outcomes [JJ21].In
Figure 1, the structure of CVAEs and the interaction
between their components are illustrated.This paper is
dedicated to enhancing both the efficiency and quality
of image reconstruction through the utilization of
CVAEs.
Our contributions are summarized as follows:

1. Introducing a novel method that combines IPCA
with CVAEs, enhancing the sampling and encoding
stages.

2. considerably reduces processing time, thus boosting
the algorithm’s overall efficiency.

3. Demonstrating substantial enhancements in image
quality by implementing our proposed algorithm on
MNIST datasets.

The paper is structured as follows: Section 2 delves into
the related works; in Section 3, we outline our novel ap-
proach and methodology. Section 4 is our Experimen-
tal results. Finally Section 5 , discusses the research
challenges, limitations, and potential future directions.
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Figure 1: CVAEs utilize convolutional layers to encode input images, compress information into latent space, and
decode samples, enabling efficient data representation and generation of new samples.

2 RELATED WORKS
The VAE, introduced by Kingma et al. [KW13].They
applied variational Bayesian inference principles
for image generation.It consists of two neural net-
works,Figure 2 shows an inference network for
generating latent variable distributions, and a gen-
eration network for approximation.Deep learning
and Artificial Intelligence have revolutionized image
reconstruction and image generation from diverse data
sources, with Variational Auto-encoders emerging
as key methodologies for high-quality image gen-
eration [EEAMT22, LSC20, IB23, WCQ23]. The

Figure 2: The model employs variational Bayesian in-
ference principles for image generation, utilizing two
neural networks for inference and generation to capture
data structure and variability.

Conditional Variational Autoencoder (CVAE),which
is shown in Figure 3, improves the unsupervised
model by incorporating category information la-
bels, transforming it into a semi-supervised mode
within the CVAE framework [SLY15, HNW21].The
Very Deep Variational Autoencoder (VDVAE) is an
extension of the standard Variational Autoencoder
(VAE) with increased depth in its neural network
architecture [Chi20]. This depth allows for more
intricate hierarchical representation of latent variables,
enabling high-fidelity and nuanced reconstructions
while navigating large-scale dataset complexities.
VDVAE-SR [CHW+23] uses transfer learning on pre-
trained VDVAEs to improve image super-resolution.
Fusion-VAE [DVZN22] is a novel deep hierarchical
variational autoencoder for generative image fusion,
outperforming traditional methods. VAEL, a neuro-
symbolic generative model, combines VAEs and
probabilistic Logic Programming strengths, enabling
the generation of new data points satisfying logical
constraints while capturing complex relationships
VAEL architecture illustrated in Figure 4 VDVAEs,

while powerful for image generation, face computa-
tional complexity due to high-dimensional data, but
ongoing advancements aim to improve efficiency and
scalability [ASY+22, VK20].

X

Encoder

Y

Latent
Space

Decoder

Y'

X'

Figure 3: CVAE, similar to VAE,adds category infor-
mation to input data, maximizing logarithmic marginal
likelihood and lower bound function of variation, but
not solving image blur or high synthetic data accuracy.

Figure 4: The VAEL model consists of three com-
ponents: an encoder, a Prob-Log program, and a de-
coder, which compute latent variables, parameterize
programs, and reconstruct images.

3 PROPOSED METHOD
The study uses IPCA and CVAEs to enhance image re-
construction. CVAEs extract hierarchical features from
images using convolutional layers, preserving spatial
information. They encode input images into a latent
space, capturing meaningful representations of digits in
a lower-dimensional space. Our novel approach lies
in integrating IPCA within the training paradigm of
CVAEs for image reconstruction. IPCA is used af-
ter encoding to reduce dimensionality in data obtained
from the CVAE. It refines the latent space represen-
tation before decoding, enhancing efficiency and re-
taining meaningful information for the decoding step,
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Figure 5: IPCA-CVAE: integrates incremental PCA and Convolutional Variational Auto-encoders to improve im-
age reconstruction, enhancing efficiency and retaining meaningful information for decoding.

thereby optimizing the handling of latent representa-
tions The workflow of our proposed method , as illus-
trated in Figure 5 is structured as follows:

1. CVAEs are used to improve image reconstruction by
extracting hierarchical features from images using
convolutional layers. These layers preserve spatial
information, ensuring image structural integrity. By
encoding input images into a latent space, CVAEs
capture meaningful representations of digits, allow-
ing the model to learn essential features while reduc-
ing data dimensionality.

2. IPCA is a technique used in the training paradigm
of CVAEs to optimize image reconstruction by re-
fining the latent space representation obtained from
the encoding step, thereby enhancing efficiency and
retaining crucial information for the decoding step.

3. The decoder uses deconvolutional layers, also
known as transposed convolutional layers or up-
sampling layers, to transform the refined latent
representation from IPCA into a high-dimensional
feature map. This process optimizes the handling
of latent representations, enhancing the efficiency
and accuracy of image reconstruction tasks. The
integrated approach ensures meaningful information
is retained and utilized throughout the decoding
process.

The integration of IPCA enhances the CVAE model’s
efficiency by refining latent space representation before
decoding, reducing data dimensionality while retain-
ing crucial information for accurate image reconstruc-
tion. This approach enhances overall image reconstruc-
tion task performance and provides a novel solution for
efficient dimensionality reduction and preservation of
meaningful information. It is applicable across differ-
ent domains and datasets, offering versatility and effec-
tiveness in handling latent representations. Integrating
IPCA into CVAEs training provides a robust and effi-
cient solution for image reconstruction, contributing to
image processing and deep learning techniques.

4 RESULTS
The study utilizes a PC with a Core i7-8700K CPU,
16GB RAM, and Google Colab for computational

resources. The results of this work are presented in two
parts:
i) Analyzing the impact of the IPCA on processing
time.
ii) Exploring the relationship between re-constructed
image quality and the proposed method.
We use two main datasets: MNIST [LC10] and
Fashion-MNIST [XRV17].MNIST has 70,000 gray-
scale images of ten handwritten digit classes. Fashion-
MNIST is similar but covers ten categories of clothing,
including items like t-shirts, trousers, and pullovers.
To enhance compression, we utilized three models:
CVAE, PCA-CVAE, and IPCA-CVAE. The architec-
ture of the encoder and decoder involved a consistent
structure. The encoder started with an input layer for
gray-scale images, followed by two Conv2D layers
implementing 32 and 64 filters. A flattening layer
condensed the output, leading to a dense layer with 16
neurons activated by ReLU. Two dense layers gener-
ated parameters for shaping the variational distribution
within the latent space. The decoder played a crucial
role in the reconstruction process, starting with an input
layer for 20-dimensional latent space representation.
The output was rearranged into a (7, 7, 64) structure,
enabling two Conv2DTranspose layers to progressively
upscale the encoded latent space. The output layer, a
Conv2DTranspose, reconstructed the original image
dimensions, concluding the decoding phase.

Figure 6: Training Time Comparison for CVAE Models
on MNIST digits dataset.

In Figure 6, a comparative analysis of various method-
ologies is presented, focusing on the training duration.
The visual representation of PCA-CVAE and CVAE
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Figure 7: Training and Validation Loss for CVAE(left),PCA-CVAE(middle) ,IPCA-CVAE(right) on MNIST digits
dataset

methodologies reveals significant differences. PCA-
CVAE offers sustained functionality beyond the fourth
epoch and reduces processing time, while IPCA-CVAE
demonstrates accelerated training process completion,
which is beneficial for large image databases. The
proposed IPCA-CVAE method shows heightened effi-
ciency, especially in scenarios with voluminous image
collections, demonstrating its superior performance.

Figure 8: Reconstructed Images based on IPCA-CVAE
on MNIST digits dataset.

Figure 9: Reconstructed Images based on IPCA-CVAE
on MNIST fashion dataset.

Figure 7 provides a comparison of Training and Vali-
dation Loss across various CVAE methods. Figure 8
and Figure 9 display reconstructed images generated
using the IPCA-CVAE method applied to the MNIST
datasets. Furthermore, Figure 10 highlights a notice-
able discrepancy in training duration on the MNIST

Figure 10: Training Time Comparison for CVAE Mod-
els on MNIST fashion dataset.

Figure 11: Training and Validation Loss for
CVAE(left),IPCA- CVAE(right) on MNIST fash-
ion dataset.

Fashion dataset, emphasizing the tangible advantages
of employing the proposed algorithm. Significantly, the
discernible reduction in processing time attests to the
algorithm’s efficacy in optimizing training efficiency.
Additionally, Figure 11 presents a comparative analysis
between CVAE and IPCA-CVAE methods. The left im-
age corresponds to the CVAE method, the middle image
represents PCA-CVAE, and the right image pertains to
IPCA-CVAE. Notably, the Figure distinctly reveals a
more pronounced reduction in loss during the training
process in the proposed method compared to alternative
approaches.

4.1 Metrics Evaluation
In this section, we quantitatively assess the perfor-
mance of our proposed method, CVAE-IPCA, on the
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Figure 12: Metrics Evaluation after epoch 10 :(a)
SSIM, (b) PSNR, and (c)MSE. The images demonstrate
an average SSIM of 0.9097, PSNR of 21.0432, and an
MSE of 0.0133. These values reflect the effectiveness
of the proposed method.

MNIST fashion dataset for image reconstruction tasks.
We employ three widely used image quality metrics:
Peak Signal-to-Noise Ratio (PSNR), Mean Squared
Error (MSE), and Structural Similarity Index (SSIM).
PSNR measures the ratio between the maximum
possible power of a signal and the power of corrupting
noise, defined as:

PSNR = 10∗ log10(peakval2)/MSE

, where peakval is the maximum possible pixel value
of the image.MSE calculates the average squared dif-
ference between the original and reconstructed images,
which is defined for two images such as ĝ(n,m) and
g(n,m)as below :

MSE = 1/MN ∗ (
M

∑
n=0

N

∑
m=1

) [ĝ(n,m)−g(n,m)]2

Lastly, SSIM evaluates the similarity between two im-
ages based on luminance, contrast, and structure, and is
defined as

SSIM(x,y) = [l(x,y)]α ∗ [c(x,y)]β ∗ [s(x,y)]γ

Here, L denotes luminance, C represents contrast, and S
signifies structure. These parameters help gauge bright-
ness, intensity range differences, and local pattern sim-
ilarities between images, respectively.α ,β , and γ are
constants used for computation stability. results of met-
rics evaluation illustrated in Figure 12.

4.2 Ablation Study
In our ablation study, we systematically varied three
key parameters: learning rate, batch size, and latent
space dimensionality, to understand their impact on the
performance of our proposed method.

1. Learning Rate Variation: We tested learning rates
of 0.001, 0.0001, and 0.01 to analyze their effect on
model convergence and performance metrics such as
PSNR, SSIM, and MSE. This experiment provided
insights into how different learning rates influence
training dynamics and model effectiveness.

2. Batch Size Variation We explored batch sizes of 64,
128, and 256 to assess their impact on training sta-
bility and computational efficiency. By observing
training speed and model accuracy under different
batch size settings, we gained an understanding of
their trade-offs and implications.

3. Latent Space Dimensionality Variation : We varied
latent space dimensions between 20, 50, and 100 to
examine how they affect the model’s ability to cap-
ture and represent input data features. Analyzing
reconstruction quality across different latent space
sizes provided insights into the dimensionality’s role
in feature representation.

The default parameter values for our method are learn-
ing rate = 0.001, batch size = 128, and latent space di-
mension = 20. These values serve as reference points
for comparison against the variations tested in our abla-
tion study.

4.2.1 Findings
1. Our investigation found that employing a learning

rate of 0.0001 failed to yield any notable improve-
ments. Although a rate of 0.01 showed some en-
hancements compared to 0.0001, the most consistent
and optimal outcomes were achieved with a learning
rate of 0.001.

2. Changing the batch size did not lead to any improve-
ment in the results. However, the alterations in batch
size yielded better outcomes compared to those from
modifying the learning rate. Notably, the optimal re-
sults were observed with a batch size of 128. As an-
ticipated, increasing the batch size to 64 resulted in
longer processing times, while decreasing it to 256
reduced processing times.

3. Increasing the latent space dimensions to 100
yielded improved results. However, this enhance-
ment came at the cost of significantly increased
processing time. The results of the ablation study
are shown in Table 1.

Figure 13 also presents the outcomes of
PSNR.Figure 14 shows the reconstructed images
with different parameters and finally, Figure 15
illustrates the results of SSIM, MSE, and training
curves.

5 CONCLUSION AND FUTURE
WORKS

This paper introduces a novel approach to image recon-
struction using CVAEs.The efficiency of the model is
optimized through IPCA, a technique used to identify
and capture significant features in the latent space. This
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Parameter PSNR SSIM MSE TT Remarks
lr=0.01 20.439 0.8907 0.0167 1031 ld=20,bs=128
lr=0.001 21.0432 0.9097 0.0133 974 ld=20,bs=128
lr=0.0001 19.3043 0.8898 0.0193 1021 ld=20,bs=128
ld=20 21.0432 0.9097 0.01505 974 lr=0.001,bs=128
ld=50 20.8135 0.8992 0.0193 1255 lr=0.001,bs=128
ld=100 22.002 0.9101 0.0123 1245 lr=0.001,bs=128
bs=64 20.754 0.8998 0.0163 1182 lr=0.001,ld=20
bs=128 21.0432 0.9097 0.0133 1021 lr=0.001,ld=20
bs=256 20.9097 0.9001 0.0140 1084 lr=0.001,ld=20

Table 1: Summary of the Ablation Study(lr=Learning Rate , ld=Latent Dimension ,bs=Batch Size ,TT=Training
Time(s))

Figure 13: PSNR results (a)learning rate=0.0001,
(b)learning rate=0.01 (c)=latent dimension=50 (d)latent
dimension=100 (e)batch size=64 (f)batch size=256

Figure 14: Reconstructed Images (a)learning
rate=0.0001, (b)learning rate=0.01 (c)=latent di-
mension=50 (d)latent dimension=100 (e)batch size=64
(f)batch size=256

incremental strategy addresses scalability concerns
associated with traditional PCA while preserving the
model’s proficiency in identifying essential image
features. Experimental results on the MNIST dataset
show :

1. Reduces processing time and improves image qual-
ity.

2. Applicable in large-scale image generation tasks.

3. CVAEs’ sensitivity to input data distribution varia-
tions.

Our proposed method demonstrates significant poten-
tial across various image-related tasks, extending be-
yond the datasets examined thus far. In object detection,
denoising, and other applications, such as image classi-
fication using extensive datasets like CIFAR-10 and Im-
ageNet, integrating IPCA-CVAE could enhance feature
extraction and dimensionality reduction. This enhance-
ment may lead to improved classification accuracy and
resilience against variations in image content. More-
over, in tasks like style transfer and image synthesis,
where generating realistic and diverse images is crucial,
IPCA-CVAE’s refined latent representations could offer
finer control over visual attributes, enabling the creation
of more compelling images. Additionally, in medical
imaging tasks like tumor detection and segmentation,
where handling high-dimensional images is common,
IPCA-CVAE integration could help capture meaning-
ful anatomical structures while reducing computational
complexity and memory usage. Furthermore, in satel-
lite imagery analysis for environmental monitoring and
disaster management, IPCA-CVAE could facilitate ef-
ficient feature extraction and anomaly detection, en-
abling timely identification of critical changes in land
cover and environmental conditions.

Moving forward, future research directions should fo-
cus on adapting the model to diverse and more complex
datasets, exploring real-time optimization strategies,
and improving the robustness of the CVAE framework.
Additionally, incorporating domain-specific knowledge
or constraints into the model may further refine its
applicability for specific image reconstruction tasks.
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Figure 15: SSIM results(top) MSE results(middle) and Training curves(bottom) (a)learning rate=0.0001,
(b)learning rate=0.01 (c)=latent dimension=50 (d)latent dimension=100 (e)batch size=64 (f)batch size=256
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Abstract
In this paper, we widen the naming problem studies to the rule-based graph 3D transformation modeling systems.
We propose a persistent naming method taking advantage of the generalized maps’ and graph transformation rules’
formalization of simple operations. It enables a unique and homogeneous characterisation of entities in all dimen-
sions. Most existing methods require tracking numerous topological entities and consider the persistent naming
problem only from the parameters’ modifications of a parametric specification standpoint. With our solution, not
only the naming problem is tackled within the usual framework of parameters edition, but we also take the specifi-
cation edition into account (addition, deletion and displacement of operations). Moreover, our solution makes use
of directed acyclic graphs to represent the histories of topological entities and to track only the entities used in the
parametric specification and the ones they originate from.

Keywords
Topology-based modeling; Graph transformation rules; Persistent Naming; Reevaluation; Generalized maps;

1 INTRODUCTION
The ability to generate multiple variants of an object
during a construction process is becoming increasingly
frequent in many application areas. Most of the time,
tools and operations used to create those variants are
dedicated to specific fields and the construction pro-
cess is often both tedious and time-consuming. For
example, in the field of Archaeology, remaining data
found on the working field often represent only ves-
tiges of ancients buildings. By means of 3D repro-
duction, archaeologists painstakingly develop a number
of hypotheses they expect to test while being able to
quickly model and visualize them [QB15]. CAD uses
parametric history-based systems; such systems can be
thought as dual structures with, on the one hand, the
geometric model corresponding to the modelled object
and, on the other hand, the successive operations (and
their parameters) recorded during the construction pro-
cess. This process can then be reevaluated after some
slight modifications upon the operations, without start-
ing all over again from the beginning. Nevertheless,

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

creating complex objects always requires a substantial
amount of time. Modeling buildings is also of interests
for architects. Grammar-based procedural methods are
commonly used to generate variations of constructions
[HMV09; Mül+06]. But those grammars are based on
a specific corpus of information which is difficult to
transpose to other case studies.

In this paper, we propose to use a rule-based graph 3D
transformation formalism, and more specifically the
Jerboa software [Bel+14], to make the development
of dedicated modelers for specific applications easier.
Rule-based languages for modeling are commonly
used in a number of fields such as plant growth
with L-systems [Lin74; BTG15], wood’s internal
structure [Ter+09], or virtual cities 3D models [ESR;
Bei+10]. Contrary to other approaches, Jerboa is
independent from any specific application field and
does not require ad hoc operations to be manually
coded. Simple operations are formally defined as rules
within the Jerboa interface, thereby facilitating their
rapid development. Furthermore, it guarantees the
topological consistency of the underlying geometric
model, regardless of the applied operations [Arn+22].
Jerboa is based on the generalized maps (or G-maps)
topological model [Lie91; DL14]. This model rep-
resents a specific class of labelled graph and allows
the homogeneous modeling of quasi-manifolds in any
dimension. Number of applications already make use
of Jerboa and/or G-maps in fields such as plant growth
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(a) Initial evaluation

(b) Reevaluation

Figure 1: Parametric specification

[BTG15], architecture [Hor+09; ALS15], geology
[HH00] or physics-based modeling [Ben+17]. Despite
its advantages, Jerboa does not provide the mecha-
nisms required to quickly reevaluate variations from
a base model. Conversely, history-based parametric
systems take advantage of the construction process
recording to make reevaluations as fast and accurate
as possible. Thus, our objective is to extend the
capabilities of Jerboa by incorporating the mechanisms
inherent in parametric systems. Any reevaluation
of the parametric specification entails modifying the
parameters of the operations. Those parameters are
either geometric (such as the length of a groove) or
references topological entities (vertices, edges, faces
and so on) defined at an earlier stage of the modeling
process. Modifying some operation parameters re-
quires ensuring that the subsequent operations are still
valid, even if their own parameters have been updated.
This issue, known as persistent naming, is illustrated
in Fig. 1. The initial parametric specification consists
of three constructive operations (Fig. 1a): 1-Create-
Cylinder(geo_param1); 2-RoundedGroove(f1,

geo_param2); 3-CylindricalProtrusion(f2,

geo_param3). When identifiers or pointers (i.e.
concrete names) to the topological parameters of a
geometric model (e.g. the identifier of the face f2
as a parameter of the CylindricalProtrusion
operation) are used as topological parameters, the issue
of the persistence of these references at reevaluation
comes up. For example, in Fig. 1b, the rounded
groove’s length is reduced. The face f1 is not split
anymore, unlike during the initial evaluation. Thus,
neither face f2 nor face f3 are created: identifiers
and pointers to the entities are obviously different
and, therefore, the cylindrical protrusion can no longer
be re-applied onto f2. Hence the necessity to use
persistent identifiers as operations parameters, which
make possible to unambiguously characterize entities
and find their match at reevaluation. In Fig. 1, using
a persistent name to characterize f2 during the initial
evaluation allows matching it with the face fx at
reevaluation. Although persistent naming has been
studied for decades in the CAD’s field [Wu+01; MH05;
Mar06; Bab10; Xue+16; FH18; Saf+20; CBS23;
DZ24], to our knowledge two preliminary approaches

have attempted to use graph transformation rules to
tackle this issue [Car+19; Gai+23b]. In [Car+19], the
authors propose to use History Records (HRs) to rep-
resent the history of any topological entity designated
in parametric specification and Matching Trees (MT)
to match this entity during reevaluation. This is an
interesting initial theoretical approach based on graph
transformation, but the history represented in HR is
limited. In particular, no distinction is made between
the entities at the origin of the designated entity and the
evolution of the designated entity itself. Furthermore,
some elements are omitted in HRs (such as the history
of entities at the origin of the designated entity),
which can lead to mismatches during reevaluation.
In the concise poster paper [Gai+23b], the authors
propose a full persistent naming mechanism based
on graph transformation rules. They also propose
to complete the histories of topological entities by
taking their origins into account and integrate them in
a reevaluation mechanism. In this paper, we base our
work on [Gai+23b] to integrate the complete history
of topological entities. Our contribution is twofold.
First, we widen the naming problem studies to the
rule-based graph transformation modeling systems.
Second, we integrate the mechanisms of reevaluation
for parametric systems into Jerboa.
We propose a persistent naming method taking advan-
tage of the rule-based formalization of operations and
their ability to precisely describe the history of topo-
logical entities, such that these entities are uniquely and
homogeneously characterized for all dimensions. Most
existing methods require tracking numerous topologi-
cal entities and consider the persistent naming prob-
lem only through the prism of parameters modifica-
tions from a parametric specification standpoint[CH95;
Wu+01]. Our solution tracks only the entities used in
the parametric specification and the ones they originate
from. Moreover, not only the naming problem is tack-
led within the usual framework of parameter edition,
but we also take the specification edition (i.e. adding,
deleting and reordering of operations) into account.
In section 2, we present the necessary concepts to carry
out persistent naming mechanisms within the frame-
work making use of graph transformation rules. We
focus on G-maps, Jerboa’s rules, and on how to au-
tomatically detect topological changes (creation, dele-
tion, split, merging, modification) that may occur upon
any rule application. Section 3 is dedicated to the
data structures used by parametric specifications and
persistent naming. Section 4 describes how a para-
metric specification is evaluated or reevaluated through
directed acyclic graphs which track the evolutions of
topological entities and the ones they originate from.
Section 5 presents the matching process between evalu-
ated and reevaluated entities. We conclude in section 6
and present the main directions of our future works.
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(a) (b) (c) (d) (e)

Figure 2: Cell decomposition of a geometric 3D object
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Figure 3: Orbit decomposition of a geometric 3D object

2 MAIN CONCEPTS
In this section, we present the generalized maps, graph
transformation rules and their subsequent concepts
which are necessary to the understanding of our
contribution.

2.1 Generalized maps
Generalized maps (or G-maps) [Lie91; DL14] allow the
representation of manifold geometric objects (with or
without boundaries), based on a cellular n-dimensional
topological structure. The representation of an object as
a G-map comes intuitively from its decomposition into
topological cells (vertices, edges, faces, volumes, and
so on). For example, the 3D topological object (Fig. 2a)
can be decomposed into two volumes (Fig. 2b): a cube
and a pyramid. These volumes are linked along their
common faces with a 3-link, drawn in green. The in-
dex "3" means that the link connects two 3-dimensional
(possibly a single one) volumes. In the same way, vol-
umes are split into faces connected with blue 2-links
(Fig. 2c). Then, faces are split into edges connected
with red 1-links (Fig. 2d). Lastly, edges themselves are
split into vertices with black 0-links (Fig. 2e) to produce
the 3-G-map describing the objects shown in Fig. 2a. A
G-map is therefore a graph, the nodes (named darts) are
vertices of edges of faces of volumes and the arcs are i-
links. By convention, border darts have 3 loops which
are not represented to make the figures easier to read.

G-maps have conditions guaranteeing objects consis-
tency, for example, two faces are always linked along
an edge.

Topological cells are not explicitly represented in G-
maps but only implicitly defined as subgraphs named
orbits. They can be computed using graph traversals
defined by an originating dart and by a given set of
link labels. For example, the 0-cell (or the object’s

vertex) incident to some dart a (Fig. 3a) is the sub-
graph which contains a and all darts reachable from a,
using links labelled by 1, 2 or 3 and the links them-
selves. This subgraph is denoted by G⟨1,2,3⟩(a) where
⟨1,2,3⟩ is the type of the orbit and models a vertex.
The 1-cell (or edge) incident to a (Fig. 3b) is the sub-
graph G⟨0,2,3⟩(a) which contains a and all the reach-
able darts using links labelled by 0, 2 or 3 and the cor-
responding links. The 2-cell (or face) incident to a
(Fig. 3c) is the orbit G⟨0,1,3⟩(a). The 3-cell (or vol-
ume) incident to a (Fig. 3d) is the orbit G⟨0,1,2⟩(a).
Note that orbits are more general than cells. For exam-
ple, the volume edge G⟨0,2⟩(a) (Fig. 3e) is the ⟨0,2⟩-
orbit incident to a.

2.2 Graph transformation rules
Jerboas’s [Bel+14; Arn+22] graph transformation rules
allow the formalization of operations over G-maps. In
a few words, a rule r : L −→ R and a match m : L → G
to a G-map G, describe the transformation G −→r,m H
from G to H. The match m allows the replacement of
a subgraph of G described by the left-hand side of the
rule L with another one described by the right-hand side
R, in order to produce H.

Informally, in the extrusion rule (Fig. 4), the left-hand
side is made of only one node n1 (orange) labelled with
the ⟨0,1⟩ face type: this way, it can match any face.
For the match m : n1 7→ 6 from L to G (Fig. 5a), the
node n1 matches the whole face G⟨0,1⟩(6). On the right
side, the node n1 label remains ⟨0,1⟩. This means that,
after applying the rule, the matched face ⟨0,1⟩(6) has
been preserved, in other words G⟨0,1⟩(6) = H⟨0,1⟩(6)
(Fig. 5). In R, the new node n2 (blue) creates, a copy
of the matched face in H. However, n2’s label is
⟨0,_⟩ meaning that 0-links are preserved and 1-links
are deleted. Therefore, n2 creates face edges ⟨0⟩ from
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Figure 4: Rule extruding a face into a volume
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Figure 5: Extrusion of a face into a cube (rule Fig. 4)

the edges of the matched face. In a similar way, n3
(pink) creates another copy of the matched face. Be-
cause it is labelled ⟨_,2⟩, 0-links are deleted, 1-links
relabelled with 2, n3 creates edge vertices ⟨2⟩ from the
matched face’s vertices. Finally, the nodes n4, n5, n6
create the same orbits than nodes n3, n2 and n1, respec-
tively. The nodes’ labels, called implicit arcs, match the
highlighted links (Fig. 5b).

The arc between n1 and n2, called explicit arc, is 2-
labelled in the extrusion rule (Fig.4) and 2-links one-
to-one the preserved orange darts and the created blue
darts (Fig. 5). Similarly, the explicit arc between n2 and
n3, 1-links one-to-one the blue and pink darts.

The node n1 (Fig. 4) is a preserved node because it be-
longs to both the left and right-hand sides of the rule.
Nodes n2 to n6 are created nodes because they belong
only to the right-hand side. Deleted nodes belong only
to the left-hand side. Note that the extrusion rule does
not have any deleted node.

The orbit notion is extended to patterns of rules.

Jerboa’s rules provide syntactic properties which guar-
antee the preservation of the consistency of G-maps
[Arn+22].

2.3 Orbit tracking

<0, 1, 3>

n0

<1, 2, 3>

n2

<0, _, 3>

n0

<_, 2, 3>

n1

1 0

Figure 6: Rule triangulating a face

33

(a) Graph H: front face
matched by n0

127

(b) Graph I: triangulated
front face

Figure 7: Triangulation of a face (rule Fig. 6)

Rules contain the necessary information characterizing
the topological changes affecting an orbit throughout an
application [Gai+23a]. Thus, the tracking of an orbit is
automatically made without any addition other than the
rules’ syntactic analysis.

Consider the example of the triangulation (Fig. 6) and
its application on H’s dart 33 (Fig. 7a). The left-hand
side of the rule matches the whole green square face
H⟨0,1,3⟩(33) while its right-hand side splits it into four
green triangles in graph I (Fig. 7b).

Similarly to G-maps’ orbits, in the left-hand side of the
rule, the ⟨0,1,3⟩-orbit incident to n0 is the orbit contain-
ing the node reachable through arcs labelled in ⟨0,1,3⟩
and those same arcs. This left-hand side orbit is writ-
ten L⟨0,1,3⟩(n0). Therefore, L⟨0,1,3⟩(n0) is the orbit
matching the green face.

In green (Fig. 6), an 1-arc connects the nodes n0 and
n1 and a 0-arc connects n1 and n2, thus forming the
⟨0,1,3⟩-orbit (face) incident to n0. This orbit matches
the four faces resulting from the application of the rule
(Fig. 7b). The syntactic analysis of the rule allows us
to deduce that the face orbit is split along its implicit 1-
arcs because the second implicit 1-arc of n0 in the left-
hand side is relabelled outside of the face ⟨0,1,3⟩-orbit
type in the right-hand side. Consequently, the matched
face of graph H is split along its vertices’ 1-links and
into four faces in graph I. Similarly, a rule merges two
or more ⟨o⟩-orbits when a k-th implicit arc is relabelled
from i to j, where i ̸∈ ⟨o⟩ and j ∈ ⟨o⟩, while there was
no such k-th implicit arc in any node of the left-hand
side.

In red, the vertex orbit R⟨1,2,3⟩(n2) incident to n2,
matches the vertex I⟨1,2,3⟩(127). Since R⟨1,2,3⟩(n2)
only contains n2 which has been created, thus the orbit
itself is created and the application of the rule creates
the vertex I⟨1,2,3⟩(127).

In blue, the face vertex ⟨1,2⟩-orbit incident to the pre-
served node n0 matches the face vertices of the green
face such as the vertex orbit H⟨1,2⟩(33). The node n1
is added to the orbit through a 1-arc, R⟨1,2⟩(n0), thus
modifying it. Consequently, the matched face’s vertices
of graph H are modified in graph I.

Finally, the face edge ⟨0⟩-orbit incident to the preserved
node n0 matches the green face’s edges in H. Since no
node is added nor deleted from the orbit nor any arc is
relabelled, thus the orbit is not modified.

Through this analysis, topological changes can be
logged within bulletin boards which are automatically
computed without requiring any other intervention.

ISSN 2464-4617 (print) 
ISSN 2464-4625 (online)

Computer Science Research Notes - CSRN 3401 
http://www.wscg.eu WSCG 2024 Proceedings

120https://www.doi.org/10.24132/CSRN.3401.13



6

(a)

46

(b)

47

(c)

33

(d)

63

(e)

55

(f)

35

(g) (h)

Figure 8: Evaluation (a) 1-square(pos); (b) 2-extrude(PN1,vec); (c) 3-insert(PN2); (d) 4-extrude(PN3,vec); (e) 5-
triangulate(PN4); (f) 6-collapse(PN5); (g) 7-chamfer(PN6); (h) 8-colour(PN7)
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Figure 9: Reevaluation (a) 1-square(pos); (b) ADD1-insert(3); (c) 2-extrude(PN1,vec); (d) DELETE 3-insert(PN2);
(e) 4-extrude(PN3,vec); (f) 5-triangulate(PN4); (g) 6-collapse(PN5); (h) 7-chamfer(PN6); (i) 8-colour(PN7)

3 PARAMETRIC SPECIFICATION
During an object’s construction, a parametric specifi-
cation records both the rules representing the applied
operations and their parameters (both topological and
geometric) in order to describe the modeling process.
Editing a parametric specification means that rules may
be added, deleted, moved, and their parameters can be
changed. With such changes, the topological parame-
ters may have different concrete names, be deleted and
so on. As a result, using the parameters’ concrete names
eventually lead to unexpected results (at best) or failure
at runtime. To this end, persistent names are required to
robustly identify topological parameters across an ob-
ject reevaluation.

This section will follow the evaluation (Fig. 8) of a
modeling process as an example in order to illustrate
the creation of a parametric specification and its persis-
tent names. Its reevaluation (Fig. 9) illustrates a variant
modeling process where a rule is added between appli-
cations 1 and 2, and where the application 3 is deleted.

In this paper, all the figures were generated using Jer-
boa and the software overlay developed to implement
the concepts presented in this section and the follow-
ing ones. An overview of the results can be found here:
http://xlim-sic.labo.univ-poitiers.fr/jer

boa/doc/model-reevaluation-based-on-gra

ph-transformation-rules/

3.1 Persistent name
Since rules use darts as topological parameters, it fol-
lows that each persistent name must represent a unique
dart. As it happens, rules make it possible to determine
unambiguously, which node filters or creates any dart.
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Figure 10: Rule creating a square face

For example, the square rule (Fig. 10) creates 8 darts
ex nihilo (Fig. 8a), one per node. Thus, dart 3 is cre-
ated during the first application, by the square’s node
n3. The history of dart 3 is noted [1n3]. Similarly, since
dart 5 (resp.) 6 is created by node n5 (resp. n6), its
history is [1n5] (resp. [1n6]).

The second application (Fig. 8b and for more details
Fig. 5) of the face extrusion rule (Fig. 4), creates darts
from the matched darts. This rule is applied on the
square face created during the first application. Since
this face contains 8 darts, each of them is matched by
node n1 of the extrusion rule (Fig 5). As a consequence,
nodes n2 to n6 create darts copied from the 8 matched
darts. Therefore, dart 6’s history is now [1n6;2n1], its
copy 8’s history is [1n6;2n2], its copy 9’s history is
[1n6;2n3], its copy 10’s history is [1n6;2n4] and so on.
Similarly, histories of darts 46 and 47 are [1n5;2n5] and
[1n5;2n6], respectively.

For the same reason, histories of darts 33 and 35 are
[1n3;2n2] and [1n3;2n4], respectively. It follows that
the cube’s 48 darts all have a different history.
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Figure 11: Rule inserting a vertex on an edge

The third application (Fig. 8c) uses the rule inserting a
vertex on an edge. Both darts 46 and 47 are matched
by node n0 of the insertion rule. Their respective his-
tories are [1n5;2n5;3n0] and [1n5;2n6;3n0] now. Con-
versely, darts 33 and 35 have not been not matched dur-
ing the vertex insertion and their respective histories re-
main [1n3;2n2] and [1n3;2n4]. The object’s 52 darts,
again, have each a different history.

In short, the history of any dart of the topological model
is entirely defined by the rules applied during the evalu-
ation process. This process guarantees to associate each
dart with a unique history; hence, we use this history as
the persistent name of the dart. Therefore, PN1 = [1n6],
PN2 = [1n5;2n5], PN3 = [1n5;2n6;3n0] and so on.

3.2 Parametric Specification syntax
A number of fields are used to describe an application
within a parametric specification, namely an applica-
tion number, a rule application with the topological pa-
rameters and the geometric parameters.

Listing 1: Initial parametric specification
1-square(pos)
2-extrude(PN1=[1n6], vec)
3-insert(PN2=[1n5;2n5])
4-extrude(PN3=[1n5;2n6;3n0], vec)
5-triangulate(PN4=[1n3;2n2])
6-collapse(PN5=[1n4;2n6;4n6])
7-chamfer(PN6=[1n5;2n6;3n0;4n4;6n2])
8-colour(PN7=[1n3;2n4;5n0])

The parametric specification above represents the mod-
eling process of an initial evaluation (Fig. 8) where each
persistent name uses the history of the dart’s number
displayed in the previous construction step (dart 6 for
PN1, 46 for PN2, 47 for PN3, 33 for PN4 and so on.).
Furthermore, a set of tags are used to describe an ap-
plication whenever it is either added (ADD), deleted
(DELETE) or moved (MOVE) at reevaluation. Thus, the
initial parametric specification, once edited as shown
in List 2 produces the reevaluation process shown in
Fig. 9.

Listing 2: Edited parametric specification
1-square(pos)
ADD1-insert(3)
2-extrude(PN1=[1n6], vec)
DELETE 3-insert(PN2=[1n5;2n4])
...
8-colour(PN7=[1n3;2n4;5n0])

4 EVALUATION
Although a persistent name represents the history of a
dart, an orbit is subject to topological changes and, thus,

requires the construction of its own history in order to
be accurately matched at reevaluation. Once the ini-
tial evaluation (Fig. 8) is done and its parametric spec-
ification ( 1) has been built, an evaluation’s Directed
Acyclic Graph (or DAG) must be issued for each per-
sistent name before any parametric specification can be
reevaluated. An evaluation DAG traces the history of
each topological parameter back to the first created or-
bits it originates from, thus allowing the matching of
the corresponding topological parameter at reevaluation
time.

4.1 Evaluation DAG
An evaluation DAG is built parsing the applications and
nodes of a persistent name from end to start. It is sorted
by levels representing the different applications inside
a history. Each level is made of an orbit level and an
event level. The orbit level contains a node’s name and
some orbits. The event level contains a rule’s applica-
tion number and some events.

For example, let us consider PN3 = [1n5;2n6;3n0]
(Fig. 8d). PN3 represents the topological parameter
upon which the face extrusion rule is applied. This
rule is filtered by hook n1, matching the face ⟨0,1⟩(47)
(Fig. 8c). The matched orbit’s history is built from its
dart’s history (i.e. its persistent name). The DAG is
built bottom-up by a backward traversal through the
persistent name. Since PN3 is made of 3 parts, its
evaluation DAG contains 3 levels. The last part of PN3
is 3n0, meaning that the dart of interest is filtered by the
node n0 of the third operation in the initial parametric
specification. Therefore, the Orbit level 3 contains both
n0 and the matched orbit ⟨0,1⟩. As shown in (List. 1),
the third operation is the vertex insertion on an edge
(Fig. 11). The right side of this rule has modified the
orbit ⟨0,1⟩(n0). We infer that the Event level 3 contains
the third operation (3-insert) and the event’s name
MODIFICATION.

Continuing through the persistent name’s backward
traversal, the previous element 2n6 allows determining
the DAG’s second level in a similar way. Finally,
1n5 allows computing the first level. At last, the
produced evaluation DAG (Fig 12) represents the
volume face ⟨0,1,3⟩-orbit’s history resulting from
applying 4-extrusion. This DAG can be read
top-down:

Level 1 The application 1-square creates the volume
face ⟨0,1⟩(n5).

Level 2 From this volume face, 2-extrusion creates
the volume face ⟨0,1⟩(n6).

Level 3 Finally, this latter volume face is modified by
3-insert, inserting a vertex on its edge.

The application of the extrusion rule matches face
⟨0,1⟩(n5). Then, the extrusion creates the face
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Figure 12: PN3’s evaluation DAG

⟨0,1⟩(n6) (Fig. 8b). Finally, applying the vertex
insertion rule modifies the face ⟨0,1⟩(n0) (Fig. 8c).

The syntactic analysis of the rules enables events to be
computed only once. These events can be stored in
cache to automatically build other evaluation DAGs.

4.2 Traces and origins
In order to accurately represent the history of an orbit,
two types of arrows are used in an evaluation DAG (and
later in the reevaluation DAG): black trace arrows and
red origin arrows.

A black trace arrow allows orbit evolution tracing. For
example, the triangulation rule splits an initial face into
multiple subfaces. If one of these subfaces is referenced
in the DAG, it is connected by a trace arrow to the initial
face. Therefore, a trace arrow connects two orbits of the
same dimension. A red origin arrow allows linking an
orbit with the orbit that generated it, thereby connecting
two orbits of potentially different dimensions. For ex-
ample, continuing with the triangulation rule (Fig. 6),
we observe that upon applying this rule, each edge of
the initial face generates a different subface. If any of
these subfaces is referenced in the DAG, it is then con-
nected by an origin arrow to the edge that generated it.
This is what can be observed considering again the ex-
ample in Fig. 8 and more precisely the colour rule’s PN7
parameter. PN7 represents dart 35’s history and PN7’s
evaluation DAG (Fig. 13) represents the history of the
volume face that needs to be colored (the volume face
adjacent to dart 35). This volume face ⟨0,1⟩(n0) is the
result of operation 5-triangulate which splits the
volume face ⟨0,1⟩(n4) and has the face edge ⟨0⟩(n4) as
its origin (respectively represented by a black and red
arrow between orbit level 2 and event level 3).

As explained in section 4.1, this DAG is built using a
traversal of PN7 and a bottom-up construction. This
process is done in a similar way for both traces and ori-
gins, allowing for an efficient persistent naming mech-
anism that also takes into account the impact of ori-
gin modifications during reevaluation. To illustrate
this, let us consider the previous face edge ⟨0⟩(n4),

which is the origin of the volume face ⟨0,1⟩(n0) that
needs to be colored. Suppose that, due to the addi-
tion of an operation in the edited specification, this ori-
gin may be split into two face edges. Upon applying
5-triangulate, these two face edges will generate
two volume faces, which can then be matched during
reevaluation to the face to be colored, leveraging on the
origin orbit recorded in the DAG.

In a formal way, an origin orbit can be automatically
deduced through the syntactic analysis of a rule. More
precisely, if n is a hook and n′ is not a preserved node
different from n, the origin of an orbit R⟨o⟩(n′) is the
suborbit L⟨o′⟩(n) consisting of the set of n’s implicit
arcs which are:

• rewritten on R⟨o⟩(n′);

• not rewritten on R⟨o⟩(n′) and belonging to ⟨o⟩.

For example, let us calculate the origin of a volume face
(⟨0,1⟩-orbit) resulting from a split in the triangulation
rule (Fig. 6). Only the implicit arc 0 in the L⟨0,1⟩-
orbit incident to the hook n0 is rewritten on R⟨0,1⟩(n0)).
Hence, the origin orbit of a volume face split by the
triangulation rule is a face edge (⟨0⟩-orbit). When the
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CREATION

CREATION

⟨0⟩

CREATION

1-square

⟨0⟩⟨0, 1⟩

n3

SPLIT

2-extrusion

⟨0, 1⟩

n4

5-triangulation

n0

Event level 1

Orbit level 1

Event level 2

Orbit level 2

Event level 3

Orbit level 3

Figure 13: PN7’s evaluation DAG

orbit is either split or merged, the syntactic analysis al-
lows the deduction of an origin in addition to a traced
orbit. When the orbit is created, if the left-hand side
of the rule is empty (meaning the orbit is created from
scratch), there is neither trace nor origin (event level 1
in Fig. 13 where the 1-square rule creates the edge face
⟨0⟩(n3) from scratch). Otherwise, there is no trace but
an origin (event level 2 in Fig. 13 where the 2-extrusion
rule creates the front face ⟨0,1⟩(n4) of the cube from
the origin previous face edge ⟨0⟩(n3)). When the orbit
is just modified or not modified, there is only a traced
orbit (event level 3 in Fig. 12 where the 3-insert rule
modifies the top face ⟨0,1⟩(n6) of the cube inserting a
vertex on its boundary).
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Figure 14: Rule collapsing a face into a vertex
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Figure 15: PN6’s evaluation DAG

4.3 Paths to origins
We have defined the origin of an orbit R⟨o⟩(n′) when
n′ is not a preserved node different from the hook. In
the opposite case, it is necessary to add to the origin the
path that allows reaching the implicit arcs of the hook
from n′, because the implicit arcs of an origin are those
of the hook, not those of n′.

For example, in the face collapse rule (Fig. 14), node
n2 is a preserved node different from the hook. As-
sume we want to define the origin of the volume vertex
⟨1,2⟩(n2). A path represents the traversal in the right-
hand side of the rule from the node n2 to the hook node
n0. The traversed explicit arcs from n2 to n0 are, in the
following order, 1 and 2 (written @1.@2 in the evalu-
ation DAG). This can be seen in the PN6’s evaluation
DAG (Fig. 15), where applying 6-collapse gener-
ates a merge of vertices and the origin of the volume
vertex ⟨1,2⟩(n2) is the volume face @1.@2.⟨0,1⟩(n4).
Actually, node n4 of the extrusion rule (Fig. 4) used
at the previous level of the DAG (level 4) matches
dart 55 on the lateral faces of the cube (Fig. 5) be-
cause it is the dart matching the history stored in PN6
DAG (1-square creates the initial bottom volume
face ⟨0,1⟩(n5). Then, 2-extrusion applied on this
bottom face creates the volume face ⟨0,1⟩(n6) which
is then modified by 3-insert in ⟨0,1⟩(n0). Finally,
4-extrusion applied on this modified volume face
creates node n4, which matched dart 55). The volume

face @1.@2.⟨0,1⟩(n4) reached starting from dart 55
and following links 1 and 2 is indeed the top face ex-
pected to be collapsed.

5 REEVALUATION
Each evaluation DAG represents an orbit’s history
which is valid with regards to the initial evaluation.
When reevaluating, editing the parametric specification
makes the topological parameters subject to changes.
Thus, it is necessary to build reevaluation DAGs from
the evaluation DAGs in order to update topological
parameters. Once built, a reevaluation DAG can
designate one, several, or no orbit depending on the
editing of the parametric specification.

In this section, we keep using the previous example
(Fig. 8 and 9) and its edited parametric specification
(Lists 1 and 2), containing an added vertex insertion on
the square’s edge right after its creation and the deletion
of the vertex insertion on the cube’s edge.

5.1 Reevaluation DAG
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CREATION
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⟨0, 1⟩
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NOMODIF
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Event level 2

Orbit level 2

Event level 3

Orbit level 3

Event level 4

Orbit level 4

MODIFICATION

⟨0, 1⟩

ADD1-insert

5

Figure 16: PN3’s reevaluation DAG

Contrary to the related evaluation DAG, a reevalua-
tion DAG is built top-down throughout the reevaluation
process. While an evaluation DAG represents the or-
bit’s history of a topological parameter, the reevaluation
DAG represents the history of this very same orbit after
editing the parametric specification.

For example, let us consider PN3 being the topologi-
cal parameter of 4-extrusion, which extrudes the
cube’s top face to produce a second cube. The reeval-
uation process builds PN3’s reevaluation DAG (Fig. 16
step-by-step from its evaluation DAG (Fig. 12):

Level 1 The application 1-square has no topological
parameter and, thus, is identically reevaluated. Once
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again, its node n5 creates a single dart 5 and the volume
face ⟨0,1⟩(5) is identically reevaluated. This is why the
orbit level 1 of the reevaluation DAG references dart 5.

Level 2 The second application is an added one.
ADD1-insert does match an edge of the tracked
volume face ⟨0,1⟩(5) and modifies it, as deduced
from the rule. Therefore, the event level 2 contains
MODIFICATION and the orbit level 2 contains the
same dart 5 and orbit ⟨0,1⟩.
Level 3 The third application is the extrusion of the
square face into a cube. During its application, dart 5 is
matched by the hook n1 (Fig. 4). From the evaluation
DAG, the tracked dart is the copy of dart 5 created by
node n6. Applying the rule allows finding out this dart,
numbered 59.

Level 4 Finally, the last application of PN3 is deleted.
Consequently, the modification that occurred during the
initial evaluation does not occur at reevaluation. There-
fore, the event level 4 contains NOMODIF and the orbit
level 4 contains the same dart 59.

The reevaluation DAG identifies the concrete name us-
ing its persistent name. PN3’s concrete name is 59 (cf.
Fig. 9c and 9e). We now study a more complex exam-
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⟨0, 1⟩

CREATION

CREATION

⟨1⟩

CREATION

⟨0, 1⟩⟨1⟩
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NOMODIFNOMODIF

⟨0, 1⟩⟨1⟩

59

CREATIONCREATION

DELETE 3-insert
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Event level 4
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ADD1-insert
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Figure 17: PN6 reevaluation DAG

ple with the reevaluation DAG of PN6 (Fig. 17),which
represents the pyramid’s top vertex (Fig. 8f):

Level 1 to 4 These three levels are similar to PN3’s
reevaluation DAG (Fig. 16), with the tracking of

the volume face vertex ⟨1⟩-orbit in addition to the
⟨0,1⟩-orbit one. The ⟨1⟩(5)-orbit is created by the
1-square application. ADD1-insert matches and
preserves one dart of this orbit with the node n0 of
the insertion rule (Fig. 11). Thus, the event level 2
contains NOMODIF. Then, this orbit is copied to create
a new volume face vertex by 2-extrusion. Again,
DELETE 3-insert does not modify the orbits.

Level 5 The fifth application 4-extrusion of the ex-
trusion rule (Fig. 4) matches the volume face ⟨0,1⟩ with
its hook n1 and creates a copy of dart 59 dart 63. As in
the initial evaluation, it creates a volume vertex and a
face. Then, the event level contains two CREATION.
The orbit level references dart 63 and contains both or-
bits ⟨1,2⟩ and @1.@2.⟨0,1⟩.
Level 6 Finally, while the tracking of 5-collapse
shows that the application keeps merging the volume
vertices incident to the matched face, it preserves dart
63 which is matched by node n2. Therefore, the event
level contains one MERGE and the orbit level references
dart 63 and contains the volume vertex ⟨1,2⟩.
At last, PN6’s concrete name is dart 63 (cf Fig. 9g).

These two examples here are quite straightforward as
there was only one possible candidate dart each time.
However, in some complex specifications, there can be
more than a single dart to choose between.

5.2 Parameter matching strategies
The editing of the parametric specification leads to hav-
ing a different DAG at reevaluation (with event lev-
els and/or branches being added, deleted or both). For
example, an orbit split present in the evaluation DAG
may disappear during the reevaluation, a merging can
be added and so on. Several matching strategies can
then be considered depending on the application’s con-
text. This can be illustrated with PN7’s example which
designates the face that must be coloured (Fig. 8h). The
addition of ADD1-insert application at reevaluation
splits the origin of designated face, resulting in the ad-
dition of a branch in the reevaluation DAG. Let’s work
through PN7’s reevaluation DAG shown in Fig. 18:

Level 1 As seen previously, 1-square creates the
tracked orbits traced in the evaluation DAG.

Level 2 ADD1-insert matches dart 3. Since the ver-
tex insertion rule (Fig. 11) splits the volume face edge
⟨0⟩(3), its history is also split and there are two con-
crete names to consider. It follows that the event level
contains two SPLIT, one for each volume face edge
suborbit, and two NOMODIF, one for each dart 3 and 4.

Level 3 2-extrusion extrudes the square face into
a cube. The extrusion rule (Fig. 4) matches dart 3 with
its hook n1. It extrudes the face edge ⟨0⟩(3) into a vol-
ume face, the dart ⟨⟩(3) into a face edge and its node n2
creates the dart 37 as a copy of dart 3. The same goes
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Figure 18: PN7 reevaluation DAG

for the history on the right. The rule matches dart 4, it
creates the same two orbits and a dart 52 as a copy of
dart 4. both event levels contain two CREATION. Both
orbit levels contain orbits ⟨0,1⟩ and ⟨0⟩.
Level 4 5-triangulation triangulates the faces
designated by the level above. Both darts 37 and 52
are matched and preserved by the rule.

Upon reevaluation, PN7’s DAG matches to different
darts. An option would be to colour only one face (ei-
ther ⟨0,1⟩(37) or ⟨0,1⟩(52)). Another option would be
to apply 8-colour two times, one for dart 37 and one
for dart 52 (as shown in Fig. 9i which represent our de-
fault strategy). In case the reevaluation DAG has two or
more leaves, it shows all the possible entities that can be
matched for a specific persistent name and to set a strat-
egy up. Either way, such a strategy allows users to have
a choice and best fit their modeling intents, depending
on the application’s context.

6 CONCLUSION
In this paper, we widen the naming problem studies to
the rule-based graph transformation modeling systems.
We take advantage of the formalism of both general-
ized maps and graph transformation rules to tackle the
reevaluation mechanism task. Generalized maps offer
an homogeneous representation of an object in all di-
mensions while Jerboa’s rules define geometric model-
ing operations on which it is actually possible to per-
form syntactical analysis. We implement: a persistent
name scheme where each persistent name represents
a unique dart’s history through the successive applica-
tions of rules and their matching nodes. Then, for each
persistent name, an evaluation DAG is built in order to
trace an orbit’s history from the bottom and up to the or-
bits it originates from. To our knowledge, unlike other
methods, our solution tracks only the entities used in
the parametric specification and the ones they origina-
te from. Representing the complete history of an orbit

in an evaluation DAG allows for an efficient persistent
naming mechanism that takes into account the impact
of both origins and traces modifications during reevalu-
ation. Finally, reevaluation DAGs are built from a top-
down traversal of evaluation DAGs and allow matching
each topological parameter on one or more, sometimes
none, values depending on the editing of the paramet-
ric specification. Thanks to our method, not only the
naming problem is tackled within the usual framework
of parameters edition, but we also take the specifica-
tion edition into account (operation addition, deletion or
move). Moreover, this approach provides all the possi-
ble updated values of the parameters and, thus, enables
implementing different strategies.

More complex operations can make use of several
rules brought together in a script. Later works will
revolve around widening this reevaluation mechanism
to scripts.
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Abstract
Rendering high-polygonal models from distant perspectives has certain performance issues related to high density
of subpixel triangles, which can be solved by levels of detail, a classical optimization method. Since a mesh
occupies a small area on the screen, an alternative representation of the geometry in the form of a point cloud
can replace the original geometry with little or no change to the image, and allowing for significant performance
improvements due to the smaller number of primitives rendered. This paper presents a method for automatically
generating a point cloud from a polygonal mesh with nested levels of detail. It also considers a method for
rendering cloud with dynamically varying cloud density in real time based on view frustum and distance.

Keywords
point cloud, level of detail, impostor, point based rendering, optimization

1 INTRODUCTION
Modern 3D models in real-time computer graphics ap-
plications can be extremely detailed, with millions of
polygons and high-resolution textures. However, mod-
els only occupy a certain area on the screen, which may
not correspond to excessive geometry detail, thereby
causing performance degradation without any improve-
ment in image quality.

Various rendering technologies may be used to present
a complex and heavy 3D scenes [DGY07]. The main
methods are primitive rasterization and ray tracing,
which have proven to be simple, robust and widely
used. Geometry simplification and visibility culling are
also common techniques to achieve interactive frame
rates for a rendering application.

One of the most common optimization methods are lev-
els of detail [Kru+97]. The basic idea is to create sim-
plified versions of the original model that can replace
each other, while preserving or slightly changing the

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

original image. Simplification can occur in a number of
ways. First of all by reducing the number of rendered
primitives, which naturally affects performance and the
amount of memory required. Replacing subpixel trian-
gles with larger triangles increases the coverage of the
fragment shader due to a greater ratio between active
and helper invocations. Simplification can also affect
the materials and lighting shaders used, speeding up the
rendering process. It is clear that if a model is simplified
significantly, visual quality tends to deteriorate. There-
fore, in order for the degradation to have little effect
on the image, the simplified model should replace the
original model at a certain moment, when the difference
between the details is not noticeable on the correspond-
ing area of the screen. In other words, some dynamic
real-time switching between levels of detail is required
depending on the change of the distance to the camera
and consequently the projected screen space size.

Manual adjustment of LOD (level of detail) is ham-
pered by the need to balance performance and quality.
Therefore, various optimization techniques and gener-
ation methods are designed to speed up the process of
creating new assets and models, allowing the author to
focus on direct visual representation.

2 RELATED WORKS
The most obvious way to create a level of detail is to
simplify the geometry by reducing the number of poly-
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gons, what can be done automatically using various al-
gorithms.

There are various ways to algorithmically generate
simplified polygonal models [GGK02]. For example,
clustering-based algorithms that use different criteria
depending on the required topology accuracy. Sim-
plification is performed by partitioning vertices into
clusters followed by iterative edge collapsing.

Another method is remeshing [Kha+22], where instead
of using existing polygons, new vertices are sampled on
the mesh surface and a completely different mesh is cre-
ated by triangulation. This approach produces a fairly
uniform distribution of triangles of approximately the
same size, but topology details may be compromised
due to the discreteness of the sampling. Therefore, it
is necessary to adjust the parameters and use sufficient
depth and resolution.

LOD generation by mesh resampling can be combined
with vertex data compression and streaming to reduce
memory consumption [NFS22]. After resampling the
mesh, new vertices are merged into patches and the data
is quantized. Later, during rendering, the data is de-
compressed on GPU at the hardware tessellation stage.
For mesh parts close the camera, patches have higher
tessellation factor and it’s decompression version pro-
duces more triangles. Thus, the method reduces both
memory consumption and rendering time.

Completely different way is to use some alternative,
image-based representation, an imposter, instead of the
original polygonal representation. The term imposter
refers to some object that replaces the original geom-
etry and is rendered faster with little noticeable visual
difference [Déc+03]. The method uses very simple geo-
metric objects that can be rendered with a pre-generated
image facing the camera. The disadvantages of this
approach include the dependence of the image on the
angle at which the object is observed. To address this
problem, atlases are used in which the impostor consists
of multiple images, each corresponding to a specific
viewing angle [MFL21]. However, if there is insuffi-
cient variation, intermediate angles can provide a visu-
ally poor substitute for the original geometry. In addi-
tion, given that modern lighting models require material
data, the memory consumption of impostors increases
significantly.

One drawback of the approaches described above is that
there is no unambiguous criterion by which the tran-
sition to the simplified model should be made. It is
unclear at what point this transition can be made im-
perceptibly and when subpixel detail does not affect
the image. To deal with this problem, a triangular
mesh can be broken down into small clusters of ver-
tices – meshlets [Bad+20]. Each meshlet is a set of
connected vertices that represents some part of the ge-
ometry. Using mesh shaders, we can perform occlusion

and LOD selection based on these individual meshlets,
thereby maintaining a constant number of polygons on
the screen. For example, Nanite technology in the Un-
real Engine 5 heavily relies on the cluster mesh rep-
resentation [Kar22]. This technology consists of auto-
matic generation of a cluster representation of the mesh
with levels of detail, a cluster streaming system, soft-
ware rasterization and dynamic switching. In addition,
it uses impostor atlas for the most distant LOD.

Triangular polygons are not the only way to represent
geometry. For example, points can also be used as a
drawing primitive [LW00]. They define the position of
some point in the space in which the object exists, but,
unlike polygons, they do not uniquely define a surface.
Therefore, points must have sufficient density to visu-
ally simulate the continuity of a surface. In addition
to position, a point can have other characteristics such
as normal, tangent, color, metalness and other material
properties.

The idea of using points as impostors was first intro-
duced by Wimmer et al. [WWS01]. Since the screen
resolution is limited, with enough point primitives it
is possible to cover the required number of pixels on
the screen without visible holes. This paper discusses a
method for image-based generating of point cloud us-
ing multiple virtual cameras that perform ray tracing to
produce object samples. Each point is used to sample a
specially filled texture with the point radiance contribu-
tion for the current view. This point cloud is then ren-
dered using the hardware drawing capabilities of point
primitives.

Point primitives in graphics pipeline may be used to
render raw point cloud [Wim15]. The method uses gl-
PointSize for high-quality splatting to get good visual
quality and appropriate surface representation. How-
ever some graphics API do not fully support point size,
leaving us to use only 1 pixel points. Also screen space
filters may be used [PGA11] to remove artifacts due to
low cloud density. But these additional computations
reduce the performance, which is very important for our
usage case.

Our work further develops point cloud representation
of polygon mesh using modern generation method and
rendering techniques.

3 PROPOSED SOLUTION
Cloud generation
To create an alternative representation of geometry in
the form of a point cloud, it is necessary to sample
points on the surface of models in a certain way. The
sampling should provide visual correspondence of the
geometry to the original polygonal mesh from any pos-
sible angles, as well as have a number of properties that
allow to maximize the quality of surface sampling. For
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this task, the distribution based on blue noise is suitable,
the frequency parameters of which allow to reduce the
number of ‘holes‘ or even totally eliminate them. Uni-
form distribution is extremely important because it al-
lows to create the illusion of surface continuity without
using real-time smoothing or restoring filters. Uniform
distribution also has a positive impact on performance,
as fewer points fall within a single pixel, reducing over-
draw. To obtain such a distribution, we modernize the
sampling algorithm using the Poisson sampling algo-
rithm presented in [CCS12].

The cloud generation scheme consists of generating a
pool of points and Poisson disk filtering. The first step
sets the initial cloud surface density D0, on which the
minimum sampling distance will depend, as well as a
density reduction step to specify nested levels of detail.
This results in some set of densities Di and ∀i < j ⇒
Di > D j.

Then we are generating a pool of points by sampling
points on the surface of polygons with the largest den-
sity. The pool may be represented by some spatial hash
container. The algorithm listing 1.

Listing 1: Point sampling
v e c t o r < f l o a t > d e n s i t i e s = {D0 , . . . } ;
f o r ( c o n s t auto &p : p o l yg o n s )
{

f l o a t a r e a = g e t P o l y g o n A r e a ( p ) ;
i n t c o u n t = ( s i z e _ t ) a r e a * D0 ;
c o u n t = max ( count , 1 ) ;
whi le ( count − −)
{

auto sample = polygonSample ( p ) ;
poo l . add ( sample ) ;

}
}
re turn poo l ;

For each density, starting from the lowest density, a
Poisson disk is sampled from the pool of pre-generated
points on the surface of the mesh. Moreover, the set of
points Si corresponding to the smaller density is a sub-
set of the larger density Si ⊂ Si−1. The algorithm listing
2.

Listing 2: Cloud generation
i n t N = d e n s i t i e s . s i z e ( ) − 1 ;
f o r ( i n t l v l = N; l v l >= 0 ; − − l v l )
{

f l o a t d e n s i t y = d e n s i t i e s [ l v l ] ;
f l o a t r = p o i s s o n R a d i u s ( d e n s i t y ) ;
/ / Remove samples from n e x t l o d s
/ / as p a r t o f t h e c u r r e n t l o d
f o r ( i n t i = l v l + 1 ; i <= N; ++ i )

f o r ( sample : samples [ i ] )
poo l . removeSamples ( sample , r ) ;

/ / Then sample what i s l e f t
whi le ( ! poo l . i sEmpty ( ) )
{

auto sample = poo l . pop ( ) ;
s ample s [ l v l ] . push_back ( sample ) ;
poo l . removeSamples ( sample , r ) ;

}
poo l . r e s t o r e ( ) ;

}
re turn sample s ;

After sampling, we have a list of sets samples, where
samplesi corresponds to Si \ Si−1. We can combine all
sets into a single list, where first ni points of set S0 cor-
respond to a cloud of set Si with surface density Di.

Since the points are sampled on the surface of polygons,
all attributes of the corresponding vertices are interpo-
lated. Each point in the cloud has a position, normal and
texture coordinates. So by rendering this cloud using S0
as a vertex buffer, we can sample all the necessary tex-
tures and bake the material into points, which will save
us from having to use textures later. However, this ap-
proach has a couple of difficulties. First, it requires no
randomization of texture coordinates, which can occur
in non-trivial shaders. Second, a point itself does not
provide any derivatives used to compute the mip level
of the material texture. This problem can be solved by
knowing in advance at what distance the cloud will be
further rendered or by calculation based on Poisson ra-
dius. The mip level calculation has not been considered
in detail in this paper. Since the cloud is designed to
be rendered at long distances, the use of some constant
mip level is appropriate in this case.

Dynamic cloud density
As a result of generation, we have a point cloud with all
necessary data for drawing on the screen (Fig 1).

Figure 1: Point cloud list with nested densities

The point cloud with the structure of nested densities al-
lows us to dynamically vary the number of drawn prim-
itives. To do this, we need to find such a density of the
cloud that, when projected on the screen, the density
is sufficient to obtain a complete image without hole
artifacts. Knowing the camera parameters and object
position in view space we can estimate this value indi-
vidually for each instance of the object.
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Let L be the distance to the cloud, znear be the near
plane of the camera frustum, (targetx, targety) be the
render resolution of target texture. Then we can find
the surface density Dtarget that the cloud must have at
distance L and making an angle α with the camera for-
ward vector to completely cover the given area on the
screen without noticeable holes.

Dtarget ≈
targetxtargety

zNearArea
z2

near

L2cos2α
(1)

As a result, it is sufficient to draw only the first ni points
corresponding to the smallest upper bound of the possi-
ble density Di, where Di >= Dtarget and Di−1 < Dtarget .
The calculation of the number of primitives for vertex
input can be performed on the GPU using compute or
mesh shaders, which may give even more performance
benefits to the application.

Rendering
Points can be rendered in two ways: using the compute
or graphics pipeline. The compute method based on 64
bit atomic operation is well described in [SKW22] and
achieves better performance in comparison to the hard-
ware method. However the method has special render
architecture and relies on 64 bit unsigned textures to
perform depth testing and visibility calculation. Since
our approach is a hybrid approach in which polygonal
meshes are used equally with point clouds, we choose
the graphics pipeline as it simplifies the implementation
of the method in classical rendering.

We will look at several optimizations that noticeably
improve performance when rendering point primitives.

Normal culling. Since unlike polygons points have no
face, we need somehow determine orientation to cull
out points, that can’t be visible. In this case, point nor-
mal can be used for culling calculation. So culling can
be done by the hardware in a a view port clipping by set-
ting the position of a point in the vertex shader outside
the boundary of the clip space. The condition is that
the point-to-camera vector and the normal vector must
point in different direction. This reduces the number
of fragment shader invocations and allows us for sig-
nificant performance improvements in case of not too
dense clouds.

Software vertex fetching. To perform transformation
and normal culling, it is not necessary to have infor-
mation about the material, which is always fetched by
the input assembly. To get only the necessary data, we
obtain the data by sampling vertex buffer directly with
an empty vertex shader input. This optimization saves
us memory bandwidth and reduces the total number of
read operations, since the vertex shader gets only the
position and normals. Subsequently, only for points that
have not been culled, the fragment shader fetch infor-
mation about the shading material.

Conservative rasterization. Some graphics API allow
conservative rasterization for point primitives, which
is very useful for our method, since it increases point
screen coverage. In this mode, a single primitive can
produce up to 4 fragments. This means that visually
the surface density increases by the same number of
times. That is, we can render significantly fewer primi-
tives while relatively preserving the same image.

4 EXPERIMENTAL RESULTS
As a demonstration of the method, a cloud was gen-
erated for a high-polygonal geometrically small mesh.
Performance measurements was performed on the RTX
3060 at 1920x1080 screen resolution and using the
Vulkan API. Additionally, the renderer uses temporal
anti-aliasing, which works great for point primitives.
The density steps for the point cloud are degrees of two.
Along with performance comparison, we compared im-
ages using mean square error (MSE) and structural sim-
ilarity index measure (SSIM).
A highly polygonal mesh consists of 60k triangles,
while the cloud at maximum density contains ten times
fewer primitives, which is already sufficient for mid-
range display with comparable visual quality (Fig. 2).
Point cloud has significantly better performance com-
pared to the high-polygonal mesh, and render time
tends to decrease gradually (Fig. 3). The tendency has
clear steps where cloud density switches to a lower level
of detail (60m, 80m, 120m, 160m).

Figure 2: High polygonal mesh. Image comparison at
50 meters

MSE and SSIM metrics has pretty low variation and
confirm the similarity of the rendered images (Fig. 4
Fig. 5).
A low-polygon mesh contains 1k polygons, and the
cloud for it contains 41k points (Fig. 6). Since the
triangles are quite large, the point cloud loses at short
and medium ranges in terms of performance (Fig. 7),
and only at large distances (250m) does the cloud gain
an advantage. This result is not surprising since the
cloud has much more compute pressure on the vertex
processing stage. However, hardware conservative ras-
terization can significantly reduce the number of vertex
shader calls, allowing the cloud to have fewer rendered
primitives, but at the cost of losing visual detail.
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Figure 3: High polygonal mesh. Performance compari-
son

Figure 4: High polygonal mesh. MSE

Figure 5: High polygonal mesh. SSIM

MSE and SSIM metrics for point cloud rendered with
conservative rasterization shows less image similarity,
but the overall scores trend is identical (Fig. 8 Fig. 9).

In the presence of multiple rendering optimizations, the
bottleneck of the current rendering method is the ras-
terization stage, which limits the SM occupancy of the
vertex stage. Comparing the images using MSE and
SSIM scores, it can be seen that, the point cloud im-
age tends to degrade due to the rasterization of points
at the edge of the cloud, which slightly expands the sil-
houette of the model. Full distance range image com-
parisons for high-polygonal mesh (Fig. 10a) and for a
low-polygonal large mesh (Fig. 10b).

Figure 6: Low polygonal mesh. Image comparison at
50 meters of mesh, point cloud and conservative point
rasterization

Figure 7: Low polygonal mesh. Performance compari-
son

Figure 8: Low polygonal mesh. MSE

5 CONCLUSION
We presented a method for rendering and generating
a special type of level of detail that significantly opti-
mizes the long-range rendering of high-polygonal mod-
els with non-critical image changes. Due to dynamic
density, each mesh has a distance at which point cloud
may replace the image with performance gains. The
point cloud level of detail shows significant perfor-
mance advantages for highly polygonal models even at
medium distances. In this method, low-polygon meshes
can be replaced at the large distances at which im-
posters are typically used. Therefore, the point cloud
can be considered as 3d impostors that can incorporate
mesh detailing and impostor performance.
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Figure 9: Low polygonal mesh. SSIM

The disadvantages of point clouds are the small image
changes that can be noticeable, especially with conser-
vative rasterization, due to the difference between point
and triangle rasterization and the difference in mip lev-
els between mesh rendering and point sampling.

Another drawback is the dependence on screen reso-
lution, so we need to draw more points to match the
screen space density, losing performance due to redun-
dant vertex invocations. However compute rasterization
and point size in some API are able to mitigate this lim-
itation, by increasing the screen primitive size.

Moreover, by increasing the size of primitives and de-
creasing their number, we can adjust the ratio between
image quality and performance. Finding the optimal
ratio between quantity and size is a task for future re-
search.
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(a) Image comparison. Left is a high polygonal mesh. Right is
a point cloud

(b) Image comparison. Left is a low polygonal mesh. Middle is
a point cloud. Right is conservative rasterization for point cloud
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ABSTRACT
Animal Re-Identification (ReID) is a computer vision task that aims to retrieve a query individual from a gallery of
known identities across different camera perspectives. It is closely related to the well-researched topic of Person
ReID, but offers a much broader spectrum of features due to the large number of animal species. This raises
research questions regarding domain generalization from persons to animals and across multiple animal species.
In this paper, we present research on the adaptation of popular deep learning-based person ReID algorithms to the
animal domain as well as their ability to generalize across species. We introduce two novel datasets for animal
ReID. The first one contains images of 376 different wild common toads. The second dataset consists of various
species of zoo animals. Subsequently, we optimize various ReID models on these datasets, as well as on 20 datasets
published by others, with the objective of evaluating the performance of the models in a non-person domain. Our
findings indicate that the domain generalization capabilities of OSNet AIN extend beyond the person ReID task,
despite its comparatively small size. This enables us to investigate real-time animal ReID on live video data.

Keywords
re-identification, deep learning, computer vision, animals

1 INTRODUCTION

Re-identification (ReID) within computer vision per-
tains to the identification of individuals among vari-
ous images of different camera angles. The complexity
arises from diverse factors like pose, lighting, obstruc-
tions and appearance discrepancies, such as alterations
in clothes, accessories, hairstyles in humans, or shifts
in fur, feather patterns, and skin in the animal domain.
To tackle this challenge, modern ReID systems com-
monly employ deep learning algorithms to extract im-
age features, followed by a similarity measure to deter-
mine matches.

The ReID of animals is an active field of research
[Rav+20] that faces challenges due to the sheer diver-
sity and different appearance of the various species and
the fact that they are often difficult to distinguish within
a species by non-experts.

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

Because of this, current animal ReID literature mostly
focuses on a single species with manually crafted fea-
tures such as skin landmarks, scars, fur patterns and
face recognition. Only few papers show feasible results
in a cross species setup.

Our work addresses the adaptation and optimization of
various person ReID algorithms to the animal domain.
We demonstrate the effectiveness of established CNN-
based person ReID algorithms on two datasets created
by our own as well as several open source datasets. Our
new datasets are made public to the research commu-
nity with download links provided in the summary.

2 RELATED WORK
Image-based re-identification of animals has been an
active research topic for many years. Photo identifi-
cation of animals can be traced back to 1996, when Raj
investigated the possibilities of recognizing wild marine
animals over several years by hand [Raj98].

Methods for animal ReID based on artificial neural net-
works were not introduced until years later. Especially
the rise of CNNs has brought new ideas and possibili-
ties into the field of re-identification in general. In the
following we present related work based on the person
and animal ReID tasks. Our research focuses on the do-
main generalization between persons and animals and

ISSN 2464-4617 (print) 
ISSN 2464-4625 (online)

Computer Science Research Notes - CSRN 3401 
http://www.wscg.eu WSCG 2024 Proceedings

137https://www.doi.org/10.24132/CSRN.3401.15



not on the development of completely new algorithms
for animal ReID, as AI models for human ReID have al-
ready proven successful. We therefore try to build upon
these findings instead of starting from scratch. Over the
past years ReID-specific models have been developed
for the person recognition task. Some well perform-
ing ones have been implemented in the highly popular
Torchreid [Zho+19a] framework, which was used for
our study.

Yu et al. [Yu+17] present a ReID model based on
ResNet-50, in which not only the high-level features of
the output layer are used. Instead, the modified archi-
tecture has a parallel branch in the last residual block,
which taps the results of the two penultimate layers.
According to the authors, these should contain the mid-
level features. To calculate the overall result, the fea-
tures of all three final layers are combined before the
loss function is applied.

The “Multi-Level Factorization Net” (MLFN), pre-
sented by Chang et al. [Cha+18], is based on the
idea that more features are needed for a robust ReID
than a camera image from a single perspective. The
researchers investigated the possibility of automatically
learning and finding view-independent discriminative
features and combined their results in a new network
architecture.

Sun et al. [Sun+18] use an approach that internally di-
vides the image into several areas in order to examine
and compare important features at the part level. The
part-based convolutional baseline (PCB) network splits
an input image into p different fragments, which are
stacked vertically to represent different body parts. For
p = 6 these can be head, shoulders, chest, hips, legs
and shoes. These sections are used to compare them
with the corresponding parts of other images.

Li et al. [Li+18] investigated the problem that people
are not always perfectly aligned within their bounding
boxes. The team addressed this phenomenon using the
attention mechanism. A novel module for Harmonious
Attention (HA) is able to learn hard and soft attentions,
which are tailored for coarse and detailed features re-
spectively.

Zhou et al. [Zho+19b] state that features are to be found
not only on multiple, but on all scaling levels. They
therefore define an “omni-scale” approach, which is
a hybrid of different homogeneous and heterogeneous
scaling features. Based on this approach the authors
present the Omni Scale Network (OSNet). A novel
deep convolutional network family, which is an order
of magnitude smaller than ResNet-50, but at the same
time achieves better results in the ReID task. Accord-
ing to the authors, “omni-scale feature learning” also
proves to be a useful approach for other computer vi-
sion tasks. The OSNet [Zho+19b] and OSNet AIN
[Zho+21] model families have shown outstanding re-

sults in the person ReID task and multi-dataset domain
generalization scenarios.

Like many current approaches, the latest ReID ad-
vances are based on transformers. Vision transformers
(ViT) [Dos+20] show remarkable results in various
computer vision tasks, although they have not been
researched as long as CNNs. An early attempt to ad-
dress person ReID via ViT is TransReID [He+21]. The
authors justify this fundamentally new strategy by ar-
guing that ViT has the advantage over CNN approaches
of being able to better understand the global context
of the image input and also to better recognize fine
details. This approach was recently further improved
to the SOLIDER architecture [Che+23], which uses the
SwinTransformer presented by Microsoft [Liu+21].

Ravoor et al. conducted a survey on animal ReID
[Rav+20] and mention several studies that use person
ReID models for this topic. They found that (variants
of) PCB and ResNet50 were frequently used for fea-
ture extraction and as backbones, respectively. How-
ever, they conclude that PCB might not be suitable for
animal ReID due to its vertical structure intended for
analyzing the human upright pose.

Schneider et al. compared the siamese and triplet-loss
similarity methodologies based on different CNN archi-
tectures [Sch+20] for the animal ReID task. They used
one person dataset and four animal datasets and found
that the triplet-loss comparisons can outperform human
observers for the selected datasets.

A notable development for animal ReID is MegaDe-
scriptor presented at the beginning of 2024 by Cer-
mák et al. [Čer+24]. MegaDescriptor is intended to be
a foundation model that can solve many computer vi-
sion tasks relating to animals, including ReID. The au-
thors show impressive results across 29 public datasets.
However, the authors treat animal ReID as a closed
world classification problem, where all the animals to
be found in the gallery set are already present during
training. In the person ReID setting we adopt, training
and evaluation sets are disjoint, so no ID specific fea-
tures can be learned by the model.

3 DATASETS
The difference between the ReID of people and animals
lies in the diversity of appearances of different animal
species and the method of data acquisition. While the
task for humans mostly involves processing pedestri-
ans on surveillance cameras, the development of animal
focused algorithms is much more diverse due to many
factors.

3.1 Public
An increasing number of animal datasets with annota-
tions on the identity of the individuals can be found on-
line. Due to permissive licenses, they are often also

ISSN 2464-4617 (print) 
ISSN 2464-4625 (online)

Computer Science Research Notes - CSRN 3401 
http://www.wscg.eu WSCG 2024 Proceedings

138https://www.doi.org/10.24132/CSRN.3401.15



Dataset Name # Images # IDs

AerialCattle2017 [And+17] 46340 23
ATRW [Li+19] 5415 182
BelugaID [Lil22a] 5902 788
Cows2021 [Gao+21] 8670 181
FriesianCattle2015 [Til+16] 377 40
FriesianCattle2017 [And17] 940 89
GiraffeZebraID [Par+17] 6925 2056
HappyWhale [Che+22] 51033 15587
HumpbackWhaleID [How+18] 15697 5004
HyenaID2022 [Lil22b] 3129 256
IPanda50 [Wan+21] 6874 50
LeopardID2022 [Lil22c] 6806 430
NDD20 [Tro+20] 2657 82
NOAARightWhale [Chr15] 4544 447
NyalaData [Dla+20] 1942 237
OpenCows2020 [Wil+20] 4736 46
SealID [Nep+22] 2080 57
SeaTurtleID [Ada+24] 7774 400
StripeSpotter [Lah+11] 820 45
WhaleSharkID [Hol+09] 7693 543
ZindiTurtleRecall [Zin23] 12803 2265

Table 1: Evaluated public datasets

available for further research. In most cases, a dataset
contains animals of exactly one species. A database
that shows and annotates different species in multiple
videos was published by Kuncheva et al. [Kun+22].
They aggregated a dataset on pigs, koi and pigeons with
a total of 93 identities.
However, a problem with using and combining many
public datasets is that often each research team pub-
lishes their data in a non standard format. As a result, a
great effort of pre-processing work is required to inte-
grate all the necessary datasets into the training process.
This problem was addressed by Cermak et al. with the
fairly new Wildlife Toolkit [Čer+24]. The framework
bundles various datasets into a unified Python API. This
allows researchers to download and use public animal
ReID datasets in a streamlined workflow without the
need for manual data pre-processing and conversion.
For our work, we selected 21 medium to large-sized
datasets showing whole bodies of wild animals, zoo an-
imals and farm animals. Datasets containing very few
individuals or only showing animal faces were not con-
sidered. The evaluated datasets and their references are
listed in table 1.

3.2 Ours
Additionally, we introduce two novel datasets for ani-
mal re-identification. The first one, ToadID [Fru+24b],
contains images of 376 individual common toads from
different camera angles. The second one is named
ZooMixID [Fru+24a] and contains images of 180 an-
imals of five different species.

Figure 1: A toad from the ToadID dataset captured from
five camera angles

Perspective # of Images

Front 1513
Left 983
Right 1025
Back 985
Top 2739

Total 7245
Table 2: Summary of the ToadID dataset

3.2.1 ToadID
During the spring seasons of 2022 and 2023, a conser-
vation effort in southern Lower Saxony, Germany, led
to the rescue of more than 400 toads at a local lake. As
there is currently no public dataset about toads avail-
able, these animals were recorded on video, before they
were released at their natural habitats. Each video was
carefully crafted to showcase only one toad at a time
from various angles, all under one minute in length. Out
of the total videos produced, 376 were deemed suitable
for use, providing an equal number of unique toad iden-
tities for the research dataset.

Videos were processed to extract frames at a rate of one
frame per second. A select subset of these frames re-
ceived bounding box annotations to facilitate the cre-
ation of a preliminary object detection dataset. These
annotated frames were used in training a Yolov5m ob-
ject detector, which was subsequently utilized to extract
the animals from the remaining images.

The result of this effort is a comprehensive dataset con-
taining 7,245 unique images, representing 376 distinct
identities of common toads. These images are catego-
rized according to five different camera perspectives as
listed in table 2: front, back, top, left, and right. Figure
1 gives an example of the dataset by displaying images
of a single toad identity captured from all five view-
points.

3.2.2 ZooMix
The objective of the second dataset is to present a
greater ReID challenge by being smaller in size while
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Figure 2: Examples of each species from the ZooMix
multi domain dataset

Species # of Images # of IDs

Camel 92 5
Goat 144 30
Penguin 149 24
Toad 183 50
Tortoise 272 51

Total 840 160
Table 3: Summary of the ZooMix dataset

at the same time ranging across multiple animal do-
mains. It serves as the basis for exploring two spe-
cific hypotheses. The first hypothesis questions whether
a re-identification task remains feasible with a limited
amount of training data. The second hypothesis ex-
amines whether the inclusion of highly distinct species
benefits or hinders the training process, specifically
whether it enhances the overall outcome by providing
diversity or if it introduces complications that degrade
the performance for individual species.
It contains 840 images featuring 160 individual ani-
mals of five distinct species: tortoise, camels, pen-
guins, goats, and a selection of toads from the previous
dataset. With the exception of the toads, these animals
were filmed over several weeks at a local zoo. Iden-
tifying animals in a zoo with computer vision might
be of interest for the employees to support their daily
tasks. However, unlike the scenario with the toads,
filming each animal individually was impractical due to
the zoo’s environment, necessitating the subsequent ex-
traction of individuals through manual annotation. fig-
ure 2 presents an example of each species. The dataset’s
composition is detailed in table 3.

4 EXPERIMENTS
Our experiments on the transfer of personen ReID al-
gorithms to the animal domain were carried out on
the university’s HPC cluster containing multiple A100
GPUs using the public as well as own datasets de-
scribed above. To save time and computational re-
sources, not all possible permutations of models and
hyper parameters were tested on all datasets. Instead,
the ToadID dataset was used in a grid search to gener-
ally determine whether there are person ReID models

that are suitable for the identification of animals. The
best performing model was then also trained on the re-
maining datasets.
The model architectures examined are (see chapter 2):

• Harmonious Attention CNN (hacnn) [Li+18]

• Multi-level Factorisation Net (mlfn) [Cha+18]

• Omni-Scale Net (osnet) [Zho+19b]

• Omni-Scale Net with Batch Normalization
(osnet_ibn) [Zho+19b]

• Omni-Scale Net with Instance Normalization
(osnet_ain) [Zho+19b]

• Part-based convolutional baseline (pcb) [Sun+18]

• Resnet50 with Mid-level Representations
(resnet50mid) [Yu+17]

The OSNet models come in different scales, later indi-
cated by an x, followed by a scaling factor. The PCB
model was used with p = 4 and p = 6, representing the
number of parts used for splitting the inputs.
A crucial step that strongly influences the outcome of an
experiment is the organization of the input datasets. In
our study, we used Torchreid’s Train/Query/Gallery ap-
proach. In this scenario, the individuals in the training
dataset are disjoint from those in the reference gallery.
Therefore, no animal seen during the evaluation was
seen while training before. This results in the model
learning general features and patterns rather than the
details of individual identities.
Each dataset and model combination was trained in
three different training/test splits, which are 75/25,
50/50 and 25/75. We expect that the larger the test
split, the more difficult the task becomes, as there are
not only fewer identities to train on, but also more
identities to choose from when testing.
There are also several approaches for distributing the
remaining data to the query and gallery datasets. It
must be decided whether an identity can appear multi-
ple times in the gallery, which increases the probability
of finding a correct match (by chance). This is called a
multi-shot gallery, in contrast to the single-shot gallery,
which contains only one image per identity. In our ex-
periments, we investigate both scenarios, where each
identity in the test set is represented by exactly one im-
age in the query set (i.e., each animal must be found
once in the gallery). During evaluation we consider this
task to be a closed world scenario, meaning that each
individual in the query can be found inside the gallery.
An open world task, where unknown identities might
appear, will be studied in future experiments.
Due to the nature of the different postures of animals,
we have adapted the input layer of all CNNs. Per-
son ReID models usually define a rectangular, portrait-
oriented input layer to depict standing persons in a
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minimal bounding box. For the transfer to the ani-
mal domain, we decided to use a uniform, square in-
put layer, as animals might appear in any orientation.
The ReID models that already define a fixed input size
were adapted accordingly. Tests were carried out with
256x256 pixels input size. Preliminary tests showed
that increasing the input size to 512x512 had no pos-
itive effect on the results, apart from a huge increase in
allocated VRAM and longer training times.

In summary, a total of 14 models were studied in a grid
search over 30 epochs each with a square input shape
of 256x256 pixels. The following hyper parameter per-
mutations were evaluated resulting in a total of 672 runs
for the model search:

• randomly initialized weights vs. weights pre-trained
on person datasets

• softmax vs. triplet loss functions

• single-shot vs. multi-shot gallery setting

• sequential vs. random data sampler

• 75/25, 50/50 and 25/75 data splits

For the evaluation metric, we used the ReID ranking
system typical for persons. For this metric, feature vec-
tors are calculated from input images by the convolu-
tional neural networks. These can be compared by mea-
suring their distances (Euclidean in our case) in a high-
dimensional space. The distances are ranked in ascend-
ing order, resulting in a top-k list of predictions. We re-
port the Rank-1/-5/-10 results of our experiments. All
training runs were carried out with deterministic cal-
culation modes of all relevant software components in
order to make the results comparable between models
and datasets as well as reproducible by others.

5 RESULTS
We present our results in two sections. First, we show
how the different models performed on our ToadID
dataset in order to deduce which models might be gen-
erally suitable for animal ReID. Then we highlight the
test results of the other datasets on the best model.

5.1 Model Search
The model search revealed some clear insights into the
potentials for a domain adaptation between persons and
animals. We summarize the results, as not all 672 runs
can be displayed here. Firstly, pre-training on the hu-
man domain clearly helps the models listed in chapter 4
to recognize animals as well. The top 10 models in the
search results all used pre-trained weights, while all but
a few of the randomly initialized models occupied the
last ranks. No model without pre-training achieved an

Model mAP R-1 R-5 R-10

hacnn 79.0 92.2 98.9 98.9
mlfn 65.5 81.1 90.0 93.3
osnet_ain_x0_25 83.0 95.6 98.9 100.0
osnet_ain_x0_5 90.9 97.8 100.0 100.0
osnet_ain_x0_75 93.6 98.9 98.9 100.0
osnet_ain_x1_0 94.4 98.9 100.0 100.0
osnet_ibn_x1_0 74.4 87.8 97.8 97.8
osnet_x0_25 83.8 94.4 100.0 100.0
osnet_x0_5 91.6 97.8 100.0 100.0
osnet_x0_75 92.6 96.7 98.9 98.9
osnet_x1_0 94.8 98.9 100.0 100.0
pcb_p4 87.2 95.6 97.8 98.9
pcb_p6 88.6 95.6 96.7 96.7
resnet50mid 92.5 97.8 100.0 100.0

Table 4: Model search results with a data split of 75/25,
pretrained weights and a multi-shot setting

mAP and Rank-1 score greater than 48.6 and 71.3 re-
spectively in the case of a 25/75 data split and a multi-
shot setting. We found that the single-shot scenario re-
moved too many gallery images from the task, as each
individual is only shown in one image, making the task
much simpler. Therefore, we chose to use the multi-
shot setting with pre-trained weights for the remaining
experiments.

As mentioned in chapter four, the split had an im-
mense impact on the reported model performances.
With much training data and few query / gallery IDs, al-
most all models achieved high ranking scores, as shown
in table 4. This also holds true for the 50/50 split shown
in table 5. However, the results become more meaning-
ful as soon as the number of training samples is reduced
to 25% and the number of possible individuals in the
gallery is increased. Table 6 shows the corresponding
outcomes of a model search using a random data sam-
pler, triplet loss and pretrained weights for a multi-shot
gallery containing 75% of the animal IDs. It can be
seen that the OSNet family in particular continues to
achieve high scores, while the results of other model
architectures seem to fall off.

5.2 Single Dataset
Based on the results of the model search, the general-
ization to different animal domains can be investigated.
In addition to our two datasets, 20 public datasets were
used to train OSNet AIN (osnet_ain_x1_0). A dataset
split of 20/80 was used in accordance with the training
configuration of the WildlifeToolkit authors. The re-
sults are listed in table 7. The datasets marked with an
asterisk have been modified to make them more suitable
for the train/query/gallery evaluation method. Although
they show the animals from several camera angles, the
viewing angles are so drastically different that a match-
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Model mAP R-1 R-5 R-10

hacnn_square 63.1 84.3 92.4 95.1
mlfn 52.4 72.4 86.5 93.0
osnet_ain_x0_25 71.1 89.7 96.2 99.5
osnet_ain_x0_5 81.8 94.6 100.0 100.0
osnet_ain_x0_75 84.0 95.7 97.8 99.5
osnet_ain_x1_0 89.1 95.7 98.9 100.0
osnet_ibn_x1_0 57.9 80.0 91.9 94.1
osnet_x0_25 71.9 89.7 95.1 97.8
osnet_x0_5 82.7 94.1 98.4 99.5
osnet_x0_75 84.4 94.6 99.5 100.0
osnet_x1_0 89.2 98.4 98.9 100.0
pcb_p4 77.1 90.3 95.7 97.8
pcb_p6 79.8 92.4 96.2 97.8
resnet50mid 83.5 94.6 98.9 99.5

Table 5: Model search results with a data split of 50/50,
pretrained weights and a multi-shot setting

Model mAP R-1 R-5 R-10

hacnn 46.8 70.9 84.4 88.3
mlfn 28.6 52.1 69.1 77.0
osnet_ain_x0_25 57.7 83.7 92.6 95.7
osnet_ain_x0_5 63.1 85.5 93.6 96.8
osnet_ain_x0_75 66.7 86.2 94.7 97.5
osnet_ain_x1_0 71.7 90.4 94.3 97.5
osnet_ibn_x1_0 35.8 58.9 75.2 81.6
osnet_x0_25 55.9 78.7 93.3 95.4
osnet_x0_5 64.3 83.3 93.3 95.7
osnet_x0_75 67.4 85.8 94.7 96.1
osnet_x1_0 70.2 87.6 95.0 97.2
pcb_p4 57.9 77.0 87.6 92.2
pcb_p6 57.3 78.4 91.8 94.7
resnet50mid 65.5 85.8 94.0 95.7

Table 6: Model search results with a data split of 25/75,
pretrained weights and a multi-shot setting

ing was not possible. Therefore, only the camera angle
with the most images was retained.

Our ToadID dataset again achieved a high rank-1 per-
formance of 85.0%, while the model did not reach more
than 50% rank-1 accuracy for any other dataset. Com-
pared to the performance of OSNet AIN on small and
large person ReID datasets, it can be said that domain
adaptation works. Zhou et al. [Zho+21] report 38.3%,
68.0% and 86.6% rank-1 scores on the small GRID,
VIPeR and CUHK01 datasets, respectively. Rank-1 re-
sults of 94.8%, 72.3% and 88.7% were obtained for the
large datasets Market1501, CUHK03 and Duke, respec-
tively. Considering that many animal ReID datasets
contain less than a hundred IDs, some between 200 and
1000, while very few datasets contain more than a thou-
sand different animals, the overall results of the training
runs for single datasets show solid performances.

dataset mAP r1 r5 r10

ToadID (ours) 62.6 85.0 92.4 95.0
OpenCows2020 54.0 48.6 62.2 62.2
ATRW 52.1 47.2 56.0 60.4
Cows2021 52.0 45.5 57.2 66.2
StripeSpotter 31.8 43.8 59.4 65.6
FriesianCattle2017 49.0 39.1 60.9 67.2
HyenaID2022 19.0 36.5 58.9 66.0
SeaTurtleIDHeads 12.9 35.7 53.6 60.4
GiraffeZebraID 31.0 35.3 41.8 45.4
ZooMix (ours) 43.6 34.9 50.8 65.9
HumpbackWhaleID 32.8 26.1 39.0 45.3
LeopardID2022 15.1 21.8 38.2 44.7
FriesianCattle2015 33.4 18.8 46.9 84.4
ZindiTurtleRecall 7.7 17.1 46.3 54.9
WhaleSharkID 8.9 15.2 29.6 36.3
SealID 15.4 13.3 15.6 20.0
BelugaID* 16.9 11.6 22.2 27.8
NOAARightWhale 10.8 10.0 11.4 12.0
AerialCattle2017 14.1 10.0 20.0 20.0
HappyWhale 11.7 8.3 14.3 17.8
NyalaData 6.1 6.4 18.1 27.1
NDD20* 6.6 3.1 9.4 14.1
IPanda50 3.3 2.5 2.5 5.0

Table 7: Results for single dataset training runs

5.3 Multi Dataset

Interesting effects were observed when different
datasets are combined in a training run and jointly
influence the learning process of osnet_ain_x1_0.
Using multiple datasets from the same species (e.g.
cattle) as the training sources results in a significantly
larger number of images to learn from. As a result, all
tested cattle datasets receive a massive improvement in
rank-1 scores when used together, as opposed to when
used for training individually. The improved results are
displayed in table 8.

However, the combination of seemingly independent
datasets can also lead to an improvement in model
performance. While blindly joining all datasets does
not improve the model’s performance, successes were
achieved when merging datasets of somewhat visually
related species. As shown in table 9 animals living
on land and in the sea were combined in two experi-
ments, respectively. In the land inhabitants, the rank-1
results of half of the species were improved, while the
other half declined minimally. Three quarters of the re-
sults of the evaluated datasets improved for the marine
species. We observed that overall, datasets with good
recognition scores can help the weaker, usually smaller
datasets. We assume that the large increase in training
data makes it easier to train the feature extractors and
that the learned features are therefore (at least partially)
transferable between the domains.
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dataset mAP r1 r5 r10

OpenCows2020 61.1 59.5 62.2 62.2
FriesianCattle2017 66.8 59.4 73.4 82.8
Cows2021 56.5 51.0 63.4 70.3
AerialCattle2017 45.1 45.0 45.0 45.0
FriesianCattle2015 44.6 31.2 56.2 90.6

Table 8: Results improve when combining datasets
from the same domain (cattle).

dataset mAP r1 r5 r10

ToadID 62.9 82.7 91.0 93.4
HyenaID2022 21.7 38.6 52.3 62.9
StripeSpotter 32.0 34.4 56.2 59.4
GiraffeZebraID 29.1 32.4 40.2 47.1
LeopardID2022 18.3 24.8 41.6 46.9
NyalaData 8.5 10.1 23.4 38.3

HumpbackWhaleID 30.0 23.6 36.4 42.4
WhaleSharkID 8.7 16.6 27.7 35.2
BelugaID 17.8 12.4 23.1 27.8
NDD20 11.1 7.8 12.5 15.6

Table 9: Results can improve when combining datasets
from different domains (Top: Land, Bottom: Marine).
Rank-1 improvements (highlighted in bold) of up to al-
most 5% can be observed.

6 CONCLUSION

6.1 Summary
In this paper we investigated the transferability of algo-
rithms for person ReID to animals of different species.
Using a cross-search through different CNN-based
models and hyper parameters, the family of OSNets
was found to be suitable. We applied OSNet AIN to
over 20 different datasets, two of which we created
ourselves.

While small datasets suffer from too few training exam-
ples, some larger marine datasets present a major chal-
lenge with the task of matching only fins or fins with
underwater images. The application of the comparison
of two images from different perspectives - as it’s de-
fined for person ReID - has only proven successful for
some datasets. Best results were achieved when the an-
imal ReID task was closer to the human domain. Our
ToadID dataset with high-resolution, pre-cropped im-
ages showing feature-rich animal textures achieved the
highest rank-1 results in our experiments.

OSNet AIN achieves reasonable results with its 2.2M
parameters in the standard configuration without much
customization. The rank-1 scores across the several
animal datasets are comparable to those across person
ReID datasets. In some cases, ReID performance can
be improved by combining multiple datasets from dif-
ferent animal species.

6.2 Discussion
Due to the different approaches of individual research
teams, such as the creation and splitting of datasets, the
use of randomized or deterministic calculations and the
way experiments and their results are presented, find-
ings are difficult to compare.

Although many wildlife datasets have been streamlined
into a single API framework, they still have very differ-
ent structures and content. Some datasets contain fully
cropped images, others provide full images with bound-
ing box or even segmentation annotations. Therefore,
not every dataset can be effectively combined with oth-
ers to train a common task.

Furthermore, the reported model performances cannot
be easily compared with each other, as research teams
use different evaluation measures for the ReID of ani-
mals. Many see the task as a closed-world classification
problem, where the training IDs should be identified
in a reference set during testing. However, in person
ReID, and thus in our context, the training and test IDs
are disjoint, which makes the task much more difficult.

Finally, for many datasets, there is no default split be-
tween training and testing data, so other researchers
have to create their own split. The WildlifeToolkit,
for example, applies an automatically generated split to
each dataset for the closed-world scenario. However,
this split does not fit our setting in the person ReID
transfer context. This forced us to create a different split
using the disjoint split method, which naturally leads to
a rather unrelated research question.

6.3 Outlook
The potential of omni-scale learning will be further in-
vestigated in subsequent experiments. More in-depth
hyperparameter searches and investigations into adjust-
ments to the network architecture are just two starting
points for further improving animal ReID using OS-
Nets.

A third dataset is being developed that differentiates
pigs using top-down recordings. Pig farming is a good
example of the relevance of the closed-world scenario
examined in this paper, in which no unknown individu-
als can occur. The wildlife datasets, on the other hand,
already indicate their open-world setting in their name,
which is also part of our further research. In addition
to publishing our datasets, we will contribute to the
WildlifeToolkit to integrate the datasets directly so that
other researchers can easily use them.
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ABSTRACT
There are many graphics algorithms that require reading textures in window 3x3, 5x5, etc. Both large window sizes
and high rendering resolutions decrease performance. We propose an algorithm-independent method for reducing
the number of texture samples implemented in a fragment shader for a local 2x2 area and based on the architectural
features of the graphics pipeline — transferring data between fragments via difference derivatives.

Keywords
fragment shader, compute shader, difference derivatives, filters, texture sampling

1 INTRODUCTION

Iin Iout

f (Iin)

Figure 1: Filter illustration

Image filtering is widely used in computer graphics and
image processing. Filters are required both as inde-
pendent operations and for image processing before or
after the main algorithms. Formally, we have an in-
put image Iin ∈ [0,1]w×h×c and want to get an output
image Iout ∈ [0,1]w×h×c by applying a two-dimensional
filter function f : Iin 7→ Iout . Usually it takes a local area
(negative indices are used for convenience)

A(x,y) = (Iin(x+ i,y+ j))−rw≤i≤rw,−rh≤ j≤rh , rw,rh ∈N

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

of each texel Iin(x,y) and produces single fragment
Iout(x,y), where (x,y) ∈ [0,w−1]× [0,h−1]. In the
following, only local areas of size (2r+1)× (2r+1),
r ∈ N, will be considered for two-dimensional filters.
As the image or local area size increases, the perfor-
mance decreases due to the larger number of texture
samples required.

Filtering is usually done on the GPU because it is well
parallelized and the result is needed for other render tar-
gets (in the case of real-time computer graphics). There
are two suitable types of shaders — compute and frag-
ment shaders.

A compute shader allows to reduce bandwidth require-
ments by using shared memory [Kil12]. In this case,
each invocation in the workgroup reads several tex-
els and writes them to fast shared memory located on
the chip (see Figure 2), from where each invocation
then reads the required texels. Practice shows that this
method is not always applicable for mobile devices. For
example, Arm GPUs do not implement dedicated on-
chip shared memory for compute shaders. The shared
memory that is available to use is system RAM that is
backed up by the load-store cache [Arm].

A fragment shader does not have shared memory, but
is used in rendering, so the filter can be combined with
additional operations in the fragment shader. Regard-
less of the type of shader, another approach to optimiz-
ing memory consumption is used — two-pass render-
ing for separable filters. Separable filters are filters that
can be written as the product of two one-dimensional
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(a) 2x2 workgroup, green
squares are threads (b) Each thread runs 3x3

filter (local areas are red),
invocations are separated

for better readability

(c) We can allocate 4x4
array in shared memory
(it is blue) and fill it with

necessary texels

(d) Reading texels in four
steps. The bright green

squares are threads and the
pale green squares are read

texels

Figure 2: Example for 2x2 workgroup and 3x3 filter
in compute shader. Each thread performs only 4 reads.
Without shared memory, this number will increase to 9.
In practice, larger workgroups (e.g. 16x16) and other
sampling strategies (e.g. linear) are used.

filters. Using this feature, we can compute the same re-
sult with 4r+2 texture samples instead of (2r+1)2, but
this would require an intermediate image of the same
resolution and additional render pass.

2 RELATED WORKS
2.1 Commonly used filters
Discrete convolutional filters (1) are often used.

f (Iin(x,y)) =

r
∑

i=−r

r
∑

j=−r
g(i, j)Iin(x− i,y− i)

r
∑

i=−r

r
∑

j=−r
g(i, j)

(1)

Moving from the classical definition of convolution to
implementation in a shader, we rewrite the formula for
a convolution filter

f (Iin(x,y)) =

r
∑

i=−r

r
∑

j=−r
g(i, j)Iin(x+ i,y+ i)

r
∑

i=−r

r
∑

j=−r
g(i, j)

(2)

Hereafter in the text the filter is understood as a func-
tion (2) with different kernels g(i, j), and r everywhere

means the radius of the local area (hence its size is
(2r+ 1)× (2r+ 1)) of the filter. In this paper we will
discuss four discrete convolutional filters: Gaussian fil-
ter, bilateral filter, tent filter and variance clipping for
temporal anti-aliasing (TAA).

2.1.1 Gaussian filter

A Gaussian filter is a separable filter that is used to
produce post effects (like bloom or depth-of-field), as
part of Canny edge detection [Can86], and in variance
shadow maps [Don06]. Filter’s function is described
using kernel (3) (factor 1

2πσ2 is reduced)

g(i, j) = exp(− i2 + j2

2σ2 ) (3)

where σ is the standard deviation of the Gaussian dis-
tribution (greater value — stronger blur).

2.1.2 Bilateral filter

A bilateral filter is described using kernel (4)

g(i, j) = exp(− i2+ j2

2σ2
d
− ∥Iin(x+i,y+ j)−Iin(x,y)∥2

2σ2
r

) (4)

where σd and σr are smoothing parameters. It is a non-
linear, edge-preserving filter. One of its uses is to pre-
vent incorrect diffusion in skin rendering [Buc16]. An-
other application is image upsampling [Kop07].

2.1.3 Tent filter

A tent filter is described using kernel (5)

g(i, j) = max(k−b|i|, 0)max(k−b| j|, 0) (5)

where k and b are parameters. It is used in temporal
upsampling for pre-processing stage [Yan09], in image
downscaling and upscaling for video encoding [Bri99],
and as individual filter for blur in image processing
[App]. In our solution we modified tent filter and made
it nonseparable, with kernel rank 2. It is almost equal
to the original filter and has kernel (6)

g(i, j) = k−b(|i|+ | j|) (6)

where k and b are same. This downgrade was done to
test the applicability of the proposed method to the filter
with rank 2.

2.1.4 Variance clipping, TAA

Temporal Antialiasing (also known as Temporal AA,
or TAA) is a family of techniques that perform spatial
antialiasing using data gathered across multiple frames.
One of the important part of any TAA algorithm is his-
tory rectification — a process of adapting a color from
previous frame(s). Variance clipping [Sal16] addresses
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Figure 3: [Rak10] method, σ = 2, 5x5 local area, horizontal pass, colored squares are read texels. The result in the
third row is the same as in the first row, but requires three texels. The purple and brown texels in the third row are
linear interpolation (see second row). The readout time of a texel for a linear sampler is independent of whether it
is a real texel or a bilinear interpolation of four real texels

outliers by using the local color mean and standard de-
viation to center and size the color extents used for rec-
tification:

Cmin = µ − γσ Cmax = µ + γσ

where µ and σ are the mean and standard deviation of
the color samples in the local area, and γ is a scalar
parameter, γ ∈ [0.75,1.25]. Calculation of µ and γ can
be written as filters (7) and (8):

µ =

r
∑

i=−r

r
∑

j=−r
Iin(x+ i,y+ j)

(2r+1)2 (7)

σ =

√√√√√ r
∑

i=−r

r
∑

j=−r
I2
in(x+ i,y+ j)

(2r+1)2 −µ2 (8)

2.2 Memory optimization work
[Rak10] proposed an improvement for separable Gaus-
sian filter based on a linear texture sampler that returns
a bilinear interpolation of the four nearest pixels instead
of nearest pixel color for the linear sampler. Let us
describe a one-dimensional filter for the first (along x-
axis) pass:

f (Iin(x,y)) =

r
∑

i=−r
exp(− i2

2σ2 )Iin(x+ i,y)

r
∑

i=−r
exp(− i2

2σ2 )

We can describe the contribution of two neighboring
pixels Iin(x+ j,y) and Iin(x+ j+1,y) as:

Iin(x+ j,y)w1 + Iin(x+ j+1,y)w2
r
∑

i=−r
exp(− i2

2σ2 )
=

{Iin(x+ j,y) w1
w1+w2

+ Iin(x+ j+1,y) w2
w1+w2

}(w1 +w2)
r
∑

i=−r
exp(− i2

2σ2 )

=
Iin(

(x+ j)w1+(x+ j+1)w2
w1+w2

,y)(w1 +w2)
r
∑

i=−r
exp(− i2

2σ2 )

where w1 = exp(− j2

2σ2 ), w2 = exp(− ( j+1)2

2σ2 ). The ex-
pression demonstrates linear interpolation multiplied
by the sum of weights. This method reduces the num-
ber of texture samples from 4r + 2 to 2r + 2 in two
passes (see example in Figure 3). This is a very efficient
method, but it’s only applicable to separable filters and
requires intermediate image to store the output of the
first pass.

3 PROPOSED SOLUTION
Our solution is based on the fact that the fragment
shader always works for 2x2 groups of fragments. It
is useful for calculating the MIP-level for a texture
and provides differential derivatives along the x and y
axes. They are typically used to calculate texture MIP-
level (separate from texture reading), flat normals, or
edge detection. We will use fine differential derivatives
along the x and y axes (dFdxFine and dFdyFine in
GLSL) and rename them ddx(p) and ddy(p), respec-
tively, where p is a scalar or vector. ddx(p) and ddy(p)
calculate derivatives using local differencing based on
the value of p for the current fragment and it’s immedi-
ate neighbor (see Figure 4).

a b

c d

ddx(p) = b−a

ddx(p) = d − c

ddy(p) = c−a ddy(p) = d −b

x

y

0

Figure 4: ddx(p) and ddy(p) for 2x2 group of frag-
ments. a, b, c, d are the value of p in the correspond-
ing fragment. Fragments in the column {row} have the
same ddy(p) {ddx(p)}. The x and y axes show the co-
ordinate directions.

It is required to define tx, ty

tx =

{
−1 if fragment in odd col
1 if fragment in even col
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ty =

{
−1 if fragment in odd row
1 if fragment in even row

so that the fragments can exchange data with their im-
mediate neighbors:

precvd = pour + tx ·ddx(pour), swap along x-axis (9)

precvd = pour + ty ·ddy(pour), swap along y-axis (10)

Using data transfer, we can describe a naive algorithm
that exchanges texels between fragments and reduces
the number of texture reads from (2r+1)2 to (r+ 1)2

for each fragment (see Figure 5):

1. Each fragment reads texels Iin(x−r+2i,y−r+2 j),
where 0 ≤ i, j ≤ r. Now each fragment has r + 1
rows with r+1 texels in each (see Figure 5b).

2. We can select r texels from each non-empty row and
do swaps along x-axis (see Figure 5c).

3. Now we have r+1 full rows of texels. r rows from
them are needed for swaps along y-axis (see Fig-
ure 5d).

4. After swaps along y-axis each fragment has all tex-
els (see Figure 5e) and computes the filter function.

Unfortunately, use of fine difference derivatives for
all texels transfer (3r2 + 2r times) works slower than
(2r+1)2 texture readings. To improve performance,
the shader should perform multiple partial sum trans-
fers computed with its own texels but kernel values re-
quired by its neighbours. Let us describe this method
with partial sums for the four filters mentioned earlier.

3.1 Gaussian filter
The Gaussian filter kernel (3) has rank 1, which means
that all rows (columns) in kernel are a linear combina-
tion of one row (column). Therefore, it is enough to:

1. For each i ∈ T, T = {−r+2k | 0 ≤ k ≤ r}:

(a) Read texels Iin(x+ j,y+ i), j ∈ T

(b) initialize the partial sum pi

pi := ∑
j∈T

exp(− i2 + j2

2σ2 )Iin(x+ j,y+ i)

(c) Select texels for the neighbour on the x-axis.
If the fragment (which is executing the shader,
not the neighbour!) has even column number, it
should select all texels in row except the first one,
Ω = T \{−r}. Otherwise — except the last one,
Ω = T \{r}.

(a) One 2x2 group of frag-
ments and their local areas.
Next, the fragments will be
visually separated for better
readability

(b) Step 1 — read 4 texels
(these are colored squares).

(c) Step 2 — select 2 re-
quired texels and do swaps
along x-axis. The arrows
show the transfer of the de-
sired texels

(d) Step 3 — select required
row and do 3 swaps along
y-axis. The arrows and out-
line rectangles show trans-
fer of the desired texels

(e) Step 4 — now each frag-
ment contains all required
texels

(f) Visual merging of frag-
ments

Figure 5: Naive algorithm illustration for 3x3 filter.
Texel with black circle is the same for all fragments.
Dashed rectangles cover local areas for each fragment

(d) Compute partial sum p′i for the neighbour on the
x-axis (consider the bias with tx) (see Figure 6a)

p′i := ∑
j∈Ω

exp(− i2 +( j− tx)2

2σ2 )Iin(x+ j,y+ i)

(e) Make a swap along the x-axis and complete the
partial sum pi

p f inal
i := pi + p′i + tx ·ddx(p′i),

(f) p f inal
i equals

r
∑

j=−r
exp(− i2+ j2

2σ2 )Iin(x+ j,y+ i)
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2. initialize the partial sum of the filter

S := ∑
i∈T

p f inal
i

3. Choose the partial sums p f inal
i required for the

neighbour on the y-axis. If the fragment has even
row number, it should select all sums p f inal

i except
the first one, Ω = T \ {−r}. Otherwise — except
the last one, Ω = T \{r}.

4. It was mentioned that each row of the kernel ma-
trix (3) can be expressed as a linear combination.
We can interpolate partial sums for rows that our
neighbour on the y-axis does not know about by
multiplying them by certain exponents. If p f inal

i

has a common factor exp(− i2
2σ2 ) in this fragment,

the neighbor on the y-axis has a common factor

exp(− (i−ty)2

2σ2 ). Therefore, we should compute partial
sum S′ for the neighbor on the y-axis (see Figure 6b)

S′ := ∑
i∈Ω

exp(
2ity −1

2σ2 )pi

5. Make a swap along the y-axis and complete the sum

S f inal := S+S′+ ty ·ddy(S′)

6. S f inal equals
r
∑

i=−r

r
∑

j=−r
exp(− i2+ j2

2σ2 )Iin(x + i,y + j).

Normalize S f inal by the sum of the kernel.

3.2 Tent filter
The kernel (5) is suitable for the previous method. The
kernel of modified tent filter (6) has rank 2. Therefore,
we need to modify the previous algorithm:

1. For each i ∈ T, T = {−r+2k | 0 ≤ k ≤ r}:

(a) Read texels Iin(x+ j,y+ i), j ∈ T

(b) initialize the partial sum pi

pi := ∑
j∈T

(k−b(|i|+ | j|))Iin(x+ j,y+ i)

and additional partial sum ui (required in step 4)

ui := ∑
j∈T

Iin(x+ j,y+ i)

(c) Select texels for the neighbour on the x-axis. If
the fragment (which is executing the shader, not
the neighbour!) has even column number, then it
should select all texels in row except the first one,
Ω = T \{−r}. Otherwise — except the last one,
Ω = T \{r}.

a b c fed

k l mhij

p′0,r

p′0,g

p′0,b

p′0,p

p′0,r = (b+ c)exp(− 1
2σ2 ), p′0,g = (d + e)exp(− 1

2σ2 )

p′0,b = (i+h)exp(− 1
2σ2 ), p′0,p = (k+ l)exp(− 1

2σ2 )

(a) Data swap along x-axis in step 1 when i = 0. The letters
in the squares represent texels

p−2

p0

p2

p−2

p0

p2

p−2

p0

p2

p−2

p0

p2

S′r S′b S′g S′p

S′r = S′g = p0 × exp(− 1
2σ2 )+ p2 × exp( 3

2σ2 )

S′b = S′p = p0 × exp(− 1
2σ2 )+ p−2 × exp( 3

2σ2 )

(b) Steps 4 and 5. p−2, p0, p2 are different in each fragment

Figure 6: Proposed method for 5x5 Gaussian filter. The
arrows indicate the transfer of the respective sums

(d) Compute partial sum p′i for the neighbour on the
x-axis (consider the bias with tx)

p′i := ∑
j∈Ω

(k−b(|i|+ | j− tx|))Iin(x+ j,y+ i)

u′i := ∑
j∈Ω

Iin(x+ j,y+ i)

(e) Make a swap along the x-axis and complete the
partial sums pi and ui

p f inal
i := pi + p′i + tx ·ddx(p′i),

u f inal
i := ui +u′i + tx ·ddx(u′i),

2. initialize the partial sum of the filter

S := ∑
i∈T

p f inal
i

3. Choose the partial sums p f inal
i and u f inal

i required for
the neighbor on the y-axis. If the fragment has even
row number, it should select all sums except p f inal

−r

and u f inal
−r , Ω= T \{−r}. Otherwise — Ω= T \{r}.
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4. Compute partial sum for the neighbor on the y-axis

S′ := ∑
i∈Ω

p f inal
i +b(|i|− |i− ty|)u f inal

i

5. Make a swap along the y-axis and complete the par-
tial sum S

S f inal := S+S′+ ty ·ddy(S′)

6. S f inal equals
r
∑

i=−r

r
∑

j=−r
(k−b(|i|+ | j|))Iin(x+ i,y+ j).

Normalize S f inal by the sum of the kernel.

3.3 TAA, variance clipping
The kernels for filters (7) and (8) (matrices of ones)
have rank 1. Therefore, for 3x3 local area we can apply
the same algorithm as for the Gaussian filter, but twice.
For larger local areas this is not optimal in terms of the
number of derivatives. Instead of rows interpolation, we
can directly calculate partial sums for other three frag-
ments in the constant derivatives number. This method
uses nonuniform texture sampling (see Figure 7) for ef-
ficient choose of required texels (see Figure 8).

T = {−r+2k | 0 ≤ k ≤ r}, Q = T \{−r}

1. Read texels in nonuniform mode:

Iin(x+ itx,y+ jty), i, j ∈ T

2. Compute the partial sums for the neighbour on the
y-axis (see Figure 8a):

µ
′
y := ∑

i∈T
∑
j∈Q

Iin(x+ itx,y+ jty)

σ
′
y := ∑

i∈T
∑
j∈Q

I2
in(x+ itx,y+ jty)

3. Make a swap along the x-axis and contribute a part
in diagonal neighbour’s partial sums (see Figure 8b):

µ
′
d := µ

′
y + tx ·ddx(µ ′

y)+ ∑
i∈Q

∑
j∈Q

Iin(x+ itx,y+ jty)

σ
′
d := σ

′
y + tx ·ddx(σ ′

y)+ ∑
i∈Q

∑
j∈Q

I2
in(x+ itx,y+ jty)

4. Make a swap along the y-axis and contribute a part
in the partial sums for the neighbour along the x-axis
(see Figure 8c):

µ
′
x := µ

′
d + ty ·ddy(µ ′

d)+ ∑
i∈Q

∑
j∈T

Iin(x+ itx,y+ jty)

σ
′
x := σ

′
d + ty ·ddy(σ ′

d)+ ∑
i∈Q

∑
j∈T

I2
in(x+ itx,y+ jty)

5. Make a swap along the x-axis and complete sums
(see Figure 8d):

µ
′
f inal := µ

′
x+tx ·ddx(µ ′

x)+∑
i∈T

∑
j∈T

Iin(x+ itx,y+ jty)

σ
′
f inal := σ

′
x+tx ·ddx(σ ′

x)+∑
i∈T

∑
j∈T

I2
in(x+ itx,y+ jty)

6. Complete the calculations of filters (7) and (8):

µ :=
µ ′

f inal

(2r+1)2

σ :=

√
σ ′

f inal

(2r+1)2 −µ2

0 1 2

3 4 5

6 7 8

012

345

678

8 7 6

5 4 3

2 1 0

876

543

210

Figure 7: Nonuniform texture sampling for 2x2 group,
5x5 local area. The numbers represent the texel indices
in the array. Arrows indicate the direction of sampling.

0 1 2
3 4 5
6 7 8

012
345
678

8 7 6
5 4 3
2 1 0

876
543
210

(a) For neighbour on y-axis

0 1 2
3 4 5
6 7 8

012
345
678

8 7 6
5 4 3
2 1 0

876
543
210

(b) For diagonal neighbour

0 1 2
3 4 5
6 7 8

012
345
678

8 7 6
5 4 3
2 1 0

876
543
210

(c) For neighbour on x-axis

0 1 2
3 4 5
6 7 8

012
345
678

8 7 6
5 4 3
2 1 0

876
543
210

(d) For fragment itself

Figure 8: Proposed method, 5x5. The rectangles in
each subfigure cover the texels required for that step.
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3.4 Bilateral filter
Computing the partial sums of other fragments with
nonuniform sampling (see Figure 7) is the only way,
since bilateral filter is nonlinear. Since its kernel (4) de-
pends on the central texel Iin(x,y) (each fragment has a
unique central texel), we must also pass it between frag-
ments. At the beginning, we have one of two situations:

1. The local area radius is r = 2k, k ∈ N and central
texel Iin(x,y) is sampled (3rd case in Figure 9).

(a) In this case, we swap the central texel with our
neighbour along the x-axis and proceed to the 4th
case.

(b) In the 4th case, we compute the partial sums for
the numerator and denominator of the filter and
proceed to the 1st case by swapping partial sums
and central texel with the neighbour along the y-
axis.

(c) In the 1st case, we compute the partial sums for
the numerator and denominator of the filter and
proceed to the 2nd case by swapping partial sums
and central texel with the neighbour along the x-
axis.

(d) In the 2nd case, we compute the partial sums for
the numerator and denominator of the filter and
proceed to the 3rd case by swapping partial sums
with the neighbour along the y-axis.

(e) In the 3rd case, we use our own central texel and
complete the sums.

2. The local area radius is r = 2k−1, k ∈N and central
texel Iin(x,y) is sampled by our diagonal neighbor
(1st case in Figure 9)

(a) In this case, we compute the partial sums for the
numerator and denominator of the filter and pro-
ceed to the 2nd case by swapping partial sums
and central texel with the neighbour along the x-
axis.

(b) In the 2nd case, we compute the partial sums for
the numerator and denominator of the filter and
proceed to the 3rd case by swapping partial sums
with the neighbour along the y-axis.

(c) In the 3rd case, we compute the partial sums for
the numerator and denominator of the filter and
proceed to the 4th case by swapping partial sums
with the neighbour along the x-axis.

(d) In the 4th case, we compute the partial sums for
the numerator and denominator of the filter and
proceed to the 3rd case by swapping partial sums
with the neighbor along the x-axis. After that we
have completed sums.

In the 1st situation at the beginning (and if r = 1), 6
partial derivatives are required. In the 2 situation (ex-
cept r = 1), 7 partial derivatives are required (the nu-
merator is a three-dimensional vector and the denomi-
nator is a scalar, so they were combined into one four-
dimensional vector). Let us describe the partial sums
for numerator and denominator in each case (number
corresponds to the case number on Figure 9):

T = {−r+2k | 0 ≤ k ≤ r}, Q = T \{−r}

1.
c := ∑

i∈Q
∑
j∈Q

Iin(x+ itx,y+ jty)g(itx, jty)

w := ∑
i∈Q

∑
j∈Q

g(itx, jty)

2.
c := ∑

i∈T
∑
j∈Q

Iin(x+ itx,y+ jty)g(itx, jty)

w := ∑
i∈T

∑
j∈Q

g(itx, jty)

3.
c := ∑

i∈T
∑
j∈T

Iin(x+ itx,y+ jty)g(itx, jty)

w := ∑
i∈T

∑
j∈T

g(itx, jty)

4.
c := ∑

i∈Q
∑
j∈T

Iin(x+ itx,y+ jty)g(itx, jty)

w := ∑
i∈Q

∑
j∈T

g(itx, jty)

where c is the partial sum of the numerator, w is the
partial sum of the denominator. Swaps are performed
according to the formulas (9) and (10).

x-swap

x-swap

y-swap

1 2

34

y-swap

Figure 9: Four cases for the bilateral filter. The big
squares are fragments. The small squares are the cen-
tral texels for the corresponding fragments. From each
case, you can move to one of the two neighbouring
cases through swaps along the x or y axis.
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4 EXPERIMENTAL RESULTS
We have used the Khronos framework [Khr19] for the
Vulkan API to run our GLSL shaders on PC and An-
droid. The comparison includes the following types of
shaders (see Figures 11 and 12):

• Default version — filters are implemented in frag-
ment shader and read (2r+1)2 texels

• Compute version — filters are implemented in com-
pute shader using shared memory. Gaussian fil-
ter also uses two-pass rendering with 128x1 work-
groups. Other compute shaders use 16x16 work-
groups

• Proposed version — filters are implemented in frag-
ment shader and use derivatives

• Linear version — Gaussian filter is implemented in
fragment shader and uses two-pass rendering with a
linear sampler [Rak10]

Adreno 650 shows 5-100% performance degradation
depending on filter and area size when using shared
memory. It can be concluded that Adreno has a high
cost of fine derivatives. For 3x3 filters, the performance
of our method is worse by at least 56% compared to a
default fragment shaders (or does not change for vari-
ance clipping). However, for large areas, our method
outperforms default fragment shaders by at least 15%
(except 7x7 tent filter). Also worth mentioning is the
method with the linear sampler — at least 37% better
performance than competitors.
RTX 2070 has relatively cheap derivatives, due to
which we get a 25-50% improvement over a default
fragment shader and compute shader. For this video
card, our method bypasses the fragment shader with
linear sampler by 42% and 24% for 3x3 and 5x5 area
respectively. However, for the 7x7 region, our method
is 13% slower.
It can be seen from the graphs that different GPU archi-
tectures have different costs of fine derivatives. How-
ever, as the region size increases, the proposed method
shows an increasingly noticeable difference in perfor-
mance, although it depends on the filter type.

4.1 Metrics and coarse derivatives

Area size Gaussian Tent Bilateral VC
3x3 1.62e-6 0 1.89e-6 1.89e-6
5x5 2.71e-6 0 2.98e-6 3.25e-6
7x7 2.98e-6 0 3.52e-6 4.34e-6

Table 1: MSE for default and proposed (with fine
derivatives) methods

The proposed method with fine derivatives yields im-
ages that are almost identical to those obtained in the
default method (see Tables (1) and (2)).

Area size Gaussian Tent Bilateral VC
3x3 0.999 1.0 0.999 0.999
5x5 0.999 1.0 0.999 0.999
7x7 0.999 1.0 0.999 0.999

Table 2: SSIM for default and proposed (with fine
derivatives) methods

Area size Gaussian Tent Bilateral VC
3x3 3.62 4.34 14.19 685.31
5x5 1.165 1.19 14.51 122.98
7x7 0.513 0.62 21.06 29.99

Table 3: MSE for default and proposed (with coarse
derivatives) methods

Area size Gaussian Tent Bilateral VC
3x3 0.991 0.99 0.988 0.503
5x5 0.995 0.995 0.992 0.854
7x7 0.997 0.997 0.984 0.966

Table 4: SSIM for default and proposed (with coarse
derivatives) methods

In the early stages, testing the proposed method with
coarse derivatives did not yield any noticeable perfor-
mance gains for the RTX 2070. Because of this and
the metrics (see Tables (3) and (4)), we abandoned the
coarse derivatives in performance measurement. While
for the Gaussian filter the difference is negligible, for
variance clipping the method with coarse derivatives is
not applicable at all (see Figure 10).

default coarse

Figure 10: Mean value in variance clipping, 3x3. The
default method produces correct results, while pro-
posed method with coarse derivatives produces visual
artefacts due to incorrect texels received via swaps

5 CONCLUSION
We have presented a few strategies for memory opti-
mization in two-dimensional filters based graphics al-
gorithms. It does not require intermediate images, gives
noticeable performance gains almost everywhere, and
can only be implemented by rewriting shaders. Unfor-
tunately, explicit difference derivatives are not always
cheap enough to allow blind replacement of shaders
with the proposed ones. The source code of the shaders
is available on GitHub: https://github.com/k
zubatov/FiltersOptimizationInfo. Per-
formance tests made by the community on other GPU
architectures will also be available there.
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Figure 11: Performance tests, Adreno 650, Android 13

Figure 12: Performance tests, RTX 2070, Linux 5.15
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ABSTRACT
The Industrial Metaverse offers new opportunities in various industrial sectors, such as product development,
collaboration, sales and marketing. It relies on rendering 3D scenes of industrial plants, factories, and machines
that are viewed by multiple human observers in various industrial applications. Creating these 3D scenes requires
either elaborate 3D modeling efforts or complex 3D reconstruction methods. Both approaches require expensive
hardware and highly trained individuals to create photo-realistic results. To overcome these limitations, we offer
an end-to-end pipeline that generates photo-realistic 3D scene renderings from video input using NeRF (neural
radiance fields). Our tool automates the entire process, resulting in remarkable efficiency gains. It reduces the
creation time from days to minutes, even for untrained users.

Keywords
3D Vision, NeRF, Industrial Metaverse, immersion, neural rendering

1 INTRODUCTION

Rapid advancements in the availability of graphics pro-
cessing unit (GPU) technology allow new opportuni-
ties across various industrial sectors, including train-
ing, product development, and collaboration that are of-
ten described with the term Industrial Metaverse. At
its core, the Industrial Metaverse relies on rendering
three-dimensional (3D) scenes that are viewed by mul-
tiple human observers in various industrial applications.
For instance, in automation, engineers and technicians
can design, test, and implement robotic automation sys-
tems. By creating virtual simulations of automated
workflows, also known as digital twins, the efficiency
of robots in manufacturing lines or logistics operations
can be optimized by human operators via remote ac-
cess. It becomes also possible to predict potential issues
before they arise and plan maintenance without disrupt-
ing the production process.

Currently, these 3D scenes (as well as some digital
twins) are usually rendered from explicit representa-
tions such as meshes, point clouds, or volumetric grids.
Those are known for their structural integrity and com-

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

patibility with modern rendering systems. However, in
2020, a novel approach called Neural Radiance Fields
(NeRF) [MST∗20] emerged. It diverges from these con-
ventional methods as it uses neural networks and vol-
ume rendering methods for novel view synthesis. It cre-
ates visually impressive results from only a few photos
shot by regular consumer cameras.

NeRFs are implicit scene representations, typically em-
ploying a Multi-Layer Perceptron (MLP) that is trained
by comparing volumetric renderings with captured pho-
tos. Instead of reconstructing the 3D scene geome-
try, NeRF generates a volumetric representation called
a radiance field. This radiance field is stored in a
neural network which returns color and density values
for any given point and viewing direction within the
relevant 3D space. Due to this novel representation,
there is currently no existing framework to generate a
neural radiance field from real world data for novice
users. To address this, we introduce a user-friendly
software tool called NeRF Trainer that simplifies the
creation of neural radiance fields. Our tool provides
an end-to-end solution that streamlines the training of
NeRFs. It automates the entire process including im-
age selection, extraction of camera orientation using
COLMAP [SZPF16, SF16], training of NeRF models
and export of resulting new images, videos and 3D
meshes. By leveraging the improved NeRF algorithm
Instant-NGP [MESK22] our tool achieves short train-
ing times of a mere 20 seconds. We aim to democra-
tize the use of NeRF technology, making it accessible
to a broader audience without the barriers of technical
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expertise or hardware limitations. We believe that this
innovation represents a significant step forward in re-
alizing the potential of NeRF in industrial settings and
beyond.

2 BACKGROUND
Before we delve into the steps required to create NeRFs
in the upcoming sections, we present fundamental find-
ings below.

2.1 NeRF
NeRF is a method for synthesizing novel views of
complex scenes by optimizing a continuous volumetric
function using a sparse set of 2D images. Given a set of
images showing a static scene from multiple view an-
gles, along with their corresponding camera poses, the
neural network learns to represent that scene in a way
that allows new views to be synthesized. The NeRF
algorithm represents a continuous scene as a vector-
valued function FΘ whose input is a 3D spatial location
x = (x,y,z) and a 2D viewing direction d = (φ , θ).
Its output is the emitted color c = (r, g, b) and a vol-
ume density σ , that ranges from [0,∞). To approximate
this continuous 5D scene representation, an MLP net-
work FΘ is utilized, where FΘ : (x,d) −→ (c,σ). The
weights Θ of the network are optimized to map each
5D input vector to its corresponding volume density
and directional emitted color. The algorithm enables
view synthesis through a three-step process: first, sam-
pling 5D coordinates along camera rays and processing
them through an MLP to produce both color and vol-
ume density; second, using the MLP’s output to gen-
erate individual pixels of an image using classical vol-
ume rendering techniques; and finally, leveraging the
differentiability of the rendering function to optimize
the MLP’s weights by minimizing the loss function de-
fined as the total squared error between the rendered
and true pixel colors.

The NeRF algorithm encounters difficulties when ren-
dering scenes with high-frequency variations in color
and geometry due to its direct operation on 5D in-
put coordinates. This inefficiency is caused by the in-
herent bias of deep neural networks towards learning
lower-frequency functions, a limitation that Rahaman et
al. [RBA∗19] have highlighted. To address this, NeRF
uses a positional encoding that leverages sine and co-
sine functions to improve its representation of geome-
try. However, this approach can complicate training and
affect GPU performance due to the high cost of com-
plex control flow and memory operations.

These challenges are addressed by Müller et al.
in "Instant Neural Graphics Primitives" (Instant-
NGP) [MESK22] which introduces a novel input
encoding method that significantly streamlines the
training process. By employing a smaller network

Figure 1: Training of a neural radiance field using the
Instant-NGP algorithm, displayed in the Instant-NGP
GUI [MESK22]. Rendering at initialization (top) and
after 20 seconds of training (bottom). The object was
captured from a 180-degree perspective, utilizing 145
images for training.

integrated with a multi-resolution hash table, this
method reduces computational demands and optimizes
memory usage. The result is a speed-up of several
orders of magnitude in training time for neural graphics
components, enabling high-quality renderings to be
trained in seconds, even on consumer hardware. This
breakthrough demonstrates the potential for rapid,
efficient training of neural scene representations, as
illustrated in Figure 1, which shows a scene reaching
convergence in training within just 20 seconds. The
scene was captured from a 180-degree perspective,
utilizing 145 frames for training, and trained using a
laptop with an NVIDIA A3000 GPU.

2.2 Manual pipeline
After laying the conceptual groundwork for NeRF and
its advances in handling high-frequency scene varia-
tions, we delve into the practical methodology for train-
ing a NeRF model, focusing on the seamless integration
of theory and application.
The pipeline typically starts with capturing a short
video of a scene or object with a smartphone. This
is followed by frame extraction, which is the process
of assembling a set of images that capture the static
scene from different angles. These images, whether
extracted from video sequences or collected as single
images, form the backbone of the dataset, capturing the
spatial intricacies and visual essence of the scene from
multiple perspectives.
Once the frames have been extracted, the focus shifts to
determining the camera positions for each frame in the
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dataset. This is achieved by using COLMAP [SF16],
a structure-from-motion (SfM) software, which recon-
structs the scene in 3D by identifying common points
across the image set and inferring the camera positions
and orientations from which each image was captured.
This process lays the foundation for a spatial under-
standing of the scene, allowing the NeRF algorithm
to accurately interpret and reconstruct the 3D environ-
ment.

With the frames extracted and the camera poses com-
puted, the dataset is prepared for the next phase: train-
ing the NeRF model. The model, represented by a
multi-layer perceptron (MLP), is tasked with learning
a continuous volumetric scene function. It takes as in-
put the 3D coordinates and 2D viewing directions, and
outputs the color and volume density for each point in
space. Training involves feeding the model with 5D co-
ordinates derived from the camera rays intersecting the
scene, and adjusting the network weights to minimize
the discrepancy between the synthesized and actual im-
age pixels. This optimization process uses gradient de-
scent to iteratively refine the model to improve its abil-
ity to render novel views with high fidelity.

3 RELATED WORK
The impact of NeRF on the computer vision community
has been profound and widespread. Since its publica-
tion in 2020 numerous papers and preprints emerging
on platforms, reflecting the intense interest and rapid
development within this area. We refer to the recent
survey papers [GGH∗22, TTM∗22] to get an impres-
sion about the broad evolution of NeRF-based methods
in the last years.

Recognizing its significance, developers have created
frameworks that addressed a variety of needs, from sim-
plifying the integration of different NeRF techniques to
adapting complex algorithms for broader use. For in-
stance, the introduction of frameworks with modular ar-
chitectures [YL22, HLY∗20, XC22, YSK22] have made
it easier for users to work with various NeRF models
within a single application. This integration supports
experimentation and refinement of NeRF models, ben-
efiting the research community. In this frameworks,
new methods can be easily integrated without having
to rewrite encodings, network architectures or volume
rendering functions. This is particularly useful as the
field of NeRF is constantly evolving, with new meth-
ods and approaches emerging regularly. The framework
NVIDIA Kaolin Wisp [TPT∗22] was designed as a dy-
namic, research-focused library for neural fields to help
researchers address the challenges of this discipline.
Notably, efforts have transitioned from reimplementing
existing NeRF methods in different programming en-
vironments [Bha22, YC20] to offering comprehensive
solutions such as Nerfstudio [TWN∗23] that span the

entire spectrum of NeRF technology, from data prepro-
cessing to model training and visualization.
Despite NeRF technology’s growing adoption across
various fields, there are significant challenges with the
current frameworks that hinder its broader accessibil-
ity, especially for non-technical users. The support for
development remains basic, with a proliferation of re-
search papers and a lack of code consolidation making
it difficult to track advancements. Many researchers
publish their work in isolated repositories, complicat-
ing the transfer of features and contributions between
different NeRF implementations. Furthermore, the ex-
isting tools for running NeRFs on real-world data are
limited. In particular, the data preparation step involv-
ing COLMAP [SF16] requires command line knowl-
edge, which is a barrier for those unfamiliar with such
interfaces. In addition, the plethora of features and
NeRF models offered by most frameworks can over-
whelm users new to the technology, making it difficult
for them to understand its capabilities and effective-
ness. These issues underscore the need for more in-
tuitive and consolidated frameworks that can meet the
needs of users who want to explore NeRF technology
without deep technical expertise.
A notable advancement in this field is the startup
Luma AI1, which has significantly simplified the
process of creating NeRFs. By releasing an iPhone
app, Luma AI enables users to effortlessly produce
videos that can then be transformed into a NeRF.
The app guides users through the entire process,
from capturing video to generating the NeRF, thereby
making this advanced technology accessible to a wider
audience. In addition, companies like Dromni2 are
also working to democratize the process of generating
NeRFs by developing platforms that are easy to use.
Nonetheless, a significant barrier to their widespread
adoption in sensitive sectors is the necessity for data
upload to cloud services. This is particularly critical
in various industrial domains where safeguarding data
confidentiality is essential.

4 NERF TRAINER
In this chapter, we present a comprehensive exploration
of our innovative NeRF Trainer, a tool designed to de-
mocratize the creation of NeRFs by simplifying its pro-
cess into a user-friendly application.

4.1 Requirements and design choices
Our framework is designed with specific functional re-
quirements to facilitate the generation and exploration
of neural radiance fields from video inputs. In the fol-
lowing, we provide a breakdown of these key require-
ments.

1 https://lumalabs.ai
2 https://www.veovid.com
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4.1.1 Automated Pipeline
From a user perspective, the main feature of our frame-
work is its capability to process video uploads. It au-
tomatically executes the entire pipeline described in
Section 2.2 to generate the radiance field. This pro-
cess involves converting the video into a series of im-
ages that capture the scene from multiple angles, then
run COLMAP to extract the camera calibration and fi-
nally train the radiance field to construct a 3D repre-
sentation of the scene. The video processing capability
is designed with flexibility in mind, allowing the user
to specify optional parameters to fine-tune the output.
Through this automated pipeline, our technology sim-
plifies the traditionally complex process of generating
NeRF models. It allows users to obtain high-quality 3D
representations from standard video footage, bypassing
the need for manual image selection and camera cali-
bration.

4.1.2 Advanced Algorithm Utilization
The framework’s effectiveness hinges on incorporating
an advanced, improved radiance field algorithm. The
selected algorithm must strike a delicate balance be-
tween rapid processing and the rendering of scenes with
high fidelity. The ultimate goal is to achieve a recon-
struction that faithfully mirrors the real-world scene’s
complexity and subtleties, ensuring an authentic and
immersive exploration experience.

4.1.3 Enhanced Output Options
Beyond the generation of neural radiance fields, the
framework offers advanced functionalities for render-
ing videos and exporting meshes. This broadens the
scope of exploration and utilization of the constructed
3D scene representations.

Snapshots: Save model snapshots as .ingp file for anal-
ysis and further exploration within the Instant-NGP’s
framework.

Video Rendering: Users have the option to render
videos directly from the synthesized neural radiance
fields, enabling dynamic visualization of the scene
from various perspectives. This feature is instrumental
in presenting and reviewing the photorealistic outputs
in a more interactive and engaging format.

Mesh Exportation: The technology also supports the
exportation of meshes. This feature allows for seamless
integration into existing workflows, providing users
with the tools to incorporate 3D models into their
projects.

4.1.4 Graphical User Interface (GUI)
To ensure accessibility and ease of use, the application
features a GUI. This interface will support informative
interactions, data uploads, and parameter configura-
tions, tailored to optimize training outcomes. The GUI

is envisioned as a bridge between the user and the com-
plex processes underlying neural radiance field gener-
ation, making the technology approachable for users
with varying levels of expertise.

4.1.5 Screenshots as Training Verification

A key requirement is the ability to produce photoreal-
istic renderings of the trained model’s output. These
renderings are essential for verifying the model’s ac-
curacy in recreating the scene. They act as a proof of
concept, demonstrating the model’s ability to replicate
the real-world environment with precision and detail.

4.2 The framework
In the pursuit of democratizing advanced 3D visualiza-
tion technologies, we introduce a web-based platform
designed to simplify the training of NeRFs. This plat-
form is tailored for both novice and experienced users
aiming to generate high-fidelity 3D scenes from con-
ventional images or videos. The user interface is crafted
to guide users through the data upload, parameter ad-
justment, and visualization stages with ease, resulting
in the generation of an .ingp file compatible with the
Instant-NGP framework [MESK22] for immersive ex-
ploration. The back-end, built in Python, can run on any
server equipped with an NVIDIA RTX GPU, eliminat-
ing the need for a local graphics card. This combina-
tion of a user-friendly interface and a separate back-end
makes it simpler for users to create high-quality neural
radiance fields. As illustrated in Figure 2, the front-
end start screen provides the user with insights into
NeRFs, results from previously trained models, and the
platform’s capabilities. This introductory segment aims
to acquaint users with the potential and applications of
NeRF technology.

4.3 Workflow
The workflow begins when users upload scene data to
the platform, followed by an opportunity to modify pa-
rameters before the pipeline process begins. If users
choose not to make any adjustments, the pipeline will
use the default parameters by default. These defaults
are designed to provide a balance between performance
and quality, ensuring that the NeRF model is trained ef-
ficiently and effectively under general conditions. The
pipeline process is schematically depicted in Figure 3.
Our pipeline is designed to process video, images and
RGB-D data. The prepocessing steps for these formats
differ: When processing video data, we start by ex-
tracting individual frames. Next, camera parameters
are determined using COLMAP [SF16]. Once these
preliminary steps have been completed, the derived
data is transformed into JSON format. This JSON-
formatted data, together with the corresponding images,
forms the training data set for the neural radiance field.
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Figure 2: Rendered view of the background informa-
tion section on the website. This section includes an
introduction to what functionalities the website offers,
followed by examples of previously trained NeRF mod-
els for qualitative evaluation, and concludes with an
outline of the NeRF training pipeline process.

For iPhone users, especially the newer models such
as iPhone 12 and its successors, we offer an alterna-
tive option to create a NeRF from RGB-D data. The
Record3D3 application allows the creation of record-
ings including the camera poses and parameters. This
data is then read from the file and can be converted di-
rectly into the required JSON format, eliminating the
need for camera calibration via COLMAP. This eases
the transition to the training phase and makes the whole
process more efficient.

Figure 3: Comprehensive overview of our automated
pipeline: The diagram delineates the distinct phases in-
volved when utilizing either video or R3D files (the out-
put format from the iPhone App Record3D).

3 https://record3d.app/

Following the comprehensive overview of our auto-
mated pipeline, we transition to a detailed examination
of each constituent step.

4.3.1 Extract Videos

This stage involves extracting frames from the video, a
process critical for preparing the input data for subse-
quent NeRF model training. The Extract Videos com-
ponent is designed with flexibility in mind, allowing
users to customize the extraction process based on spe-
cific requirements. This customization includes the
ability to adjust the frequency of frame extraction -
such as selecting every second or third frame - and
setting a maximum limit on the number of frames to
be extracted. This flexibility is particularly benefi-
cial for managing computational resources and avoid-
ing memory access errors, which can occur when pro-
cessing large video files or when operating within the
constraints of limited GPU memory. This tailored ap-
proach to frame extraction ensures that the pipeline can
accommodate videos of varying lengths and complexi-
ties, making it possible to generate NeRFs from a wide
range of source materials without compromising on the
quality or completeness of the data.

4.3.2 Estimate camera poses from images

Integrating COLMAP [SF16] for estimating camera
poses in the process of creating NeRFs is a step that en-
ables the successful translation of 2D images into their
3D counterparts. It is important to accurately position
each frame extracted from the video within a 3D con-
text to achieve precise 3D scene reconstruction, which
is a crucial task for NeRF. The accuracy of camera pose
estimation directly affects the NeRF model’s ability to
render new, unseen views of the scene that maintain the
original photometric properties. Our framework auto-
matically incorporates COLMAP to simplify the user
experience and keep the focus on the NeRF process.
This abstraction of technical intricacies allows users to
engage with NeRF creation without needing to delve
into complex technical details.

4.3.3 Training Process

For the training phase, the COLMAP data is converted
to a JSON format, encapsulating both intrinsic and ex-
trinsic camera parameters for each image. The neural
radiance field is then trained using the Instant-NGP al-
gorithm [MESK22] over a predefined, adjustable num-
ber of steps. Upon completing the training, screenshots
from the trained model are rendered to evaluate its per-
formance and visual output.

4.3.4 Qualitative Evaluation

Upon completion of the training process, the quality
of the generated NeRF model is evaluated based on its
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Figure 4: The user interface on the webpage after a
radiance field training, encompassing back-end logs
(cropped).

ability to produce photorealistic renderings of the scene
from novel viewpoints. Therefore we render screen-
shots from new viewpoints that were not part of the ini-
tial dataset used for training. By generating these im-
ages, we provide tangible evidence of the model’s abil-
ity to synthesize new perspectives with high fidelity.

Figure 4 showcases the user interface of the website
upon the completion of a NeRF training session. It
features a verification screenshot of the trained radi-
ance field, alongside interactive buttons that allow the
user to download the resulting data, render a video or
export the trained model as a mesh. Additionally, the
interface provides logs that detail the training process,
offering users insights into the progression and out-
comes of their session. Through a socket connection,
users receive ongoing updates ensuring that they remain
updated about the training’s progression and outcome.
Such transparent feedback and live interactions elevate
the user experience, making the entire training journey
more intuitive. This feature is particularly valuable dur-
ing the execution of computational-intensive processes,
such as the COLMAP phase. A specialized logger con-
tinually updates the user on the current state of the
pipeline, providing an informed overview of the ongo-
ing activities.

4.4 Implementation aspects

To develop and operationalize our NeRF framework,
we addressed the challenges outlined in the previous
sections, including the fragmented development land-
scape of NeRF technologies and the obstacles faced
by non-technical users. Our approach has led to the
creation of a robust, user-friendly framework, under-
pinned by two Docker containers designed for seam-
less communication - one dedicated to the front-end
and the other to the back-end. This modular archi-
tecture not only simplifies deployment but also ensures
data privacy by enabling on-premises hosting within a
company’s network, leveraging Kubernetes clusters for
scalability and GitLab CI/CD for continuous integra-
tion and deployment. The use of GitLab CI/CD under-
scores our commitment to maintaining a robust, up-to-
date application capable of meeting the evolving needs
of our users.

Poetry is employed as a dependency management and
packaging tool, which simplifies the process of manag-
ing python packages and their versions, ensuring a con-
sistent development environment. Furthermore, Docker
is utilized to containerize the back-end, allowing it to
run on any server equipped with an NVIDIA RTX
GPU. This eliminates the need for users to possess local
graphics cards and reduces the setup complexity, offer-
ing a plug-and-play solution. By leveraging Docker, we
encapsulate the NeRF application within a controlled
environment, ensuring that it can be deployed and run
with ease, irrespective of the underlying operating sys-
tem or hardware configuration.

The splitting of the framework into a back-end, devel-
oped in Python, and a front-end, crafted with React, al-
lows us to offer a powerful yet user-friendly tool. The
React-based content management system (CMS) en-
ables users to interact with the NeRF application with-
out needing to navigate the command line or understand
the back-end processes.

To enhance the user experience further, we employ a
YAML-based configuration file, making it straightfor-
ward for users to interact with the application. YAML’s
human-readable format ensures that configuring the ap-
plication is accessible to all, regardless of technical
background. This choice underscores our commitment
to making NeRF technology as user-friendly as possi-
ble.

The strategic division between front-end and back-end,
combined with our deployment strategy, empowers or-
ganizations to integrate our framework into their net-
works seamlessly. This paves the way for a diverse
range of users, including those without technical exper-
tise, to create content for Industrial Metaverse appli-
cations. Our framework’s architecture is designed not
just for accessibility but also for scalability, making it
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an ideal solution for businesses looking to explore and
expand their capabilities within the Metaverse.

5 NERF IN THE INDUSTRIAL META-
VERSE

The introduction of NeRF marked the birth of the do-
main of Neural Scene Rendering, a subfield within
computer graphics focused on generating 3D scenes
using neural networks [TTM∗22]. In general, neural
scene rendering is a rapidly growing field with the po-
tential to revolutionize the way we generate 3D content,
offering data-driven approaches that make the process
more accessible and efficient than traditional methods.

NeRF represents a significant step forward in the realm
of 3D content creation, offering substantial benefits to
the growth of the Industrial Metaverse. Beyond its tech-
nical achievements, what sets NeRF apart is its poten-
tial to make high-quality 3D rendering more accessible
and user-friendly. This accessibility paves the way for
a wider range of applications, from enhancing product
development processes to enriching educational con-
tent. By simplifying the creation of detailed, realis-
tic scenes, NeRF democratizes 3D modeling, making
it possible for a broader audience to contribute to and
benefit from advancements in virtual environments.

Figure 5 showcases a series of images rendered from
neural radiance fields that are generated with our NeRF
Trainer. These NeRFs underwent a rapid training pro-
cess, completed within just one minute, demonstrating
the efficiency and capability of the utilized algorithms
to generate high-fidelity 3D scenes. The use of ad-
vanced optimization techniques and computing power
has enabled NeRFs to efficiently process and inter-
pret large amounts of visual data, surpassing traditional
methods like photogrammetry.

Additionally, these neural radiance fields can be ex-
plored in Virtual Reality (VR) using the Instant-NGP
GUI [MESK22], offering an immersive experience that
has numerous advantages in the Industrial Metaverse
context. The integration of VR technology marks a sig-
nificant advancement in industrial operations and plan-
ning. Through VR (e.g. the production facility dis-
played in Figure 6), stakeholders can now explore and
interact with a fully immersive 3D model of their pro-
duction environments. This capability not only en-
hances the understanding of spatial relationships and
operational flows within the facility but also facilitates a
more intuitive and effective collaboration among team
members. Whether for training purposes, safety pro-
tocol reviews, or optimization of manufacturing pro-
cesses, the ability to virtually walk through and ex-
amine every aspect of a production line in detail of-
fers unparalleled benefits. These include improved de-
sign accuracy, faster decision-making, and a reduction
in costly physical prototypes.

Figure 5: Rendered images from NeRFs trained within
1 minute, showcasing impressive detail and realism de-
spite the constrained training period. This demonstrates
the advancements in optimization techniques and com-
puting power, enabling rapid processing and interpreta-
tion of visual data.

Figure 6: A screenshot showing the dual perspectives
as viewed through VR lenses.

Figure 7: Comparison of renderings and meshes ob-
tained from a NeRF. The first image shows a rendering
from the neural radiance field, the second image shows
the mesh with vertex normals, and the third image dis-
plays the mesh with vertex colors.

Beyond the capability to visualize NeRFs in VR,
the method also allows for the option to export
these 3D models as meshes, utilizing the Marching
Cubes [LC87] algorithm. This process translates the
dense, volumetric data produced by NeRFs into a
polygonal mesh, which is more compatible with tradi-
tional 3D modeling and CAD software. In Figure 7, we
provide a visual comparison highlighting the transition
from NeRF to an exported mesh using the Marching
Cubes algorithm. However, it is important to note
that NeRFs, by their nature, are not ideally suited for
direct mesh exportation and use in certain applications.
NeRFs are remarkable for their ability to capture and
display complex light interactions within a scene and
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create photorealistic images from a variety of angles.
When converted into a mesh, this lighting information
and the ability to seamlessly render from arbitrary
viewpoints will be lost. Yet, this limitation is contrasted
by the significant advantage NeRFs offer in quickly
and easily capturing detailed 3D representations of
scenes using a smartphone.

6 DISCUSSION
Our framework aims to reduce some of the cumbersome
manual steps required for generating NeRFs. However,
it comes with its own set of minor limitations: When
used as intended, our framework needs, for every group
of users (e.g. within a company), a maintainer who
is skilled in deploying the front- and backend services.
All other users then require internet (or corporate net-
work) access, which is not the case for most other NeRF
tools (but ubiquituous nowadays). When used locally
(which is not intended but possible), our framework as-
sumes a familiarity of the user with command line tools
similar to other NeRF frameworks. Further limitations
are inherited from relying on existing NeRF technol-
ogy. We discuss this in the following, especially when
considering NeRF’s application within the dynamic and
demanding realms of the Industrial Metaverse.
NeRFs have demonstrated remarkable proficiency in
rendering static scenes, showcasing an ability to capture
intricate details with high fidelity. The performance of
NeRFs in representing static scenes is impressive, but
standard NeRFs reach their limits when it comes to dy-
namic environments. In such scenarios, objects may
move or change, requiring time-dependent reconstruc-
tion beyond the capabilities of the original NeRFs and
their improvements. There is much ongoing research
focused on filling this gap, particularly through the use
of MLP-based methods. A detailed overview of these
methods can be found in Section 4.3 of the article "Ad-
vances in Neural Rendering" [TTM∗22]. By incorpo-
rating dynamic aspects, NeRFs could be used in a wider
range of applications, from real-time entertainment to
complex simulations in industry. The NeRF algorithm
also lacks integrated physics for simulating the behav-
ior of models in industrial settings. Without this, NeRF
remains a somewhat superficial tool for visual represen-
tation but not for behavioral simulation.
Another feature that traditional (digital) 3D tools
offer is the possibility to easily modify the scene,
e.g. add/modify objects or change certain colors. For
NeRFs this is inherently complicated caused by the
significant computational intensity required due to
the dense radiance field representation. Tools like
NeRFShop and NeuralEditor are pioneering solutions
to this issue, showcasing the potential for further
advancements [JKK∗23, CLW23].
Moreover, the lack of standardization and fragmen-
tation within NeRF developments presents hurdles to

widespread adoption. Current models’ specificity to
particular tasks complicates the creation of a unified
platform. Additionally, the opaque nature of neural
networks underlying NeRFs poses challenges for fine-
tuning and integration across diverse models. However,
new approaches such as Gaussian Splatting are emerg-
ing, leveraging classical machine learning techniques to
generate new views more efficiently [KKLD23].

The integration of NeRF with widely used game en-
gines and virtual environments, including Unity, Om-
niverse, and Unreal Engine, as well as the process of
converting NeRF’s output into usable meshes, remains
a complex challenge. These integration issues high-
light the necessity for ongoing research and develop-
ment efforts aimed at enhancing NeRF’s compatibility
and functionality across different digital creation plat-
forms.

Despite these limitations, the potential for reality cap-
ture through neural radiance fields remains significant.
The ongoing research in this domain points to the de-
velopment of increasingly efficient and versatile meth-
ods. Adaptations that integrate dynamic scenarios, real-
time interactivity, and physics-based simulation are not
beyond reach, and several works in the current liter-
ature are already advancing in these directions. The
fast-paced growth of research in this area indicates that
many of the challenges presented in this section could
be overcome in the near future.

7 CONCLUSION

In this work, we have developed a framework to make
training NeRFs from user content more accessible. We
overcome key challenges by providing an easy to use
and system-independent setup. Our approach makes
NeRF accessible to a broader audience, including non-
developers in various industries, democratizing this ad-
vanced 3D rendering technology.

An important next step is to validate this claim in ap-
plied user studies. We envision a comparison of the
applicability of different NeRF creation tools (e.g. ours
but also research code on GitHub as well as commer-
cially available solutions) in different scenarios. At the
same time, user studies should be conducted to evaluate
preferences for different audiences.

Finally, by enhancing NeRF’s approachability, we open
up industrial applications like virtual prototyping and
immersive training, transforming virtual engagement
and fostering innovation. Looking ahead, integrating
NeRF with the Industrial Metaverse promises to merge
physical and digital worlds. It allows powerful visu-
alization and interaction tools that could revolutionize
industrial operations.
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ABSTRACT

In this paper, we present a method for segmenting 3D discrete objects into discrete plane segments. This
segmentation is the first step in obtaining a polyhedrization of a discrete object with the reversibility property.
This constraint requires that the discretization result for polyhedrization be exactly the same as the initial set of
points. One of our objectives is to reduce the number of planes in our segmentation and achieve more efficient
surface analysis algorithms. In 3D space, direction and starting point are common issues. Our method attempts
to achieve segmentation by considering surfels one after the other and agglomerating them with their neighbours
based on a distance ranking. This method enables the recognition of critical points on the boundary of a plane
segment. A medical application is illustrated by the presentation of a tumour segmentation.

Keywords
Polyhedrization - Segmentation - Discrete Geometry - Discrete Plane - Medical Imaging.

1 INTRODUCTION
Discrete surface polyhedrization has received increas-
ing interest in discrete geometry and has been studied
in different papers [BB06, CDJS06, LMR20, LRC22,
SC03, SDC04]. The reconstruction of a discrete 3D
surface is a challenging problem, especially when a re-
duced number of polygons is expected and even more,
when a property of reversibility is required. Recon-
struction is reversible when the digitization of the re-
constructed surface corresponds to the original discrete
surface. The reversibility property ensures that no in-
formation is created or lost during the reconstruction
process which is an important property in sensitive ap-

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

plications such as medical imaging. A reconstruction
with fewer polygons helps for fluid and interactive visu-
alization in medical imaging where the volume of data
can be important. It represents a bottleneck in medi-
cal virtual reality: in [PCD21], the authors noted that
for Virtual Reality "[...] results suggest that prerequi-
sites such as real-time performance [...] pose the great-
est limitations for clinical adoption and need to be ad-
dressed".

One of the widely used methods for 3D reconstruc-
tion is the Marching Cubes isosurface extraction algo-
rithm [LC87] that proposes reversible solutions, how-
ever, it generates an important number of triangles that
is proportional to the number of voxels or surface el-
ements (surfels) of the discrete surface. In the dis-
crete geometry community, several algorithms were
proposed for discrete surface polyhedrization. These
approaches are usually decomposed into two steps: seg-
mentation of a discrete surface into plane segments
[BF94, DA09, DCA06, KS01, Pap99, SDC04, VC00],
and reconstruction where each of the plane segments is
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replaced by one or more continuous polygons [CDJS06,
CGS04, DA09, DCA06]. Segmentation into discrete
planes is an important step since it can guarantee the
reversibility property and potentially diminish the num-
ber of polygons in the resulting reconstruction. This
paper is focused on this first step. There is however a
major obstacle to this segmentation process: a segmen-
tation in a minimal number of plane segments has been
shown to be an NP-hard problem [SC09].

Figure 1: The standard discretization of a Euclidian
plane (in blue) of equation x+2y+3z = 1

In this work, we seek a solution that would yield fewer
discrete plane segments in most cases than previously
proposed methods [CDJS06, CGS04, DGT]. Our
method considers surface elements (surfels) instead
of voxels for the reconstruction. This means that we
are going to work with standard plane segments (i.e.
6-connected planes segments) [And03]. The Figure 1
shows what a Standard plane looks like and how surfels
are connected (here face to face). When a segmentation
is computed, the starting point and the direction of
traversal has an important impact on the results. While,
in 2D, on curves, only two directions are possible,
in 3D, each surfel has 4 neighbours and selecting a
specific direction introduces a bias in the segmentation
process. We propose thus labelling on the surfels of our
surface, which depends on the planarity of the surfel
by determining the biggest disk centred on the surfel
that would belong to the same plane. We deduce from
that a queue of plane segment centres. Additionally,
we adapted the notion of k-cuspal cells proposed by
M. Rodriguez et al [RLA08] to propose a geometric
criterion for a somewhat subjective question that has
not been considered often so far: some reconstruction
lead to shapes that may feel more natural than others
(see Figure 2 for an example).
This paper is organized as follows: section 2 states
some definitions and notations. Section 3 presents a
state of the problem and of the art on some existing
segmentation and reconstruction methods. Section 4

details our segmentation method and section 5 shows
some results. We finally end with some conclusions
and perspectives in section 6.

2 DEFINITIONS AND NOTATIONS
In this section, we review some notions and definitions
of discrete geometry that will be used in the following
sections. A definition of a discrete plane, for all points
(x,y,z)∈Z3, has been given by JP. Reveilles in [Rev91]
as follow :

−ω

2
≤ ax+by+ cz+µ <

ω

2

with ω the thickness of the plane, the intersect µ and
(a,b,c) the normal of the plane. There are classically
two types of discrete planes that are considered in dis-
crete surface segmentation problems: naive discrete
planes are the thinnest 18-connected planes without 6-
connected tunnels that can be analytically characterized
by a thickness ω = max(|a|, |b|, |c|) [AAS97] ; Stan-
dard discrete planes are the thinnest 6-connected planes
without tunnels that can be analytically characterized
by a thickness ω = |a|+ |b|+ |c| [And03, AAS97]. In
the literature (see next section), two discrete surface
paradigms have been considered: a voxel and a surfel
paradigm. For the voxel paradigm, the discrete surface
of a three-dimensional object is considered to be con-
stituted by the 18-connected voxel outer layer of the
object. Those voxels are then segmented into naive
planes segments. A discrete plane segment is a finite
set of connected points that belong to a discrete plane.
In the surfel paradigm, each voxel is considered to be
a cubical complex where the 2-dimensional elements
are called surfel, the 1-dimensional elements are called
linel and the 0-dimensional elements pointel. The sur-
face of an object is composed of the outer layer of sur-
fels of the object (all the surfels that belong to a voxel
of the object and to the complementary), and the asso-
ciated linels and pointels that form the boundary of the
surfels. Those surfels are then segmented into standard
planes where each pointel of the surfels is seen as a dis-
crete point of the discrete plane segments.

3 STATE OF THE PROBLEM AND
STATE OF THE ART

3.1 State of the problem
In dimension two, the segmentation of a curve (open
or closed) into discrete line segments has been solved
with a solution that is both linear in time and optimal
in the number of line segments [FT05]. However, in
dimension three, decomposing a discrete surface into a
minimal number of discrete planes has been shown to
be NP-hard [SC09]. This is not completely surprising
since there is no natural order in which discrete points
can be added in a seed-based approach (which is the
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most common approach as we will discuss next) in di-
mension three. Sometimes, there is no better solution
than a trivial one for an object such as the one presented
on the left of Figure 2. All the optimal decomposi-
tions into discrete planes will have a number of plane
segments that are proportional to the number of vox-
els/surfels. You cannot do anything here that would be
better than a simple straightforward local segmentation.
This means that in some cases, globally or locally, one
cannot expect a solution that is not proportional to the
number of voxels/surfels of the surface. The minimality
in the decomposition is not the only relevant question.
One aspect of the decomposition of discrete surfaces
that has not often been taken into account is that some
decomposition feel less natural than others. Both the
middle and the left image of Figure 2 present an opti-
mal segmentation of a surfel cube into six planes, how-
ever, the middle image segmentation may be considered
more natural/expected.

Figure 2: Left: limit configuration. Centre: desired op-
timal decomposition. Right: undesired optimal decom-
position.

3.2 State of the art
Let us now discuss some of the previously proposed
approaches to surface segmentation. In his thesis, L.
Papier [FP99, Pap99], first proposed a method that cre-
ates only segments of naive planes that are rectangular
(with a rectangular projection). In a second method,
with standard discrete plane segments, he used an al-
gorithm based on Fourier-Motzkin elimination. He im-
posed geometric and topologic constraints for the plane
segments that are commonly taken into account now:
connected faces that are homeomorphic to disks. The
authors discussed a number of problems with this line
of methods such as how to choose the starting point for
a face and how to select adjacent surfels to a face and
in which order.

In [KS01], R. Klette et al. proposed a segmentation al-
gorithm based on the resolution of a system of inequal-
ities. Surfels are processed by a breadth first traversal
of the graph of surfel adjacency on the surface. How-
ever, no constraints on the recognized plane segment
were imposed which led to thin and awkwardly shaped
segments.

In her thesis [Siv04], I. Sivignon proposed several seg-
mentation algorithms. She proposed to use the notion
of tricubes (planar sets of 3× 3 voxels) to reduce the
number of small plane segments that can be recognized.

She also considered plane segments that are topological
disks which resulted in a smaller number of plane seg-
ments than previous approaches. Lastly, a side effect
of using tricubes is to make configurations such as the
central image of Figure 2 impossible to reconstruct.

In [CGS04], authors proposed a polyhedrization algo-
rithm that has the property of reversibility with the war-
ranty that the obtained polyhedron is topologically cor-
rect; it is based on the simplification of the Marching
Cube surface. This algorithm has then been extended
in [CDJS06] using linear programming techniques to
reduce the number of plane segments.

A last approach [LMR20] uses an arithmetical approach
to incrementally compute the normal of a plane seg-
ment. Although promising, this approach has not yet
resulted in a plane segmentation algorithm.

4 OUR METHOD
In this section, we present our segmentation method to
decompose a discrete surface into discrete planes seg-
ments.

For the recognition algorithm, we are using an incre-
mental algorithm (COBA) that consists in adding dis-
crete points one after another [CB08]. The recognition
problem in Z3 is transformed into a feasibility problem
in Z2. The function corresponds to the parameter of the
two parallel planes enclosing points, and the diagonal
distance between these two planes. The time complex-
ity of this algorithm in the worst case is O(n log(n)). It
is thus an efficient algorithm for discrete plane recogni-
tion. This algorithm does not provide the preimage of
the set of discrete points but gives the two supporting
planes of the segment. In this work, we recognize stan-
dard discrete planes using the pointels (in the boundary
of surface surfels) of our object.

We work with face-connected voxel objects. From this
set of voxels, we compute a surfel-adjacency graph of
the surface of our object. The discrete surface that we
obtain is closed, thus each surfel has exactly four neigh-
bours.

4.1 Context
Firstly, we need to retrieve the surface of a discrete ob-
ject composed of voxels to obtain an unoriented graph
of surfels. If the surface is closed, each vertex of the
graph has exactly four neighbours, and we limit our
work to this type of object (i.e. manifold). For the
recognition of discrete plane segments, we use the Stan-
dard model to have standard surfaces, edges and ver-
tices [And03].

We recognize standard discrete planes considering the
four pointels of each surfel of our graph as the discrete
points of these planes. A surfel can be added to only one
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plane segment, thus the boundaries between our differ-
ent plane segments are formed of lignels and pointels.
The method implemented in our algorithm consists in
two passes over our set of surfels. The first is used to
compute surfel weights by computing an approxima-
tion of the size of the maximal plane it can belong to
(see section 4.2). The second pass then computes the
segmentation based on the weights while taking care of
special cases (see section 4.3).

4.2 First pass
In this subsection, we present the way we compute the
weights. The weight of each surfel corresponds to the
radius of the biggest Manhattan disk centred on the sur-
fel that corresponds to a standard plane segment. It
is computed with a Breadth-First Search order, with a
method akin to classical distance map computation al-
gorithms.
A surfel priority queue sorted by decreasing surfel
weights is maintained throughout the process.
Figure 3 presents the weight of the surfels on a cube, an
octahedron, and a sphere with a colour gradient from
green to red. Red surfels represent surfels where it is
impossible to create a large plane segment and dark
green are those where a larger plane segment can be
created. We can see that some edges are recognizable
in red. Red points are akin to 3D discrete cusp intro-
duced by M. Rodriguez [RLA08]. In 2D, a point is a
discrete cusp of a discrete curve iff a line segment of
length five centred on this point is not a discrete seg-
ment [BSDA03]. M. Rodriguez [RLA08] generalized
this notion to dimension three.

Figure 3: The weighted surfels of our surface on: a
cube, an octahedron, a digitized mesh of a sphere

4.3 Second pass
In this second pass, we take the surfels one by one in the
surfel priority queue (surfels with the biggest weights

first). The four direct neighbours of the surfel are tested
and depending on the configuration (see Figures 4 and
5), different type decisions are taken. These different
configurations can be described as follows:

• First configurations: The current surfel has no
neighbour already inside a discrete plane segment
where it can be added: either because the neigh-
bours have not yet been treated (Figure 4a) or
because the current surfel cannot be added to any
of the already existing planes (as they wouldn’t
be planes anymore. See Figure 4b). For these
configurations, a new plane segment is created.

• Second configuration: The current surfel has one
and only one discrete plane segment already con-
structed in its neighbourhood where it can be added.
The surfel is simply added to this plane (Figure 4c).

• Third configuration: The current surfel has more
than one discrete plane segment in its neighbour-
hood to which it can be added. To select the best
plane segment to add the surfel to, we choose
to compare the normals of the different plane
segments. We calculate a scalar product between
the normals before and after adding the surfel to
each plane and retain the solution that modifies the
normal the least. The union of the point sets of two
discrete plane segments can also be a discrete plane
segment. Once the segment on which the surfel
is to be added has been selected, we then check
whether other plane segments in the neighbourhood
can be merged with the selected segment. This
configuration potentially reduces the number of
recognized planes at this step (Figure 4).

Figure 4a and 4b describe two different cases related to
the first configuration. In Figure 4a, the yellow surfel
is the one with the biggest weight when compared to
its fours neighbours; it cannot be added to an existing
plane since no plane exists yet in his neighbourhood. In
Figure 4b, the yellow surfel cannot be added to the al-
ready existing red plane since the red plane is no more
a standard plane when adding this surfel. In these two
cases for configuration 1, a new plane segment is cre-
ated that can then aggregate other surfels.

Figure 4c shows an example of the second configura-
tion. The yellow surfel has one of its neighbours in the
green plane it can be added to. This plane is the only
current plane segment in its neighbourhood, it will thus
be added to this plane.

Figure 5a shows an example of the third configuration
where the yellow surfel can be added to two different
plane segments in its neighbourhood, the green plane
and the blue plane. In this case, the green and the
blue plane segments along with the yellow surfel can
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be merged. This is what happens in this case. Figure 5b
shows an example of the third configuration where the
yellow surfel can be added to two different plane seg-
ments in its neighbourhood (green and blue) that cannot
be merged into one plane segment. In this case, the yel-
low surfel will be added to the green plane as it doesn’t
modify the normal of the green plane, while it would
modify the normal of the blue plane.

(a) (b) (c)

Figure 4: The two first configurations. (a) first config-
uration: no neighbours have already been treated, (b)
first configuration: the current surfel (yellow) cannot
be added to the red plane segment, (c) second configu-
ration when a surfel has exactly one neighbouring plane
to which it can be added.

(a) (b)

Figure 5: The third configuration when the surfel can
be added to at least two plane segments. (a) Merging
the planes is possible and will be done. (b) Merging is
not possible and the normal is used to decide in which
plane segment the surfel is added (here the green one).

Figure 6: An example of the particular case where a
surfel of distance 1 (in red) should not be computed be-
fore the grey ones also of distance 1.

There is however one special case to consider: it occurs
when a surfel and all its neighbours of a surfel have a
weight equal to 1. In Figure 6, the red surfels could
form an autonomous plane, although each of those sur-
fels can be added to other planes that may be created
later on. The idea here is to wait before such surfels are
handled. In this example, the red surfels will be treated
after the grey ones, an then end up being added to three
different planes. To avoid this case from happening, the

weight of such surfels can be diminished to let neigh-
bour surfel (grey in Figure 5) be computed first.

Algorithm 1: Second pass
input : The queue resulting from the first pass

and G the graph of adjacency of surfels
output: a segmentation of the set of surfels into a

discrete plane segment
segmentation←{}
while queue ̸= {} do

sur f el← queue[0]
queue← queue\ sur f el
potential← GOOD_NEIGHBORS(sur f el)
if size(potential) = 0 then

Create a new discrete plane segment P
segmentation← segmentation∪P
P← P∪ sur f el

else
if size(potential) = 1 then

potential[0]← potential[0]∪ sur f el
else

foreach P in potential do
P_temp← P∪ sur f el
pre_n← normal of P
post_n← normal of P_temp
scalar← pre_n · post_n

B← P with the minimal scalar
B← B∪ sur f el
foreach Pi in potential \B do

Try to merge Pi with B

Algorithm 1 shows the second pass of our algorithm.
The GOOD_NEIGHBORS function retrieves all the di-
rect plane segments in the neighbourhood of the current
surfel.

5 RESULT
This section shows the results of applying our algorithm
on different 3D surfaces. The first three synthetic ob-
jects denoted Cube, Octahedron and Sphere Mesh are
all obtained from the digitization of a mesh; the last ob-
ject denoted Parametric Sphere is a parametric sphere
voxelized using Gaussian digitization. These four ob-
jects are described as follows:

• Cube: a cube (6 face, 8 vertices) of size 10×10×10
voxels.

• Octahedron: an octahedron (8 triangle, 6 vertices)
of height 16 voxels.

• Sphere Mesh: a low polly sphere (320 triangles, 162
vertices) of radius 64 voxels.

• Parametric Sphere: a sphere with a radius of 64 vox-
els.
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Algorithm Cube Octahedron Sphere Mesh

Our Algorithm

DGtal Algorithm

Table 1: The segmentation of the surface of a cube; an octahedron; a digitized sphere mesh using our algorithm
and using the DGtal library algorithm.

Table 1 and Figure 7 show the results of applying our
algorithm and the algorithm presented in DGtal library,
on the Cube, Octahedron, Sphere Mesh and Paramet-
ric Sphere. Table 2, highlights some details about these
results. In this table, we discuss, for each object, the
number of faces (triangles or polygons) in the mesh be-
fore digitization (Nb Faces) and the number of surfels
after digitization (Nb Surfels).
We compare our algorithm to the segmentation method
present in DGtal (DGTal is an open-source library
where state-of-the-art algorithms in digital geometry
are integrated) [DGT]. As this method allows the
recognition of thick planes, we limit ourselves to
standard planes, in order to maintain a criterion of
reversibility. In addition, in order to maintain homo-
geneity with our method, each surfel is treated as a set
of 4 pointels.
The results obtained using this algorithm are listed in
Table 2. The results are compared on several metrics:
the number of plane segments (Nb PS) generated by
each segmentation method, the number of surfels inside
the biggest (PS Max Size) and smallest plane segments
(PS Min Size), the average (PS Mean Size) and me-
dian size (PS Median Size) of a plane segment. We also
take the number of plane segments smaller than a de-
fined size, here segments smaller than three and smaller
than five in order to see if a method tends to produce
small plane segments. These metrics are present in the
literature and can be retrieved in several publications
[Siv04].
For the Sphere Mesh, the number of segments recog-
nized is greater than the number of triangles present in
the initial mesh which is what we expected to retrieve.
Furthermore, a lot of little segments are present in the
segmentation, the presence of these little segments in

the segmentation is a well-known problem and appears
at the end of the algorithm when segments are strongly
constrained and new surfels cannot fit the actual dis-
crete plane recognition. However, 98,7% of the sur-
fels are in the 320 biggest plane segments. A post-
processing stage could reduce those cases, as discussed
in the perspectives.

For the Parametric Sphere (see Figure7) we have a
greater number of plane segments for a roughly simi-
lar number of surfels. This result was to be expected
since the parametric sphere is not derived from a mesh
and has no plane in its geometry. However, results are
competitive with previously proposed methods even if
some surfels are embedded in plane segments. The per-
centage of small segments (less than 5 surfels) for the
Parametic Sphere (28%) is just above the one for the
Mesh Sphere (24%).

Figure 7: Our algorithm on a parametric sphere (left:
first pass, right: second pass).

Overall, our method generates fewer plane segments
than the method proposed in the DGtal library, particu-
larly in terms of small pieces of planes.

As noted in section 1, the reconstruction of 3D surfaces
can be really useful in medical imaging. Figure 8 shows
a head-and-neck tumour semi-automatically segmented
from PET image with the algorithm FLAB [HLRT+09]
and Figure 9 shows our segmentation and the recon-
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Object Cube Octahedron Sphere Mesh Parametric Sphere
Nb Faces 6 8 320

Nb Surfels 600 864 77 270 77 118
Algorithm Our DGtal Our DGtal Our DGtal Our DGtal

Nb PS 6 85 8 81 456 2233 1183 2552
PS Max Size 100 41 108 45 551 354 356 159
PS Min Size 100 1 108 1 1 1 1 1

PS Mean Size 100 7 108 10 169 34 65 30
PS Median Size 100 8 108 9 203 31 52 39
Nb surfels ≤ 3 0 24 0 5 83 313 276 370
Nb surfels ≤ 5 0 39 0 29 100 427 335 554

Table 2: Quantitative information obtained after applying our algorithm and the algorithm presented in DGtal.

struction of the tumuor. From the clinical point of
view, the tumor shape is important in cancer prog-
nosis and therapy choice analysis [HLRA+21], there-
fore it is crucial to have its realistic 3D representa-
tion, which provides more precise shape descriptors.
Such shape information combined with other image-
based characteristics (often called "radiomics"), such
as intensity and texture features, can be used to cre-
ate prediction models for therapeutic choices and for
survival prediction via machine and deep learning ap-
proaches [TTL+22, HLRA+21, BTT+20].

Figure 8: A head-and-neck tumour semi-automatically
segmented from PET image with the algorithm FLAB
(left : sagittal plane, right : axial plane).

6 CONCLUSION
In this paper, we have presented a new segmentation
method for 3D digitized objects. Our method uses crit-
ical point detection based on surfel analyses based on a
distance map. It retrieves fewer plane segments that are
better distributed on the object than the state-of-the-art
methods [FP99, KS01, Pap99, Siv04].
Surfel analysis however needs to be improved: some
surfels having very different neighborhoods are labelled
in the same way which is not accurate. We want to
further analyse the topological configuration of surfel
neighbourhoods and adjust the weight computation ac-
cordingly to better discriminate between cases.
Moreover, we have to study the criteria used to decide,
when a surfel can be added to more than one plane and
which one is the "best". We may, for those particu-
lar surfels, use a post-treatment to swap them from one

(a) (b)

(c)

Figure 9: Polyhedrization and our algorithm surface de-
composition on a head-and-neck cancer tumour. (a)
The first pass, (b) the segmentation on discrete plane
segment, (c) a reconstruction using Marching cube op-
timisation algorithm [CGS04] on our segmentation (b).

plane segment to another to optimize the reconstruc-
tion. A way to reach our goal may be to define a Ma-
chine learning model to optimize our results.

Other post-treatments can be considered: cutting the
large plane segments to add smaller segments to ho-
mogenize the size of the polygons for example.
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ABSTRACT
We examine the influence of alcohol consumption on presence in Virtual Reality (VR) with both subjective and ob-
jective data. To measure the level of presence in VR we propose a method using four self-developed indicators, two
subjective (Flow, Subjective Behaviour) and two objective ones (Objective Behaviour, Performance). To assess the
validity of our method, we conducted a user study (n = 20). Although results show no significant correlations, we
reveal two potential research gaps regarding the general threshold for measurable effects of alcohol consumption
in VR and eventual gender differences. Besides the two research gaps, we show three further approaches for future
work.
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1 INTRODUCTION

Virtual Reality (VR) has reached the mass market,
with an ongoing growth in the number of users. In
2023, 14 million Head Mounted Displays (HMD)
were sold, leading to estimated 22 million units in
active use [Ess23]. Around half of the world’s popu-
lation consumes alcohol as estimated by Hoek et al.
[Hoe+22]. Therefore, questions related to the use of
VR under the influence of alcohol are increasingly
relevant.

To date, there has been little research on this
topic [Dur+18]. While previous research e.g. in-
vestigated effects on cybersickness [IWB17], questions
about presence remain unanswered. To help close this
research gap, our paper contributes in two ways:

(i) A method to measure the level of presence in VR in
form of four self-developed indicators: two subjective
(Flow, Subjective Behaviour) and two objective (Ob-
jective Behaviour, Performance).
(ii) A user study (n = 20) revealing two potential re-
search gaps regarding the general threshold value for
measurable effects of alcohol consumption in VR and
possible gender differences.

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

In Chapter 2 we review related work. Our proposed
method is presented in Chapter 3. While Chapter 4 de-
scribes the conducted user study, we show the results
in Chapter 5. After critically reflecting on the results
in Chapter 6, we conclude and outline potential future
work in Chapter 7.

2 RELATED WORK
Our examination of alcohol’s influence on presence in
VR comprises three areas of research. In this section
we look at literature on: the concept of presence in VR
(Section 2.1), ways to measure presence in VR (Sec-
tion 2.2), and previous research on alcohol and VR
(Section 2.3).

2.1 Presence and Immersion
Presence and Immersion are two key concepts in VR
research, closely linked together and often mistakenly
used synonymously even among VR experts [Gen+21a;
Sla03]. To better understand and clearly distinguish be-
tween them, we are taking a closer look at both.

2.1.1 Presence
With VR technologies developing into consumer-level
products in the early 1990s, research looked for
approaches “to define VR in terms of the human
experience rather than the technological hardware”
[Ste92]. Subsequently, the concept of (Virtual) Pres-
ence emerged as a dependent measure of the individual
experience in VR. This human experience-focused
view, sparked an ongoing debate about the definition of
Presence in VR [Bar16].
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We follow the definition of Slater [Sla09], one of the
most commonly cited definitions of Presence, as a
“feeling of being there”, being in a place or virtual
environment (VE) even though one is physically in a
different place [Min80; Hee92; WS98].

The term can be further distinguished in Plausibility
Illusion and Place Illusion. Plausibility Illusion de-
scribes how credible events, that happen in the VE,
are for the user. Place Illusion describes the decep-
tion of being in a place created by the Immersion of
the senses [Sla09].

Factors influencing Presence in VE can be separated
in interoceptional and exteroceptional. Interoceptional
factors relate to the presented content, e.g. participants
perceive a greater Presence if they feel emotionally af-
fected. An exteroceptional factor is, for example, the
degree of Immersion [Mar+20]. Slater [Sla09] consid-
ers Immersion as an influencing factor on Presence, de-
scribing it as a “human reaction to immersion”.

To shed more light on the link between Presence and
Immersion and to differentiate between the two terms,
we will subsequently have a closer look at the concept
of Immersion.

2.1.2 Immersion
Regarding Immersion we follow Slater and
Wilbur’s [SW97] definition “as a quality of the
system’s technology, an objective measure of the extent
to which the system presents a vivid VE while shutting
out physical reality”.

Definitions are united by understanding the term as a
sensory perception triggered by technical elements.
Yet it is difficult to provide a standardized defini-
tion [BA20] since the literature offers a number of
variations [KB18; Nas+00; WS98].

Selzer and Castro [SC23] list variables influencing Im-
mersion and categorize them according to different sen-
sorial perceptions.

We found the following visual variables: field of
view [Kim+14; WT13], screen resolution [Kim+14;
Ahn+14], stereopsis [Kim+14; Ahn+14], response time
or latency [KLP20], brightness, contrast, saturation
and sharpness [MG96], the level of detail of 3D
models [Vol+20], the lighting of the VE [SSC10] and
the use of dynamic shadows [SSC10].

Audio-related variables include the use of sound versus
no sound [Zel92; PWD13], ambient sound [Bim11],
3D spatial sound [AJC14; Ber+17], the use of head-
phones versus speakers [Ber+17] and echo or reverber-
ation [Bim11].

Variables related to the tactile system and tracking of
the user include sensory bandwidth [Sno98], level of
body tracking [Gor+11], degrees of freedom [Bim11],
affordance of controls [Wil13], response time or latency

of tracking [ABW93], locomotion [Sel18], temperature
and wind [AJC14; SC23].

2.1.3 Drawing the Line between Presence and
Immersion

To better distinguish Presence and Immersion, we re-
fer to an abstract comparison from the field of colour
science.

Objectively, a colour can be described by its corre-
sponding wavelength distribution. The perception and
emotional reaction to a colour by different individuals
can in turn have a wide range of results. Thus, Im-
mersion can refer to the wavelength distribution, while
Presence corresponds to colour perception [Sla+09].

2.2 Measuring Presence in VR
Methods to measure Presence in VR can be divided
in subjective and objective ones. For subjective
methods, questionnaires are currently the predominant
form [Sch21]. Schwind et al. [Sch+19] identified 15
different questionnaires. Objective methods are e.g.
physiological measurements, behavioral observations
and performance measurements [Laa+15].

Regarding physiological measurements the most
common are heart rate, heart rate variability and skin
conductance [Sch21; Sla+22]. Other approaches
include, e.g. eye tracking [Sch21], electrodermal
activity [Mee+05], muscular responses measured via
electromyography [AS11; Kiv+11], functional mag-
netic resonance imaging [Hof+03] or the integration
of electroencephalography [Bau+06; JP16; KN12;
KKN12; Cle+14; Pet+20], although the acquisition
and interpretation of these data pose a number of
challenges [Gen+21b].

Behavioral observations are much-discussed in re-
search and considered experimental, sometimes seen
as the most creative method [Sch21]. Sheridan [She92]
introduced the idea early on with his approach to
evaluate social behaviour in relation to naturalness.
Previous results indicate that Presence correlates with
behaviour in a highly immersive VE and behaviour
depends heavily on the specific circumstances under
which data points are measured [BA20].

For performance it has been postulated that greater
Presence enhances task performance. Nevertheless,
there is a long debate about the correlation between per-
formance and Presence [Wel99]. While some studies
show positive correlations, reports of insignificant or
even negative correlations exist as well [BA20]. Nash
et al. [Nas+00] proposed several measures for perfor-
mance measurement linked to Presence.

Although a variety of methods exists the use of either
subjective or objective is insufficient [Sla+22]. Poten-
tial disadvantages of questionnaires include memory
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impairment for extensive questionnaires after an expe-
rience [SC23; IWB17] or a potential disturbed feeling
of presence in case of short questions during an expe-
rience (e.g. 1-item questionnaire) [Sch21]. A purely
objective method in turn is difficult due to the subjec-
tive nature of Presence [Nas+00; BA20]. Hence, liter-
ature recommends to combine subjective and objective
measures [SBW18; Sla+22].

In their literature review Skarbez et al. [SBW18] recom-
mend considering at least two different methods. Slater
et al. [Sla+22] describe the triangulation of using sev-
eral approaches, e.g. the combination of subjective re-
ports and objective measures, as ideal.

After defining important terms and examining current
approaches to measure Presence in VR, we take a closer
look at research on alcohol and VR next.

2.3 Alcohol and Virtual Reality
A person’s alcohol level is measured as blood alco-
hol concentration (BAC) in alcohol per mille (‰). This
value indicates how many millilitres of pure alcohol are
contained in one litre of blood.

Alcohol has a direct influence on the human sensory
system [IWB17]. Alongside the amount of alcohol
consumed its influence depends on a number of fac-
tors such as age, gender, genetics, body weight, type
of drink, drinking experience, health status and drug
use [IWB17; Roe+94; HKW00; Mum+99]. First im-
pairments occur from 0.2 ‰, e.g. in form of slight
concentration and problems to focus, reaction delays
and deterioration in movement coordination. With in-
creasing BAC restrictions intensify and expand, e.g. on
vision. More than 3 ‰ can lead to death [IWB17;
BFV20; Gai+18].

Literature on alcohol and VR can be divided into two
major research directions. First, the use of VR in alco-
hol studies. Second, the use of alcohol in VR studies.

While we were able to identify a variety of studies and
approaches for the first research direction (e.g. cue ex-
posure therapy [Ghi+19], driving simulators [BFV20],
medical training [Gil+23] or educational applica-
tions [Lyk+20]), only one study could be assigned to
the second research direction, where we also attribute
our work to.

As a study targeting the use of alcohol in VR, Isk-
enderova et al. [IWB17] investigated how alcohol con-
sumption affects cybersickness in VR by conducting a
user study (n = 31). Cybersickness is one of the main
adverse effects of VE and characterised by symptoms
like nausea, eye pain, sweating, disorientation, fatigue,
headaches and vomiting [BC03]. The study revealed
that a BAC of around 0.07 ‰ significantly reduces
symptoms of cybersickness. The results are remark-
able, as e.g. Blasiis et al. [BFV20] or Gaibler et al.

[Gai+18] indicate first noticeable effects above a BAC
of 0.2 ‰.

As alcohol has direct effects on human sensory percep-
tion [IWB17], we assume correlations between BAC
and Presence in VR. Although various approaches to
measure Presence in VR exist, none seems adequate.
We therefore propose a method to measure Presence in
VR in the next section.

3 METHOD
Our proposed method to measure Presence in VR con-
sists of four self-developed indicators: two subjective
(Flow, Subjective Behaviour) and two objective ones
(Objective Behaviour, Performance).

The term Flow is based on the flow theory of Csikszent-
mihalyi [Csi90] and describes a positive mental state
where people lose their sense of time when they are
completely involved in an activity. We consider this
state of involvement as an indication for presence in
VR. To measure the level of this flow-like state, and
therefore presence, we subtract the subjectively per-
ceived time from the actually measured time under the
assumption that the difference determines a potential
flow-like state. A higher deviation therefore means a
higher level of presence.

Both Subjective Behaviour and Objective Behaviour
are based on previous approaches to derive presence
from behavioral observations [BA20]. While the lit-
erature categorises behaviour as an objective measure-
ment, our method adds a subjective perspective.

For Subjective Behaviour we assume presence is cor-
related with the perceived ability to better position and
interact in the VE. For Objective Behaviour we assume
presence is correlated with the usage frequency of in-
put devices (e.g. controller) for locomotion. If a person
uses such devices less frequently, as a result moving
more naturally in the VE, we conclude the “feeling of
being there”, respectively the level of presence, to be
higher.

Performance is based on the assumption that better task
performance in VE correlates with a higher level of
presence in VR [BA20].

To measure subjective data we suggest using short
questionnaires presented directly after an experience.
For objective data we suggest manually measuring
from direct observations or using tracking data from
modern HMDs.

In the next chapter we apply and assess the validity of
our method in the context of a conducted user study.

4 USER STUDY
In this chapter we describe details regarding the con-
ducted user study for the evaluation of our method to

ISSN 2464-4617 (print) 
ISSN 2464-4625 (online)

Computer Science Research Notes - CSRN 3401 
http://www.wscg.eu WSCG 2024 Proceedings

179https://www.doi.org/10.24132/CSRN.3401.19



measure Presence in VR. We explain the study design,
give an overview of the system used as well as the task
to be performed. Furthermore we characterise the par-
ticipants and detail our application of the method plus
the general study procedure.

4.1 Study Design
The user study employs a quantitative research design.
We chose a between-group experimental design, mea-
suring and comparing the collected variables in two
groups. A non-alcoholised group (control group) and
an alcoholised group (alcohol group).

4.2 System Overview
The user study was conducted in a laboratory room
at our university, which provides an empty area of
3,30m×1,80m. We used a Meta Quest 3 as HMD. As
a standalone device it is wireless with an integrated pro-
cessor, battery-operated, and offers inside-out tracking,
which enables the localisation and demarcation of the
VE within the real environment as well as game bound-
aries in a so-called guardian. This HMD has a resolu-
tion of 2064×2208 pixels per eye, a refresh rate of up
to 120 Hz and a field of view of 110° horizontally and
96° vertically. The contained lenses can be adjusted to
the pupillary distance of the user.

The HMD is supplied with two (right and left) Touch
Plus Controllers as input devices. Each controller con-
tains four buttons, a thumb stick, a thumb rest, and a
two-stage trigger.

Streaming the visual content from the HMD to a
browser is possible enabling us to observe users from
outside as well as inside the VR application. The
observer setup consists of a workstation with two
screens, a mouse and a keyboard.

As the audiovisual stimulus we presented the commer-
cially available VR game Walkabout Mini-Golf, which
simulates playing mini-golf from a first-person perspec-
tive in various VEs with minimalist comic graphics.
The user is able to look around the VE by using the
head tracking capabilities of the HMD. Locomotion is
possible by using the controller in different ways: tele-
portation by pull and release of the two-stage trigger,
snapturning by turning the thumb rest left or right, or
real walking within the previously defined guardian.
Depending on whether the user is right-handed or left-
handed, the golf club is controlled using the right or left
controller.

We chose this application since Mini Golf requires no
complicated explanation, offers measurable interaction
and spatial aspects and, as one of the most popular
games in the Oculus Store, promises a certain motiva-
tion and enjoyment to participate in the user study.

4.3 Task
The task consisted of two games. First, participants had
to hit 10 golf balls at targets on a virtual driving range.
The number of points for hitting one of these targets
varied, depending on distance, size and whether the tar-
gets were static or moving. Collecting as many points
as possible was the goal.
Second, after selecting the level Blossom Tree, partici-
pants had to play three classic mini-golf courses. The
aim was to hit a golf ball, past obstacles, into a hole in
as few strokes as possible.

4.4 Participants
All participants (n = 20; sex: 70% male, 30% female,
age: 22 - 60 years; M = 31.5, SD = 9.7) were re-
cruited at university. Participation was voluntary, and
took place outside of working hours or study time. Par-
ticipants were divided into two groups:
First, a control group (n = 11; sex: 54,55% male,
45,45% female; Age: 22 - 60 years; M = 32.5, SD =
13.3) where 55.5 % stated to have experience in VR.
Second, an alcohol group (n = 9; sex: 88,89% male,
11,11% female; Age: 27 - 35 years; M = 29.9, SD =
2.4) where 60 % stated to have experience in VR.

4.5 Method Application
We measure presence by applying our method de-
scribed in Section 3, yet first we detail the variables
used for the measurements.

4.5.1 Measured Variables
We measured eleven variables in total, six of those
through a self-designed questionnaire.
Three objective variables from the questionnaire by
asking for age, gender and previous experience with
VR. And three subjective variables by asking the fol-
lowing questions:
Q1) “How would you rate your ball control?”
Q2) “How precisely were you able to take up your de-
sired position?”
Q3) “How many minutes did you spend using the ap-
plication in total?”
Q1) and Q2) were answered using a five point likert
scale (1 = very good, 2 = good, 3 = neutral, 4 = bad, 5
= very bad). Q3) was answered in a free field.
Furthermore, three objective variables by manually
measuring the number of snapturns, number of tele-
portations and total time spent. One objective variable
by measuring BAC, using the ACE X Alkoholtester, a
breath alcohol tester labeled Accuracy Class 1 with a
precision of ±0.005 percent [Ros19].
One objective variable by measuring pupillary distance,
using the app Dotty EyeMeasure (Version 1.22) on an
iPhone 13 mini (iOS Version 17.2.1), which was used
for configuration purposes only.
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4.5.2 Measuring Presence
We determine Flow, as shown in Equation 1, by sub-
tracting the result of Q3) from the measured time.

f = total time spent−q3 (1)

Subjective Behaviour, as shown in Equation 2, is calcu-
lated by halving the sum of the results of Q1) and Q2).

u =
(q1 +q2)

2
(2)

We determine Objective Behaviour, as shown in Equa-
tion 3, as the sum of the number of snapturns s and the
number of teleportations t.

o = s+ t (3)

We determine Performance, as shown in Equation 4,
with n number of ranges, in our case n = 3, hmax

i the
number of max shots allowed at the ith hole and hi num-
ber of shots on the ith hole. This evaluates the perfor-
mance of the holes to a percentage value, where 100%
corresponds to clearing each hole in one shot and 0% to
the maximum number of attempts required.

p =
100

(∑n
i=1 hmax

i )−n
·

(
n

∑
i=1

hi −n

)
+100 (4)

4.6 Study Procedure
Before taking part in the user study, potential partici-
pants were informed about possible exclusion criteria
(e.g. age, health problems, current medication use, cur-
rent or previous addiction problems and pregnancy).

The HMD was kept charged during the user study.
Backup batteries were available for the controllers. If
required, we provided support by answering general
questions.

The user study consisted of two rounds. Each round
contained seven sub-steps, which are described below.
Figure 1 illustrates the execution of the user study.

(1) Information: Participants were informed at the be-
ginning of the user study about the purpose, the indi-
vidual steps and the right to discontinue the study at
any time and for any reason. A written declaration of
consent was obtained from all participants. In addition,
information was provided in accordance with Art. 13
GDPR.

(2) Measurement: Prior to each round, we measured
each participant’s current BAC and pupillary distance.
In the first round, all participants had to be sober. We
used this round as the baseline for the measured values.
In the second round, we made a distinction between two
groups. The control group was asked to remain sober.

The alcohol group was asked to bring and consume al-
coholic beverages at their own discretion. To prevent
falsification of the BAC test, all participants were asked
to refrain from smoking, eating or using a mouth spray
for at least 15 minutes before each round.

(3) Preparation: Before the HMD was handed over, the
application was started, the pupillary distance was set,
the streaming of the visual content from the HMD was
started, participants were asked whether they are left-
or right-handed, and the HMD and corresponding con-
troller were disinfected.

(4) Customisation: After handing over the HMD and
the controller to the participant, we explained how the
HMD can be adjusted to the respective head size.

(5) Familiarisation: At the beginning of the VR applica-
tion, the participant is located in a freely walkable VE.
We use this mode to explain the controls and letting
them familiarise.

(6) Execution: When the participants communicated
that they were ready, we explained the task. Afterwards
we started our measurements.

(7) Questionnaire: After completing the task, partici-
pants were asked to answer our questionnaire.

Figure 1. Pictures of a user conducting the user
study (left) and the authors’ parallel perspective

while measuring various parameters (right)

5 RESULTS
We conducted a user study to measure the influence
of alcohol on Presence in VR. The measurements are
based on our method which combines objective as well
as subjective indicators. In this section we present the
obtained results. A critical discussion of these follows
in the next section 6.

The levels of BAC ranged from a minimum of 0.07 ‰
to a maximum of 0.93 ‰. The mean concentration was
0.31 ‰, with a standard deviation of 0.33. Six partic-
ipants registered values below 0.2 ‰, while three par-
ticipants exceeded the 0.4 ‰ threshold.
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Table 1 shows the descriptive statistics for the measured
variables. None of the observed trends reached statisti-
cal significance.

Round 1 Round 2

Group mean sd mean sd

Control f 5.29 7.01 3.93 3.70
u 2.32 0.78 1.82 0.46
o 29.4 9.99 27.5 11.0
p 45.5 17.6 62.6 23.8

Alcohol f 1.11 2.67 1.17 1.99
u 1.78 0.36 1.61 0.33
o 53.0 38.2 51.7 35.7
p 46.5 15.7 63.0 19.7

Table 1. Descriptive Statistics for the measured
variables Flow ( f ), Subjective Behaviour (u),
Objective Behaviour (o) and Performance (p)

Distinctions emerged between the groups during
round 1 for Subjective Behaviour, Objective Behaviour
and Flow.

The alcoholised group had lower scores for Subjective
Behaviour (1.78 vs. 2.32, 95% CI [-1.11, 0.03]), Objec-
tive Behaviour (53.0 vs. 29.4, 95% CI[-6.01, 53.28])
as well as Flow (1.11 vs. 5.29, 95% CI[-9.13, 0.76]).
Despite these differences, both groups demonstrated
a comparable Performance of 46% (95% CI[-14.67,
16.69]).

There is no remarkable change in the mean value for
Flow, Subjective Behaviour and Objective Behaviour
between rounds 1 and 2 for both groups.

Notably, there was a Performance improvement from
45% to 63% (control 95% CI[-35.89, 1.55], alcohol
95% CI[-34.37, 1.37]) between round 1 and 2 for both
groups.

6 DISCUSSION
In this section, we discuss the previously presented re-
sults, reveal two potential research gaps and point out
limitations.

First, we expected measurable effects of alcohol on
Presence in terms of different mean values between
round 1 and 2 for both groups. Instead, our results show
no significant changes for Flow, Subjective Behaviour
and Objective Behaviour. By taking a closer look at the
dataset, we saw that six participants registered a BAC
below 0.2 ‰ and only three exceeded 0.4 ‰. As the
literature seems unable to define a clear threshold value
for measurable effects of BAC in VR [BFV20; Gai+18;
IWB17], this indicates a first potential research gap.

Second, we observe different mean values in the first
round for Flow, Subjective Behaviour and Objective
Behaviour between both groups. We noticed that there

is only one woman in the group that consumed alco-
hol in contrast to the control group, which is balanced.
Since the measurements between the groups in round 1
already differ more than the standard deviation, this in-
dicates a second potential research gap namely possible
gender differences on Presence in VR.
Since Performance improved for both groups in the
same manner, alcohol appears to have no influence on
attributed learning effects in VR.
There are several shortcomings in our study. First and
foremost, none of the observed trends reached statisti-
cal significance. We mainly attribute this to the limited
sample size of the user study. The data set also suffers
from an unbalanced distribution of BAC within the in-
toxicated group, as well as an imbalanced gender com-
position.

7 CONCLUSION AND FUTURE
WORK

Questions related to the use of VR under the influence
of alcohol are of increasing relevance. Yet there has
been little research on this topic. As alcohol has influ-
ence on the human sensory system we expected a mea-
surable influence on presence in VR. Although litera-
ture offers various approaches to measure presence in
VR none seems adequate.
We presented a method to measure presence in VR in
form of four self-developed indicators. To assess the
validity of our approach, we conducted a user study
(n = 20). Even though the results show no signifi-
cant results, we revealed two potential research gaps:
an unclear BAC threshold value for measurable effects
on presence in VR and possible gender differences on
presence in general.
Besides these two, we see three more approaches for
future work. First, the proposed method of this work
could be evaluated in a larger user study with more
participants, a balanced BAC distribution in the alco-
holised group and a balanced gender composition.
Second, the proposed method could be modified by
changing the questionnaire (e.g. questions, timing of
questions), integrating physiological measures (e.g.
heart rate, electrodermal activity or electroencephalo-
graph [Laa+15; Sla+22]), or using more data sources
of modern HMDs like eye tracking.
Third, the user study could be replicated in the real
world, on a real mini-golf course, to compare the results
and examine to what extent VR reflects reality here and
how this shows in the chosen metrics.
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ABSTRACT
In this study, we proposed a method for automatically generating high-quality CLIP(Contrastive Language Image
Pre-training) training data to improve the performance of text-based image retrieval using CLIP. In general, two
types of image-text pair data are used in CLIP training: correct pairs and incorrect pairs. correct pairs are pairs
in which the image and text content are compatible, and are created by scraping or other methods. incorrect pairs
are incompatible image-text pairs, which are created by changing the combination of the correct pairs. CLIP is
completed by contrastive training to increase the similarity between the image and text in correct pairs and decrease
the similarity in incorrect pairs. However, when there are multiple images in the training data that are similar to
each other, the text attached to them is also considered to be similar to each other, and although it is preferable to
treat them as correct pairs, changed pairs are treated as incorrect pairs. In other words, incorrect pairs with high
relevance between image texts are learned as having low relevance between image texts, and this inconsistency has
a negative impact on the CLIP model. Therefore, if two images taken from the training data are not similar, then the
similarity between texts assigned to them should also be low, so that a highly reliable incorrect pair can be created
by exchanging the assigned text with each other. We applied this idea to the results of clustering the images
and texts in the training data, respectively, and used the similarity between the clusters to generate an incorrect
pair, then learned to increase the negative effect as the similarity between images was lower. The results of an
experiment using the Amazon review dataset, which is commonly used in this field, showed a 21.0% improvement
in Rank@1 score compared to vanilla CLIP.

Keywords
Large language Models, Image Retrieval, Image-Text Dataset, CLIP, Contrastive Learning, K-means Clustering

1 INTRODUCTION

The use of online shopping has increased in recent years
due to the ease and convenience of purchase. Online
shopping applications are equipped with a function that
allows users to search for desired products by entering
keywords or sentences into a search system. As the us-
age rate of the search system increases in proportion to
the usage rate of the application, there is a need to im-
prove the search accuracy. However, when keywords or
text are input, images unintended by the user are some-
times output as search results. This study proposes a

Permission to make digital or hard copies of all or part of this
work for personal or classroom use is granted without fee pro-
vided that copies are not made or distributed for profit or com-
mercial advantage and that copies bear this notice and the full
citation on the first page. To copy otherwise, or republish, to post
on servers or to redistribute to lists, requires prior specific per-
mission and/or a fee.

Figure 1: Output results when the text “Black and white
striped sneaker." is entered into the vanilla CLIP (top
10).

methodology for a search system that outputs images
when text is input to output images that meet the user’s
intention.

Various image retrieval methods have been proposed,
the most widely used of which [SIG08] assign key-
words or phrases related to images as “tags" match
the tags with text queries, and output images contain-
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Figure 2: Relationship between correct and incorrect
pairs.

ing tags with high similarity in a ranking format. The
risk here that if the annotator tags an image incorrectly,
or if the tagging is highly ambiguous, the result will
be unintended. There are also automatic captioning
techniques [KIL16] using deep learning and image re-
trieval [GIA15] based on the relationship between im-
ages and hashtags, but problems remain in terms of the
cost of labeling training data and the reduced retrieval
accuracy for unknown data. Recently, multimodal ap-
proaches [QI20][LI23] have become more available,
and in particular, image retrieval using Contrastive Lan-
guage Image Pre-training (CLIP) [RAD21] is becom-
ing established [BAL22][HEN22]. Because of its zero-
shot learning capability, CLIP can output relevant im-
ages even for text that is not in the training data. How-
ever, the problem of outputting images with low rel-
evance to the input text, as shown in the Figure1, re-
mains unsolved. A previous study [AGA21] on this
issue suggested that CLIP performs well on image re-
trieval for general categories, but may perform poorly
on certain tasks due to inherited biases. Other previous
study [SHA23] suggests that the linguistic representa-
tion of images in a particular category or text describing
that category is not well learned if what the image rep-
resents does not match the text prompt.

In the proposed method, the CLIP model is improved
by modifying the current training data and adjusting the
number of data to improve the retrieval accuracy. First,
CLIP performs contrastive training using correct pairs
(diagonal components in Figure2) and incorrect pairs
(off-diagonal components in Figure2), which have high
relevance between image and text content. When the
training data consists of K pairs of images and texts,
we assume that “all of them are correct pairs" and treat
all the K2 −K generated by changing the combination
quite of K pairs as incorrect pairs. This is reasonable
when the pairs are independent, i.e., the images are not

similar to each other. However, when there are multiple
images in the training data that are similar to each other,
the text attached to the images is also considered to be
similar to each other, so all pairs are treated as incor-
rect pairs, even though it is preferable to treat the pairs
with different combinations as correct pairs. Therefore,
incorrect pairs (purple area in Figure2), whose con-
tents are highly related to each other, are learned to be
less related, which has a negative impact on the CLIP
model. In addition, since there is a large difference in
the number of data between correct and incorrect pairs,
the learning is biased toward a large number of data.
In this study, we propose a method to solve both prob-
lems simultaneously. The main idea is to carefully se-
lect only the incorrect pairs that are expected to have
low relevance between image-text pairs (blue region
in Figure2), and adjust the number of data so that the
number of incorrect pairs is the same as the number of
correct pairs. Specifically, image features are extracted
from Vision Transformer (ViT) [DOS20] and text fea-
tures are extracted from BERT [DEV18], and are clus-
tered together. If the clusters of two arbitrarily selected
image features are different and the similarity between
images calculated by ViT is low, and if the clusters be-
tween the given texts are also different, then the texts
are exchanged to generate an incorrect pair. By repeat-
ing this process until the number of data is the same
as that of the incorrect pair, only incorrect pairs can
be generated without bias in the number of data and
with low relevance of content between image texts. If
the proposed method can successfully increase the ac-
curacy of image retrieval, it will contribute to improv-
ing the purchasing effectiveness of online shopping by
eliminating the need to filter out unwanted products.
This paper is organized as follows: Section 2 describes
related work and their problems. Section 3 describes
the proposed method, and Section 4 describes the ex-
perimental results of the proposed method and a com-
parative method. Section 5 provides a conclusion of the
proposed method.

2 RELATED WORK
Various methods for image search have been proposed
over time, traditionally utilizing tags attached to images
or surrounding text content. Recently, multimodal ap-
proaches have become feasible, with methods proposed
for searching images from input text using the em-
bedding representations of BERT as metadata attached
to images [QI20][LI23], as well as using CLIP and
ALIGN [JIA21] for image search [BAL22][HEN22].
In fact, numerous image search methods have been pro-
posed for CLIP thanks to its ability to learn semantic
relationships between natural language text and image
content.
For example, e-CLIP [SHI22] was designed for practi-
cal use in online shopping, proposing an image search
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framework that utilizes CLIP for learning. It is aimed
for use in downstream tasks such as category classi-
fication, attribute extraction, product matching, prod-
uct clustering, and adult product recognition, allow-
ing for the reduction of redundant information learning
through the deletion of duplicate images using ResNet-
34 [TAN19] and hash values, thereby enabling more
efficient learning processes. By collecting similar im-
ages based on categories for contrastive learning, it has
shown high performance in tasks related to the im-
ages used for learning, although it faces issues with de-
creased accuracy in zero-shot tasks.

The EI-CLIP [MA22] method improves the discrimina-
tive performance of images in texts containing proper
nouns (e.g., Burberry, GUCCI) within the CLIP frame-
work. It vectorizes proper nouns using an entity en-
coder and associates these vectors with textual em-
bedding representation through an Entity-Aware mod-
ule while contrastively learning with images. While it
shows high discriminative performance for images in
texts containing proper nouns, it faces issues with de-
creased accuracy in texts with high ambiguity or with-
out metadata.

OpenFashionCLIP [CAR23], another method, seeks to
enhance image search performance in the fashion do-
main not by modifying the learning method of CLIP,
but by automatically performing prompt engineering
on fashion-related texts to improve the quality of in-
put queries. It prepares multiple template prompts and
combines randomly chosen template prompts with in-
put texts before feeding them to the text encoder for
contrastive learning with images. Although it shows
a higher discriminative performance than the baseline
CLIP, selecting prompts randomly can result in prompts
with low consistency with images, potentially leading
to decreased discriminative performance depending on
the dataset used.

There is also the RA-CLIP [XIE23], which, like the
proposed method, improves the dataset based on the
similarity between images. To enrich the information
in the image data used to train the CLIP model, this
method uses a module called RAM to extend the fea-
ture set of images that are similar to the input images.
The training using these expanded image features sig-
nificantly improves the zero-shot accuracy in image re-
trieval. Similar images play the role of a cheat sheet
in CLIP, and the process of the proposed method can
be regarded as an open-book test that does not require
memorization of all visual information in the training
data. Therefore, many image-text relationships can
be learned with limited training. However, the real-
time collection of similar images is computationally ex-
pensive, and retrieval performance degrades when the
dataset is not domain- or task-specific.

Target learning by collecting similar images or by im-
proving the quality of images and texts can improve
retrieval accuracy to a certain extent. However, when
images in the data are similar to each other, they are
learned as low similarity of incorrect pairs with high
relevance between image-text, and thus do not solve the
essential problem. This method proposes a new method
for generating good incorrect pairs.

3 PROPOSED METHOD
This section provides an overview of the proposed
method and then describes the detailed method
procedure.

3.1 Overview of proposed method
The proposed method generates effective incorrect
pairs to improve the performance of image retrieval
using CLIP. First, a new database (DB) is created from
an original DB of image-text pairs (Figure3). The
new DB contains correct pairs with strong semantic
relevance and incorrect pairs with weak semantic
relevance between images and texts, which are used for
fine-tuning based on contrastive learning in CLIP. In
vanilla CLIP, for K image-text pairs, the corresponding
pair in a K × K matrix is treated as the correct pair,
and the rest are learned as incorrect pairs. In contrast,
the proposed method generates K incorrect pairs for
each K correct pairs and performs contrast learning
using these incorrect pairs. The method of generating
incorrect pairs is described in Section 3.2, and the
learning method using incorrect pairs is described in
Section 3.3.

3.2 How to generate incorrect pairs
Unlike vanilla CLIP, the proposed method uses only
incorrect pairs with low relevance between image-text
pairs for training. First, features are extracted from
the images and texts in the original DB shown in the
Figure4 (left), using ViT and BERT, respectively, and
clustered. In this case, we use K-means clustering
[MAC67], which is reportedly effective for sentence
modeling and topic modeling in previous studies
[ASK21]. Next, one cluster that differs from the cluster
of a certain image in the original DB is randomly
selected, and the image features that are least similar
to the image features in the original DB by Cosine
similarity are output from the selected cluster. If the
clusters between text features attached to the image
are also different, the texts are exchanged. If the
clusters between the texts are the same, the second
and subsequent dissimilar image features are used to
compare the text clusters. In this example, after the
exchange, the image representing a jacket is assigned
the text “shirt" and the image representing a shirt is
assigned the text “jacket", as shown on the right in the
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Figure 3: Flow of proposed method.

Figure 4: Flow of incorrect pair generation.

Figure. This is repeated until the number of correct
pairs of data is reached.

Based on the assumption that “when there are multiple
similar images, the texts assigned to the images are also
similar to each other," we assign the weights wp

k and wn
k

to each pair according to the similarity Sk between the
two images for each pair (Eq.1, Eq.2). If the images are
similar, the learning of correct pairs is enhanced by wp

k
during contrast learning, and if they are dissimilar, the
learning of incorrect pairs is enhanced by wn

k . In this
way, the proposed method can separate only irrelevant
images and text in the feature space without separating
relevant images and text by learning with incorrect pairs
generated by the proposed method.

wp
k = Sk (1)

wn
k = 1−Sk (2)

3.3 Learning with incorrect pairs
The proposed method performs contrastive training uti-
lizing correct and incorrect pairs with the same num-
ber of data. First, image and text features are extracted
through encoders. Next, the similarity of the correct
pair is trained to increase, while the similarity of the in-
correct pair is trained to decrease (Figure 5). Utilizing
the similarity between the correct and incorrect pairs of
images as a basis, the training weights of the correct
pair are balanced with the training weights of the in-
correct pair. Specifically, when the similarity between
the images of a pair is high, the training weight of the
correct pair is increased; when the similarity is low, the
training weight of the incorrect pair is increased. In this
way, the model is expected to more effectively identify
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relevant images based on the input text and reduce the
output of irrelevant images. The loss is calculated from
two terms, as in Eq.3. The first term Lp is the cross-
entropy error between the cosine similarity sp of the
correct pair and the label yk representing the category
of the kth image, which is calculated by Eq.4.

The second term Ln is the cross-entropy error between
the cosine similarity 1 − sn of the incorrect pair and
the label yk representing the category of the kth image,
which is calculated by Eq.5. The similarity between
the image and text features is subtracted from 1, so the
less similar the features are, the smaller the loss. The
lower the similarity between the correct pair of images
and the incorrect pair of images, the smaller the value
of wp

k and the larger the value of wn
k . α and β in Eq.3

are hyperparameters, which are weights that balance the
terms. Thus, it can be seen that Learning with weights
wp

k , wn
k can improve the discriminative performance of

images because correct and incorrect pairs can be more
distinctly separated in the feature space.

L = αLp +βLn (3)

Lp =−
K

∑
k=1

yk · log(wp
k sp

k ) (4)

Ln =−
K

∑
k=1

yk · log(wn
k(1− sn

k)) (5)

4 EXPERIMENTS AND DISCUSSION
In this section, the purpose and conditions of the exper-
iment are described, followed by the results and discus-
sion of the experiment.

4.1 Experimental conditions
To evaluate the image retrieval performance of the pro-
posed method, we conducted experiments on the task
of searching for images from text. The ability to search
and output the matching item (GT) from a group of im-
ages when a text query is provided is assessed. Follow-
ing the experimental method of a prior study [GAO20],
we utilized 100 randomly selected images from the
dataset, conducting image searches using the text as
a pair for the image. The experimental results are
the average of 100 trials. The evaluation metrics are
Rank@1, Rank@5, Rank@10, and Mean Average Pre-
cision (mAP). Rank@K indicates the percentage of cor-
rect images among the top K search results, and mAP
is the average of how often the correct item appears at
the top of the search results (AP) for each query. The

datasets used were Fashion-gen [ROS18] and Amazon
Review Data 2018 [NI19] (Figure 6). The Fashion-
gen dataset contains 67,666 image-text pairs, of which
32,213 were used for the experiments. This dataset is
characterized by its long and specific texts. The Ama-
zon Review dataset contains 431,492 image-text pairs,
with 30% of these being used in the experiments. This
dataset provides a more challenging image search task
due to its brief and more ambiguous texts compared to
Fashion-gen. The number of clusters used for k-means
clustering was set to 10, since the dataset is broadly
classified into 10 categories.

As comparative methods, we used: (1) the CLIP model
released by OpenAI [RAD21], (2) the CLIP model
fine-tuned only with correct pairs, (3) the CLIP model
fine-tuned with both correct and incorrect pairs (incor-
rect pairs were randomly selected from the DB without
weighting wp

k , wn
k during training), (4) the CLIP model

fine-tuned with both correct and incorrect pairs (incor-
rect pairs were generated from those with a similarity of
0.8 or less, without weighting wp

k , wn
k during training),

(5) the CLIP model fine-tuned with both correct and in-
correct pairs (incorrect pairs were generated from those
with a similarity of 0.2 or less, without weighting wp

k ,
wn

k during training), (6) the CLIP model fine-tuned with
both correct and incorrect pairs (incorrect pairs were
generated from those with a similarity of 0.2 or less,
with weighting wp

k , wn
k during training), (7) EI-CLIP

(results cited from the paper [MA22]), and (8) Open-
FashionCLIP [CAR23].

4.2 Quantitative experimental results
Table 1 lists the experimental results, with the vertical
axis representing the evaluation metrics and the hori-
zontal axis representing the methods, with the highest
values for each metric highlighted in red. First, as a
result common to both datasets, (1) had low general-
ity for the data, resulting in low scores for all metrics,
and (2) showed improved mAP scores compared to (1),
but Rank@1 was low. For (3) and (4), there were cases
where the images in the correct and incorrect pairs were
similar, and there was no improvement in accuracy, but
for (5) and (6), where the images in the correct and in-
correct pairs were not similar, an improvement in mAP
was observed. The proposed method generally showed
high scores for Rank@1 and mAP, indicating that the
clustering of image features and text features based on
incorrect pairs is effective for learning. Additionally,
adjusting the learning weights based on the similarity
of images in correct and incorrect pairs, enhancing the
similarity of correct pairs, and reducing the similarity of
incorrect pairs all contributed to a clearer separation in
the feature space and improved the image identification
performance. As for (7), it was suggested in the origi-
nal paper [MA22] that accuracy may decrease in cases
without metadata or with high ambiguity of text, and it
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Figure 5: Learning flow.

Table 1: Results using Fashion-gen dataset (above) and results using Amazon Review Data 2018 dataset (below).

Figure 6: Example images and texts from datasets.

was observed that Rank@1 was low for the Amazon re-
view data, which is composed of highly ambiguous text.
(8) was considered to have not high identification accu-
racy due to the potential loss of the model’s generaliza-
tion capability for the data, which could be impaired by
prompt engineering dependent on the method.

4.3 Qualitative experimental results
To qualitatively evaluate the image identification per-
formance of the proposed method, the top 10 search
images for each method were output in response to
text queries. The dataset used was Digikala Products
Color Classification [MAS21], which includes various
similarly colored and shaped product images for online
shopping, created for product identification. It consists
solely of images, with no correct texts provided; there-
fore, the determination of whether the output images
for the text queries were correct was based on subjec-
tive judgment and the judgment of ChatGPT-4. The
comparative methods were all the same ones as used
in Section 4.2 except for (7).

Figure 7 shows the results, with the vertical axis repre-
senting each method and the horizontal axis represent-
ing the output image. The red box in the image shows
the image judged to be the correct image by ChatGPT-4
and subjectivity, and the black box shows the image not
judged to be correct by ChatGPT-4. In this experiment,
the text “Black and white striped shoes." was input and
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Figure 7: Output results (top 10 images) when the text “Black and white striped sneaker." was input to each
method.

the image was output. The experimental results suggest
that the image identification performance was low for
(1) and (2) because the training may have used incor-
rect pairs in which the image and text were highly re-
lated. In the case of (3) and (4), where the correct pair
images may be similar or identical to the incorrect pair
images, the training was not effective because the simi-
larity between the image and text was trained to be low,
even though the images and text were related. In the
case of (5) and (6), the images with low similarity be-
tween the incorrect and correct pairs were selected, so
we conclude that the intended image for the input text
was output. In particular, since the proposed method
clusters images and text independently, it is easy to un-
derstand the structure of the entire dataset and to select
pairs that are not particularly similar, and as a result, we
believe that the intended images can be output.

5 CONCLUSION
In this work, we proposed an incorrect pair generation
method based on image clustering and demonstrated
through experiments that it achieves a higher search
accuracy compared to other incorrect pair generation
methods and image search techniques using CLIP. By
generating suitable incorrect pairs from the clustering
results of image and text features and learning from
them, the image identification capability was enhanced.

Experimental results from the Amazon Review Data
2018 dataset, a commonly used dataset in this field,
showed a 27.0% improvement in Rank@1 score com-
pared to vanilla CLIP, and a 11.0% improvement com-
pared to a random reduction of incorrect pairs. An im-
age search system utilizing the proposed method would
be able to save users the trouble of filtering out unde-
sired products, thus improving usability and potentially
enhancing the purchasing effect in online shopping.
The proposed method only generates incorrect pairs of
images and text that are too poorly related, which may
lead to over-learning. In the future, we plan to increase
the accuracy of image retrieval by learning the relation-
ships among detailed features of objects from the rela-
tionships among image texts at a rough category level
by increasing the learning hierarchy of the CLIP model.
We will also expand the comparison method, encoders
used, and datasets to further demonstrate the effective-
ness of the proposed method.
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ABSTRACT
We inspect the ability to reproduce spectral (color) composition in random field-based texture models, test when it
can neglect spectral correlation, and simplify these random models without visibly depreciating their visual quality.
These probabilistic models present essential two or three-dimensional factors for modeling seven-dimensional
Bidirectional Texture Function (BTF) - the most advanced representation currently used in real-world material
visual properties modeling. They can seamlessly approximate original measured massive data and extend them
to an arbitrary size or simulate unmeasured ones. Using extensive test data sets and a small set of setup control
parameters, these models reach a vast compression ratio while maintaining the visual quality of measurements,
and thus, they are the only viable alternative for BTF practical usage.

Keywords
Texture Analysis, Texture Synthesis, Texture Color Quality Comparison, Texture Modeling, BTF.

1 INTRODUCTION
Enhancing Photorealism in Virtual Reality (VR) scenes
necessitates the meticulous application of textures that
accurately depict natural material surfaces, ensuring a
seamless fusion of visual elements. In the realm of
computer graphics, achieving lifelike material appear-
ances relies on visual textures, conceptualized as man-
ifestations of a mathematically-defined random field
(RF) possessing spatially uniform attributes. This tex-
ture model manifests as a discrete RF, comprising ran-
dom vectors predominantly arranged on a rectangular
lattice grid. The vector space’s dimensionality corre-
sponds to the spectral planes within the texture, delin-
eating the richness and complexity of the visual repre-
sentation.

Real-world materials exhibit intricate physical char-
acteristics, with their micro-structures intricately in-
fluencing both reflectance and overall visual presen-
tation. While imperceptible to the naked eye, these
micro-structures significantly impact how materials re-

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

flect light under various viewing and illumination con-
ditions. The most advanced representation currently
available for quantifying and modeling these complex-
ities is the Bidirectional Texture Function (BTF), in-
troduced in [Dan97a]. BTF data serves as the most
precise digital emulation of real-world material visual
properties, offering analytical insights that elude alter-
native, less comprehensive visual measurement tech-
niques. The BTF is a seven-dimensional function that
encompasses four parameters related to illumination
and viewing angles, including azimuthal and elevation
angles, one parameter indexing spectral channels, and
two parameters representing planar coordinates. This
comprehensive model accurately preserves all visual
effects inherent to natural materials, including self-
occlusions, self-shadowing, inter-reflections, and sub-
surface scattering, ensuring a faithful representation of
real-world surfaces.

Numerous applications (automotive, airspace, safety,
architecture, interior design, entertainment industry,
movies, computer games, advertising, material recog-
nition) [Hai06a, Sca09a, Vac09a, Vac10a] require
to analyze or visualize real-world material visual
properties. BTF data are the most advanced and
accurate digital representation of real-world material
visual properties to date, and their analysis provides
information about the measured materials that mainly
cannot be attained using any alternative visual measure-
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ments or representations. Results of multidimensional
textures-related research are also applicable to medical
applications [Cul04a, Hai07a, Hai08b, Gri09a] and
varied image processing problems, such as image
restoration [Hai02a], cultural heritage preservation
[Mal01a, Has11a]. Moreover, psychophysical studies
of these data [Fil08a] have shown that analyzing of
different BTF samples can help understand human
perception of real-world materials.

BTF is represented by thousands of given material
surface images taken in different combinations of
light sources and observation positions during mea-
surement. BTF data size can reach up to several
terabytes [HFV12a] even for a limited number of
combinations of illumination and viewing angles and
small planar size of the measured material, usually
several square centimeters [Hai13a]. These restrictions
exclude the direct use of measured BTF in applications,
and accordingly, some compression and enlargement
are necessary. Two enlargement alternatives exist -
sampling methods and mathematical models. Sampling
methods require storing parts of the original mea-
surements, cannot avoid seams, and offer a minimal
compression ratio. Mathematical models generate
unlimited enlarged versions of the original texture
directly from their small fixed set of parameters, thus
offering extreme data compression without seams but
may compromise visual quality.

Such quality compromise is hard to express as fully
automatic texture quality assessment and mutual
similarity evaluation of two or more of them present
a significant but complex problem that needs to be
solved. Validation of the state-of-the-art texture fidelity
criteria [Hai14a] based on the online benchmark 1

demonstrated that none of already published ones, i.e.,
CW-SSIM [Wan09a], (STSIM-1, STSIM-2, STSIM-
M) [Zuj13a] can be reliably used for such task at all.
Psycho-physical evaluations are a trustworthy alterna-
tive, but they are extremely impractical, expensive, and
generally demanding. A pressing need is for a reliable
criterion to support texture model development, which
would be able to compare the original texture with
synthesized or reconstructed ones and identify the best
result and, therefore, corresponding optimal model
parameter settings for specific models. Such criterion
also plays a vital role in efficient content-based image
retrieval, e.g., from digital libraries or multimedia
databases.

This paper answers whether we can model a BTF tex-
ture using mathematical models on spectrally decorre-
lated data. We compare random fields-based texture
models using their spectral quality, i.e., we investigate
how individual models can represent color information

1 http://tfa.utia.cas.cz

of the original data. We propose a novel criterion that
allows us to predict when monospectral decorrelated
channels can be modeled by a set of simpler 2D random
fields and when fully spectrally correlated 3D models
with more than no_spectral_channels× parameters
are required compared to 2D models.

2 BTF RANDOM FIELD MODELS
The size of BTF data prohibits its direct integration
into graphic applications, necessitating compression for
practical usage. Additionally, BTF data is typically ac-
quired under a limited set of illumination and viewing
conditions, mandating reconstruction of the BTF space
for real-world application. Furthermore, given the rel-
atively small planar size of the measured sample from
which BTF data originates, seamless texture enlarge-
ment becomes imperative. These essential considera-
tions collectively fall under the umbrella of BTF model-
ing, which encompasses techniques to address the chal-
lenges posed by data size, reconstruction, and texture
enlargement, ensuring effective utilization of BTF data
in graphics applications. In addition to probabilistic
BTF models, there is an alternative approach to ap-
proximate BTF data using pixel-wise generalizations of
existing BRDF models, known as SVBRDF. However,
this method comes with trade-offs, as it sacrifices vi-
sual quality by omitting critical features such as self-
occlusions, self-shadowing, inter-reflections, and sub-
surface scattering. Furthermore, it cannot achieve the
same level of compression efficiency as fully proba-
bilistic BTF models, which offer significantly higher
compression ratios and arbitrary size texture generation
without visible discontinuities.

Modeling BTF based on probabilistic models neces-
sitates the utilization of multi-dimensional models.
However, such models are not prevalent and encounter
various unresolved theoretical challenges, as noted in
[Hai13a]. One potential workaround involves spec-
trally and spatially factorizing the BTF space, enabling
its representation through a series of lower-dimensional
models. Unfortunately, real data are correlated and can
be spectrally factorized only approximately, which can
lead to a loss of spectral information.

Using 2D models [Hai23a] for multi-spectral material
data requires the input to be spectrally de-correlated us-
ing the Karhunen-Loève Transformation (KLT) so that
resulting mono-spectral factors can be modeled inde-
pendently. The 2D - 3D models compression ratio for
the measured BTF space in our representation (6 561
measurements) is 1 : 19 683. However, this step leads
to an inevitable loss of information. The approximation
error is proportional to the extent of the color space con-
tained in the modeled texture.

The original data space Ỹ is transformed into the new
one with coordinate axes Y . The new basis consists
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of the eigenvectors of the second-order statistical mo-
ments matrix Σ = E{ỸrỸ T

r } where r denotes a multi-
index r = (r1,r2), r ∈ I, with the row and column in-
dices, • all possible values of the corresponding in-
dex, I is a finite discrete 2D rectangular M×N index
lattice, and d is the number of spectral bands. The
projection of a d × 1 random vector Ỹr onto the KLT
coordinate system uses transformation matrix T , which
consists of eigenvectors of Σ. If the measured data are
Gaussian, then the transformed data are independent,
and thus, each mono spectral factor can be modelled in-
dependently [Hai23a]. Although this assumption gen-
erally does not hold, practical results show that it may
be taken into account without a significant impact on
the visual quality of achieved results.

The texture pixels are defined as intensity values (2D)
or intensity vectors (3D) on multiple finite M×N 2D
lattice. The 3D multiindex is r = {r1,r2,r3} with spa-
tial ( r1,r2 ) and spectral ( r3 ) indices. For mathemati-
cal simplicity, all lattices are defined as double toroidal
[Hai13a]. Markovian neighboring lattice locations are
the set of relative lattice locations called Contextual
Neighbourhood (CN) Ir. The selection of an appropri-
ate CN influences the overall model performance: CN
containing too few elements cannot capture all texture
details. On the other hand, including the unnecessary
elements adds to the computational burden and can de-
grade the model’s performance as an additional noise
source.

2.1 2D Causal Auto-Regressive Model
The Causal Auto-Regressive (CAR) RF is a collection
of random variables with a joint probability density on
the set of all possible realizations Y of the M ×N
lattice I [Hai23a]:

p(Y |γ,σ−2) = (2πσ
2)−

(MN−1)
2 (1)

exp

{
−1

2
tr

{
σ
−2
(
−α

γT

)T

VMN−1

(
−α

γT

)}}
,

where α is a vector of unities, γ = [a1, . . . ,aη ] is a
parameter vector, η denotes the cardinality of a causal
contextual neighbourhood IC

r , σ is variance of Gaus-
sian distribution and

Vt−1 = Ṽt−1+V0 =

(
Ṽyy(t−1) Ṽ T

xy(t−1)
Ṽxy(t−1) Ṽxx(t−1)

)
+V0 , (2)

Ṽxx(t−1) =
t−1

∑
k=1

XkXT
k Ṽxy(t−1) =

t−1

∑
k=1

XkY T
k ,

Ṽyy(t−1) =
t−1

∑
k=1

YkY T
k Xk = [Y T

k−s : ∀s ∈ IC
k ]

T .

Simplified notation t, t −1, . . . denotes the process po-
sition in I, i.e., t is the index of the sequence of multi-
indices ((r1,r2)t)

MN
t=1. The order of indices (r1,r2) = r

depends on the order in which the analyzed texture pix-
els are processed. The data from model history obtained
during adaptation are denoted as Y(t−1). For the sake of
proper model adaptation, the standard exponential for-
getting factor technique can be utilized [Hai23a]. The
2D CAR model can be expressed as a stationary causal
uncorrelated noise driven 2D auto-regressive process
with correlation structure [Hai23a]:

E{eres}=
{

σ2
i s = r,

0 otherwise.
(3)

Unlike 2D Gaussian Markov random field model,
the parameters of 2D CAR model can be estimated
analytically without simplifying approximations using
the maximum likelihood, the LS or Bayesian methods
[Hai02c]. The Bayesian parameter estimations of the
model with the normal-Wishart parameter prior which
maximizes the posterior density are [Hai23a]:

γ̂
T
t−1 = V−1

xx(t−1)Vxy(t−1) , (4)

σ̂
2
t−1 =

λ(t−1)

β (t)
, (5)

λ(t−1) = Vyy(t−1)−V T
xy(t−1)V

−1
xx(t−1)Vxy(t−1) , (6)

β (t) = β (0)+ t −1, β (0)> 1 , (7)

and Vxx(0), Vxy(0), Vyy(0) are from normal-gamma pa-
rameter prior. The 2D CAR synthesis can be easily per-
formed [Hai23a].

2.2 3D Causal Auto-Regressive Model
The 3D CAR RF is a collection of random variables
with a joint probability density on the set of all possible
realizations Y of the M ×N × d lattice I, subject to
the condition [Hai23a]:

p(Y |Θ,Σ−1) = 2π
− d(MN−1)

2 |Σ−1|
MN−1

2 (8)

exp

{
−1

2
tr

{
Σ
−1
(
−I
ΘT

)T

VMN−1

(
−I
ΘT

)}}
,

where I is identity matrix, Σ is covariance matrix of
Gaussian distribution and Θ is d×dη parameter ma-
trix Θ= (A1, . . . ,Aη) where ∀i∈ {1, . . . ,η} [Hai23a]:

Ai =

 ai
1,1 . . . ai

1,d
...

. . .
...

ai
d,1 . . . ai

d,d

 . (9)

The 3D CAR model can be expressed as a station-
ary causal uncorrelated noise driven 3D auto-regressive
process [Hai23a]:

Yr = ΘXr + er , (10)
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with correlation structure [Hai13a]:

E{eres}=
{

Σ s = r,
0 otherwise, (11)

The estimates of model parameters are [Hai23a]:

Θ̂
T
t−1 = V−1

xx(t−1)Vxy(t−1) , (12)

Σ̂t−1 =
λ(t−1)

β (t)
. (13)

where Vxx(0), Vxy(0), Vyy(0) are from normal-Wishart
parameter prior. The model can be directly generated
from the model equation (10).

2.3 Moving Average Model
2D MA texture model assumes that the modeled mono
spectral factor is an output of a specific underlying sys-
tem that completely characterizes it in response to a 2D
uncorrelated random input, and that is a sample from
2D RF defined on an infinite 2D lattice. The impulse
response of a linear 2D filter can represent this system.
Therefore, a convolution of an uncorrelated 2D RF can
generate the mono spectral factor with this 2D filter.

Supposing that the mono spectral factor Y is the out-
put of the underlying linear system which completely
characterizes it in response to the 2D uncorrelated ran-
dom input er, then Yr,i is determined by the following
difference equation [Li92a]:

Yr,i = ∑
s∈Ir

as,i er−s,i , (14)

where as are constant coefficients. Ir determines the
causality or non-causality of the model.

To fit the model to a given mono spectral factor Y , the
parameters as have to be estimated. This may be done
using a method [Li92a] similar to the one-dimensional
(1D) Random Decrement Technique [Col73a]. The
estimation procedure begins by arbitrarily selecting a
threshold ξ usually chosen as some percentage of the
standard deviation of the intensity values of the mono
spectral factor. Generally, higher value of ξ leads to
the synthesized textures with higher contrast and vice
versa. Unfortunately, there does not exist any method
for an automatic determination of the optimal value of
ξ , i.e., the value at which the result that is visually the
most similar to the original is achieved.

During the model parameter estimation process every
pixel of the analyzed mono spectral factor is examined.
If the intensity value of the examined pixel Yr is higher
than the value of the threshold ξ and among the four
adjacent pixels to the pixel Yr at least one in the same
row and at least one in the same column are lower than
ξ , i.e., Y(r1,r2)> ξ and ( Y(r1,r2−1) < ξ or Y(r1,r2+1) < ξ

and Y(r1−1,r2) < ξ or Y(r1+1,r2) < ξ ) holds then the
pixel Yr is referred to as significant. For each sig-
nificant pixel Yr, the intensity values of pixels whose
pixel-relative position to Yr is defined by Ir form a
vector ϒ of length which equals the number of ele-
ments of Ir. It is assumed that there is a unambiguous
correspondence between components of ϒ, parameters
as and the elements of Ir. Vectors ϒυ of all significant
pixels of Y are summed and divided by the number of
significant pixels (g) to obtain the estimate of the model
parameters, i.e., [Li92a]:

âs =
1
g

g

∑
υ=1

ϒυ . (15)

The model assumes that the modelled texture is the RF
realization with zero mean therefore, it is necessary to
estimate the mean value of the pixel intensity levels.
Estimated mean value is saved together with estimated
model parameters for the texture synthesis purposes.

2D MA texture model is able to generate synthetic
mono spectral factor of arbitrary size from the model
parameters as according to the model equation (14). It
has been proven that the result of the synthesis closely
approximates the first and second order statistics of the
original when er is the white noise [Li92a].

2.4 Extended Moving Average Model
It is possible to extend the approach described in
Sec. 2.3 to obtain 3D MA texture model as suggested
in [Hav15a]. Using a 3D model avoids spectral
de-correlation of analyzed multi-spectral texture with
possible loss of certain portion of the information
which is a certain advantage over the 2D MA texture
model. The 3D MA texture model assumes that the in-
put is a stochastic multi-spectral texture and the output
of certain underlying system which completely charac-
terizes it in response to a 3D uncorrelated random input
er,i. 3D MA model equation represents an extended
version of (14) allowing simultaneous modelling of
all texture spectral planes. Yr,i is determined by the
following difference equation [Hav15a]:

Yr,i =
d

∑
j=1

∑
s∈Ir

as,i, j er−s,i , (16)

where as,i, j are constant coefficients. The geometry
of Ir determines the causality or non-causality of the
model.

Parameters as,i, j have to be estimated to fit the model
equation (16) to certain multi-spectral texture Y per-
forming extended variant of the method used for 2D
MA texture model parameter estimation. The estima-
tion procedure begins by selecting thresholds ξk, k ∈
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{1, . . . ,d}, usually chosen as some percentage of the
standard deviation of the pixel intensity values of the
corresponding spectral planes. Generally, higher values
of ξk leads to the synthesized textures with higher con-
trast and vice versa. For simplicity and possible com-
parison with 2D MA, all ξk were set equal and denoted
ξ there. There does not exist any method for an auto-
matic determination of the optimal values of ξk, i.e.,
the value at which the result that is visually the most
similar to the original is achieved.

During the model parameter estimation process every
pixel of the analyzed multi-spectral texture is exam-
ined. Individual parameters as,i, j are estimated inde-
pendently but at the same time. If Y(r1,r2),i > ξi and (
Y(r1,r2−1), j < ξ j or Y(r1,r2+1), j < ξ j and Y(r1−1,r2), j < ξ j
or Y(r1+1,r2), j < ξ j ) holds then the pixel Yr is referred
to as significant for as,i, j. For each significant pixel Yr
for as,i, j, the intensity values in j-th spectral plane of
pixels whose pixel-relative position to Yr is defined
by Ir form a vector ϒi j of length which equals the
number of elements of Ir. It is assumed that there is a
unambiguous correspondence between components of
ϒi j, parameters as,i, j and the elements of Ir. Vectors
ϒ

i j
υ of all pixels significant for as,i, j are summed and

divided by their number (denoted as gi j) to obtain the
estimate of the model parameters, i.e., [Hav15a]:

âs,i, j =
1

gi j

gi j

∑
υ=1

ϒ
i j
υ . (17)

The model assumes that the modelled multi-spectral
texture is the RF realization with zero mean therefore,
it is necessary to estimate the mean value of the pixel
intensity levels of individual spectral planes.

The 3D MA model is able to generate synthetic multi-
spectral texture of arbitrary size from the model param-
eters as,i, j according to (16).

2.5 Multi-Spectral Simultaneous Auto-
Regressive Model

The Multi-Spectral Simultaneous Auto-Regressive
(MSAR) model [Hai12a] is based on the (MSAR)
texture model [Ben98a]. The MSAR model can
be expressed as a stationary, non-causal correlated
noise-driven 3D auto-regressive process [Ben98a]:

Yr,i =
d

∑
j=1

∑
s∈Ii j

r

as,i, jYr⊕s, j +
√

σiεr,i , (18)

where Ii j
r denotes the CN relating intensity values in

the i-th spectral plane to the neighbouring ones in the
j-th ( j ∈ {1, . . . ,d}) spectral plane, as,i, j are the corre-
sponding parameters which define the dependence of
Yr,i on its neighbours defined by Ii j

r . Symbol ⊕

denotes modulo addition in each index of the multi-
indices r, i.e., modulo addition of M for r1 and
modulo addition of M for r2 and s = (s1,s2). The
driving noise εr,i are i.i.d. random variables distributed
normally with zero mean and constant but unknown
variance σi. Rewriting (18) in matrix form the MSAR
model equations become [Ben98a]:

ΨY = ε , (19)

Ψ =


Ψ11 Ψ12 . . . Ψ1d
Ψ21 Ψ22 . . . Ψ2d

...
...

. . .
...

Ψd1 Ψd2 . . . Ψdd

 , (20)

Y = {Y1,Y2, . . . ,Yd}T , (21)
ε = {

√
σ1ε1,

√
σ2ε2, . . . ,

√
σdεd}T , (22)

where both Yi and εi are vectors of
length M × N of lexicographic ordered ar-
rays of Yr,i and εr,i, respectively, i.e., Yi =
{Y(1,1),i,Y(1,2),i, . . . ,Y(1,M),i,Y(2,1),i,Y(2,2),i, . . . ,Y(M,M),i}
and similarly for εi. The transformation matrix Ψ is
composed of M2 ×M2 block circulant sub-matrices
[Ben98a]:

Ψi j =


Ψ1

i j Ψ2
i j . . . ΨM

i j
ΨM

i j Ψ1
i j . . . Ψ

M−1
i j

...
...

. . .
...

Ψ2
i j Ψ3

i j . . . Ψ1
i j

 , (23)

where each element Ψk
i j, k ∈ {1, . . . ,M}, is an M ×

M circulant matrix whose (m,n)-th element is given by
[Ben98a]:

Ψ
k
i, j(m,n) =


1, i = j, m = n, k = 1,
−as,i, j, s1 = k−1,

s2 = ((n−m) mod M),

(s1,s2) ∈ Ii j
r ,

0, otherwise.
(24)

Rewriting (19) as Y = Ψ−1ε , the covariance matrix is
obtained as [Ben98a]:

ΣY = E{ Ψ
−1

εε
T

Ψ
−T } = Ψ

−1
Σε Ψ

−T ,(25)

Σε = E{εε
T}=


σ1I 0 . . . 0
0 σ2I . . . 0
...

...
. . .

...
0 0 . . . σdI

(26)

where I is the identity matrix. The positive definite
property required of ΣY is ensured if Ψ is nonsin-
gular. MSAR model parameters can be estimated using
the Least Square (LS) approach. The estimate of the
MSAR model parameters is obtained by equating the
intensity values in individual pixel spectral planes of the
analyzed texture to the expected ones predicted by the
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model, leading to the independent systems of equations
[Ben98a]:

Yr,i = E{Yr,i|γi}= XT
r,iγi , (27)

γi = [γi1,γi2, . . . ,γid ]
T , (28)

Xr,i =
[
{Yr⊕s,1 : s ∈ Ii1

r }, . . . ,{Yr⊕s,d : s ∈ Iid
r }
]T
(29)

where γi j = [as,i, j : ∀s ∈ Ii j
r ]. The LS solution γ̂i and

σ̂i can be found as [Ben98a]:

γ̂i =

(
∑
r∈I

Xr,iXT
r,i

)−1(
∑
r∈I

Xr,iYr,i

)
, (30)

σ̂i =
1

M2 ∑
r∈I

(Yr,i − γ̂i
T Xr,i)

2 . (31)

The model assumes that the modeled texture is the RF
realization with zero means; therefore, estimating the
mean value of the pixel intensity levels of individual
spectral planes is necessary. There are several possi-
bilities existing for the MSAR texture model synthe-
sis. Considering the double toroidal boundary condi-
tions, the Discrete Fast Fourier Transform (DFFT) is
the most effective method. The MSAR model equations
(18) may be expressed in terms of the Discrete Fourier
Transform (DFT) of each spectral plane as [Ben98a]:

Ỹt,i =
d

∑
j=1

∑
s∈Ii j

r

as,i, jỸt, je
√
−1ωst +

√
σiε̃t,i , (32)

where Ỹt,i and ε̃t,i are the 2D DFT coefficients of Yr,i
and εr,i, respectively, at the discrete frequency index
t = (m,n) and ωst =

2π(ms1+ns2)
M . The equations (32)

can be written in matrix form as [Ben98a]:

Ỹt = Λ
−1
t Σ

1
2 ε̃t , , (33)

Ỹt = {Ỹt,1,Ỹt,2, . . . ,Ỹt,d}T , (34)

ε̃t = {ε̃t,1, ε̃t,2, . . . , ε̃t,d}T , (35)

where the matrices Σ and Λt are defined as [Ben98a]:

Σ =


σ1 0 . . . 0
0 σ2 . . . 0
...

...
. . .

...
0 0 . . . σd

 , (36)

Λt =


λt,11 λt,12 . . . λt,1d
λt,21 λt,22 . . . λt,2d

...
...

. . .
...

λt,d1 λt,d2 . . . λt,dd

 , (37)

λt,i j =

{
1−∑s∈Ii j

r
as,i, j e

√
−1ωst i = j ,

−∑s∈Ii j
r

as,i, j e
√
−1ωst i ̸= j .

(38)

The MSAR model will be stable and valid if Λt is a
non-singular matrix f ort ∈ I. A M ×M texture can

be synthesized from the estimated model parameters
according to the following algorithm [Ben98a]:
1) Generate d noise 2D arrays εr,i using a pseudo
random number generator.
2) Calculate the 2D DFFT of each noise array sepa-
rately.
3) For each discrete frequency index t compute:
Ỹt = Λ

−1
t Σ

1
2 ε̃t .

4) Perform the 2D inverse DFFT of each Ỹt,i separately.

2.6 Multi-Spectral Markov Random Field
Model

The BTF Multi-Spectral Markov Random Field (BTF-
MMRF) model is based on (MMRF) factor texture
model [Ben98a]. A multi-spectral texture can be con-
sidered Markovian with respect to Ii j

r if it has follow-
ing property [Ben98a]:

p(Yr,i |Ys, j, ∀ j ∈ {1, . . . ,d} : j ̸= i,∀s ∈ Ii j
r : s ̸= r)

= p(Yr,i |Ys, j, ∀ j ∈ {1, . . . ,d},∀s ∈ Ii j
r ) . (39)

As the conditional distributions of Yr,i given {Ys, j, ∀ j ∈
{1, . . . ,d} : j ̸= i,∀s ∈ Ii j

r : s ̸= r} and Yr,i given
{Ys, j, ∀ j ∈ {1, . . . ,d},∀s ∈ Ii j

r } are the same, the best
linear estimator of Y can be written as [Ben98a]:

Yr,i =
d

∑
j=1

∑
s∈Ni j

r

as,i, jYr⊕s, j + εr,i, , (40)

where as,i, j are taken as the coefficients of the Mini-
mum Mean Square Error (MMSE) estimate of Yr,i and
εr,i denotes the estimation error. From the orthogonal-
ity property of the MMSE estimates [Ben98a]:

E{Yr,iεs, j}=
{

σi i = j, s = r ,
0 otherwise ,

(41)

the correlation structure of the stationary noise εr,i is
[Ben98a]:

Ψ
s
i j = E{εr,iεr⊕s, j}=

 −as,i, jσ j s ∈ Ii j
r ,

σ j s = 0, i = j ,
0 otherwise .

(42)
Because the correlation functions have the symmetry
property Ψs

i j = Ψ
−s
ji , there is an implicit requirement

that Ii j
r and the associated coefficients are symmetric,

i.e., s ∈ Ii j
r ⇐⇒ −s ∈ I ji

−r and σ jΨ
s
i j = σiΨ

−s
ji . Equa-

tion (40) can be rewritten in matrix form as: ΨY = ε

and equations (41) and (42) can be expressed using ma-
trix notations as [Ben98a]:

Σε = E{Y ε
T} =


σ1I 0 . . . 0
0 σ2I . . . 0
...

...
. . .

...
0 0 . . . σdI

 ,(43)

Σe = E{εε
T} = E{ΨY ε

T}= ΨΣε . (44)
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The model parameters must be chosen such that Σe is
positive definite. Using (19) and (44), the MMRF co-
variance matrix can be found as [Ben98a]:

ΣY = E{YY T}= E{Ψ
−1

εε
T

Ψ
−T}

= Ψ
−1

ΣeΨ
−T = Ψ

−1
Σε . (45)

Matrix ΣY will be admissible covariance matrix if all
model parameters are chosen such that ΣY is positive
definite which is consistent with the requirement that
matrix Σe be positive definite, since ΣY = Σε Σ−1

e Σε .
MMRF model parameters can be estimated using an ap-
proach based on the LS method similar to the MSAR
model parameter estimation. Due to the symmetry
property of (42), the LS estimates are inherently non-
linear, and it is necessary to solve for all model pa-
rameters simultaneously. As in the case of the MSAR
model parameter estimation, LS estimates are obtained
by equating each pixel spectral intensity value to the
expected value of one of the model equations. An iter-
ative approach can be used to obtain the LS solutions
[Ben98a]:

γ̂i,t+1 =

(
∑
r∈I

Qr,i,tQT
r,i,t

)−1(
∑
r∈I

Qr,i,tYr,i

)
, (46)

σ̂i,t+1 =
1

M2 ∑
r∈I

(Yr,i −QT
r,i,t γ̂i,t)

2 , (47)

Qr,i,t =


qr,11 qr,12 . . . 0 0

0 σ̂2,t qs,21
σ̂1,t

0 . . . 0
...

...
...

...
...

0 0 0 σ̂d,t qr,dd−1
σ̂d−1,t

qr,dd


T

,

qr,i j =


{Y(r⊕s), j +Y(r⊕−s), j : s ∈ Ni j

r } i = j ,
{Y(r⊕s), j : s ∈ Ii j

r } i < j ,
{Y(r⊕−s), j : s ∈ Ii j

r } i > j ,

with σ̂z,1
σ̂z−1,1

= 1 ,z ∈ (2, . . . ,d), where t ∈ {1, . . . ,+∞}
denoting the order of the iteration. Although no proof
of convergence exists for this procedure, experimental
results indicate that a sufficiently accurate estimate is
achieved in less than ten iterations. If the results of two
consecutive iterations are the same within the achiev-
able accuracy of the rounding on the used system, then
such results are considered sufficiently accurate esti-
mates. It should be noted that the LS estimate repre-
sents only a very rough approximation of the MMRF
model parameter estimate. The algorithm for the syn-
thesis of the MMRF model is identical to that one for
the MSAR model, except the calculations in the third
step which replaces citeBen97a: Ỹt = Λ

−1
t (ΛtΣ)

1
2 ε̃t .

The MMRF model will exist and be stable if ΛtΣ is
positive definite ∀t ∈ I.

2.7 Pseudo Markov Random Field Model
The BTF Pseudo Markov Random Field (BTF-PMRF)
model [Hav12a] is based on the (PMRF) texture model
[Ben98a]. The PMRF model represents an approxima-
tion of the MMRF model. The apparent motivation for
deriving this approximation was to avoid an iterative
parameter estimation method. The PMRF model was
derived from the MMRF model by subtly modifying the
correlation structure given in (42). The PMRF and the
MMRF model equations are identical with one excep-
tion: the PMRF stationary noise er,i is assumed to have
the following correlation structure [Ben98a]:

E{εr,iεs⊕r, j}=

 −as,i, j
√

σiσ j s ∈ Ii j
r ,

σ j s = 0, i = j ,
0 otherwise .

(48)

The main difference between the MMRF model and
the PMRF model and the significant advantage of the
PMRF model is the fact that the estimate γ̂ is linear and
independent of the estimate σ̂ . The LS estimates of the
PMRF model parameters are the same as those of the
MMRF model, for t = 1. Therefore, the model param-
eter estimation does not require an iterative process, un-
like the case of the MMRF model parameter estimation,
which reduces the computational burden. Employing
the same method used for the MMRF model synthesis
in the case of the PMRF model, the calculations in the
third step of the synthesis procedure become [Ben98a]:

Ỹt = Λ
−1
t Σ

1
2 Λ

1
2
t ε̃t . The PMRF model will exist and be

stable if Λt is positive definite ∀t ∈ I.

3 COLOR QUALITY CRITERIA
3.1 Spectral Decorrelation Criterion

κ(cmax) =
1

cn
max

det(Σ) , (49)

where Σ is a n × n material texture spectral covari-
ance matrix, cmax is the maximal possible spectral value
per channel. If the criterion κ(cmax) ≤ 3, we can
replace a 3D random field model with its Karhunen-
Loeve decorrelated version and model each decorre-
lated single spectral band with a 2D random field model
without significant MEMD error (50), i.e., with negli-
gible color loss.

3.2 Color Composition Comparison
The Mean Exhaustive Minimum Distance (MEMD)
[Hav19a] is used to compare the spectral composition
of two textures and the cardinalities of the same col-
ors but ignoring the locations of individual pixels. The
comparison is performed by individually taking pixels
from the first image and searching for the most simi-
lar, i.e., the closest in certain vector metric sense, to the
ones in the second image. The pixel from the second

ISSN 2464-4617 (print) 
ISSN 2464-4625 (online)

Computer Science Research Notes - CSRN 3401 
http://www.wscg.eu WSCG 2024 Proceedings

203https://www.doi.org/10.24132/CSRN.3401.21



image identified as the most similar is removed from
the stack representing the second image, and the local
spectral error is recorded. The MEMD criterion is as
follows:

ζ (A,B) =
1
M ∑

(r1,r2)∈⟨A⟩
min

(ŕ1,ŕ2)∈N

{
ρ
(
Y A

r1,r2,•,Y
B
ŕ1,ŕ2,•

)}
,

(50)
where M = min{♯{A}, ♯{B}}, ♯{A} is the number of
pixels in A and similarly for ♯{B}, min{ /0} = 0,
(r1,r2) denotes the location in A, ⟨A⟩ represents
the set of all pixel indices of A, (ŕ1, ŕ2) is the loca-
tion in B, N is the set of unprocessed pixel indices of
B, ρ is an arbitrary vector metric and Y A

r1,r2,• rep-
resents the pixel at (r1,r2) in A, where • denotes
all corresponding spectral indices, similarly for Y B

ŕ1,ŕ2,•.
The term ζ (A,B) is evaluated using raster scanning
of A. The algorithm stops when all pixels of A are
scanned, or N becomes an empty set (see details in
[Hav19a, Hav21a, Hav23a]).

4 TEST DATA
We used BTF MAM2014 Dataset 2 [Fil18a]. This
dataset consists of 16 BTF of materials presented at the
Workshop on Material Appearance Modelling (MAM)
2014. The BTF datasets consist of a collection of ma-
terial images taken for lighting and viewing directions
with an angular sampling of 81 × 81. The uncom-
pressed HDR data (32-bit float) are represented in CIE
XYZ colorspace. The spatial resolution of the datasets
is 353.3 dpi. They included widely different natural, ar-
tificial, matte or glossy materials are mica, sand-fine,
sand-coarse, burlap, cork, towel, green cloth, green
felt, basketball, flocked paper, silver gold, brown tile,
glass tile, blue-black-gold tile, crinkle paper, and bas-
ketweave. This texture set is illustrated in Fig. 1.

5 RESULTS
We used the same setup for all tested models, i.e., the
number and type of used neighborhood sets. Using 16
BTF materials, each consisting of 6,561 images, test-
ing ten random field models, and trying eight different
neighborhood sets, each with three different Gaussian-
Laplacean pyramid setups, we created 20,155,392 syn-
thesized images, which were all compared with corre-
sponding original data in total. The best result, i.e.,
the synthesized image most similar to the original us-
ing the MEMD criterion, was identified, and its cor-
responding MEMD value was used for the presented
statistics. The mean MEMD of the best results and stan-
dard deviation for each tested model are counted for
individual used materials and the whole test set. The
results are the mean difference from original data in %

2 http://btf.utia.cas.cz

Figure 1: BTF MAM204 Dataset presentation (from
upper-left to bottom-right): mica, sand-fine, sand-
coarse, burlap, cork, towel, green cloth, green felt, bas-
ketball, flocked paper, silver gold, brown tile, glass tile,
blue-black-gold tile, crinkle paper, and basketweave.

and its corresponding standard deviation, summarized
in Table 1 (MEMDmax = 255), that shows significantly
larger spectral error for large κ(256) ≥ 3 values for
silver gold, flocked paper, mica, and basketweave. 2D
random field models can approximate all other materi-
als after the KLT decorrelation with an acceptably mi-
nor spectral error.

6 CONCLUSIONS
We presented a criterion allowing us to predict when
a vast BTF data space can be modeled using a set of
2D random field models (κ(·) < 3) instead of more
demanding 3D random field models without significant
loss of spectral quality. This quality prediction allows
avoiding demanding computing experiments with both
types of models, spectrally decorrelated 2D and fully
correlated 3D as well as circumvent the main problem
with still non-existent reliable texture quality criteria.
These mathematical models represent attractive mod-
eling alternatives offering extreme data compression as
only tens parameters must be stored instead of the origi-
nal acquired data. They can reconstruct BTF space, i.e.,
predict the material’s visual appearance under unmea-
sured conditions and synthesize textures of arbitrary
size without disturbing visual artifacts and with pre-
served overall visual impressions. On the other hand,
they can only approximate original data, which may re-
sult in visual quality compromise.

We performed robust experiments involving random
field BTF models, analyzing and synthesizing under
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mica fine coarse burlap cork towel green green basketball
sand sand cloth felt

Model Mean STD Mean STD Mean STD Mean STD Mean STD Mean STD Mean STD Mean STD Mean STD
2D CAR 3% 9% 5% 2% 5% 4% 5% 2% 2% 1% 3% 1% 3% 1% 5% 2% 5% 4%
2D MA 10% 27% 11% 6% 10% 13% 8% 3% 4% 1% 6% 17% 5% 2% 11% 4% 10% 13%
2D MSAR 4% 10% 5% 2% 5% 2% 6% 2% 3% 1% 2% 1% 3% 1% 4% 1% 5% 2%
2D MMRF 4% 10% 5% 2% 5% 2% 6% 2% 3% 1% 2% 1% 3% 1% 4% 1% 5% 2%
2D PMRF 4% 10% 5% 2% 5% 2% 6% 2% 3% 1% 2% 1% 3% 1% 4% 1% 5% 2%
3D CAR 3% 9% 4% 2% 4% 4% 4% 2% 2% 1% 2% 1% 2% 1% 3% 1% 4% 4%
3D MA 4% 10% 5% 3% 5% 4% 4% 1% 2% 1% 3% 4% 2% 1% 5% 3% 5% 4%
3D MSAR 4% 10% 7% 3% 6% 5% 7% 4% 4% 2% 4% 2% 5% 2% 5% 1% 6% 5%
3D MMRF 4% 9% 5% 2% 5% 4% 6% 2% 3% 1% 3% 1% 4% 2% 5% 1% 5% 4%
3D PMRF 4% 9% 5% 2% 5% 4% 6% 2% 3% 1% 3% 1% 4% 2% 5% 1% 5% 4%
κ(256) 3.18 2.42 1.14 4.3e-02 1.87e-03 7.3e-03 8.9e-04 6.3e-02 1.14

flocked silver brown glass blue-black crinkle basketweave all
paper gold tile tile -gold tile paper materials

2D CAR 5% 4% 8% 8% 4% 5% 1% 4% 3% 5% 1% 4% 9% 6% 4% 5%
2D MA 9% 6% 23% 22% 10% 19% 4% 19% 10% 19% 2% 12% 17% 10% 9% 15%
2D MSAR 5% 4% 10% 7% 4% 3% 1% 2% 4% 4% 1% 0% 11% 7% 4% 5%
2D MMRF 5% 4% 10% 8% 4% 2% 1% 2% 4% 4% 1% 0% 11% 7% 4% 5%
2D PMRF 5% 4% 10% 9% 4% 2% 1% 1% 4% 4% 1% 0% 11% 7% 5% 5%
3D CAR 4% 4% 8% 8% 3% 5% 1% 4% 3% 5% 1% 4% 8% 5% 4% 5%
3D MA 4% 3% 9% 9% 4% 5% 2% 6% 4% 6% 1% 6% 9% 6% 4% 6%
3D MSAR 6% 4% 9% 8% 4% 6% 2% 6% 4% 6% 1% 4% 11% 7% 5% 6%
3D MMRF 6% 5% 9% 9% 4% 5% 1% 4% 4% 5% 1% 4% 10% 7% 5% 5%
3D PMRF 6% 5% 9% 9% 4% 5% 1% 4% 4% 5% 1% 4% 10% 7% 5% 5%
κ(256) 18.8 91.9 7.33e-01 5.04e-07 2.07e-02 1.07e-05 3.70

Table 1: Mean values and standard deviations percentual MEMD∗ = 100∗MEMD/MEMDmax values error corre-
sponding to the best-achieved results for individual models and materials.

various conditions. All synthesized data were com-
pared with corresponding original ones using texture
color composition criterion MEMD. Achieved results
confirmed that BTF measurements of materials with a
limited range of colors predicted with the κ() criterion
from one perpendicular illuminated and observed angle
can be reliably reconstructed using a set of simpler 2D
random field models. The only exception with tested
models is the oversimplified 2D MA model, which has
mostly poor spectral performance.
Results of multidimensional textures related research
are also applicable in medical applications and varied
image processing problems, such as image restoration,
cultural heritage preservation. BTF data are useful in a
study of shadow casting by material structure and the
analysis of material dimensionality. Analysis of differ-
ent BTF samples can help understand human percep-
tion of real-world materials.
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dny 2015, ČVUT, pp.37-43, 2015.
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ABSTRACT
One of the most promising developments in computer vision in recent years is the use of generative neural net-
works for functionality condition-based 3D design reconstruction and generation. Here, neural networks learn
dependencies between functionalities and a geometry in a very effective way. For a neural network the function-
alities are translated in conditions to a certain geometry. But the more conditions the design generation needs
to reflect, the more difficult it is to learn clear dependencies. This leads to a multi criteria design problem due
various conditions, which are not considered in the neural network structure so far. In this paper, we address this
multi-criteria challenge for a 3D design use case related to an unmanned aerial vehicle (UAV) motor mount. We
generate 10,000 abstract 3D designs and subject them all to simulations for three physical disciplines: mechanics,
thermodynamics, and aerodynamics. Then, we train a Conditional Variational Autoencoder (CVAE) using the
geometry and corresponding multicriteria functional constraints as input. We use our trained CVAE as well as
the Marching cubes algorithm to generate meshes for simulation based evaluation. The results are then evaluated
with the generated UAV designs. Subsequently, we demonstrate the ability to generate optimized designs under
self-defined functionality conditions using the trained neural network.

Keywords
3D Generation, Multi-Criteria, Optimization, Engine Mount, Coditional Variational Autoencoder, Simulation
based Evaluation

1 INTRODUCTION
The potential of using neural networks (NN) for com-
puter aided design (CAD) generation shows new possi-
bilities in the fields e.g. medicine, engineering as well
as product development. Algorithms iteratively gener-
ate a variety of solutions in the shortest possible time
for higher-performance designs [Seo22]. Only func-
tionality requirements with some boundary conditions
are needed. This is achieved by NN as they connect the
functionality requirements, as conditions, directly to
generated geometry features. The weights of the neural

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

networks are adjusted based on the conditions for opti-
mal material distribution during training. Trained neu-
ral networks are showing excellent results to learn these
dependencies [Du21]. Thus, the NN can be trained to
find new design variations which only consider func-
tionality requirements. For this generative design pro-
cesses, generative neural networks like Variational Au-
toencoder (VAE) [Kin13] and Generative Adversarial
Networks (GAN) [Goo14] are often successfully used.
For generative neural networks based approaches func-
tionality design requirements are assigned as conditions
for a specific geometry. Newer approaches use Condi-
tional Variational Autoencoder (CVAE)[Soh15] to gen-
erate objects under specific conditions. Training such
a model with an increasing number of conditions is a
major challenge. For this purpose, a low dimensional
representation like a latent space is mostly used to rep-
resent multi functionality dependencies. It gives the op-
portunity to compare designs due to their similarities
[Shu20]. In this way, the chance is given to balance
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multi-criteria conditions for a higher-performance de-
sign. However, these latent spaces are difficult to inter-
pret and analyze with a growing number of conditions.
This is one reason why design problems solved so far
with generative neural networks are mostly limited to
a two-dimensional design space and a low number of
considered conditions [Che22, Oh19a]. Further, exist-
ing approaches show lack of adaptation in the NN struc-
ture with the complexity of multiple conditions to learn
the relationship between conditions and geometry. In
particular, when conditions are strongly dependent, in
the same geometry. Moreover, there are hardly any ex-
amples as a data basis for such 3D CAD generative neu-
ral networks use cases with major conditions. From this
we derive our main research questions for this work:

1. Can a generative neural networks be trained on 3D
synthetic data with multi physics based conditions
to generate a 3D design for a real design task?

2. How must the structure of a generative neural net-
work be extended to associate multi-criteria con-
straints during the training process with geometry
features on a design?

3. How to train a generative neural network to predict
more powerful designs and find an optimum under
multiphysics conditions?

To answer our research questions, we have a multi-
criteria 3D design use case regarding an engine mount
for an unmanned air vehicle. We generate 10,000 3D
generative designs, which is based on our earlier work
[Pet21]. The designs are generated with respect to the
functionalities and geometries features from our use
case. With a total of 30,000 executed simulations we
evaluate and label the generated generative designs in
terms of its physics-based functionalities. The physics-
based functionalities are mechanics, thermodynamics
as well as aerodynamics. In addition, we introduce
conditions, which enable an assessment of manufac-
turability with additive manufacturing [Bik19]. After,
we train a CVAE with our labeled generative designs
[Soh15]. A major challenge on our regression problem
are the continuous values of our conditions. Moreover,
the physical quantities values are numerically very dif-
ferent in scale. The introduction of more than one con-
dition caused a large divergence in the latent space. It
is an ambiguous learning behavior to concrete geometry
features. Therefore, we semantically partition our con-
ditions and extend the input NN structure of the CVAE.
The trained model gives us the probability for a mate-
rial prediction for all material areas in the design space.
Finally, we use our trained model to generate an opti-
mized design which fulfills best our multi-criteria func-
tionalities. To the best of our knowledge, this is the
first work that addresses the problem of a 3D design

problem with regression multi-criteria conditions with
a generative neural networks. Our contribution in this
paper is threefold:

• An extended conditional variational autoencoder
approach to open up a three-dimensional solution
space with a geometrically parameter-free descrip-
tion of a component under multiple physics based
conditions.

• An approach for a higher performance design gen-
eration, from a multi-condition learned relationship
between latent representations and the generated de-
signs.

• An evaluation of our presented approach on a 3D use
case, with an interpretation of the latent space of a
successfully trained generative neural networks for
an optimal component design.

2 RELATED WORK
2.1 Deep Learning for 3D Data
In the field of computer vision, there has been a
significant development of different deep networks
for a variety of different tasks in recent years. For
this reason, a variety of methods based on VAEs
[Bro16, QY20], GANs[Gao22, Shu20], diffusion mod-
els [Ye22, Zhe22] as well as normalising flows [Klo20]
have been explored to generate 3D objects as mesh,
point cloud or voxel representations. So in the field of
3D object recognition to implement a joint embedding
of 3D shapes and synthesised images approaches are
shown in [Li15, Su15a]. Another approach is presented
in [Sha16] where the researchers used voxel-based
models with an autoencoder to represent 3D objects.
A more effective approach is used in [Qi17a] where a
point-like representation is used to explore 3D objects.
Other approaches like in [Yan16a] use 2D images
together with a 3D to 2D projection layer to generate
3D objects. Besides the classical use of the presented
approaches for classification tasks [Qi17a, Sha16], the
approaches can also be used for completing full shapes
[Che19b, Tch19a] or for single-view reconstruction
[Man18]. Furthermore, [Che19a, Fu22] are exploring
text-based 3D object generating approaches.

2.2 Conditional Variational Autoencoder
Based on the concept of a VAE [Kin13] a Conditional
Variational Autoencoder [Soh15] (CVAE) is considered
good to represent the high-dimensional joint distribu-
tions of features [Kim21a, Soh15, Yon21].
The main target of VAEs is the estimation of the rela-
tion between the input xi and the corresponding latent
representation zi. In variational inference, the posterior
p(z|x) is approximated by a parameterized distribution
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qθ (z|x) called the variational distribution. The lower
bound for p(x) can be written as follows [Kin13]:

Lθ ,φ ,x = Eqθ (z|x) [log pφ (x|z)]−KL(qθ (z|x)||pφ (z))
(1)

The two fundamental parts of the VAE are the En-
coder E = qθ (x|z) with parameters θ and the Decoder
D = pφD(x|z) with parameters φ . They represent func-
tions which map the input xi to a latent space zi and vice
versa. The reconstruction from xi is x̂i. Here, the rep-
resented optimization is an minimization of the recon-
struction loss under consideration of the KL divergence
as an regularizer. E has two outputs µi and σi that cor-
respond to the mean and the standard deviation of the
Gaussian latent variable zi. For this, the reparameter-
ization trick [Kin13] is normally used with µi +σi ∗ ε

under consideration of εi ∼ N(0,1) to calculate zi. It
helps the network to shift not to much from the true
distribution.
In contrast to the VAE, a CVAE approach based on the
maximisation from the variational lower bound of the
conditional likelihood p(x|c) which supports to gen-
erate designs under multiple specified conditions c =
{c1 . . .cn} where n is the number of conditions [Soh15].

Lθ ,φ ,x,c = Eqθ (z|x,c) [log pφ (x|z,c)]
−KL(qθ (z|x,c)||pφ (z|c))

(2)

The trained CVAE is usable to reconstruct an input xi
under a set of conditions c to match the target out-
puts x̂i. In contrast to the VAE, the main parts of the
CVAE E and D are conditioned by c. It follows that
E = qθ (z|x,c) with parameters θ and D = pφD(x|z,c)
with parameters φ which represents functions are used
to map the input xi under consideration of c to a latent
space zi and vice versa. In this context, a core problem
is when working with multiple conditions in a CVAE is
how to bring them into the network. Also the weight-
ing or balancing problem of the reconstruction error and
the Kullback-Leibler divergence shows this. It has been
object of several investigations [Asp20].

2.3 Deep Learning for Engineering Tasks
For iterative design generation, in [Shu20] a GAN
based approach is shown for direct 3D modeling of an
aircraft. The work followed the idea of a physics-based
generated dataset. Thereby, the aerodynamics are
considered primarily and the shape as the single con-
dition. The goal is to minimize the aerodynamic drag.
Furthermore, in [Hey21] an approach is developed
for generating 3D models with more constraints. The
researchers add a range loss, so design constraints
are additionally taken into account based on param-
eter specifications using the example of 3D aircraft
models. A slightly different approach is presented
in [Zha19] for the optimization of 3D models. After

successfully training of a variational autoencoder, a
genetic algorithm is used to optimize the latent space
design embeddings. Further, an approach to consider
continuous conditions in the generation process with
Conditional GANs is shown in [Nob21]. They use a
singular vicinal loss in combination with a loss function
based on determinant point processes. In doing so,
the researchers add a new self-amplifying Lambert
Log Exponential Transition Score, which is used for
improved conditioning. They successfully demonstrate
the approach on an 2D airfoil generation task with
diverse results. Similarly, a Free-Form Deformation
Generative Adversarial Networks which provides
efficient parameterization for 3D shapes is presented
in [Che21]. Hereby, they achieve high representation
compactness and capacity. A VAE to select an optimal
material strength for their 2D optimization approach to
retrieve a result from a latent space is shown in [QY20].
They take a structure optimization and determines the
optimal material from the latent space of their trained
VAE. A two-dimensional shape optimization based
on the Bezier GAN, where the approach is based
on a parameterized representation of a 2D shape is
introduced in [Che22].
The work presented shows the difficulty of available
data for design problems. Data for more complex
solutions for multiple conditions isn’t published.
3D data and corresponding physics-based labels are
missing. GAN approaches are available in detail
mostly with one considered condition. Multiphysics
problems are missing in the context of direct 3D design
creation completely or don’t deal with real physics-
based designs [Ugu19]. Further, it is recognisable
that generative neural networks are often used for
classification problems, which have not been further
discussed here. In summary, an approach which
allows to incorporate three-dimensional multi-criteria
designs with regression conditions into a generative
neural network is missing. Therefore, no extended NN
approaches which have a change in their architecture
in favor of multi-criteria conditions do exist.

3 METHOD
In this section we propose our method to effectively
bring continuous multi-criteria conditions into a new
design of an UAV. In doing so, we solve a multi-physics
design problem with a CVAE. The use case gives con-
crete functionalities and geometry features. Finally, a
multi-physics and functionally generative optimal de-
sign is presented. Optimal with regard to the physical
conditions. To achieve this target, we developed a four-
step approach to use a generative neural networks for a
new design of a component (Figure: 1).

First, we generate 10,000 designs. We do it with a
pseudo random noise based on [Bae18] and our earlier
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Figure 1: Multi-criteria generative neural networks de-
sign approach. Four steps of using a Deep Input CVAE
for functionalities based design generation.

work [Pet21]. The special random function should en-
sure that the design space is covered completely and
evenly [Pet21]. For the neural network each voxel
should occur equally often in training. This is done
to teach the neural network a parameter-free geometric
generative description of design variants. In this way
a geometric solution appears as unrestricted as possi-
ble in the design space (generative design). Second,
we use a physics-based simulation to evaluate our de-
signs with respect to the functionalities. Each gener-
ated generative design is labeled with its physical per-
formance data. Third, we train a generative neural net-
works with an extended architecture and our generated
designs as well as simulation based labels as input. It
learns where material in the design space is important
or unimportant for the physics-based functionalities. In
a last step the trained NN is used to generate an optimal
design. At this point the lower dimensional latent repre-
sentation is used for a prediction of a new design under
regression multi-criteria conditions. The main differ-
ences of our approach to existing approaches is as fol-
lows. We show a generative neural networks based ap-
proach in which not only single criterion requirements
for a design problem are solved. The design problem
is three-dimensional, multi-physical and considers geo-
metric requirements and interfaces. A concrete use case
and additive manufacturing are also addressed. The ex-
tension of a CVAE is developed, demonstrated and im-
proved for multi criteria conditions.

3.1 Training Data Generation

To create the 10,000 generative designs
X = {x1 . . .xi}, i ∈ {1 . . .10,000} we use a noise
based generation method. We define our design space
A with 50,400 voxels (Figure: 3)

A = {(a j,k,l)|∀ j = 1,2, . . .30, k = 1 . . .40, l = 1 . . .42}
(3)

where one voxel a j,k,l per cm3 is used. This compar-
atively rough representation is chosen due to the ex-
pected long computation and power calculation time.
Next a three-dimensional Perlin Noise (noise) is used

Figure 2: ANSYS simulations for mechanics, ther-
modynamics and aerodynamics with generated designs
and specific load cases. The arrows represent the direc-
tion of it.

to generate a basic material distribution MdAM,i in the
design space A

MdAM,i =
M−1

∑
n=0

û∗noise(νn ∗ a j,k,l) (4)

with amplitude modulation AM, frequency ν and am-
plitudes û. Here, ûn+1 = ûn ∗ φnoise is guilty where a
combination of the frequency and amplitude modula-
tion with different frequencies is used. At this point,
φnoise is a special constant which links the amplitude
with the amplitude of the previous step. This creates
uniform coverage of the design space. At the correct
scale it produces organic-looking designs due to the ba-
sis of locally contiguous duration’s.
After, where the engine mount needs interfaces to the
engine and to aircraft structure, material is used per
design (Figure: 3). Through repetitive areas, the NN
learns where in any case must be material for addon
parts. Algorithms are used to ensure that the designs
can be use for a physic-based simulation [Pet21]. So
the design consists of only one body and can be flowed
through by air[Pet21]. As a final step, the designs are
transformed into a surface description for simulations.
The described steps from Eq. 4 are repeated until a
quantity of 10,000 generated designs X is achieved.

3.2 Physics Based Simulations
The simulation based label generation is done with
automated simulations in ANSYS [Mad15] FEM and
CFD (Figure: 2). For this purpose, one mechanical, one
thermal and one aerodynamic simulation for each gen-
erated design xi is performed. We take these as the ba-
sis for our considered physic-based parameters, which
are most expressive for our use case. So our conditions
where n = 9 are the following:
For the mechanics, we evaluate the mean residual stress
c1 and mean total deformation c2 for all voxels. For
thermodynamic, mean temperature c3 and heat den-
sity c4. In aerodynamics we consider the mean outlet
pressure c5 and the resistance to air c6 in the direction
of flow. For the previously mentioned conditions, we
don’t use maxima values cause of bad training tests.
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Figure 3: On the left our developed Deep Input CVAE approach for reconstruction of 3D object with multiple
conditions cn and k1,...,5 is illustrated. On the right our approach for design generation with a FNN as well as the
trained decoder D is shown. The data flow as well as the neural network structure is shown to generate new designs
χq with self selected values c{χq}. In red, fnet is highlighted.

Instead, we use mean values, so that the value distri-
bution corresponds more closely to a Gaussian distri-
bution. The assessment with regard to additive manu-
facturing is based on the heat distribution in the print-
ing process c7 and build-up angle of number to sur-
faces c8. A lightweight design criterion c9 is introduced
as a classic optimization factor. For this consideration
we use the number of voxels per design. Finally we
have a set 10,000 value pairs with one value for each
condition per generated design Cx = {cx1 , . . . ,cx10000}.
So, all values are normalized per condition for faster
and better training. Values in the set of conditions
cn = {cn,1, . . . ,cn,10000} which are not in range of ± 2σ

are dropped out. This leads to a more uniform training
process, which does not focus on maximums.

3.3 Extended CVAE for Multi-Physics
Based Design Generation

In our approach we use a CVAE-approach like in 2.2 ex-
plained with the generated designs X and the values of
Cx as input. With data augmentation like in [Kar22] we
support our training. Further we use seven dense layers
to reduce the size as follows (50400,1024,512, ...,16)
as well as in reverse order in D. After each layer we use
a Rectified Linear Unit (ReLU) activation function The
latent size z is defined as 32. Further we apply an Adam
optimizer [Kin14]. For the generation of q(z) as close
as possible to the standard normal distribution we are
using a two-part loss function with the reconstructions
loss E[·] as well as a KL-divergence loss KL[·] like in
Eq.2.
In comparison to the state of art, we divide c given the
physic discipline of each cn into five categories K =
{k1 . . .kb},b ∈ {1. . . . ,5}. In doing so, we have used
the following allocations: k1 = {c1,c2}, k2 = {c3,c4},
k3 = {c5,c6}, k4 = {c7,c8} and k5 = {c9}. This ex-
tension supports the combination of values which differ

significantly in their dimensions. In this context, we
use complementary simple feedforward neural network
(FNN) structure extension for each category in the input
of our Deep Input CVAE (D-CVAE). The five exten-
sions are added in one layer aM after seven hidden lay-
ers size (4,8, ...,256) per extension kb and concatenated
with last layer of E and the first layer of D. This se-
mantically separated and more complex representation
of our input improves the representation of the complex
data strongly. After training the D-CVAE, trained D
represents a parametric model where zi and ci are input
parameters to generate new designs. So, an opportunity
is given with the trained D-CVAE to generate a new
design χq with the desired performance maximization
across all conditions. The D-CVAE architecture previ-
ously described is shown in Figure 3.

3.4 Design Optimization
An approach for an optimal design generation χopt fol-
lows on. First to generate a new design χq with self
selected values for each condition in c, the relationship
between the latent representation per design zxi and cx1
is trained. For this purpose a FNN ( fnet) is used to learn
this relationship to predict ẑxi as a new representation:

ẑi = fnet(ci) (5)

In- and output variables to train the FNN fnet(c) with
eight hidden layers and a ReLU activation function to
predict a latent representation per generated design ẑxi

are cx1 as well as zxi . The trained fnet allows with
trained D and self selected values cχq for c to predict
a permissible quantity q (e.g. q = 100) of new individ-
ual models Q = {χ1, . . . ,χq}. Therefore the following
applies under consideration of cχq

χi = D(ẑi,cχq). (6)

The explained approach to generate χq is shown on the
right in Figure: 3.
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Once fnet is successfully trained, ẑi can be used in a
three step way to determine an optimal design χopt in
performance across all conditions.
First, the values of every physical property cn,xi are or-
dered per condition from the user’s point of view from
the lowest to the maximum performance. This is given
by the minimum and maximum performance by the
value range per condition. This creates new value pairs
Cχ = {cχq , . . . ,cχq}. These value pairs are are not pre-
viously present in Cx. The new value pairs are the basis
for more powerful designs. Thereby, χ1 has the low-
est performance for all cn,χq while χq has the highest
performance per cn,χq so the following is guilty

χ1 = D(ẑ1,cχ1)< χ2 = D(ẑ2,cχ2)< .. .

< χq = D(ẑq,cχq).
(7)

Next, to see if we can push our self-selected values even
further to a higher performance design, we look at the
variety which our D-CVAE can provide. For this we
use the material change rate ∆M of each design point
per design χq to the next χq+1 calculated by

∆M =
q−1

∑
1

∑
j
1 ∑

k
1 ∑

l
1(A j∗k∗l)χq+1 − (A j∗k∗l)χq)

j ∗ k ∗ l
. (8)

We use Eq.8 to define the range where the new val-
ues for our defined conditions can be set. We assume
that a new value per condition can only be set in the
area where trained D has enough diversity in the design.
This defines the limit for our trained model to retrieve
a design with maximum performance from the latent
space. Finally, we analyze the point where the material
change rate is maximum while considering maximum
performance. This results in the best possible design
Eq. (9) with the presented optimization approach.

χopt : max f (∆M) for min D(ẑi,cχq) (9)

Here, χopt defines the optimal material distribution for a
higher performance design. For a simulation based val-
idation χopt has to be transformed manually via [Lor98]
to a CAD file.

4 EXPERIMENTS
In this section, we report the details of our experiments
and the qualitative and quantitative validation. We com-
pare our approach with a 3D Convolutional Neural Net-
work in conjunction with a CVAE (CNN-CVAE) pre-
sented by [Na18] and a fully connected layer (FC-
CVAE) presented in [Can19a]. In addition, we show
the results in terms of an optimal design generation.

4.1 Use Case
Our use case is the design of an engine mount for an un-
manned air vehicle (UAV) displayed in Figure 4). The

Figure 4: On the right is the complete UAV drive unit
and on the left the engine Mount. We use a voxel-based
geometric description.

idea is to reduce the number of components as far as
possible to one central design with add-on parts (e.g.
electronic, engine). For this purpose, the new possibili-
ties of additive manufacturing are considered.

To achieve the target, we analyze the engine in terms
of its main functionalities. In this case, the Wankel en-
gine is attached to an engine mount that transmits the
thrust to the aircraft structure. For operation, there is
a radiator at the beginning of the engine, which cools
the engine through coolant pipes located on the engine
mount. In the particular case of the launch phase on a
catapult, much heat is transported from the engine in
the engine mount.

The main functionality of the engine mount can be de-
scribed as the static stability to hold and sufficient heat
dissipation to cool the engine. To ensure these function-
alities, air must flow freely through the engine mount.
Our goal is derived from this to design with a CVAE a
holder which can withstand the mechanical and thermal
load case, and has a favorable aerodynamic design. In
addition, conditions which make metal additive manu-
facturing feasible must be considered.

4.2 Training Settings
The Training is done on a Xeon 4108 with 64GB RAM
and 1 GPU NVIDIA P5000. Training results for the
mentioned types generative neural networks are shown
in Figure (5). It can be seen for multiple conditions the
reconstruction result for our designs becomes more and
more fuzzy. First, when using a CNN-CVAE compared
to the FC-CVAE the core body of the design is pre-
sented well. However, fine details and the edges in the
designs are not taken into account. Also, the training
time is 8h for 200 epochs. Therefore, hyperparameter
tuning is very time consuming. Compared to a training
time of 40 minutes, the FC-CVAE is much faster, but
it shows a very noisy design. Interesting is the obser-
vation of areas where material is very unlikely which is
displayed numeric negatively (dark blue areas in Figure
5).
In the following Table 1 our final loss values are pre-
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Figure 5: Reconstruction of the models depending on
the condition. On the right side in red the original and
on the left in colors representing the probability of ma-
terial.

Model KL-Loss Rec. loss Total
CNN-CVAE 90 6,050 6,140
FC-CVAE 2,500 30,000 32,500
D-CVAE 80 520 600

Table 1: Absolute final values of the loss functions as
well as the total loss after training per considered gen-
erative neural network-approach. The smaller the error
value, the better the model.

Figure 6: Representation of the loss functions of the 3
trained models. Top total loss, mid KL loss and bottom
reconstruction loss. The red line points to the maximum
in the KL loss and the adjustment of the reconstruction
loss. It is recognizable that our developed D-CVAE has
the best training curves.

sented. The reconstruction loss (Rec. loss) can be un-
derstood as the number of misrepresented voxels. The
KL Loss is a measure for the quality of the conditions
learned. Our D-CVAE shows a natural balancing of our
label to learn the latent space. This is shown in Figure
6. The total loss with of the D-CVAE improves signifi-
cantly compared to the CNN-CVAE and FC-CVAE and
the two loss components. KL Loss and Reconstruction
Loss, converge (redline) by themselves in such a way
that the conditions have a sufficient influence.

On the basis of the representation of the learned design
(Figure 5 and Table 2) our D-CVAE approach generates
qualitatively and quantitatively better results than the

Model Abs. Error Design Space
CNN-CVAE 1,762
FC-CVAE 2,625
D-CVAE 60

Table 2: Abs. error in design space of design predic-
tions x̂i.

Figure 7: Comparison of the latent space of the t-
dispersed stochastic neighborhood implantation of the
100 user wanted performance values. The latent space
of our D-CVAE has the best spread data representation.

CNN-CVAE and FC-CVAE approaches. The D-CVAE
shows the highest accuracy when it comes to mapping
the contour. By adding up the probabilities of the pre-
dictions, the reliability of the predictions of a geometry
from the condition can be determined by variance in
Table 3.

4.3 Multi-Criteria Optimization of a 3D
Design

Next we specify our own values per condition cn,χ to
generate new models in the interest of design optimiza-
tion. We create χ = 100 values per condition cn,χ from
good to bad in the sense of our used case and the per-
formance. The values are selected as follows: Ther-
mals and mechanics should withstand the loads as much
as possible and are demanded as constant conditions.
Aerodynamics and manufacturability should improve
over the 100 labels from 0-100. The ninth condition
(c9), which should ensure that less material is used, as a
classic optimization requirement. Min. and Max. from
the simulated conditions are used as upper and lower
limits. The challenge here, is that condition combina-
tions are now required which are not previously learned
in the latent space. In total these are 100 new values
pairs uzk of unknown designs. These hundred condi-
tions are used to retrieve the desired designs in the form
of material distributions from the latent space with the
decoder D(ẑq,cχq).
In the following, we use the term material distribution
instead of design proposal, because the strongly com-
peting nine conditions lead to the fact that no distinct
design for arbitrary condition combinations can emerge
clearly. Unfortunately, for our validation with simula-
tions, each material prediction with the new conditions
has to be reconstructed manually. Thus, 4 examples
each are chosen and simulated evenly split between 0-
100 to look at the variance. From this, the variance σ to
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Modell c1 c2 c3 c4 c5 c6 c7 c8 c9
VAR CNN-CVAE 0.210 0.30 261 0.07 1,202 569 9.07 1,047 0.07
VAR FC-CVAE 0.150 0.31 169 0.09 2,015 2,000 14.05 476 0.10
VAR D-CVAE 0.077 0.27 62 0.03 939 2,030 7.22 501 0.13
CNN-CVAE → ↓ → → ↗ ↑ ↗ ↗ ↑
FC-CVAE → → ↘ ↘ → ↗ → ↑ ↑
D-CVAE → → → → ↗ ↗ ↑ ↑ ↑
Target performance → → → → ↑ ↑ ↑ ↑ ↑

Table 3: Variance (VAR) from predicted and simulated designs in comparison to the used condition. Together
qualitatively presented with the desired performance that should be achieved

the expected value cχi is calculated from the given 100,
q ∈ Q conditions with σ2 = 1

q ∑
q
1(c− cχi)

2.

In addition to Table 3, we evaluate how the value pro-
ceed from good to bad qualitatively. In comparison how
it should develop according to the wanted performance
per condition. Here, ↑ represents a qualitative improve-
ment, ↓ on the other hand a degradation, → a preserve
of the condition. The target performance defines how a
better performing design should behave. The D-CVAE
shows the best results in terms of the qualitative con-
sideration of the conditions. It can be seen that the D-
CVAE tends to have lower variance in its simulated pre-
dictions than the other models (Table: 3).

The 100 desired labels can be seen in the latent space of
the models in Figure (7). It is recognizable that a clearer
range in the D-CVAE appears. The area in which the
100 conditions are retrieved is contiguous (red rings).
The 100 points are marked from blue (poor perfor-
mance) to yellow (good performance). Also, the dis-
tribution of the data shows more clearly distributed and
separated points, which is indicative of a more diverse
learned latent space. Finally, we want to find the best

Condition Training Our Opt. Dev.[%]
c1[MPa] 0.062 0.10 -48
c2[mm] 0.0032 0.0072 -56
c3[K] 216 291 +26
c4[

kW
s ] 0.047 0.095 -51

c5[Pa] 198 26 +716
c6[N] 116 52 +223
c7[

mm2

layer ] 7.175 2.300 +311
c8[sur f aces] 1,317 795 +165
c9[voxel] 0.234 0.160 +146

Table 4: Our optimum compared in percent to the
model with the best performance in our training’s data
set. The results for the mechanical and thermal load
case remain the same as intended and keep the condi-
tions. The other conditions improve significantly.

possible solution for our 3D multi-criteria design prob-
lem. The goal is to find a material distribution in the
design space that maximizes performance considering

Figure 8: Optimal material distribution and recon-
structed CAD design. Arrows indicate the simulated
load case for validation.

the conditions. But there are natural limits to retriev-
ing better and better design proposals from our model.
To find them we look at the range in which our model
still shows sufficient diversity material prediction with
respect to the conditions. For this we use the mate-
rial change gradient from one design point to the next
for our 100 created conditions (Eq. 8). The range in
which significant material change can still be predicted
for high performance is of interest. We searched in
that manner for the best design with our trained model.
We chose one recognizable maximum in the material
change rate close to the maximum performance. The
results are illustrated in Figure 8, it shows the product
of a condition point. We simulate our optimum in all
physical disciplines cf. Table 4 and compare it to the
best in our previously generated training data. From a
qualitative point of view the results makes sense. There
is a lot of material around the engine to remove the heat,
there is a solid connection to the mounting points. In
addition, the engine is directly surrounded by cooling
air from two sides. The optimal model we generated is
much better compared to the best model in the training
data set.

5 CONCLUSION
The presented approach is one way to generate a 3D
parameter-free geometry for a real multi-physics de-
sign problem with a D-CVAE. The main problem of
determining a material distribution and linking geom-
etry features to multiple regression conditions is met.
However, the automated evaluation of the generated de-
signs with D-CVAE is still a major obstacle for such a
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complex use case. It must be inferred repeatedly from
to the material distribution to the design, similar to a
classical topology optimization result. In this work one
best design is shown in terms of our conditions as an
optimum. It can be achieved without ground truth with
the help of synthetic data. We have no comparison to
an optimized component for all criteria with another
method yet. Simpler data would not adequately address
the complex challenge of multi-criteria design gener-
ation. Therefore, in further work, we concentrate on
completely different conditional generative neural net-
work approaches and new ways to clearly generate de-
signs with multiple conditions. So, a faster and auto-
mated evaluation can be done with our data. The data
and code are available upon reasonable request.
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ABSTRACT
The present work addresses the question how to design a Virtual Reality (VR) training application for a class of
search and navigation tasks that dynamically adapts to users by adjusting visual aspects for visual guidance. We
present a theoretical concept that dynamically adjusts visual aspects (lighting, colour) in virtual environments (VE)
based on a combination of measuring user behaviour (head position, head orientation) and training performance
(training time, error rate). The concept is build on derived requirements for a VR application that trains search and
navigation tasks and a combination of previous approaches to meet them. A proof-of-concept (PoC) application
was implemented, training order picking of parcels in a warehouse. Though the presented concept is sound as it is
based on previous research, future work should conduct user studies to validate the concept with quantitative data.

Keywords
Virtual Reality Training, Adaptive Training, Visual Guidance, Human-Computer-Interaction

1 INTRODUCTION
Trainees’ needs naturally differ from each other
based on different knowledge, skills, demographic,
socio-cultural background and learning rates [SZ12;
Get84]. Static and predefined trainings are potentially
too easy resulting in boredom, or too difficult resulting
in anxiety and bad performance [ZA20]. Both affect
training negatively [Pek+10; YLC18; Cha+08]. Adap-
tive training approaches counter these problems and
enable more efficient training [Kel69; SZ12].

Finding the right balance between the difficulty of train-
ing tasks and skills of trainees has historically been
the responsibility of human teachers and tutors [PL04].
Much research has been done to replicate the benefits
of human’s adaptive teaching capabilities in automatic,
computer-based adaptive training [Lan+12].

One way to adapt training difficulty is by providing
targeted assistance in form of visual guidance [Van13;
GM20]. The extent of this targeted assistance is sub-
sequently referred to as the level of assistance (LOA).
Literature provides different approaches by adding
visual indicators (e.g. arrows [Gru+18a; Lin+17],
attention tunnels [Bio+07; SK08] halos and wedges
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[Gru+18a]) or changing visual aspects of a VE (e.g.
lighting [RH18], blurring [ST13; HKS16]).

VR seems particularly suitable for adaptive training
approaches and visual guidance for two reasons. First,
modern Head Mounted Displays (HMD) are often
equipped with a range of different sensors measur-
ing data serving as a potential basis for adaptations
[Nar+21]. Second, trainees are able to move and look
around freely in a VE that is completely customisable.

The present work addresses the question how to design
a VR training application for a class of search and navi-
gation tasks that dynamically adapts to users by adjust-
ing visual aspects of the VE for visual guidance.

Although literature examined a wide range of ap-
proaches for visual guidance, there is currently no
combined approach for an adaptive VR training
application that dynamically adjusts visual aspects
(lighting, colour) in VE based on a mix of measuring
user behaviour (head position, head orientation) and
training performance (training time, error rate).

The class of search and navigation tasks is described in
Section 2.1. Requirements for designing a respective
theoretical concept are derived in Section 2.2. We re-
view literature for relevant approaches which fulfil at
least parts of the derived requirements in Section 3. We
combined relevant previous approaches in an overarch-
ing theoretically sound concept, presented in Section 4.
A respective PoC implementation is shown in Section
5. In Section 6 we critically reflect on the results and
discuss limitations, followed by a conclusion and out-
look on potential future work in Section 7.
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2 REQUIREMENT ANALYSIS
In this Section, we describe the class of search and nav-
igation tasks in Section 2.1. Requirements for design-
ing a respective theoretical concept for a VR training
application that dynamically adapts to users by adjust-
ing visual aspects for visual guidance are presented in
Section 2.2.

2.1 Training Scenario
We focus on training search and navigation task for sin-
gle users, as these activities play central roles in differ-
ent job profiles and offer a wide range of applications.
In picker-to-parts-systems for example, which are the
most common form of order picking, products need to
be manually retrieved from the product storage by the
order picker. Such job profiles are mainly low-skilled
[OEC22; KLR07]. The training scenario essentially
consists of two parts. First, search and navigate to a
requested item which is located in a specific region of
origin. Second, transporting the requested item to a spe-
cific destination.

2.2 Requirements
Based on the scenario, we derived five key requirements
for a suitable training application for search and navi-
gation tasks described below.

• Virtual Reality. VR is of special suitability due to
the already in the Introduction described reasons.
Furthermore, the application should be as widely ap-
plicable as possible

• Training Content. The goal is to find a certain item
in a specific region of origin and transport it to a
specific destination. Potential errors arise from se-
lecting a wrong item or storing it at the wrong desti-
nation.

• Environment Interaction. The trainee requires pos-
sibilities for moving in the training environment and
interact with the items to solve the training task.

• Adaptive Training. The training application re-
quires adaption of the training difficulty to the
trainee in the context of individual needs to enable
efficient learning experiences [Kel69].

• Visual Guidance. The following requirements must
be met to adapt training difficulty by using visual
guidance for targeted assistance.

– Draw Trainee’s Attention
Able to attract learner’s attention.

– Dynamically Adaptable at Runtime
Able to adjust visual aspects in the VE dynami-
cally at runtime without recognisable delay.

– Adjustable in Different Level of Assistance
Visualisation of even small differences in the
LOA.

3 RELATED WORK
In Section 3.1 we describe adaptive training approaches
and address the key components of such approaches in
the context of VR training. In Section 3.2, we reflect on
previous approaches of visual guidance in VR training.

3.1 Adaptive Virtual Reality Training
There are various definitions of adaptive learning (see,
e.g. Landsberg et al. [Lan+12]). The overall goal is to
"meet the needs of individualized learners" [Vog+16].
We follow the definition of Kelley [Kel69] of a "training
in which the problem, the stimulus, or the task is varied
as a function of how well the trainee performs".

The advantages of adaptive training are justified by
learning theories from the field of psychology ( e.g.
cognitive load theory [Swe88], Yerkes-Dodson law
[YD+08], flow theory [Csi75]).

An adaptive training is a closed-loop feedback sys-
tem consisting of three key components (see Figure 1)
[Kel69]. Although only a small number of adaptive VR
training approaches have been analysed in terms of their
effectiveness, most of them have shown positive corre-
lations [VGD16; ZA20].

Figure 1. Illustration of an adaptive training cycle
according to Kelley [Kel69].

In the following, we address the three key components
of adaptive training approaches in the context of VR.

• Adaptive Variable(s). One or more adjustable vari-
ables that influence the user and their performance
[Kel69]. There is a wide range of potential adaptive
variables (see e.g. [ZA20; Lan+12]). With regard
to the focus of the present work, we concentrate on
attention guidance. Here, an overview of previous
approaches can be found in Rothe et al. [RBH19].
While most approaches follow visual guidance, oth-
ers follow haptic guidance [KR17; Cha+18], audi-
tive guidance [Mar+19], guidance by forced rotation
of the user’s virtual body [Nie+16] or guidance of
the physical body [Gug+16].

• Performance Measurement. Measurement data
as the basis for determining the necessary LOA
[Kel69]. Potential metrics can be task-related
(e.g. performance during a training), related to
physiological measurements (e.g. heart rate),
kinematics (e.g. range of motion) [Lan+12; ZA20],
the measurement of trainees skills, affective states,
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and additional indicators such as personality traits
or learning styles [SZ12].

• Adaptive Logic. Computation of the LOA based
on the Performance Measurement to derive the cor-
responding adjustment of the Adaptive Variable(s)
[Kel69]. The collected data can be processed with
techniques such as machine learning, optimisation
strategies, rule-based systems, or conditional state-
ments [ZA20]. Multiple approaches have been iden-
tified with adaptions prior to the training, during
the training or, combined in a two-step approach,
with adaptions prior and during the training [PL04;
Vog+16; Lan+12]. Continuous assistance during
a training leads to over-dependence, which results
in lower training performance without assistance
[TGH15].

3.2 Visual Guidance in Virtual Reality
Visual guidance approaches often add visual indicators
to the user’s field of view like specific pointers towards
relevant areas of the VE. These have been investigated
in form of arrows [Gru+18b] [Lin+17], attention tun-
nels [Bio+07; SK08] or halos and wedges [Gru+18a].
Other indicators visualize the location of relevant areas
in relation to the user’s current position and orientation
[Bor+18]. According to Bork et al. [Bor+18], these ap-
proaches can have the problem of adding visual clutter
and occupying huge amounts of screen space, which is
a limited commodity in current HMDs.

Other approaches of visual guidance suggest changing
visual aspects of the VE to guide the user’s attention.
Here, previous literature examined the use of lighting
[RH18], the blurring of irrelevant sections of the VE
[ST13] [HKS16], slight visual changes to the VE based
on saliency maps [MFS10] [Vea+11] or modulations
of luminance at the edge of the user’s vision [Bai+09]
[Gro+17]. According to El-Nasr et al. [El-+09] visual
guidance in form of lighting can reduce the time for a
user to search and find enemies in a respective game
[El-+09]. Boggus and Crawfis [BC10] show that visual
guidance in form of lighting can reduce the time to nav-
igate within the VE.

The previous literature provides a wide range of ap-
proaches for visual guidance in VR, even in the con-
text of adjusting visual aspects. Although a number of
approaches provide potential answers to parts of our de-
rived requirements, there is currently no combined ap-
proach fulfilling them all. In the next section we there-
fore present an appropriate approach.

4 CONCEPT
In this Section we present a concept for a VR training
application for a class of search and navigation tasks

that dynamically adapts to users by adjusting visual as-
pects (lighting, colour) in VE for visual guidance. We
base the adjustments on a mix of measuring user be-
haviour (head position, head orientation) and training
performance (training time, error rate).

We build the concept on the derived requirements from
Section 2.2 which we meet with a mix of previous ap-
proaches from literature from Section 3. We therefore
consider the concept as theoretically sound.

To meet the requirements of Virtual Reality our concept
is designed for HMDs with head motion tracking in six
degrees of freedom, a common capability [Dör+19].

To meet the requirements of Adaptive Training, our
concept consist of three key components following Kel-
ley [Kel69].

In Section 4.1 we describe the concept meeting the re-
quirements for a class of training of search and navi-
gation tasks. Regarding the three key components, the
adaptive variables are described in Section 4.2, the per-
formance measurements are described in Section 4.3
and the adaptive logic is described in Section 4.4. The
concept covers all five requirements which we will ex-
plain in detail.

4.1 Training Search and Navigation
To meet the requirement of Training Content, our con-
cept suggests the following content for training search
an navigation tasks.

• Item Requests
Generation and displaying of item requests.

• Specific Destination(s)
Specific destination(s) for selected items.

• Region of Origin
Different regions of origin with various items.

• Display Results
Discerning correct and wrong delivered items.

To meet the requirement of Environment Interaction,
our concept suggests the following interaction and
movement possibilities for the training of search an
navigation tasks.

• Locomotion
Locomotion by transferring physical movements
from the real world to the VE and by teleportation.

• Object Manipulation
Possibility to interact with designated items.
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4.2 Adjustable Visual Aspects
We suggest and assume the use of common game en-
gines (e.g. Unity [22b], Unreal Engine [22c]) for the
design of VEs. To meet the requirements of Visual
Guidance, our concept suggests the adjustment of the
following two visual aspects as adaptive variables.

• Object Colour

• Lighting Intensity

The requirement to Draw Trainee’s Attention is met,
as colour has been shown to attract direct attention
[WH17], and lighting has been shown to draw atten-
tion to the area around the light source [Vin+09]. The
primary colours red, green and blue are potential can-
didates as colours stand out more clearly that are closer
to being a primary colour [BK17].

The intensity of the attention guiding effect depends
on the degree to which the region of origin is visually
distinguishable from the non-region of origin [WH17]
[DH89].

The requirement of Dynamically Adaptable at Run-
time is met by using the functionalities of common
game engines enabling to adjust the material properties
and thus the object colour, and lighting at runtime.

The requirement of Adjustable in Different Level of
Assistance is met, by using common game engines
where object colour and lighting intensity are stored in
form of floating point values and therefore finely adjust-
and visualisable.

4.3 Behaviour and Performance
Our concept suggests to distinguish between measur-
ing the behaviour (Training Behaviour) and the perfor-
mance of the trainee (Training Performance) with two
metrics each.

Training Behaviour is measured by the two metrics:

• Distance to the Task Goal. This metric measures
the length of a straight line drawn from the trainee’s
head position to the region of origin. It indicates
how close the trainee is to physically reaching the
region of origin.

• Angular Distance to the Task Goal. This met-
ric measures the angle between the trainee’s cur-
rent head orientation and the necessary orientation
to face the region of origin. It indicates how close
the trainee is to visually finding the region of origin.

Training Performance is measured by the two metrics:

• Training Time This metric measures the time it
takes to complete a training session. We suggest

to start measuring when a training session begins
until all objectives of the training task have been
achieved. A shorter task execution time indicates
a higher level of competence.

• Number of Errors This metric measures the num-
ber of errors made during a training session. A lower
amount of errors indicates a higher level of compe-
tence.

4.4 Adaptive Logic
The adaptive logic contains two steps. First, Determin-
ing the LOA based on the collected data from Behaviour
and Performance which will be described in Section
4.4.1. Second, Adjusting the Visual Aspects according
to the determined LOA which will be described in Sec-
tion 4.4.2.

4.4.1 Determining the Level of Assistance
Two values each for Behaviour and Performance (as
described in Section 4.3) determine the LOA.

First, the Training Behaviour values define the Needed
LOA, which in turn quantifies the current need for as-
sistance during a Training Round. This LOA is adjusted
at runtime.

Second, the Maximum LOA is based on Training Per-
formance. The upper bound of assistance, hence Max-
imum LOA, is intended to prevent the adaptive logic
from providing more assistance than justified by the
trainee’s performance. This limit is adjusted after each
Training Round.

Both determined LOAs are in the range from 0 to 1,
with the respective range of no assistance to full assis-
tance. As the circumstances of training scenarios can
differ, it is essential to define the two boundary values
for every scenario. Whether values are considered high
or low must therefore be defined on an individual basis.

The concept follows Landsberg et al. [Lan+12] with a
two-step approach, containing adaptions prior and dur-
ing the training. Hence, the training consist of at least
two rounds. In the first training round, the Maximum
LOA is initially set to 1.

The following steps are subsequently executed to deter-
mine the LOA:

1. Calculating the Needed LOA
We assume that the further away the trainee is from
reaching the task goal, measured by the Training Be-
haviour values, the greater is the need for assistance.
The Needed LOA is calculated by averaging the nor-
malised values of Distance to the Task Goal and An-
gular Distance to the Task Goal.
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2. Adjusting the Maximum LOA
The Maximum LOA is adapted to the trainee’s
changing abilities. The adjustments are based on
the relative change in the Training Performance.

As performance increases, the Maximum LOA is re-
duced to avoid boredom. If performance decreases,
the Maximum LOA is increased to avoid anxiety. Ad-
justments are made after each training round and
correspond to the relative change in training perfor-
mance.

The relative change is determined by subtracting the
prior training performance from the current training
performance.

4.4.2 Adjusting the Visual Aspects
After deriving the LOA calculated by the adaptive
logic, the visual aspects are respectively adjusted. We
subsequently describe both adjustable visual aspects in
Section 4.2.

Lighting Intensity. Two conditions must be met
when using light intensity as an adjustable visual
aspect. First, the VE must be illuminated by different,
separately adjustable light sources, with at least one
light source per potential region of origin. Secondly,
the potential regions of origin must be illuminated
as uniformly as possible at the beginning to ensure
changes in light intensity are perceivable to guide
trainee’s attention.

Adjusting light intensity according to the LOA in form
of visually perceptible differences involves reducing the
light intensity of the light sources that illuminate the
non-regions of origin while increasing the light inten-
sity of the light source that illuminates the region of
origin.

Object Colour. To use object colour as an adjustable
visual aspect, each possible region of origin must con-
tain largely similar items with similar surface colours.
This is necessary to avoid large visual differences be-
tween the region of origin and the non-region of origin
in the starting point.

To guide trainees’ attention, the surface colour of one
or more selected items in the region of origin is high-
lighted according to the LOA, while the surface colour
of the items outside the region of origin remain the
same.

5 IMPLEMENTATION
This Section describes a PoC implementation of the
previously presented concept in form of a VR applica-
tion that trains search and navigation tasks by training
order picking of parcels in a warehouse. The PoC cov-
ers all elements of the concept, which we will explain
in detail.

The VR training application is presented in Section 5.1.
Instead of repeating the already in Section 4 described
three key components of an adaptive approach, we go
into relevant details of the application of the concept.
The boundary values of measuring behaviour and per-
formance are defined in Section 5.2.
In Section 5.3 we present exemplary visual guidance in
form of adjusting lighting intensity and colour for three
different LOA each.
In Section 5.4 we present a system overview regarding
the used hard- and software.

5.1 Training Order Picking of Parcels
Down below, the training task, VE and environment in-
teraction are described.

5.1.1 Training Task
We choose order picking in a warehouse as the training
task. Order picking refers to the process of "retrieving
products from storage in response to a specific customer
request" (Item request) and transporting it to a specific
destination (Specific Destination).
Four regions of the VE are defined as possible regions
of origin, one for each group of three shelves (Region
of Origin). A display shows weather the correct parcel
was delivered (Display Results). See Figure 3 for re-
spective illustrations. As the position of the destination
is defined and known, changing visual aspects are in-
tended to assist in finding the parcels in the regions of
origin.
Therefore, the PoC contains all four elements for con-
tent of training search and navigation tasks from our
concept in Section 4.1.

5.1.2 Environment Interaction
There are two possibilities for locomotion. First, par-
ticipants can move in the real world, with their move-
ments being replicated in the VE. Second, participants
can teleport within the VE. By pressing a button on the
controller, the possible movement is displayed. When
the button is released, the trainee is teleported there
(Locomotion).
Interactions with parcels are possible by pressing the
grip button on the controller as soon as a virtual hand
crosses a parcel. After pressing the grip button, the par-
cel is fixed in the position of the learner’s hand until
the button is released again. Each interaction is defined
for the left and right controller, enabling the trainee to
perform each interaction with both hands. The self-
representation is limited to the virtual representation of
the hands (Object Manipulation). See Figure 2 for re-
spective illustrations.
The PoC contains both elements of interaction and
movement possibilities for training search and naviga-
tion tasks from our concept in Section 4.1.
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Figure 2. Illustration of a potential teleportation
(left) and the interaction with a parcel by

transporting it to the destination (right) [Lei21]

5.1.3 Virtual Environment
We implemented a simple designed warehouse for the
training environment. It consists of a square room, with
four groups of three shelves each attached to the walls
of the rear half of the room as item storage. Each shelf
contains three spaces for storing items. Each storage
location is randomly filled with a cardboard box of dif-
ferent sizes, which serves as the stored items. To en-
able textual representations of the product locations for
customer enquiries, each storage location is labelled al-
phanumerically with a letter followed by a number. The
letter clearly identifies the shelf on which the product
is located. The number indicates where the product is
located on this shelf. On the other side of the room,
a table with a sufficiently large crate has been set up,
which is intended as the destination for the requested
products. A large monitor on the wall behind the ta-
ble enables the visual display of customer requests and
other relevant information. See Figure 3 for respective
illustrations.

Figure 3. Illustration of the front side (left) and
back side of the warehouse (right) [Lei21]

5.2 Setting the Boundary Values
By measuring Training Behaviour and Training Perfor-
mance, the PoC contains all suggested measurements
from our concept in Section 4.3.

As described in Section 4.4, both values from Be-
haviour and Performance are mapped between 0 and
1 and need to be defined individually for a training
scenario. For the PoC we defined the following, based
on performance observations during the development.

Regarding Training Behaviour, for the Distance to the
Task Goal a small distance is defined as 0.5 meters,

while a large distance is defined as 10 meters (e.g. wall
on the other side of the room).

For the Angular Distance to the Task Goal. a small
angular distance is defined as 0°, since at this angle, the
trainee’s head is oriented right at the region of origin.
The definition of a large angular distance is closely re-
lated to the used HMD, respectively the field of view.

In Section 5.4, we go into more detail about the used
hard- and software. However, as the used HMD (Ocu-
lus Rift S) has been measured with 94.25° diagonally
[MMR20] any object further than 47.125° from the cen-
tre, won’t be visible for the trainee anymore. We there-
fore defined 40° as a large angular distance.

Regarding Training Performance, for the Training
Time a sufficient performance is defined as ≤ 5
seconds and an insufficient is defined as ≥ 15 seconds
per requested parcel. For the Number of Errors a
sufficient performance is defined as ≤ 1 error and an
insufficient is defined as ≥ 1 error per requested parcel.

5.3 Adjusting Visual Aspects
In this Section we present the adjustable visual aspects
Lighting Intensity as well as Object Colour. The PoC
contains all relevant elements for both visual aspects
from our concept in Section 4.2 as well as the adaptive
logic by respective adjustments as described in Section
4.4.

5.3.1 Adjusting Colour
In this section we present exemplary visual guidance in
form of adjusting colour for three different LOA. See
Figure 4 for respective illustrations.

For the LOA of 0, the surface colour for each object
remains at its base colour. It is provided by a texture
image to make it look like a cardboard box. Since all
products use the same texture image, there is no visual
difference between the region of origin and non-regions
of origin.

With an LOA of 1, the surface colour of the selected
object is set to the target colour. Thus, the region of
origin is clearly distinguishable.

For LOAs between 0 and 1, the surface colour of the
region of origin is interpolated accordingly. To prevent
the target colour from differing too much from the base
colour even at a small interpolation, we use red as the
target colour. This primary colour comes closest to the
light brown basic colour of the base colour. In addition,
red is often used as a warning colour, which can attract
a lot of attention if required.

5.3.2 Adjusting Lighting Intensity
In this section we present exemplary visual guidance in
form of adjusting lighting intensity for three different
LOA. See Figure 5 for respective illustrations.
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(a) Level of Assistance: 0 (b) Level of Assistance: 0.5 (c) Level of Assistance: 1
Figure 4. Examples of assistance by adaptation of colour [Lei21]

In accordance with the requirements for the use of light
intensity described in Section 4.4.2, each potential re-
gion of origin (shelf group) has an adaptive light source.
The attenuation radius (radius in which the light source
acts on the VE) is limited to ensure that, in case of
a certain LOA, the adaptive light sources only illumi-
nate the assigned shelf group, while the other adaptive
light sources diminish. Basic lighting is provided for
the other areas of the VE that are not illuminated by
adaptive light sources. Light intensity is measured in
candela [NPL24].

The intensity for basic lighting is set to 2.5 candela.
For the LOA of 0, the lighting intensity is set to basic
lighting for all potential regions of origin. With a LOA
of 1, lighting intensity is set to 5 candela for the specific
region of origin and 0 candela for all other non-regions
of origin. For LOAs between 0 and 1, the surface colour
of the region of origin and non-regions of origin are
interpolated accordingly.

5.4 System Overview
We used the Oculus Rift S an HMD offering 6 degrees
of freedom and inside-out tracking from five cameras
mounted on the outside of the HMD. It has a resolution
of 1280x1440 pixels per eye and speakers mounted in
the headband above the user’s ears and needs to be con-
nected to a desktop PC. The HMD is controlled by two
(right and left) Oculus Touch controllers of the second
generation as input devices [22a]. For the implemen-
tation we used Unreal Engine 4.27, a suite of creation
tools for the purposes of game development and archi-
tectural visualisations [22c] and the programming lan-
guage C++.

6 RESULTS AND DISCUSSION
In this Section, we present and discuss the results.

6.1 Results
The major contribution of this work is the presented
theoretical concept. To create the concept for the se-
lected class of training applications, we first derived five

core requirements. We then conducted a literature re-
view to examine previous approaches to be able to fulfil
at least partial requirements.

Although literature examined a wide range of ap-
proaches for visual guidance, there is currently no
combined approach for an adaptive VR training
application that dynamically adjusts visual aspects
(lighting, colour) in VE based on a mix of measuring
user behaviour (head position, head orientation) and
training performance (training time, error rate).

The presented concept meets all five key requirements.
As it basically consists of a combination of previous
approaches, we consider it to be theoretically sound.

An additional contribution can be seen in the creation
of the PoC implementation.

6.2 Discussion
Looking at the presented results, we have to mention
some limitations. Above all, the theoretical soundness
we assume is based on the validity of the approaches
we combined from literature. Although these are cer-
tainly valid when considered individually, their validity
in combination is subject to an appropriate validation,
e.g. by user studies. Here, the presented PoC imple-
mentation emphasises its relevance for future research.

Furthermore, the effect of the presented concept on
training effectivity can be influenced by several fac-
tors. The first factor concerns the determination of
the correct LOA. Based on simple measurements and
algorithms, there is a risk that the adaptation to the
trainee’s needs are inadequate. The second factor con-
cerns the effect of the proposed adjustable visual as-
pects. It is reasonable to assume that these have dif-
ferent effects on the guidance of visual attention. Cor-
responding evaluations must clarify the respective in-
fluence and be taken into account accordingly in the
extent of the adjustments. The third factor concerns
possible technological challenges in form of sufficient
computing power, e.g. to prevent motion sickness for
the user. In the context of near-real-time adjustments
of visual aspects, this requires the maintenance of high
frame rates, which requires fast and efficient graphical
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(a) Level of Assistance: 0 (b) Level of Assistance: 0.5 (c) Level of Assistance: 1
Figure 5. Examples of assistance by adaptation of lighting intensity [Lei21]

rendering. The needed performance in turn varies with
the selected adjustable visual aspects.
We also see a potential limitation regarding object
colour as an adjustable visual aspect, since all objects
must have a comparable base colour to enable visual
distinguishability according to the LOA.

7 CONCLUSION AND OUTLOOK
In this section, we present a conclusion and outlook on
future work.

7.1 Conclusion
This paper investigates how to design a VR training ap-
plication for a class of search and navigation tasks that
dynamically adapts to users by adjusting visual aspects
for visual guidance. Building on a requirement analysis
and literature review, a theoretically sound concept and
a respective PoC implementation is presented.
As there is no comparable approach in previous litera-
ture, the approach contains a certain independence and
novelty. As the theoretical soundness however, is de-
rived from the fact that the approach basically consists
of a combination of previous approaches, further vali-
dation is necessary (e.g. by user studies).
Since, in addition to the theoretical concept, a cor-
responding PoC implementation is presented, impor-
tant prerequisites as well as concrete suggestions for
promising future research are given.

7.2 Outlook
We see two approaches for future work. First, since
the presented concept is build on previous approaches
from literature, we consider the concept as theoretically
sound. However, we propose to validate it with quanti-
tative data by conducting user studies.
Second, we propose to examine the integration of phys-
iological measurement data as performance measure-
ment. Modern HMDs (e.g. Varjo [Var24]) are often
equipped with a variety of sensors on board (e.g. eye
tracking). Physiological measurement data contain in-
formation about the physical, emotional and cognitive
states of the user and therefore offer the potential to
adapt training to the user [HL21; Mar+20].
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Abstract
Learning-based analysis of images is commonly used in the fields of mobility and robotics for safe environmental
motion and interaction. This requires not only object recognition but also the assignment of certain properties to
them. With the help of this information, causally related actions can be adapted to different circumstances. Such
logical interactions can be optimized by recognizing object-assigned properties. Density as a physical property
offers the possibility to recognize how heavy an object is, which material it is made of, which forces are at work,
and consequently which influence it has on its environment. Our approach introduces an AI-based concept for
assigning physical properties to objects through the use of associated images. Based on synthesized data, we
derive specific patterns from 2D images using a neural network to extract further information such as volume,
material, or density. Accordingly, we discuss the possibilities of property-based feature extraction to improve
causally related logics.

Keywords
AI, Density Recognition, Computer Vision

1 INTRODUCTION
Modern machines and robots use various sensors to
capture and navigate their surroundings. Particularly
in road traffic, situations may appear inconspicuous at
first sight but require constant attention and quick re-
actions. This can involve evaluating the potential risks
in autonomous driving scenarios when a car not only
recognizes objects but can also estimate the potential
damage in the event of a collision and adapt its driving
behavior accordingly. Additional information could in-
crease a system’s scope of action and decision-making
as well as the automatic assessment of real-life scenes.

Whether it is a ball that rolls onto the road, a car that
suddenly brakes, or an item that falls off a moving ve-
hicle. Such reactions are often based on causal rela-
tionships that are logical for us humans but not for ma-
chines. Despite their logic, machines lack the necessary
background knowledge and specific skills, such as the
assessment of physical properties, to gain a causal un-
derstanding.

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

Material recognition and the association of related
properties can be helpful in causal decision-making
[26]. For example, an industrial robot can apply the
optimum force for gripping an inelastic object if it
knows the approximate material, mass, roughness, and
size of this object. All this information relates to the
physical density and material property.
Machine learning offers solutions for material recog-
nition [26]. Databases such as Flickr [14] are able to
recognize different materials, as shown in Tab. 1.

Fabric Foliage Glass Leather Metal

Plastic Water Paper Wood Stone

Table 1: State-of-the-Art Material Database [14]. Il-
lustration of ten example material categories of Flickr
database. The lighting conditions, compositions, col-
ors, textures, surface shapes, material subtypes, and ob-
ject associations were considered by an image diversity
of 100 pictures, 50 close-ups, and 50 normal views in
each category [1].

These patterns are recognized by visual features and
stored in the model through a learning process, using
sophisticated AI algorithms for the recognition of
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objects in 2D images, such as YOLOv3 [21], Faster
Region-Based Convolutional Neural Networks (R-
CNN) [22], and Multi-Scale Convolutional Neural
Network (MSCNN) [3]. However, the previously
trained 2D object recognition is limited to specific
object classes and visual interference effects of im-
ages [17]. To collect ambient information and make
accurate decisions with high confidence, the AI usually
needs to be trained extensively with vast sets of data.
Additionally, this material information has usually no
connection with the associated physical properties.

Based on the challenges of accurate processing and
linking causal information, we present an approach that
enables the assignment of physical properties in objects
based on a 2D image by using machine learning and
pattern recognition. The object is extracted and scaled
into triangles to estimate the volume. We derive the as-
sociated materials from a database and ultimately cal-
culate the density as a physical quality.

AI-based recognition of density and volume provides
a solid foundation for the extraction of additional
information from the environment. As an example,
object-related forces can be calculated based on
equation-specific coefficients, constants, and acquired
sensor data including density. This expands the
information content in a visual scene. Especially in
road traffic, this can be an additional aid to improve the
perception of autonomous vehicles.

This paper describes a proof of concept for the imple-
mentation of AI-based density recognition. Our work
comprises the following contributions:

• Neural-specific object and texture detection based
on object classification

• Concept of AI-based density recognition

• Analysis of recognized object density and material
composition

Our evaluation reveals the feasibility and transferabil-
ity of AI-based density recognition. For our empirical
examination, we use synthetically generated data from
the Unreal Engine.

The paper is organized according to a fixed structure
consisting of related work, concept, methodology of
AI-based object and texture detection, evaluation, con-
clusion, as well as future work.

2 MODERN RECOGNITION
This section presents recognition models and existing
approaches for physical property recognition. The ba-
sic idea involves material recognition, which gives rise
to entire databases such as Flickr [14] which assigns
materials based on visual appearance.

Liu et al. [14] describe that the visual appearance of a
surface depends on illumination conditions, geometric
structure of surfaces at different spatial scales, and re-
flectance properties. Thereby, the reflectance properties
of the surface are often characterized by features with a
bidirectional reflectance distribution function (BRDF)
[18]. In this context, material recognition can employ
the recognition of colors and textures, micro-textures,
outline shapes, or reflectance-based features [14] by
SIFT algorithms. This algorithm can recognize con-
tours based on corners and edges [13].

Standard k-means algorithms Eq. 1 are used to clus-
ter instances of each feature [14] in order to assign the
image-specific materials M to the respective words.

J =
k

∑
i=1

∑
xj∈Si

||xj −µi||2 (1)

Si describes the cluster in Eq. 1, which is determined
from data points xj and centroids µi on the basis vari-
ance minimization [6] and squared Euclidean distance
||xj − µi||2. The random mean value k is determined
in the visual data set mi, ..., mk. Each data object is
assigned to the cluster with the lowest variance for all
l = [1, ...,k], shown in Eq. 2.

Si = {xj : ||xj −mi||2 ≤ ||xj −ml||2} (2)

Machine learning can be used as a static method to
learn continuously and specifically from experiences.
Thereby, the training-based data is divided into differ-
ent classes. The classification Si permits the mapping of
input variables fi,x : Rni →Rni−1 to discrete output vari-
ables O. In this view, the regression g(x) refers to a dis-
tinction between more than two categories [15]. Fig. 1
summarises the related components of neural networks.

Figure 1: Schematic Neural Network, adapted
from [29]. The input signals f (i,x) :[x1, .. , xn]
are weighted using the weighting factor wi before they
reach the main part of the neuron. A bias bi is included
as a threshold value which must first be exceeded to
generate the output signal O.
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Maschine learning techniques are broadly divided into
two processes: feature extraction and classification.
Feature extraction involves the identification and corre-
lation of patterns with large datasets suitable for mod-
eling. Thereby, a feature refers to a property derived
from raw data input intending to provide a suitable rep-
resentation [10]. In both cases, numerous processing
nodes of neural networks are tightly interconnected and
further layered in organized nodes to perform complex
calculations [24].

The overall quality of learning-based feature extraction
depends on the task area and associated data set. In this
respect, the data must contain a high density of infor-
mation. To differentiate between classes, the algorithms
try to recognize existing patterns of colors, shapes, tex-
tures or pixel values within this information [9].

Girshick et al. [8] describe an approach in which high-
capacity convolutional neural networks are applied to
bottom-up region proposals for localization and seg-
mentation. They introduce a paradigm for training large
CNNs when labeled training data is scarce. They de-
tail how pre-training the network with supervision on
an auxiliary task with abundant data (image classifica-
tion) and then fine-tuning the network on the target task
where data is scarce (recognition) can improve overall
efficiency. This approach is similar to R-CNN. In fast
R-CNN, the CNN is first fed with the input image to
generate a convolutional feature map. Subsequently,
the selective search is performed and the region sug-
gestions are warped into squares. Those region sugges-
tions are called Regions of Interest (RoI) and refer to a
subset of the original image [5]. By using RoI pooling
layers, each region that has been proposed and which
may have different sizes, is reshaped into fixed size so
that it can be fed into a fully connected layer. On the
output, a softmax layer is used to predict the class of
the proposed region and the values of the bounding box
[19]. This method produces results faster since it cal-
culates the CNN features only once per image and not
two thousand times as with the R-CNN method.

Sean Bell et al. [2] suggest in a direct comparison be-
tween three different CNN models (AlexNet, VGG-16,
GoogleNet) that material recognition and segmentation
of everyday images which are based on Materials in
Context Database (MINC) is possible with a probability
of 82.2 % (AlexNet) to 85.9 % (GoogleNet).

Shukla et al [25] evaluated the accuracy between CNN
classifiers for material recognition and deep learning
classifiers. They found that CNN classifiers have better
and faster recognition accuracy since the existing prob-
ability level allows the classifier to recognize materials
with higher accuracy.

Various previous works [3, 16, 21, 22] refer to AI algo-
rithms such as YOLOv3, Faster R-CNN and MSCNN

that use a class-verifying diversity of object proposi-
tions for object recognition.

Modern Architectures such as YOLO have been contin-
uously improved to perform tasks in the areas of gen-
eral and oriented recognition, instance segmentation,
pose, key points and classification [12]. A DarkNet-
19 model architecture (YOLOv2) was expanded to a
more complex backbone model DarkNet-53 (YOLOv3)
in which features on three different scales can be rec-
ognized [4]. Although the implementation of such
new functions and targeted optimizations reduce la-
tency times, they often require computationally inten-
sive operations that demand considerable computing
power.

Ren et al. [22] found a solution to an issue of R-CNN
caused by selective search. Selective search is a rigid
algorithm that is unable to improve or learn, which can
lead to poor suggestions for candidate regions. They
developed the Faster-R-CNN algorithm, replacing se-
lective search with a separate network, the Region Pro-
posal Network (RPN), to predict region proposals. The
RPN takes an image as input and outputs a series of
rectangular object proposals, each with a class predic-
tion and a confidence value. The network can be trained
throughout by backpropagation, where the gradient of
the loss function is calculated taking into account the
weights of the network for a single input-output exam-
ple [23].

Wu et al. [28] teach a computational vision system to
understand physical relationships with the help of unla-
belled videos. They address specific physical scenarios
and distinguish between two groups of physical prop-
erties: The first inherits the intrinsic physical proper-
ties of objects such as volume, material, and mass. The
other group is the descriptive physical properties, which
describe the scene and are determined by the first group.
These include, but are not limited to, the speed of the
objects, the distance they travel, or whether they fall
into water. The presented model uses CNN to learn the
object properties exclusively from unlabelled data. This
approach provides serviceable results on a physical data
set.

3 DENSITY RECOGNITION
This chapter describes the concept of density and mate-
rial recognition in order to calculate physical properties
like masses. Fig. 2 illustrates the fundamental pipeline
of AI-based density recognition.

Building on identifying specific features from 2D im-
ages of previous work, we combine object detection
with the assignment and calculation of physical proper-
ties. The image data is first analyzed by using a neural
network. Salient objects can be identified and classi-
fied texturally. Object areas are identified as b1, ...,bn.
Within the bounding boxes, possible materials can be
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Figure 2: Pipeline of AI-based density recognition.
The pipeline includes the detection of objects and
their textures as well as the assignment of density
and meshes to calculate physical quantities like object
masses.

attributed based on Flickr Material Database (FMD)
and Materials in Context Database (MINC). In this pro-
cess, these materials M will be assigned a specific liter-
ary density ρ where we consider further pattern proper-
ties like image colors, shapes, textures and pixels. Since
it is necessary to determine the volume V of the respec-
tive objects, the process calculates their corresponding
meshes. The physical properties like mass M can be
derived from the extensive information.

3.1 Object Detection
In order to detect objects, we use the convolutional net-
work of YOLOv4 [12]. We extract features from the
input images and calculate them into feature maps. As
part of the YOLO architecture, we use backbone, neck,
and head detectors, as shown in Fig. 3.

Figure 3: YOLO Detectors used in this Work. The
backbone extracts important features from the image at
different scales. The neck concatenates the semantic
information from different layers of the backbone net-
work and transmits it as input to the head. The head
applies the refined features for predictive object recog-
nition.

YOLOv4 contains a pre-trained convolutional neural
network such as VGG16 or CSPDarkNet53 as a back-
bone which is based on SPP-Modul (Spatial Pyramid
Pooling) and PAN (Path Aggregation Network). As
part of the prediction, the head processes aggregated
features and predicts the bounding boxes, objecthood,
and classification values.
Our model is trained on a MS COCO dataset, which
contains over 80 different classes and 1.5 million object
instances in 200 thousand labeled images.

cx

cy

σty

σtx

pw

ph

bw

bh

bx = σtx + cx

by = σty + cy

bw = pw · etw

bh = ph · eth

Figure 4: Bounding Boxes with Dimension Priors
and Location Prediction, adapted from [20]. The
center coordinates of the box can be calculated with the
predicted values tx, ty using a sigmoid function and off-
set by the location of grid cell cx,cy. The width and
height of the final box are adjusted to the previous width
pw and height ph and scaled by etw and eth .

Recognition first divides the image into a grid of cells
like shwon in the example in Fig. 4. The number of
cells depends on the size of the image. For example,
With a size of 608×608 pixels, the cell size is usually
32×32 pixels. Our data set is divided into 19×19 cells.
Each object is assigned to exactly one cell, containing
the object’s center point. Objectless cells are filtered
out according to their low probability of all 80 classes.
The use of Non-Max-Suppression, as shown in Fig. 5,
eliminates unwanted bounding boxes so that only the
most probable bounding box remains for each detected
object.

Non-Max Suppression

Before After

Figure 5: Effect of Non-Max Suppression (NMS).
The post-processing technique Non-maximum suppres-
sion reduces the number of overlapping bounding
boxes.

The bounding boxes localize the position of objects in
order to recognize possible textures and calculate the
object-specific volumes. The area is adjusted to 224×
224 pixels for the matching designation of the model
input.

3.2 Texture Detection
The object-specific bounding box detection enables the
continuous application of a material detection model to
the image area of the box. Inside the box, features such
as color, SIFT, jet, micro-SIFT, micro-jet, curvature,
edge-slice and edge-ribbon are combined and quantized
into visual words by Bayesian framework [14].
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Three different models are used, consisting of the
MINC dataset. MINC comprises 23 different classes,
each with 2500 images. We measure the confidence
score for all three models across MINC dataset and
Flickr Material Database (FMD) for appropriate model
selection (see also Tab. 2).

Classes VGG16 GoogleNet AlexNet

Fabric (78 | 78) (69 | 78) (45 | 64)
Foliage (71 | 95) (68 | 95) (62 | 93)

Glass (40 | 82) (40 | 84) (27 | 78)
Leather (29 | 88) (18 | 84) (9 | 80)

Metal (44 | 72) (37 | 76) (33 | 69)
Paper (41 | 90) (35 | 90) (11 | 85)

Plastic (78 | 75) (84 | 78) (74 | 68)
Stone (78 | 89) (62 | 87) (52 | 85)
Water (47 | 96) (43 | 94) (30 | 93)
Wood (36 | 74) (25 | 78) (13 | 71)

Table 2: Recognition on (FMD | MINC). VGG16
slightly outperforms GoogleNet. AlexNet provides the
lowest accuracy out of these three contrasted models.

FMD consists of ten classes with 100 images of each.
Tab. 2 shows the performance of the models for the
FMD dataset. VGG16 provides optimum results with
an overall accuracy of 86 % at MINC and 52 % at FMD.
The model’s size, however, requires significant time for
both training and recognition. Alternatively, GoogleNet
offers a good replacement model with an accuracy of
86 % for MINC and 47 % for FMD. The use of so-
called inception modules allows a shorter calculation
time. This module replaces a sparse CNN with a normal
dense construction since most activations in a deep net-
work are zero values or redundant due to correlations.
As a result, not all output channels are connected to the
input channels, hence the reduced computing time [27].

3.3 Mesh and Density Assignment
Through the accompanying object recognition, the next
step is to assign a suitable 3D mesh. The mesh must
have certain properties for the correct calculation of
volume. For example, each triangle of the mesh must
have corner points stored in a clockwise direction. The
mesh must be complete without open areas and com-
pletely closed to prevent subsequent miscalculations.
Eq. 3 describes the surface calculation of each signed
triangle with Vi ∈V and i ∈ [1,n]:

V
′
i =

1
6
(−xi,3yi,2zi,1 + xi,2yi,3zi,1+ (3)

xi,2yi,3zi,1 + xi,3yi,1zi,2 − xi,1yi,3zi,2−

−xi,2yi,1zi,3 + xi,1yi,2zi,3)

We use i as the index for the triangles. xi,[1,2,3], yi,[1,2,3]
and zi,[1,2,3] are the coordinates of the vertices of trian-
gle i. Various shapes of objects are not considered in
our analysis. Instead, each class is assigned to a spe-
cific 3D mesh. Fig. 6 exemplifies the resulting 3D mesh
calculated by Eq. 3.

Figure 6: Object Detection and Triangle Estimation.
Triangles: 5.022, Vertices: 4.159, UV Channels: 4 with
approx. Size: 50 × 198 × 114.

After recognition, the applicable model is assigned.
The object’s mass is attributed based on the result of
texture recognition. We simplify our analysis by assum-
ing solid material for the respective model. A further
database is created for the classification, which speci-
fies the density of each recognizable material.

3.4 Physical Properties
Physical quantities such as forces, friction, pressures,
temperatures, air resistances, inertia moments, energies
or material properties n depend on density ρ . The fun-
damental calculation of density (ρ = m/V ) and the in-
clusion of further coefficients and constants offers pos-
sibilities of inferring different values.

By recognizing the actual object and the possible mate-
rial assignment, we can deduce the volume and mass of
the object. The physical property is determined by iter-
ating over each section since many objects are divided
into sub-objects. The bicycle in Fig. 6, for example,
includes the individual wheels, the handlebars, the sad-
dle, and the frame. For each section, the signed volume
is now calculated for each triangle and added to the to-
tal volume. Surfaces that point outwards contribute to
the total volume. Surfaces that point inwards subtract
from it. This leaves only the volume on the inside. The
density and volume can then be multiplied to calculate
the weight of the object.

4 EXPERIMENTAL SETUP
Our approach utilizes Unreal Engine 4.27 and its high-
fidelity rendering pipeline. The realistic rendering and
lighting allow us to assume real test simulations as
shown in Tab. 3. The neuronal training is based on re-
alistic test images.
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Phone Chair 1 Chair 2 Chair 3

Chair 4 Table 1 Hydrant Bicycle 1

Bicycle 2 Dog Scene 1 Scene 2

Table 3: Sample of Items used in our Experiment.
We used Unreal Engine 4.27 for its realistic rendering
capabilities.

The accuracy of the physical information is directly
linked to the image quality. In our conceptual consid-
eration, we use images with a size of 608× 608 pixels
and three assigned color channels.

Our computing hardware has an integrated Quad-Core
Intel or AMD, 2.5 GHz, 8GB RAM, external GPU1
Nvidia GeForce GTX 1050 Ti, and onboard GPU0 of
Intel HD Graphics 630. Cv2 is used for image pro-
cessing and reading deep neural networks, and NumPy
for mathematical functions. Mean subtraction calcu-
lates the average pixel intensity over all images of the
used training set of all three color channels and sub-
tracts these values from the channels of the input im-
age. When using YOLOv4, channel swapping is also
applied for the mean subtraction. Here the image is
swapped in RGB order. In order to obtain one optimal
bounding box for each object, non-max suppression is
applied. To predict the material, we iterate over each
object and use the corresponding image area as input to
the texture model, similar to the object detection model.

5 EVALUATION
Our evaluation employs density recognition of several
diverse objects.

We used a Convolutional Neural Network to recognize
the texture of the object and MINC for texture recogni-
tion. The model trained and used in our approach shows
the highest accuracy when compared to other CNN ar-
chitectures.

In order to evaluate the functionality of our approach,
we explored and tested select scenarios (see Tab. 3). We
summarize our results in Tab. 4.

However, the FMD dataset only achieves an accuracy
of 52 % across all classes. One of the reasons is the in-
sufficient data set, which consists of only ten categories
in the neural network and 23 in the MINC data set. In-
creasing the data density would significantly increase
the hit rate. With more extensive training, our approach

Material Density [kg/dm3]
Type (Literary | Measured)

Phone Plastic (4.0 | 1.2) ± 70 %
Chair 1 Wood (0.7 | 0.7) ± 4 %
Chair 2 Plastic (4.8 | 1.2 ) ± 75 %
Chair 3 Metal (7.9 | 8.0) ± 1 %
Chair 4 Metal (0.9 | 1.2) ± 30 %
Table 1 Metal (7.9 | 8.0) ± 1 %

Hydrant Metal (7.9 | 8.2) ± 14 %
Bicycle 1 Metal (2.9 | 8.0) ± 180 %
Bicycle 2 Metal (7.9 | 8.0) ± 2 %
Bench 1 Metal (7.9 | 8.0) ± 1 %
Bench 2 Wood (2.1 | 0.7) ± 66 %

Dog Other (1.1 | 1.0) ± 5.6 %
Person Plastic (1.1 | 1.0) ± 9 %

Backback Fabric (1.4 | 1.6) ± 16 %
Car Plastic (5.4 | 1.2) ± 77 %

Table 4: Detected Materials and Density as well as
Percentage Error [%] from the actual Physical Val-
ues of the Objects. The measurements for Phone,
Chair 2, Bicycle 1, Bench 2, and Car deviated sig-
nificantly from the actual values. These deviations
stemmed from incorrect detection of the material.

can also be transferred to other environments. This re-
quires the RGB image for analysis and the database
with the necessary 3D networks and recognition models
for evaluation.
The actual size of objects within a scene has not been
considered in previous work. This would be useful
for volume calculation and different scaling of objects.
Even within the categories, no distinctions are made be-
tween different types of objects. Each object is only as-
signed a 3D mesh, which is considered the average for
that class. This means that object shapes are not taken
into account. Furthermore, for successful mapping and
analysis of physical properties, the use of error-free, de-
tailed, and complete 3D models is essential. However,
depending on the orientation and movement of the ob-
jects, the calculated volume may be inaccurate. Serial
images could help alleviate this error.

6 LIMITATIONS
While our implementation shows promising initial re-
sults, it solely serves to illustrate the feasibility of our
proposed concept. Although our implementation used
neural networks that were trained with real-world im-
ages, we relied on synthetic datasets to assess the per-
formance of the implementation. Consequently, the
generalizability and applicability of our findings may
be limited.
Additionally, our evaluation of the detected physical
properties examined the average density of each object.
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Material
25% Silicon
23% Polypropylene
20% Iron
14% Aluminium
7% Copper
6% Lead

Density
1.1 kg/dm3 · 25%
1.2 kg/dm3 · 23%
7.8 kg/dm3 · 20%
2.7 kg/dm3 · 14%

9.0 kg/dm3 · 7%
11.3 kg/dm3 · 6%

Texture
94% Plastic, 4% Glass, 1% Metal

Material
80% Skin
20% Hair

Density
1.0 kg/dm3 · 80%
1.3 kg/dm3 · 20%

Texture
63% Unknown, 16% Fabric,

7% Plastic, 3% Skin,
2 % Ceramic, 2 % Food

Phone
Cat

Figure 7: Material and Density Composition of Recognized Objects. The inner ingredients are frequently
more complex and diverse than the exterior texture suggests. The illustration describes the composition of two
example objects: A smartphone and cat. The density of occluded components can be estimated from the average
composition of each object.

Therefore, our work might not guarantee that our ap-
proach is readily applicable to other properties, such as
plasticity or thermal conductivity, as well as to more
complex object compositions.

7 CONCLUSION AND FUTURE
WORK

In this paper, we presented a concept for the object-
based recognition and assignment of physical proper-
ties as density or material based on a 2D image. Our
work is motivated by the challenges of distinguishing
objects and their properties from each other. The dis-
tinction of mass or density enables new interaction pos-
sibilities in which the causal relationships of an envi-
ronment can be linked to the properties of a given ob-
ject. Our method recognizes specific patterns from 2D
images by neural networks in which we estimate the
volume by the number of object-recognized triangles.
The density is ultimately calculated from the object-
specific assignment of a material recognition model and
the associated volume.
Despite the promising results of our approach, further
work and improvements are needed. An essential as-
pect relates to the data sets that are used. The accuracy
of object-based density recognition goes hand in hand
with the quality of the trained AI model. Our current
field of application is limited to synthetic test data. Fu-
ture iterations and evaluations using real-world data sets
could help deliver further insights into AI-based density
recognition. To achieve serviceable recognition and ac-
ceptable results, the appropriate data set needs to be se-
lected for the application area. Therefore, it is neces-
sary to extend the data sets and the training model. The
COCO dataset covers numerous categories but neglects
existing subcategories. By selecting such data sets, the
transferability of the model could be increased.
Our evaluation shows only a limited number of materi-
als assigned to the objects. In reality, the number and

composition of materials may be different and more di-
verse (see Fig. 7). In particular, the interior composition
of a recognized object may differ from the recognized
surface texture. Consequently, drawing on and combin-
ing a wide variety of databases could lead to more pre-
cise and serviceable results. These assignments can be
linked using an ontological approach. Utilizing ontolo-
gies, information and their relationship to each other
can be stored in a machine-readable form or made com-
prehensible. Additional graph databases can visualize
the data nodes and their relationship and make them
interpretable. In principle, different ontologies can be
merged within one ontology. In this context, possible
databases on physical properties such as material, ge-
ometry and objects could be linked ontologically and
applied to the principle of AI-based density recognition.

Supporting these classifications with suitable image
segmentation, such as with self-organized maps [17],
could further increase the number of distinguishable
materials. The partial change of the segmentable areas
could be cut out or reduced to densely recognizable
areas, which would also reduce quality restrictions and
latencies.

Estimating the object size within a scene proves to be
a difficult task. This process assumes the same size for
all everyday objects in a scene. In the future, it will
be necessary to measure the object size and distance of
acquired 3D models for meter-level distinctions. The
model transfer to a spatial data set would be suitable
for this purpose.

The use of image series or video material can also be
helpful to support a spatial data set [7]. In this con-
text, the distance and perspective of objects within a
scene can be used to determine the speed and possible
acceleration of an object. Javadi et al. [11] describe a
video-based vehicle speed system for measuring speed
based on a measured route. By determining the speed
and acceleration of an object, statements can be made
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about the forces released in a collision. Video analy-
sis can also be useful for other areas of physical prop-
erty recognition. The depiction of an object in sev-
eral individual images with different perspectives al-
lows properties derived previously to be checked and
re-evaluated. This includes, for example, the volume or
size of the object.
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ABSTRACT
The moisture content of cocoa beans is an essential factor in their quality. Modeling it during drying is still
problematic due to the wide variation in drying conditions and the wide variation in cocoa bean varieties. This
article aims to investigate the possibility of modeling the moisture content of cocoa beans as a function of RGB
images features of unshelled cocoa beans. The approach is to extract features, analyze them and then use the most
relevant ones to study Machine Learning models. Features are extracted by calculating mean, standard deviation,
energy, entropy, kurtosis and skewness of the components of the rgb (RGB normalized), HSV, L*a*b*, YCbCr
color spaces without the brightness components. These features are extracted from 4 types of samples, namely 10,
30, 50 and 70 bean samples per image. Features analysis using the F-test and RReliefF methods shows that the
features based on the energy and entropy of the components rg, yb, Cr, Cb, a*, b* and h* are fairly relevant for
predicting the water content of cocoa beans. However, they are highly correlated. The selected predictors allow the
analysis of linear models, such as Ridge Regression (RR), PLS Regression (PLSR) and non-linear models, such
as polynomial, Support Vector Regression (SVR) with rbf kernel, and Decision Trees Regression (DTR). Except
RR and PLSR, the other models were preceded by a principal component analysis (PCA) to handle the collinearity
problem. The non-linear models give good predictions for the training dataset, with coefficients of determination
R2 ranging from 0.94 to 0.96 and RMSE from 3.85 to 4.81. However, there is a significant difference between
these results and the predictions of the new datasets. RR and PLSR are stable models, but their predictions are less
than non-linear ones. It is therefore possible to predict the moisture content of cocoa beans from the features of
RGB images.

Keywords
cocoa beans, Moisture content, color features, F-test, RReliefF, Regression, Machine Learning

1 INTRODUCTION

The moisture content of a product is the amount of wa-
ter present in this product. It is important for the micro-
biological and nutritional properties of food products,
as well as for regulatory and economic aspects. As a
result, determining moisture content is one of the most
frequent analyses carried out in the food industry. If
products are to be stored for long periods, they need to
be dried to a certain water content. In the case of co-
coa, after harvesting the ripe cocoa pods, fresh cacao
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beans are fermented and dried immediately after fer-
mentation to safe moisture content from around 60%
to 7-8% (ISO 2451/2014 standard) [DJE09] to facili-
tate storage, transport and guarantee the quality of the
beans. Too high a moisture content can encourage the
development of mold and alter the quality of the final
product, while too low a moisture content can make the
beans brittle and difficult to process. It can cause dam-
age that contributes to the depreciation of bean quality
[HUM10]. Predicting moisture content during drying
is therefore an optimum solution for ensuring quality
drying. The moisture content prediction during drying
requires a non-destructive solution. However, the im-
plementation of such a solution is very complex due
to the instability of drying conditions and the diver-
sity of cocoa beans. Despite this, researchers propose
a few solutions. These include modeling drying ki-
netics [DJE09], [HII11], [IGO15], [KAR18], [CAS23],
predicting moisture content by Near-Infrared spectral
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[HAS18] and designing artificial dryers [KAV21]. De-
spite this research, modeling bean moisture content dur-
ing drying is still problematic, because the models de-
veloped depend on drying conditions. This work in-
volves exploring image features to design a model that
predict the moisture content of cocoa beans during the
drying process. The aim is to identify image features
that are not affected by drying conditions and to design
a model for this prediction. Our approach consists of
two main steps. The first step involves selecting the dis-
criminant predictors and the optimal quantity of beans
by using two variable selection methods: the F-test and
the Regression Relief Features selection (RReliefF) al-
gorithm. The second step is devoted to studying lin-
ear and non-linear Machine Learning models, such as
Ridge Regression (RR), PLS Regression (PLSR), poly-
nomial, Support Vector Regression (SVR) with RBF
kernel and Decision Trees Regression (DTR), the se-
lected relevant features.

The remainder of this work is organized as follows:
Section 2 presents the related solutions. Section 3 and
4 describe the proposed approach and experiments and
the datasets, respectively. Section 5 presents the results
and discussion and section 6 the main conclusions.

2 RELATED WORKS
The related works concern predicting or modeling the
moisture content during drying. The models already de-
veloped are based on drying kinetics and Near-Infrared
spectral.

Drying kinetics-based modeling

Drying kinetic modeling solutions are based on math-
ematical and artificial neural network models. Hii C.
L. et al. have used Fick’s theoretical model to study
the drying kinetics of cocoa beans. They obtain coeffi-
cient of determination R2 of training data ranging from
0.9845 to 0.9976. But they mention that the drying pro-
cess is highly unsteady due to the fluctuating ambient
conditions [HII09]. A. Djedjro et al. evaluate a suit-
able drying mathematical model for describing the dry-
ing curves. Among the mathematical models studied,
the logarithmic model satisfactorily described the dry-
ing behavior of cocoa beans with a coefficient of deter-
mination 0.976 and RMSE 0.0128 [DJE09]. Nogbou
A. et al. described the behavior of cocoa beans in pre-
dicting their moisture content during intermittent mi-
crowave drying at different power levels (450 W, 600
W, 700 W). They proposed a recurrent artificial neu-
ral network model using drying time, microwave power
and moisture content as inputs. They obtained a co-
efficient of determination ranging between 0.9967 and
0.9993. [IGO15]. Daouda K. et al. proposed a math-
ematical model of the evolution of cocoa beans mois-
ture content as a function of time using an artificial

neural network during the sun drying. They found the
multilayer perceptron with two neurons on the input
layer to be the most suitable. The coefficient of de-
termination of the linear regression between observed
and predicted water content values was 0.99 [KAR18].
Eduardo Castillo et al. fitted a diffusion approxima-
tion model using nonlinear regression to the moisture
ratio of the CCN51 cocoa bean with the drying time
for the constant drying temperatures of 40,50,60, and
70◦C. The coefficient of determination for all cases was
0.9999 with RMSE 0.0044 [CAS23].

Near-infrared spectrum-based modeling
Hashimoto et al built PLS regression models from near-
infrared diffuse reflectance spectrum for the prediction
of several cocoa bean quality parameters including wa-
ter content. The coefficient of determination of mois-
ture content prediction is 0.67. [HAS18].
The majority of papers found focuses on Drying kinet-
ics. The advantage of these solutions is that they give
a good prediction of moisture content for the training
data. The disadvantage is that they depend on drying
conditions, i.e. temperature and drying time. How-
ever, under natural drying conditions, time and temper-
ature are highly unsteady due to the fluctuating ambient
conditions [HII09]. The other solution, which is inde-
pendent of theses conditions, uses near-infrared spectra,
which has a low prediction rate. The proposed approach
uses image features to propose model independent of
drying conditions.

3 PROPOSED SOLUTION
The proposed solution is based on prediction of co-
coa beans moisture content using color features. It in-
volves acquiring images of batches of cocoa beans dur-
ing drying at regular time intervals to designing the best
Machine Learning model for predicting moisture con-
tent. The differents stages of the proposed solution are
shown in the block diagram in figure 1.

Figure 1: Proposed solution steps

3.1 Image processing
The image processing involves extracting cacao beans
from the blue acquisition background. Then, the RGB
images are segmented using color thresholding in
L*a*b* space. A region of interest (ROI) are created
firstly with Matlab Color Thresholder app [MATSG24],
then apply morphological opening and closing with the
optimal structuring element(disk) to perfect the edges
of the extracted beans (figure 2).
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Figure 2: Image segmentation

3.2 Extraction of color-based features
Features are extracted from RGB images, using statisti-
cal Moments such as mean, standard deviation, energy,
entropy, kurtosis and skewness. These methods were
applied to the color components of the rgb [RAS06],
HSV,YCrCb and L∗a∗b∗ spaces, and the chromatic
components in spherical coordinates θ and φ [RAS06],
without the luminance components. We also have the
components rg (red-green) and yb (yellow-blue) de-
rived from rgb space [WAN14] and C∗ and h∗ derived
from L∗a∗b∗ space. HSV,YCbCr and L∗a∗b∗ space
components are derived from RGB images, using the
corresponding MATLAB functions. Expressions for
the other components (from equation (1) to equation
(9) and the statistical Moments (from equation (10)
to equation (15)) are following, where R,G,B are the
components of RGB space, N is the number of bean
pixels in the image, Ai is the gray level of pixel i and
hA is the normalised histogram of gray level A of the
image I.

r =
R

R+G+B
(1)

g =
G

R+G+B
(2)

b =
B

R+G+B
(3)

rg = r−g (4)

yb =
r
2
+

g
2
−b (5)

C∗ =
√

a∗2
+b∗2 (6)

h∗ = arctan
(

a∗

b∗

)
(7)

θ = arctan
(

G
R

)
(8)

φ = arcsin

( √
R2 +G2

√
R2 +G2 +B2

)
(9)

Mean =
1
N

N

∑
i=1

Ai (10)

SD =

√
1
N

N

∑
i=1

(Ai −Mean)2 (11)

Energy =
255

∑
A=0

h2
A (12)

Entropy =−
255

∑
A=0

hAln(hA) (13)

Kurtosis =
1

SD4

255

∑
A=0

(A−Mean)4hA (14)

Skewness =
1

SD3

255

∑
A=0

(A−Mean)3hA (15)

3.3 Variable selection methods
Variable selection is a step that precedes model design.
It allows to analyze the potential explanatory and selec-
tion variables most relevant to a model design. It also
provides the necessary information on each of the ex-
planatory variables for better use and interpretation in a
model. To select discriminating predictors, we use two
different methods. The F-test method to assess the sig-
nificance of candidate variables and Regression Relief
Features selection (RReliefF) algorithm to assess their
relevance.

F-test

The F-test is a statistical test that compares the vari-
ances of two samples, or the ratio of variances between
several samples. It is often used to test equality of
means in an analysis of variance, or to test the goodness
of fit of a regression model. The F-test is based on the
F-statistic. It is the ratio of the variance explained by
the model to the residual variance. The observed pvalue
are used to interpret the F-test. Higher the F-statistic,
the smaller the pvalue, thus better the model fits data.
We use it to assess the goodness of fit of each candi-
date variable in a linear regression model with mois-
ture content. This involves examining the importance
of each candidate color feature, then ranking them us-
ing the pvalue of the F-test statistics. The score for each
candidate variable is determined by the following rela-
tionship [MATFT24], [OME14]:

S =− log(pvalue) (16)

Regression Relief Features selection (RReliefF)
algorithm

The RReliefF algorithm is an extension of the Relief
algorithm, which is a variable selection method based
on assigning weights to variables. It detects relevant
variables by considering interactions between variables
and noise in the data. It also penalizes the predictors
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that give different values to neighbors with the same re-
sponse values, and rewards predictors that give differ-
ent values to neighbors with different response values.
However, it uses intermediate weights to compute the
final predictor weights. Then, it calculates the predic-
tor weights Wj after fully updating all the intermediate
weights [ROB97].

Wj =
W(dy∧d j)

Wdy
−

Wd j −W(dy∧d j)

m−Wdy
(17)

Wdy and Wd j are the weights of having different val-
ues for the response y and predictor x j, respectively.
W(dy∧d j) is the weight of having different response y
and different values for the response y values and dif-
ferent values for the predictor x j. m is the number of
iterations.

The selected variables will be used to analyse the pre-
diction of water content using Machine Learning mod-
els.

3.4 Machine Learning regression models
Different types of regression models are explored,
namely: Ordinary Least Squares, Kernel Support Vec-
tor, Decision Trees, Ridge and Partial Least Squares
models.

Ordinary Least Squares regression (OLSR)
We analyse the Multiple linear Regression (MLR) and
Polynomial Regression (PR) Models. The sample re-
gression model has the form [MONT21]:

yi = β0 +
k

∑
j=1

β jxi j + εi (18)

Where xi j and yi are the k predictors and the response
respectively of ith observation. The parameters β j,
j = 0,1, ...,k are the regression coefficients. OLS is the
most popular estimation method; its purpose is to find
the unbiased coefficients β = (β0,β1, . . . ,βp)

⊤ which
minimize the residual sum of squares:

RSS(β ) =
N

∑
i=1

(
yi −β0 −

p

∑
j=1

xi jβ j

)2

(19)

Support Vector Regression (SVR) with the radial
basis function (RBF) kernel
SVR is based on the Support Vector Machine algorithm.
It also based on the computation of a linear regression
function in a multiple variables feature space where the
input data can be used via a non-linear regression func-
tion. Unlike OLSR that aim to minimize the error be-
tween the predicted and actual values, SVR aims to fit
as many instances as possible within a margin while
limiting violations of the margin and controlling the

margin width, in other words find a hyperplane that best
fits as many data points as possible while minimizing
the margin violations. The margin is defined as the re-
gion between the hyperplane and the support vectors. A
nonlinear function has the form [CAS20]:

f (xi) = ω
T

Φ(xi)+b (20)

Given training vectors xi ∈ Rp, i = 1, ..,N, and a vector
y ∈ RN SVR solves the following primal problem:

min(ω,b,ζ ,ζ ∗)

(
1
2

ω
T

ω +C
N

∑
i=1

(ζi +ζ
∗
i )

)
(21)

subject to yi −ωT Φ(xi)−b ≤ ε +ζi,

ωT Φ(xi)+b− yi ≤ ε +ζ ∗
i ; ζi,ζ

∗
i ≥ 0, i = 1, ..,N

Where ω is the weight vector, b is the bias, and Φ(xi)
is the high dimensional feature space. C < 0 is a pre-
specified constant that is responsible for regularization
and represents the weight of the loss function. The
first term of the objective function ωT ω is the regular-
ized term and the second term C ∑

N
i=1(ζi +ζ ∗

i ) is called
the empirical term and measures the ε−insensitive loss
function. ζi and ζ ∗

i are the slack variables to guard
against outliers, they represent the distance between the
potential support vector and the potential outliers.

Kernel methods achieve flexibility by fitting simple
models in a local region to the target point x. Localiza-
tion is achieved via a weighting kernel K, and individ-
ual observations receive weights K(xi,x), so the Radial
basis function is written as:

f (x) = ∑
i∈SV

(αi −α
∗
i )K(xi,x) (22)

With K(xi,x) = exp(−γ || xi − x ||2)
αi −α∗

i are coefficients of the support vector in the de-
cision function, γ is the kernel coefficient and x is the
center of feature.

Decision Trees Regression (DTR)
DTR uses a tree-like structure to model the relationship
between the set of predictors and the response. The tree
is composed of nodes that represent the possible values
of the predictors or the response. Its purpose is to find
the best split at each node. The quality of a candidate
split θ of node m is then computed using an impurity
function or loss function H(Qm), the choice depends
on the task being solved:

G(Qm,θ) =
nle f t

m

nm
H(Qle f t

m (θ))+
nright

m

nm
H(Qright

m (θ))

(23)
Select the parameters that minimizes the impurity:

θ
∗ = argminθ G(Qm,θ) (24)
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Qm is the data at node m partitioned into Qle f t
m and Qright

m
with nm sample. H(Qm) is the Mean Squared Error
(MSE) such as (ym is the mean of predicted value):

H(Qm) =
1

nm
∑

y∈Qm

(y− ym)
2 (25)

Ridge Regression (RR)
RR shrinks the Least Squares unbiased coefficients
by imposing a penalty on their size. It produces
biased estimators of regression coefficients, that have a
small variance and more stable than the Least Squares
unbiased coefficients, which called ridge estimators.
The coefficients minimize a penalized residuals sum
of square. For a given value of λ , a non-negative
parameter, RR solves the problem [ROD22]:

min(β0β )

(
1

2N

N

∑
i=1

(yi −β0 − x⊤i β )2 +λ

p

∑
j=1

β
2
j

)
(26)

where N and p are the observation and predictor num-
bers, respectively.

Partial Least Squares Regression (PLSR)
PLS regression constructs a set of latent variables.
These latent variables are linear combinations of the
original predictors, created in such a way that they ex-
plain the maximum covariance between the predictors
and the response variable. PLSR model with h latent
variables can be expressed as follows [CHO05]:

X = T Pt +E (27)

y = T b+ f (28)

In Equation (27, 28) X(n× p),T (n×h),P(p×h),y(n×
1) and b(h × 1) are respectively used for predictors,
X scores, X loadings, response, and regression coeffi-
cients of T. The k− th element of column vector b ex-
plains the relation between y and tk, the k− th column
vector of T. Meanwhile, E(n× p) and f (n× 1) stand
for random errors of X and y, respectively.

4 EXPERIMENTS AND DATA SETS
4.1 Experiments
4.1.1 Sample preparation
The experiments were conducted on well-fermented
commercial cocoa beans from the same harvest south
of Ivory Coast. We extracted 15kg from 25kg fer-
mented cocoa beans on the last day of fermentation (day
7). Once in the laboratory, the beans are distributed in
batches of 10, 30, 50 and 70 in polystyrene bags, then
stored in a cold room at −10◦C throughout the handling
process. Before using, the cocoa beans are defrosted at
room temperature in the laboratory.

4.1.2 Experimental process
The experimental process is composed of three steps:
drying, image acquisition, and weight determination, as
shown in the experimental cycle (figure 3).

• Cocoa drying: the cocoa bean batches were dried
in a domestic microwave oven (SHARP R-75 MT).
Intermittence drying is used with a pulsing ratio
(Equation 29) of 4 to limit local overheating and a
drying power of 270W . This means 2 minutes of mi-
crowave start-up and 4 minutes of shutdown. Dry-
ing was stopped when the moisture content reached
around 7%. Data are acquired at regular time inter-
vals during drying, this resulted in 30 to 45 observa-
tions per batch

• Weight determination: the weight of the beans batch
is determined by a digital precision scale with 0.01g
precision.

• Image acquisition: A setup for capturing customized
images has been developed. It is composed of: a
color coupled charge device (CCD) camera (SONY
XCG-5005CR, Japan), which is specifically stan-
dardized for machine-vision applications based on
Gigabit Ethernet technology, a lens zoom 16 mm
(Fujifilm corporation, model HF16HA-1B, Japan).
The image acquisition card (Mil Matrox) is used
for transferring information from camera to com-
puter (Core-i7 CPU: 2.5 GHz; RAM: 4 GB). And
two 8.5 watts white LED, which cover the visible
wavelength, to ensure correct and consistent lighting
throughout the acquisition process. The set is placed
in a closed box to control the lighting. The images
have been acquired in tiff format, 2448 x 2048 def-
inition, 96 ppi (horizontal) and 96 ppi (vertical) and
unit 8.

figure 4 shows some cocoa beans images at different
times with their moisture content.

PR =
CyclePoweronTime+CyclePowero f f Time

CyclePoweronTime
(29)

4.1.3 Moisture content computation
At the end of the drying process, the dry mass of each
batch is determined by drying the dried beans in an oven
at 103◦C for 16 hours to determine the dry weight. The
weights determined during drying are used to calcu-
late the water content using the following formula (ISO
2451/2014 standard):

MCt (wet base) =
mt −ms

mt
(30)

With MC the moisture content, mt the weight at time t
and ms the dry weight.
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Figure 3: experimental cycle.

Figure 4: Cocoa bean images as a function of MC

4.2 Dataset description
The data come from 4 different samples, depending on
the number of beans per batch or per image. E10, E30,
E50 and E70 samples, with 10, 30, 50 and 70 beans per
batch respectively. Each sample consists of 5 batches.
For the variable selection, the dataset of a sample is
made up of all the observations of the 5 batches of this
sample. For the model analysis, the dataset consists of
80% of the dataset for training and 20% for test. The
dataset consists of color features from segmented im-
ages, as predictors and moisture content as response.
Application of extraction methods to the color com-
ponents yielded 90 candidate variables. The database
for each sample is then standardized using the z-score
method. The Z-score standardization involves trans-
forming each feature in the dataset such that it has a
mean 0 with a unit standard deviation (Equation 31).

z =
(x−µ)

σ
(31)

Where µ , σ and x are the mean, the standard deviation
and the feature value of the original dataset.

5 RESULTS AND DISCUSSION
5.1 Features extraction and selection
Figure 5a to figure 6d show the importance scores of
each candidate variable for each sample, which (a), (b),
(c) and (d) correspond to samples E10, E30, E50 and
E70, respectively. The variables are ranked in impor-
tance order.

(a) (b)

(c) (d)

Figure 5: F-test predictor importance score

(a) (b)

(c) (d)

Figure 6: RReliefF predictor importance score

Figure 5a to Figure 5d display the significant score for
the F-test method. The predictors importance score
maximums are 36.36, 100.36, 113.10 and 196.30 from
respectively samples E10, E30, E50 and E70. The sig-
nificance of each variable increases as the number of
beans per image increases, and the sample E70 gives the
best scores. Sample E70 allows to distinguish the most
significant predictors. The most significant features are
those that stand out from the others in the E70 sam-
ple. Their scores range from 99.73 to 196.30. There are
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14 of them, with scores ranging from 99.73 to 196.30.
Even if samples E30 and E50 don’t help to distinguish
them, they are still ranked in the same order, except in
sample E10.

Figure 6a to Figure 6d show the RReliefF predictor im-
portance weight. The weights reflect how each feature
discriminates between instances of different classes or
categories in the dataset. Unlike F-test, the predictor
importance score don’t increase as the number of beans
per image increases. Although the weights are differ-
ent, the 4 samples display the same list of the most rel-
evant features. The most relevant features are those that
have positive weights.

Using both methods and based on several experiments,
a feature is said to be relevant when its F-test score
is greater than 55 and its RReliefF weight is positive.
Thus, the relevant features for predicting moisture con-
tent are energy and entropy of rg,yb,Cb,Cr,a∗,b∗ and
h∗ components. This result is confirmed by the four
samples. Of these features, energy-based variables are
better than entropy-based features. On can also observe
that the energy-based features have approximately the
same scores in the F-test and RReliefF.

As a reminder, the database used for feature selection
is made up of a set of observations from several differ-
ent batches of beans. Thus, the redundancy of features
can be explained by poor correlation with the moisture
content or by the instability of features. In the case of
instability, the feature may correlate well with the mois-
ture content for a given batch. However, the values of
this feature vary from batch to batch. The poor results
for the features selected for samples E10 and E30 can
be explained by the wide range of cocoa bean colors.
These samples don’t contain enough beans to take into
account the maximum colors of cocoa bean.

The almost identical scores of energy-based features on
the one hand and entropy-based features on the other
may be due to the multi-collinearity between features.
To confirm this hypothesis, we calculated the Variance
Inflation Factors (VIF) of each selected feature by equa-
tion (32). VIF values range from 57.54 to 1.1x10+6.
These values, being well above 10, show that the se-
lected features are highly correlated [MONT21].

V IFj =
1

1−R2
j

(32)

where R2
j is the coefficient of multiple determination

obtained from regressing predictor x j on other predic-
tors. As the selected variables are highly correlated, if
they are directly included in the models, this can create
instability and over-fitting model due to the inflation of
regression coefficients. Thus, for the model analysis in
the next paragraph, PCA is used to select decorrelated
variables.

5.2 Machine Learning models
The data is randomly divided into training and testing
sets 20 times during the 20 training sessions of the mod-
els. The models are analyzed on two sets of predic-
tors. The first set is made up of all selected predic-
tors, and the second set is made up of energy-based
predictors. The scikit-learn library in Python is used
for this analysis. Coefficient of determination (R2)
and Root Mean Square Error (RMSE) are the metrics
used to evaluate models, by calculating the mean and
SD of the five datasets. The hyper-parameters of each
model are found with the Grid Search Cross-Validation
(GridSearchCV). The hyper-parameters of SVR/RBF
are regularization parameter C =10, γ = 0.055 and
ε = 0.01. Ridge trace using all predictors gives ridge
parameter α = 0.001. For all selected predictors, there
are 8 principal components for MLR, SVR, DTR, and
PLSR models, and 35 principal components for the
polynomial model with interaction. For the energy-
only predictors, 5 principal components for MLR, SVR,
DTR, and PLSR models, and 30 principal components
for the polynomial model with interaction.

Table 1 and table 2 show the standard deviation (SD)
and the mean of evaluation metrics for the models. SD
is used to assess the stability of models. Concerning
model training with all selected predictors (Table 1),
more than 94% of proportion of variance in the MC is
predicted from the predictors, for polynomial, SVR and
DTR models. These models have mean errors of less
than 5% of MC. On the other hand, for Ridge and PLSR
models, less than 90% of variability in the training MC
explained by the models and have mean errors of more
than 5% of MC. The standard deviations of coefficient
of determination for all models are less than 1%, indi-
cating their stability during training. When testing the
models with all selected predictors (Table 1), less than
90% of variability in the training MC explained by the
models and less than 6% of mean errors of MC. There
is a significant difference between the training and test
of Polynomial, SVR, and DTR models, but this is not
the case for Ridge and PLSR models. We also note
that the SDs of testing are larger, more than 2% for
the coefficient determination. The same observation for
models trained with the energy features. However, the
predictions with all selected predictors are better than
energy predictors. All the models studied, for both sets
of predictors, have results far better than Hashimoto et
al, who obtained a coefficient of determination of 0.67
by predicting water content with near-infrared diffuse
reflectance spectra [HII09]. These results are still infe-
rior to those obtained using drying time as a predictor
[IGO15], [KAR18].

Figure 7a to Figure 11b displays the moisture content
predicted value by the model versus the true value. The
training and test data fit well on the straight line for the
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R2
training R2

testing RMSEtraining RMSEtesting

Models hyperparameters Mean SD Mean SD Mean SD Mean SD
PCA + Polynomial degree = 2 0.94 0.004 0.83 0.11 4.81 0.2 7.59 2.20

PCA + SVR rbf 0.95 0.003 0.90 0.02 4.54 0.16 6.02 0.66
PCA + DTR depth = 7, min− samp.− spl.= 15 0.96 0.004 0.86 0.07 3.85 0.22 7.00 1.83

Ridge R. al pha = 0.001 0.89 0.01 0.86 0.08 6.50 0.43 7.01 1.66
PLSR component = 8 0.86 0.01 0.83 0.09 7.24 0.41 7.70 1.90

Table 1: results of training and testing models for all selected predictors

R2
training R2

testing RMSEtraining RMSEtesting

Models hyperparameters Mean SD Mean SD Mean SD Mean SD
PCA + Polynomial degree = 2 0.93 0.005 0.82 0.10 5.28 0.20 7.73 2.15

PCA + SVR rbf 0.88 0.01 0.87 0.05 6.72 0.33 6.80 1.38
PCA + DTR depth = 5 , min− samp.− spl.= 10 0.94 0.004 0.83 0.07 4.59 0.20 7.59 1.62

Ridge R. al pha = 0.001 0.86 0.01 0.84 0.07 7.20 0.55 7.36 1.53
PLSR component = 5 0.85 0.01 0.84 0.07 7.52 0.45 7.54 1.60

Table 2: results of training and testing models for energy predictors

(a) (b)

Figure 7: Scatter plot of predicted vs True values for
PCA + Polynomial model for all selected predictors;
(a) training (b) testing

(a) (b)

Figure 8: Scatter plot of predicted vs True values for
PCA + SVR model for all selected predictors; (a) train-
ing (b) testing

non-linear models, Polynomial, SVR, and DTR (Figure
7a to Figure 9b. The linear models, Ridge and PLSR
reveal outliers and significant deviations in the 30 to
50 MC range (Figure 10a to Figure 11b). This shows
that the evolution of MC during drying is not linear.
The tree-like structure is more effective in fitting all the
training data as compared to the other two non-linear
structures. It is important to note that the model per-
forms well for MC values above 45%, while the fit is
slightly less for values below 45%. Both the training
and the test data show good results for the given model.
The ideal moisture content for declaring cocoa to be dry
is 7-8%. Thus, the most important MC range is below

(a) (b)

Figure 9: Scatter plot of predicted vs True values for
PCA + DTR model for all selected predictors; (a) train-
ing (b) testing

(a) (b)

Figure 10: Scatter plot of predicted vs True values for
RIDGE model for all selected predictors; (a) training
(b) testing

10%. Support Vector Regression predicts 95% of train-
ing moisture content, 90% of new moisture content, and
well the moisture content below 10%. The standard de-
viation shows that this model is more stable than oth-
ers. Therefore, For this particular study, it has shown
the most promising results in predicting the moisture
content of cocoa beans during the drying process. The
model uses predictors based on the energy and entropy
of rg, yb, Cb, Cr, a*, b*, and h* components. However,
it’s important to note that the mean error still high in
predicting new data.
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(a) (b)

Figure 11: Scatter plot of predicted vs True values for
PLSR model for all selected predictors; (a) training (b)
testing

6 CONCLUSION
This article aims to analyze the color features of
unshelled cocoa beans during the drying process.
Additionally, it studies various linear and non-linear
Machine Learning models to predict moisture content
based on color features. The article analyzes the mean,
standard deviation, entropy, energy, kurtosis, and
skewness of the components of the RGB, YCbCr, HSV,
and Lab color spaces, without luminance components,
using both the F-test and RReliefF methods. The
analysis is performed on samples of 10, 30, 50, and 70
beans per batch. The color components that are most
relevant for predicting moisture content during drying
are derived from the energy and entropy of YCbCr, and
Lab color spaces. The relevance of these components
becomes more important as the number of beans in
a batch increases. Additionally, the selected features
are highly interdependent. Non-linear models provide
more accurate moisture content predictions during
drying than linear models, precisely Support Vector
Regression with radial basis function performs better.
To conclude, moisture content can be predicted during
drying with color image features. This article opens
the way for the study of cocoa beans moisture content
prediction using image data. It provides relevant
information on the evolution of water content during
drying as a function of colour characteristics and also
in the different colour spaces.
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ABSTRACT
Breast cancer, a prevalent disease among women, demands early detection for better clinical outcomes. While
mammography is widely used for breast cancer screening, its limitation in e.g., dense breast tissue necessitates
additional diagnostic tools. Ultrasound breast imaging provides valuable tumor information (features) which are
used for standardized reporting, aiding in the screening process and precise biopsy targeting. Previous studies have
demonstrated that the classification of regions of interest (ROIs), including only the lesion, outperforms whole
image classification. Therefore, our objective is to identify essential lesion features within such ROIs, which are
sufficient for accurate tumor classification, enhancing the robustness of diagnostic image acquisition. For our
experiments, we employ convolutional neural networks (CNNs) to first segment suspicious lesions’ ROIs. In a
second step, we generate different ROI subregions: top/bottom half, horizontal subslices and ROIs with cropped-
out center areas. Subsequently these ROI subregions are classified into benign vs. malignant lesions with a second
CNN. Our results indicate that outermost ROI subslices perform better than inner ones, likely due to increased
contour visibility. Removing the inner 66% of the ROI did not significantly impact classification outcomes (p =
0.35). Classifying half ROIs did not negatively impact accuracy compared to whole ROIs, with bottom ROI
performing slightly better than top ROI, despite significantly lower image contrast in that region. Therefore, even
visually less favorable images can be reliably analyzed when the lesion’s contour is depicted. In conclusion, our
study underscores the importance of understanding tumor features in ultrasound imaging, supporting enhanced
diagnostic approaches to improve breast cancer detection and management.

Keywords
breast tumor, classification, CNN, ultrasound, tumor subregions

1 INTRODUCTION
According to the WHO, breast cancer stands as
the most prevalent cancer among women world-
wide [Who24], highlighting the need for effective
screening and diagnostic methods. As early detection
is crucial for achieving favorable patient outcomes,
methods like mammography are widely used for
breast cancer screening. The integration of artificial
intelligence assistance for mammography screening
has shown promising results [Lan23], demonstrating
its potential to enhance detection rates. However,
the complexity of breast tissue composition and the
challenges posed by dense breast tissue in particular
underscore the necessity for additional diagnostic
tools and modalities. In comparison to alternative
imaging modalities, ultrasound breast imaging is a
non-ionizing, cost-effective, highly mobile, real-time
imaging modality, making it widely accessible in

most healthcare settings around the world. Ultrasound
imaging excels in differentiating between different
types of suspicious masses (e.g., cystic and solid
lesions), and provides information about lesion shape,
size, internal appearance, and other characteristics,
which are essential for uniform reporting [Men13].
By enabling precise targeting of suspicious masses,
ultrasound also aids in guiding biopsy procedures.

Our objective is to enhance the diagnostic accuracy of
breast tumor ultrasound imaging by improving the un-
derstanding of lesion characteristics. This will facili-
tate the development of better-targeted, more effective
diagnostic approaches, leading to improved cancer de-
tection and patient care. In previous work [Sch23] con-
volutional neural network (CNN) based classification
of suspicious masses into benign vs. malignant lesions
was performed in whole breast sonograms vs. regions
of interest (ROIs). In that work, the ROI is defined
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Figure 1: Overview of ROI subregions. From left to right: unprocessed ultrasound image (US), region of interest
crop around the lesion mass (ROIwhole), subslices of ROI (ROI1−5), ROItop and ROIbottom, ROI with cropped-out
center area (ROIcrop x%, here: ROIcrop66)

as a rectangular subregion around the suspicious le-
sion. Classification accuracy was considerably higher
for ROI vs. whole sonogram (0.89 vs. 0.83). We hy-
pothesize, that subregions of the lesion ROI yield simi-
lar classification accuracies to full ROIs. If so, a coarse
subregion is sufficient for classification and the neces-
sity of precise tumor segmentation and precise ROI po-
sitioning respectively diminishes. Our approach is to
create different subregions of lesion ROIs (top/bottom
half, horizontal subslices and ROIs with cropped-out
center areas) and use a CNN to classify these subre-
gions into benign and malignant lesions. By performing
a comprehensive analysis of the classification results,
we then identify which subregions contribute most to
accurate lesion classification.

2 RELATED WORK
In the realm of breast tumor classification, re-
searchers have explored various methodologies, each
offering distinct advantages and insights into the
diagnostic process. One prevalent approach relies
heavily on deep learning techniques, particularly
convolutional neural networks (CNNs), to analyze
ultrasound tumor images. These CNN-based meth-
ods extract convolutional features through transfer
learning, leveraging pre-trained architectures such as
VGG16, YOLOv3, or GoogLeNet. Notable studies
[Ald19, Chi19, Han17, Kal21] have demonstrated the
efficacy of this approach in accurately classifying breast
tumors based solely on learned features. However,
deep learning methods come with certain trade-offs.
While they offer automatic feature learning and high
flexibility, requiring minimal manual intervention,
they often demand large amounts of labeled data
for training and significant computational resources.

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

Additionally, deep learning models can be complex
and challenging to interpret, potentially limiting their
applicability in clinical settings where user scepticism
towards AI is still widely present [Tam22, Che22] and
interpretability of the employed algorithms is crucial
for their trustworthiness.

In contrast, another avenue of investigation involves
preselecting informative features from ultrasound
images and subsequently employing classical machine
learning algorithms for classification. Methods such
as support vector machines and decision trees have
been utilized in this context [Zha21, Cha14, Muh22].
These preselected features encompass a range of char-
acteristics, including texture-based attributes derived
from image data (e.g., gray-level co-occurrence matrix,
contrast, homogeneity, energy) envelope and spectral-
based properties extracted from raw radiofrequency
data (e.g., K-distribution, Nakagami distribution). By
focusing on specific features relevant to tumor char-
acterization, these approaches offer a complementary
perspective to the purely deep learning-based method-
ologies. Nevertheless, preselected feature classification
methods also have their limitations. While they may
offer greater interpretability and computational effi-
ciency, they often rely on manual feature engineering,
which can be labor-intensive and may not capture all
relevant information in the data. Additionally, these
methods may struggle to capture complex patterns
and relationships in the data, potentially limiting their
performance compared to deep learning approaches,
especially in scenarios with large and heterogeneous
datasets.

Recent investigations on a hybrid approach, such as
[Dao20, Abh23, Saj23], suggest that integrating hand-
crafted features with deep learning-based convolutional
features can lead to further improvements in classifi-
cation accuracy. This capitalizes on the strengths of
both methodologies, potentially enhancing the robust-
ness and reliability of breast tumor classification sys-
tems.

Moreover, the discussion between whole image classifi-
cation and subregion-based analysis has garnered some
attention within the research community. Further stud-
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ies [Cha14, Sch23] have underscored the superiority of
the analysis of selected tumor subregions over features
derived from entire images. This finding aligns with the
notion that localized analysis can provide more precise
insights into tumor characteristics and facilitate more
accurate classification outcomes.

3 MATERIALS AND METHODS
3.1 Dataset
In this study we employed the BUSI [Ald20] (breast
ultrasound images) dataset for our analysis. This
dataset comprises of 780 breast sonograms (437 benign
masses, 210 malignant masses, 133 normal) of women
aged between 25-75 years. For each sonogram in
the dataset, ground truth lesion segmentations are
available, enabling precise localization of the lesions.
To ensure comparability with other state-of-the-art
classification research, we focused exclusively on
benign and malignant masses, excluding normal im-
ages, with no masses, from our consideration. Before
training our models, all images were uniformly resized
to dimensions of 128× 128 pixels, and the grayscale
values were normalized to span the range [0, 1]. This
preprocessing step standardizes the image dimensions
and intensity values, facilitating consistent model
training and evaluation across the dataset. The root
mean square (RMS) contrast, which is given by

RMS Contrast =

√
1
N ∑

x,y
(I(x,y)− I)2, (1)

where N is the total number of pixels in the image,
I(x,y) is the intensity value of a pixel at position (x,y),
and I denotes the mean intensity value of all image pix-
els, serves as an indicator of image quality. Notably, the
top half of the ROIs (ROItop) exhibit an RMS contrast
of 0.22±0.12, while the bottom half (ROIbottom) show
an RMS contrast of 0.14±0.07, with a statistically sig-
nificant difference (p < 0.0001) based on the unpaired
t-test.

3.2 ROI subregions
Because ultrasound B-mode imaging analyzes reflected
waves, which disperse while passing through different
tissues, image contrast decreases in deeper layers of tis-
sue, as shown above. These B-mode images are also
prone to artifacts, especially along the direction of the
wavefront. This geometric condition is reflected in the
implementation and choice of the image versions. We
created the following four versions of ROI subregions
(Fig. 1) to evaluate which lesion areas are most impor-
tant for classification:

• ROIwhole: For the entire ROI (ROIwhole), a contour
segmentation model [Sch23] is applied on the orig-
inal unprocessed BUSI ultrasound dataset. A tight

rectangular area is cropped around the resulting seg-
mentation to obtain the desired ROI. This image ver-
sion ensures that the entire lesion area, along with
some surrounding tissue, is included for comprehen-
sive analysis, capturing the full extent of tumor fea-
tures.

• ROI1−5: To evaluate the effects of artifacts and bet-
ter understand the distribution of pertinent informa-
tion among ROIwhole images, we divide it into five,
evenly spaced, horizontal subslices ROI1−5 (index-
ing applies top down). This segmentation strategy
allows us to explore variations in lesion characteris-
tics across different depths within the tissue, provid-
ing insights into the spatial distribution of features
relevant to classification.

• ROItop and ROIbottom: To evaluate the effects of po-
tentially worse image quality (low contrast) in the
lower lesion area, we horizontally divide ROIwhole
into two halves ROItop and ROIbottom. By sepa-
rately analyzing the upper and lower halves of the
lesion, we can assess whether image quality vari-
ations (contrast) impact classification performance
differently across different regions of the ROI.

• ROIcrop x%: To gain better insights into the impor-
tance of the outer, contour regions vs. the inside
of the lesions, we crop out a rectangle with dimen-
sions of x% of the original ROIwhole dimensions, to
create ROIcrop x%. This approach allows us to sys-
tematically evaluate the significance of the lesion’s
outer boundary and surrounding tissue in classifica-
tion, providing valuable information on the spatial
localization of discriminative features.

3.3 Classification experiments
To obtain the desired lesion ROI, we applied a segmen-
tation model detailed in [Sch23]. It consists of seven
convolutional layers (number of filters: 32, 64, 128,
256, 128, 64, 32; kernel size 3×3), which each perform
feature extraction by applying learnable filters to the in-
put images, followed by a max-pooling and a dropout
layer to enhance model generalization. This segmen-
tation process delineates the lesion region of interest
from the surrounding tissue, enabling focused analy-
sis and classification of suspicious masses. The net-
work architecture (Table 1) we used for our classifi-
cation experiments is also a CNN with sequential lay-
ers. The CNN architecture incorporates fully connected
dense layers, which are widely employed in classifi-
cation tasks. These dense layers process the flattened
output from the convolutional layers to generate mean-
ingful class predictions. The final output layer consists
of two neurons for binary classification, providing pre-
dicted probabilities for each class. These probabilities
serve as classifier parameters for our receiver operating
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Layer (Type) Output Shape Channels
Conv (64, 64, 4) 4

Conv_1 (32, 32, 8) 8
Conv_2 (16, 16, 16) 16
Conv_3 (8, 8, 32) 32
Flatten (None, 2048) -
Conv_4 (None, 32) 32
Dense (None, 2) 2

Table 1: Summary of the network structure for our clas-
sification models.

characteristic (ROC) curve evaluation in the results sec-
tion, enabling comprehensive performance assessment.
During training, the classification model was initialized
randomly and trained from scratch for 100 epochs using
the binary cross-entropy loss function, the Adam opti-
mizer and a learning rate of η = 1 · 10−4. The dataset
was split into training, test, and validation data at a
60 : 30 : 10 ratio for all experiments. Additionally, data
augmentation in the form of horizontal flip and scal-
ing was applied before training to improve model gen-
eralization. To account for potential variability in the
dataset and improve the reliability of performance esti-
mates, we employed a 10-fold cross-validation for each
classification experiment. This technique involves par-
titioning the dataset into ten subsets, training the model
on nine subsets, and evaluating its performance on the
remaining subset. By repeating this process with differ-
ent subsets for evaluation, we obtain more stable and
representative performance estimates for our classifi-
cation models. The area under the curve (AUC) met-
ric was employed to compare classification accuracy
across all models, providing a quantitative measure of
model performance and efficacy in distinguishing be-
tween benign and malignant lesions.

We trained three distinct models for our evaluation: The
first model was exclusively trained on ROIwhole data
(whole net, WN). The WN is used to evaluate the sub-
slice experiment (ROI1−5) as well as the crop experi-
ment (ROIcrop x%). In addition to the WN, we trained
two additional models: the "top net" (TN) and the "bot-
tom net" (BN). These models were specifically trained
on ROItop and ROIbottom, respectively. The TN and BN
models were designed to explore the effects of contrast
variations across different regions of the lesion and to
investigate whether robust classification models can be
effectively trained using only half of the ROI informa-
tion. By training separate models on the upper and
lower halves of the lesion ROI, we aimed to discern any
disparities in classification performance and ascertain
the significance of ROI composition in model training
and evaluation. In the following results section, the sig-
nificance threshold was set at .05.

4 RESULTS
We found that our baseline model (AUC(ROIwhole) =
0.922±0.032) performed in line with recent, compara-
ble studies [Ghe22, Byr21], which also used the BUSI
dataset. These studies applied vastly more complex
vision transformers as well as transfer learning-based,
large convolutional models to address this task and
to achieve similar classification accuracies to our
baseline. This suggests that while more complex
models may offer marginal improvements, our ap-
proach maintains competitiveness within the current
state-of-the-art. Results of the subslice experiment
(Fig. 2) showed that subslices ROI1 and ROI5 per-
formed better than inner ones (Fig. 3). We observed
that the model classified ROI5 significantly more
accurately than ROI3 (AUC(ROI5) = 0.824 ± 0.071
vs. AUC(ROI3) = 0.760 ± 0.052, p = 0.036), while
ROI1 vs. ROI3 did not reach statistical significance
(p = 0.074).

We found that cropping out the inner 66%
of the ROI (Fig. 4) did not lead to a signif-
icant deterioration in AUC (AUC(ROIwhole) =
0.922 ± 0.032 vs. AUC(ROIcrop66) = 0.897 ± 0.058,
p = 0.35). AUC began to significantly increase with
ROIwhole vs. ROIcrop75 (p = 0.016).

Additionally, BN_ROIwhole performed signifi-
cantly better than BN_ROIbottom (p = 0.045),
despite the upper half not being known during
the training process (Fig. 5). The BN demon-
strated superior generalization to ROIwhole com-
pared to the TN (AUC(BN_ROIwhole) = 0.922 ±
0.032 vs. AUC(TN_ROIwhole) = 0.876 ± 0.051,
p = 0.029).

5 DISCUSSION
We hypothesized that ROI subsections would achieve
classification results comparable to using the entire
ROI. Our hypothesis was supported by the results,
as ROItop and ROIbottom indeed demonstrated clas-
sification performance similar to that of ROIwhole.
However, for smaller subslices, this assumption was
proven false. We observed a significant deterioration
in classification accuracy in every subslice ROI1−5
compared to ROItop, ROIbottom and ROIwhole. The
observed decline in performance is likely attributed
to an excessive reduction in contextual information.
In addition, we observed that outer subslices tend to
perform better, likely due to the preservation of more
visible contour information. We further conducted
verification tests by removing rectangular areas inside
and outside the lesion, confirming that the inner lesion
area is not critical for classification with our CNN
model.

Additionally, we investigated whether analyzing only
the upper or lower half of the lesion ROI would yield
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Figure 2: Results of subslice classification experiment.

Figure 3: Color-coded results (AUC) of subslice clas-
sification experiment, mapped onto the ROIwhole image
version.

significantly different classification accuracies. Results
showed, that even visually less favorable images can
be reliably analyzed if the upper or lower edge of the
lesion is depicted. Surprisingly, our experimental find-
ings demonstrated that the variation in image contrast,
particularly the substantially lower contrast observed in
ROIbottom, did not adversely impact the classification
accuracy of our proposed method. Therefore, success-
ful classification is possible even for images or image
subregions of low quality, highlighting the robustness
of our approach across varying imaging conditions.

To further strengthen the validity and generalizability
of our findings, future research should include exper-
iments conducted on other datasets beyond the BUSI
dataset. While our results demonstrate promising clas-
sification performance using ROI subsections, it is es-
sential to validate these findings on diverse datasets
with varying characteristics such as imaging protocols,
patient demographics, and lesion types. This broader
exploration will help assess the external validity of our
approach and its applicability across different clinical
settings.
Additionally, conducting further experiments to
compare our results with "heatmaps" generated by
classification networks could provide valuable insights
into the discriminative features utilized by our CNN
model. Heatmaps visualize regions of interest within
the images that contribute most to the classification
decision, offering a deeper understanding of the under-
lying mechanisms driving our model’s performance.
By comparing the performance of our ROI subsections
with the spatial distribution of discriminative features
identified by heatmaps, we can gain further insights
into the robustness and interpretability of our classifi-
cation approach. These experiments would contribute
to the ongoing efforts to enhance the transparency and
interpretability of deep learning models in medical
image analysis.
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Figure 4: Results of crop classification experiment.
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Figure 5: Results of top/bottom halves experiment.
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ABSTRACT 
Clustering, a fundamental technique in unsupervised learning, identifies similar groups within a dataset. However, 

clustering algorithms encounter limitations when requiring a predetermined number of clusters/centroids/labels. 

This paper proposes a novel approach of clustering by integrating concepts from Voronoi diagrams in Laguerre 

geometry, namely, Laguerre Voronoi Clustering (LVCluster). Laguerre geometry introduces circles by adding 

radius weight metric to centroids, enabling dynamic exclusion from clustering criteria. Consequently, this 

approach offers flexibility by necessitating only one hyperparameter, an upper-bound value for the number of 

circles. LVCluster can be optimized using gradient descent and can be jointly optimized with deep neural network 

architectures. The experimental results indicated that LVCluster outperforms clustering algorithms when trained 

individually and jointly with deep neural networks on increased cluster centroids.  

Keywords 
Laguerre Geometry, Voronoi Diagram, Clustering, KMeans, Gradient Descending 

1. INTRODUCTION 
Clustering, an essential technique in data mining and 

machine learning, involves grouping data points into 

meaningful clusters based on their similarities. It is a 

fundamental tool for exploratory data analysis, pattern 

recognition, and knowledge discovery in various 

domains. Over the years, clustering has witnessed 

extensive research and application across diverse 

fields, including image analysis, document clustering, 

bioinformatics, customer segmentation, and anomaly 

detection, etc.  

Clustering algorithms require hyperparameters based 

on which they extract the similarity of data. Due to the 

advancement of deep learning [Yan15a] methods, 

clustering algorithms are being incorporated with deep 

learning architectures [Maz20a]. The integration of 

clustering algorithms with deep learning architectures 

can be performed through either joint or independent 

training. Joint training indicates training deep learning 

(DL) models by adding DL objective loss and 

clustering loss during training. Independent training 

involves training DL separately with loss function and 

applying unsupervised clustering algorithms in the 

learned DL representation.  

The most common clustering algorithm used in deep 

learning is KMeans [Stu82a], due to its simple 

clustering objective. KMeans clustering objective can 

be optimized using backpropagation, which gives an 

advantage of implementation with deep learning 

architectures. However, the required hyperparameter 

of the clustering algorithm often limits the usability of 

clustering algorithms. KMeans algorithm requires the 

number of centroids/classes as hyperparameters. Pre-

defining the number of classes can be critical in 

unsupervised learning as the number of classes is 

sometimes impossible to measure in large datasets. On 

the other hand, density-based clustering algorithms 

[Mar96a] do not require the number of classes pre-

defined. However, it requires a distance value to 

connect two components into the same group. 

Selecting the proper density value can be critical based 

on the representation and deviation of data 

distribution. 

Deep learning architectures have also been applied to 

clustering data [Jun16a]. These methods aim to project 

data into a latent space while ensuring the data points 

in the space are clusterable. Deep clustering 

techniques have gained popularity due to their ability 

to automatically extract features from data. However, 

the objectives of clustering algorithms and deep 

clustering algorithms are different. Deep clustering 

algorithms produce projections of data that are 

clusterable and implement clustering algorithms 

inside the neural network. In contrast, classic 

clustering algorithms directly cluster data in the latent 

space. In both cases, one important problem that has 

always been an open question is the pre-defined 

number of clusters to generate. This work introduces 

a clustering algorithm that gives flexibility in pre-

defining the number of clusters using computational 
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geometry data structure with the property of modern 

deep learning architecture. 

The objective of this paper is to propose a clustering 

algorithm that does not require a fixed number of 

centroids or classes during training. Therefore, the 

clustering algorithm would offer flexibility in varying 

data distributions. Additionally, the algorithm has to 

operate without requiring labeled data, enabling 

unsupervised learning scenarios. Moreover, the 

algorithm should be optimizable using gradient 

descent to be jointly trained with deep neural network 

architectures end-to-end. With all these advantages, 

the clustering algorithm will be very similar to a deep 

learning layer, such as softmax, yet unsupervised and 

loosely dependent on the number of classes and labels. 

Considering the above-mentioned constraints, this 

paper proposes a Laguerre Voronoi clustering 

algorithm, namely, LVCluster. The proposed 

algorithm requires one hyperparameter: an upper 

bound of the centroids/labels of the given input data. 

LVCluster algorithm dynamically groups clusters and 

excludes extra cluster regions based on the input data 

distribution. Therefore, LVCluster does not require 

knowledge of the exact number of classes in the given 

data. As a result, it is well suited for unsupervised 

learning on large datasets using deep neural networks 

(DNN) with an unknown number of classes. 

The overall contributions of the paper are: 

- The paper proposes a Laguerre Voronoi Diagram 

based clustering strategy for unsupervised 

clustering. 

- The approach leverages the properties of 

Laguerre geometry to introduce adaptability to 

the identification of necessary classes during the 

training process. 

- The proposed clustering algorithm is trained 

using backpropagation and is jointly trainable 

with deep learning methods. 

The performance of the proposed clustering algorithm 

is evaluated in three spatial datasets: Congress voting 

dataset [Con87a], Iris dataset [Raf88a], and Breast 

cancer dataset [Wol95a]. Moreover, the performance 

of the proposed clustering algorithm is evaluated when 

it is jointly trained with deep neural networks to 

cluster speakers in an open-set scenario.  

2. LITERATURE REVIEW 
Clustering algorithms have been effectively studied 

and applied across various domains of machine 

learning. Clustering algorithms have been one of the 

fundamental approaches in unsupervised learning 

algorithms. Early clustering algorithms such as 

KMeans [Stu82a] is the most widely used partitioning-

based algorithms due to its simplicity and efficiency. 

KMeans algorithm has different optimization 

techniques, among which Lloyd's [Stu82a] 

optimization is widely utilized. Lloyd's algorithm is 

also known as Voronoi iteration as it tries to partition 

a set of data into Voronoi cells. The center of each 

Voronoi cell is referred to as the site, which is learned 

in Lloyd's algorithm through iteration. Any data point 

in a Voronoi cell has a minimum distance to the 

Voronoi site. Lloyd's algorithm is specifically 

formulated to work on Euclidean spaces. In Euclidean 

space, Lloyd's algorithm cannot penalize unnecessary 

Voronoi sites on demand. As a result, the number of 

Voronoi cells must be correctly pre-defined. Apart 

from Lloyd's iterative algorithm, other approaches use 

gradients to learn optimal sites [Leo94a].  

The popularity of deep learning algorithms has 

contributed to the increased importance of the 

KMeans algorithm, primarily due to its adaptability to 

be trained with gradient descending approach. As a 

result, various unsupervised deep learning algorithms 

utilized KMeans clustering's loss function jointly in 

the training process [Maz20a]. However, the only 

limitation that the KMeans algorithm faces is the pre-

defined number of centroids or Voronoi cells. The pre-

definition limits its usability as it is challenging to 

know the number of classes beforehand in self-

supervised learning. 

Density-based clustering algorithms, such as 

DBSCAN [Mar96a] and OPTICS [Mih99a], focus on 

identifying regions with high-density data space. 

However, these algorithms are not optimizable using 

a gradient descending approach. Density-based 

algorithms are prone to density parameters. As a 

result, it is challenging to integrate density-based 

algorithms with deep learning as the density 

distribution produced by the deep learning models can 

change over time.  

Deep learning architectures can excellently produce 

clusterable data by learning the inherent 

representation of the given data. Further, they can 

generate clusterable embedding vectors based on 

appropriate loss functions. Deep embedded clustering 

(DEC) [Jun16a] is one of the fundamental approaches 

that produces clusterable embedding from image data 

using KMeans clustering loss. Although it performs 

excellently on image representation, it is still pruned 

to the fixed number of clusters/classes to produce. If 

the number of classes is approximated, DEC would 

fail to produce projection form data. 

The idea of identifying the number of centroids in the 

KMeans algorithm is not new. XMeans [Pel20a] is an 

early improvement of the KMeans algorithm that finds 

appropriate cluster regions by repeated subdivision. 

Unsupervised KMeans [Sin20a] introduced a version 

of the KMeans algorithm that does not require the 

number of centroids as a hyperparameter. Even though 

the improved KMeans algorithms optimally 

approximate the centroids dynamically, they lack the 

ability to be trained using backpropagation. Hence, 
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recently enhanced KMeans algorithms cannot be 

implemented in a deep learning setup. 

This paper introduces a novel clustering algorithm that 

inherits principles from principles of Laguerre 

geometry to dynamically determine the number of 

centroids. Instead of fixing the number of clusters, the 

algorithm requires an upper bound value of the 

number of clusters. Moreover, the clustering 

algorithm is trainable using backpropagation. As a 

result, it can be jointly trained with deep learning 

architectures simultaneously. The proposed clustering 

algorithm alleviates the need to fix the number of 

clusters, making the clustering algorithm truly 

unsupervised. 
  

3. METHODOLOGY 
The clustering algorithm inherits the basic properties 

of KMeans while incorporating the properties of 

Laguerre geometry. The algorithm can cluster spatial 

data. The algorithm requires an upper bound of the 

number of clusters. The clustering algorithm has two 

stages: a) initialization and b) optimization. Similar to 

classic KMeans, the proposed clustering method is 

sensitive to initial region selection. After the 

initialization, the circles are adjusted using 

backpropagation. First, the concept of the Voronoi 

Diagram in Laguerre geometry is discussed. 

Thereafter, the initialization and optimization steps are 

discussed in the following section.  

Voronoi Diagram in Laguerre Geometry 
In Laguerre geometry cluster circles are formed 

instead of cluster centroids. Circles in Laguerre 

Voronoi Diagram are set of points 𝐶 =
 {𝑐1, 𝑐2, . . . , 𝑐𝑘}, 𝑐𝑖 ∈  ℝ𝑑 with a corresponding set of 

radius 𝑅 =  {𝑟1, 𝑟2, . . . , 𝑟𝑘}, 𝑟𝑖 ∈  ℝ. The coverage of 

circle 𝑐𝑖 is the region that is of the minimum distance 

to the circle 𝑐𝑖. In Laguerre geometry, the coverage of 

a circle 𝑐𝑖 can be controlled by increasing the value of 

the corresponding radius 𝑟𝑖 and vise versa. The 

coverage of a circle is defined as a Voronoi polygon 

(convex polygon), which can be mathematically 

interpreted as, 

𝑉(𝑐𝑖) =∩𝑗 {𝑃 ∈ ℝ𝑑|𝐷𝐿(𝑐𝑖 , 𝑃) ≤ 𝐷𝐿(𝑐𝑗 , 𝑃)} (1) 

Here, 𝑃 ∈  ℝ𝑑 is a set of points in the plane. 𝐷𝐿(⋅,⋅) is 

a distance function in terms of Laguerre geometry 

derived as follows, 

𝐷𝐿(𝑐𝑖 , 𝑃) = 𝑑(𝑐𝑖 , 𝑃) − 𝑟𝑖
2 (2) 

Intuitively, the equation measures the tangent line 

from point 𝑃 to the circle (𝑐𝑖; 𝑟𝑖). 𝑑(. , . ) could be any 

distance metric function. Whenever a Voronoi 

diagram is drawn using the above formula of Laguerre 

geometry, the formed partition of the whole frame is 

called the Laguerre Voronoi Diagram (LVD). A 

gamut of applications in material sciences [Ale04a], 

biometrics [Che06a], and networks [Kef09a] 

benefitted from advanced algorithms of the Voronoi 

diagram and Laguerre Voronoi diagrams. One of the 

interesting properties of the Voronoi diagram is a 

Voronoi polygon can have zero area if it can be formed 

using one or more Voronoi polygons. Due to this 

property, LVD is different from Voronoi diagrams in 

Euclidean space, formed by KMeans and any other 

clustering algorithms. A circle can exist in LVD 

without covering any region, resulting in having no 

cluster assignment. Figure 1 depicts an example of the 

classic Voronoi Diagram and Voronoi Diagram in 

Laguerre Geometry. The triangles indicate 

centroids/sites, and the color background indicates the 

region/Voronoi cell of the centroids. Dashed circles 

demonstrate the radius of circles in Laguerre 

geometry. Squares indicate that the circle was not 

assigned any region/Voronoi cell, which is only 

possible in the Voronoi diagram in Laguerre 

geometry. 

Laguerre Voronoi Clustering  
The proposed algorithm leverages the property of an 

empty polygon in LVD to its advantage by setting an 

upper bound on the number of clusters. Therefore, the 

proposed algorithm can find the required number of 

cluster regions during training and shrink the 

remaining centroids. Figure 1 shows an example of the 

property. In Voronoi diagram based clustering (Figure 

1-left), each centroid must have its Voronoi polygon 

on the space. On the contrary, LVD can dynamically 

shrink the area of Voronoi polygons to zero (Figure 1-

Figure 1 Difference of Voronoi diagram in Euclidean and Laguerre geometry. 
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right). With proper optimization, LVCluster can learn 

the optimal polygon regions and disregard the excess 

centroids. This dynamic adaptation to the number of 

centroids is the novelty of the proposed LVCluster 

algorithm. In the following two sections, the 

initialization stage and optimization stage of the 

proposed algorithm are discussed. 

3.1.1 Initialization 
The initialization step defines circle centers and radii 

based on the input data. Initialization is an important 

step in clustering, as inaccurate initialization can cause 

the optimization to get trapped in local minima 

[Dav07a]. The initialization process of the proposed 

clustering algorithm follows the KMeans++ [Dav07a] 

initialization process, used in KMeans clustering. The 

circle centers 𝑐𝑖 are first initialized using the 

KMeans++ initializer. Afterward, the radius 𝑟𝑖 is 

derived from the minimum distance for each center to 

any other center. Using KMeans++ ensures that all the 

centers are placed around data points while 

maintaining distance among the other centers. Having 

different radii ensures coverage overlaps, which is to 

be optimized using a gradient descending algorithm. 

3.1.2 Optimization 
After proper initialization of the circles, their optimal 

placement is found using backpropagation. In the 

proposed algorithm the distance function to generate 

Voronoi polygon is stated as follows, 

𝐷𝐿(𝑐𝑖 , 𝑃) = 𝑑(𝑐𝑖 , 𝑃) − 𝜎(𝑟𝑖)
2 (3) 

Here 𝜎(⋅) is sigmoid activation function used to give 

a non-linearity to the optimization problem. 𝑑(. , . ) is 

cosine distance function. 

The objective of the clustering algorithm is to 

minimize the distance between the circle and the data 

points belonging to the Voronoi polygon of that circle. 

The objective can be mathematically interpreted as 

follows, 

𝐿(𝑋, 𝐶) =  ∑ min
𝑐𝑗∈𝐶

𝐷𝐿(𝑐𝑗 , 𝑥𝑖)

𝑛

𝑖=1

 (4) 

The function is used as a loss function and gradients 

of the center and radius are calculated based on the 

given loss function. Here, 𝑥𝑖 ∈ 𝑋 is the set of data 

points given to the clustering algorithm as input. The 

circle center and radius are updated using the gradient 

descending algorithm with a fixed learning rate 𝜂.  

3.1.3 Deep Learning Integration 
The proposed LVCluster can be combined with deep 

learning architectures and can be trained jointly to 

achieve the clustering objective. The joint loss 

function can be derived as 𝐿 =  𝐿𝐷𝑁𝑁 + 𝐿𝐶. Here, 

𝐿𝐷𝑁𝑁 is the loss function of DNN that could be 

representation loss, reconstruction loss, or elbow loss. 

𝐿𝐶  is the clustering loss function derived in Eqn (4). 

Based on the architectural constraints, the clustering 

loss function can flow the gradients to the DNN. As 

the LVCluster algorithm adheres the same 

implementation strategy of KMeans clustering 

algorithm (disregarding the minor additional 

computation of 𝜎(𝑟𝑖)
2 in Eqn (3)), the computational 

complexity of both of the algorithms are identical. 

4. EXPERIMENTAL RESULTS 

Datasets 

Three spatial datasets were used for the evaluation.  

The datasets are described below: 

- Congress voting [Con87a] is a classification 

dataset containing two classes. The dataset has a 

total of 16 features explaining different conditions 

of voting. Some of the features were missing from 

the dataset, which were removed before training. 

- Iris [Raf88a] is a classification dataset containing 

three classes of 50 instances each. It is a spatial 

dataset with four features. The dataset is widely 

used in statistics and machine learning.   

- Breast cancer [Wol95a] dataset is a classification 

dataset containing two classes (malignant and 

benign). The dataset has 30 features extracted 

from a digitized image of a fine needle aspirate of 

a breast mass. The cancer dataset holds 569 

instances in total. The features were standardized 

by removing the mean and scaling to unit 

variance. 

Apart from the real-world datasets, synthetic datasets 

were used for the visualization of clusters. The 

synthetic datasets were generated using the sklearn 

[Fab11a] library with a standard deviation of 3.5. 

Implementation 
Three metrics were used for evaluation. The metrics 

are elaborated below: 

• Accuracy: Due to an unsupervised learning 

strategy, the clustering algorithm generated 

pseudo labels for each data point. Therefore, 

the accuracy metric indicates the maximum 

match by mapping the pseudo labels with the 

ground truth labels.  

• Adjusted Rand Index: The adjusted rand 

index is extracted and calculated from the 

contingency table determining the quality of 

the generated pseudo label depending on the 

ground truth.  

• Normalized Mutual Information: 

Normalized mutual information extracts 

normalization of the mutual score by 

comparing the clustering algorithm-

generated pseudo labels with the ground 

truth.  

The three algorithms generate a real value score [0, 1]. 

A higher score from the metrics would indicate the 

quality of the pseudo labels compared to the ground 

truth. However, the number of centroids defined in the 
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clustering algorithm would not be the same as the 

number of ground truth labels. Therefore, the metrics' 

higher score would evaluate how well the clustering 

algorithm identifies the number of centroids along 

with the clustering problem relative to the ground 

truth. 

PyTorch [Ada19a] was used to build the clustering 

algorithms that support automatic differentiation. The 

clustering algorithms were additionally trained for 

open-set speaker recognition, aiming to investigate 

their performance and behavior when applied to the 

outputs of DNNs. The training criteria were 

implemented from [Abu23a]. The models were trained 

on the VoxCeleb1 [Ars17a] dataset in an unsupervised 

strategy and tested on different speakers on the 

VoxCeleb1 [Ars17a] dataset. 

Comparison Analysis 
The analysis explores the influence of the initial 

number of clusters, which serves as a hyperparameter 

provided to the clustering algorithm during the 

initialization stage. Figure 2 reports a performance 

comparison of the KMeans and LVCluster algorithms 

on congress voting records dataset. Both clustering 

algorithms show optimal performance when given the 

accurate number of centroids. KMeans and LVCluster 

show similar performance when the centroid was set 

to 2. Increasing the number of centroids causes a 

reduction in performance for the KMeans algorithm. 

In contrast, the LVCluster shows less performance 

degradation with an increasing number of clusters.  

Figure 3 depicts a performance comparison on the Iris 

dataset with three classes. Both clustering algorithms 

show degraded performance when the number of 

centroids was set to two, which is less than the actual 

number of classes. Initializing the clustering 

algorithms with three shows the best performance for 

both algorithms. Further increasing the number of 

centroids causes a reduction of performance for the 

KMeans algorithm. LVCluster also shows 

performance degradation while increasing centroids. 

However, compared to LVCluster degradation is 

slighter than KMeans performance degradation.  

Figure 4 reports a performance comparison on the 

breast cancer dataset with two classes. Both clustering 

algorithms show a similar trajectory of degradation. 

Each class of the dataset contains smaller and 

independent sub-clusters. Therefore increasing the 

initial number of clusters in the clustering algorithm 

causes the clustering algorithm leads it to treat the sub-

clusters as separate classes. As a result, the LVCluster 

struggles to effectively reduce the number of cluster 

Figure 2 Performance comparison on congress voting records dataset. 

Figure 3 Performance comparison on Iris dataset.   
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regions relative to the original number of clusters 

defined in the dataset. 

In the above comparisons, LVCluster shows an upper-

bound performance compared to the KMeans 

algorithm. Moreover, LVCluster stabilizes the 

performance when the number of clusters were 

increased. As LVCluster can remove unnecessary 

centroids from the dataset, it can detect sub-optimal 

cluster representation. However, the performance of 

LVCluster on increasing the number of centroids 

depends on how well the clusters are distributed. 

Figure 5 shows an example of the Voronoi diagram of 

the centroids. The example has 12 cluster regions 

where 10 of the cluster regions are well-separated. 

Regardless, two of the cluster regions are tightly 

bound together. From the perspective of the 

distribution of the data, there are 11 centroids as two 

of the regions are so close that they can be considered 

as one cluster region. KMeans clustering with 12 

centroids would generate 12 regions. However, as the 

data is not well-separated, the LVCluster would 

generate 11 regions considering the two tightly 

bounded regions as one. From the perspective of data 

Figure 4 Clustering performance comparison on breast cancer classification dataset. 

Figure 5 Voronoi diagram comparison of KMeans and LVCluster. 

Figure 6 Adjusted rand index on different cluster choices. 
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distribution, performance is a relative factor. 

Excessive noise and merged regions can cause 

LVCluster to generate fault assumptions based on the 

actual classification task. 

Figure 6 exhibits a comparison of the adjusted rand 

index varied by the number of clusters on a well-

separated data distribution. LVCluster shows the best 

result whenever the input number of clusters is greater 

than the number of actual clusters in the dataset. The 

overall comparisons highlight that LVCluster can 

dynamically reduce the required number of clusters 

based on the data distribution to gain better 

performance than KMeans clustering. 

Table 1 shows the performance comparison of the 

KMeans and LVCluster algorithm when trained 

jointly with DNN architecture [Abu23a] to recognize 

speakers in unsupervised open-set conditions. In an 

open-set problem, a model is trained and tested on two 

different datasets with two different speaker sets. 

Therefore, the number of speakers in the testing set 

(40 speakers) is unknown to the model. When using 

the KMeans algorithm to perform clustering on the 

speaker embeddings, the clustering algorithm 

generates the same performance as LVCluster when 

the number of clusters is set to the same as the number 

of speakers in the test dataset. However, increasing the 

number of clusters to 128 shows that the performance 

of the KMeans clustering algorithm degrades 

drastically. In contrast, the performance of LVCluster 

slightly reduces. LVCluster dynamically adjusts the 

number of clusters and finds the best possible 

clustering representation from the speaker embedding 

space. Therefore, it can be validated that LVCluster 

can be useful when the number of clusters of a 

distribution is unknown, yet the distribution contains 

a clusterable representation. 

 

5. CONCLUSION 
This paper proposes LVCluster, a novel clustering 

algorithm that inherits the property of Laguerre 

geometry to dynamically determine the number of 

centroids. The algorithm requires an upper bound 

number of clusters as hyperparameters, which often 

reduces the necessity to identify the number of classes 

in an unknown dataset. LVCluster shows performance 

gain than KMeans whenever the number of cluster 

centroids is set higher than the actual number of 

cluster centroids. The algorithm is optimized using 

backpropagation, thereby opening up opportunities for 

its application in deep learning architectures. 
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Abstract
Object detection, a fundamental task in computer vision, plays a crucial role in various applications such as au-
tonomous driving, surveillance, and robotics. However, training models for this task require vast amounts of
high-quality data, often involving labor-intensive manual labeling. Synthetic data, a promising alternative, re-
mains an active area of research. This paper presents a comprehensive exploration of different object sources
for the use of synthetic data in enhancing object detection models. We investigate various synthetic data gen-
eration techniques to implant objects into a scene, with a focus on enhancing training data diversity. These ob-
jects are either gathered from the training dataset itself using SegmentAnything as a new supervised self aug-
mentation technique or imported from external sources, including a photobox with a rotating table and web
scraping of online shops. Moreover, our study delves into the development of a placement logic that gradu-
ally evolves from placing objects randomly to placing objects in physically correct orientations to mimic the
real world data. We investigate the use of different blending techniques. The outcome of our study demon-
strates that synthetic images, when integrated with an existing real training set, substantially improve the ob-
ject recognition accuracy of the model without compromising inference time. Our code can be found at
https://github.com/EduardBartolovic/synthetic-data-generation.

Keywords
Synthetic Data Generation, Data Augmentation, Domain Randomization, Object Detection, SegmentAnything,
YOLOv5

1 INTRODUCTION

In the current landscape, object detection algorithms
and model architectures stand as remarkably power-
ful tools [1]. However, the efficacy of object detec-
tion models is profoundly influenced by the availabil-
ity and diversity of training data. Traditional labeling
relies heavily on manual labor, which is often time-
consuming, error-prone and expensive. Occasionally,
data privacy regulations further complicate the collec-
tion of substantial data volumes. Moreover, obtaining
real-world data that covers a wide range of scenarios
can be challenging or even impractical, especially in
niche areas where there is no large publicly-accessible
dataset readily available. In some cases, object detec-

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

tors need to be trained for future scenarios before real
training data is available, such as when introducing a
new product. This has led researchers to explore al-
ternatives, such as the creation of synthetic data. Sev-
eral synthetic data generation techniques have gained
popularity, including 3D Rendering [2]–[4], Genera-
tive Models [5]–[9] and 2D Image Implantation [10],
[11]. While 3D rendering can produce more realis-
tic scenes and objects, it requires significant computa-
tional resources and modeling effort compared to the
more straightforward 2D image implantation. Gener-
ative models, such as GANs or diffusion models, are
known to be challenging to train and can be computa-
tionally expensive, and they are not yet fully capable of
generating realistic images across all categories [8]. 2D
implantation with our proposed refinement techniques
emerges as a practical solution for easy synthetic data
generation. We propose a workflow involving the gath-
ering and cropping of objects from different sources
and their implantation into a scene. This approach, de-
tailed further in Section 4, is notably simpler than other
methodologies, making it suitable for a wide range of
use cases. In our study, we enhance the 2D image im-
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plantation technique from [10], [11], focusing more in-
tensely on the object sources and also applying it to a
more modern object detection algorithm.
One key aspect of synthetic data generation is the origin
of placed objects. Notably, prior research [10], [11] has
frequently overlooked the origin of objects employed
in synthetic data generation, with a tendency to favor
a single object source. In contrast, this study seeks to
provide comprehensive insights into this crucial aspect
of the generation process. From examining the origins
of objects used in synthetic data generation, we find
that they typically stem from either 3D CAD models
or photographic representations. We conducted an as-
sessment of both internal and external object sources
to augment the scope of our training data. To extract
objects from the training data we used SegmentAny-
thing [12] as a self augmentation method. This tech-
nique takes advantage of the existing annotated train-
ing dataset to extract objects, thereby contributing to
the creation of synthetic data that closely adheres to the
distribution of real-world objects. This approach is a
unique form of supervised self augmentation. In addi-
tion to the self augmentation method, we also explore
the incorporation of foreign objects sourced from exter-
nal sources. These foreign objects are gathered via web
scraping or a 360◦ photobox. By introducing objects
from other sources, we aim to enhance the adaptability
of the object detection model to new scenarios and un-
foreseen objects. This cross-domain synthesis holds the
potential to imbue the model with a broader perceptual
scope, facilitating its performance in scenarios beyond
those present in the original training dataset. In sum-
mary, our contributions are as follows:

• A Scalable Method for Synthetic 2D Data Inte-
gration: We introduce an easy, comprehensive, and
highly scalable method for seamlessly integrating
synthetic 2D data into the training of object recogni-
tion models. This approach significantly reduces the
need for human labeling, making it more efficient
and adaptable to enlarge the training dataset without
affecting inference time. This method is more ac-
curate and less error-prone than traditional labeling.
This is a solution, particularly in scenarios where
there is a constraint on the availability of training
images and labeling resources.

• Overview of suitable object sources: Addition-
ally, we provide a comprehensive overview of suit-
able object sources, like reusing training dataset ob-
jects, adding objects from webscraped webshops,
and a photobox with a rotating table. This informa-
tion equips practitioners to choose the most suitable
source based on their specific use case.

• Integration of Synthetic data into realistic data:
We explore how to effectively mix generated data

with real data, aiming to discover the ideal balance
between the two.

2 RELATED WORKS
In an ideal scenario, synthetic data would seamlessly
merge with real-world data, creating a high-fidelity
blend with a minimal reality gap. However, achieving
this perfection across the board is often hindered by
technological limitations or becomes feasible only
through an impractical allocation of resources. The
question arises: Is it even necessary to make synthetic
data perfectly realistic? According to [13], absolute
realism is not always essential. A workaround called
domain randomization can be employed. This tech-
nique introduces random variations to the training data,
including changes in lighting, backgrounds, object
placements, and more. The concept behind domain
randomization is to expose the model to a diverse set of
situations during training, ensuring that the synthetic
domain encompasses a wide range of possibilities.
This approach aims to equip a model trained on
synthetic data to perform well in real-world scenarios
[13]. However, a minimum level of realism remains
necessary and beneficial for success. To achieve this,
it is valuable to explore past research in synthetic
image data generation. While this study primarily
focuses on 2D image composition, insights from other
methodologies can provide valuable perspectives. All
methods can be categorized into four main approaches:

2D Image Composition: In this approach, 2D
images are incorporated by implanting them into
another image. It stands out as the simplest among
the considered methods. This approach has been
used by some studies [10], [11]. While [10] uses a
placement logic [11] only places objects randomly.
Drawing inspiration from these established workflows,
our research places a special emphasis on the sources
of the implantation objects. Moreover, our research
undertakes the challenge of working with a highly
complex dataset, characterized by significant variance
within a single object category.

Full 3D Rendering: This approach aims to ren-
der complete 3D scenes through the utilization of 3D
assets and the modeling of entire 3D environments.
Notably, it has been employed in studies [13] and
has attracted attention from major companies like
NVIDIA, signifying a current trend in the field [2]–[4].
While this method is capable of generating high-quality
synthetic data, it is also the most challenging in terms
of design and implementation. These efforts often
involve complex procedures to simulate real-world
environments and object interactions, facilitating the
creation of diversified training data.
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3D rendered objects into a 2D Image: This ap-
proach is a combination of the previous two. It involves
the integration of 3D rendered objects into a real scene.
The studies [14]–[16] try to enhance the realism of
synthetic data by embedding rendered 3D objects
seamlessly into 2D scenes, offering a middle ground
between complexity and simplicity in the generation
process. One potential issue in this method, however, is
ensuring the availability of detailed 3D CAD models.

Generative Models: Recent advancements in
generative AI, such as GANs or diffusion models,
have introduced a novel approach to synthetic data
generation. Models like DALL-E 4 by OpenAI [5], [6]
or Stable Diffusion XL by Stability AI [7] can create
images based on descriptions or natural language.
However, these models still face challenges in consis-
tently generating realistic images across all categories
[8]. It’s crucial to note that synthetic data produced by
generative models might unintentionally replicate or
intensify existing biases [9].

All of these approaches try to handle the reality
gap differently. Some papers [10], [11], [15] try to
narrow this gap by generating more realistic images.
This process can be called system identification [13]
which is the process of tuning the parameters to match
the distribution of the real world. For example, this
is done by placing objects with a realistic object ar-
rangement into a scene or using blending techniques to
reduce boundary artifacts. Additionally, the concept of
domain adaptation is introduced, particularly through
the use of Generative Adversarial Networks (GANs)
for image enhancement. This further contributes to
reducing the gap between synthetic and real-world
data. The majority of the referenced papers attempt to
use the aforementioned domain randomization. While
most studies have focused on domain-specific data,
restricting broader application, they collectively show
that synthetic imagery can enhance model perfor-
mance. Our research draws insights from these studies.
Considering the challenges in our study, it is crucial to
re-evaluate methods for optimal applicability.

3 DATASET
In this study, a domain-specific dataset is used to inves-
tigate the efficacy of synthetic data in enhancing object
detection models. We focused testing the methods on
a closed dataset of detecting milk and milk alternatives
stored in tetrapaks and bottles within refrigerators. This
specialized dataset encompassed a variety of scenarios,
lighting conditions, orientations, and clutter levels com-
monly encountered within fridge interiors. This dataset
is collected with smart refrigerators equipped with a
camera system. We focused on the camera looking at

the fridge door. Mentioned cameras produce high res-
olution images with a resolution of 1920x2560 pixels.
It’s important to note that our dataset is geographically
limited to locations within Germany, and the image
capture period spans a single year. Additionally, this
dataset exhibited strong imbalances. Both the distri-
bution of objects and the variety of refrigerator models
present in the dataset were notably skewed. This imbal-
ance is a natural consequence of the dataset’s real-world
origin. Notably, larger refrigerators are less prevalent,
yet they present a more challenging detection environ-
ment due to their pronounced viewing angles. The milk
training dataset comprises 1190 images, while an addi-
tional 425 images are reserved for validation purposes.
For the test dataset, 1042 images are used. This dataset,
in terms of diversity and size, is more limited compared
to other object classification datasets like COCO [17].
Furthermore, the images in the test dataset were cap-
tured on distinct refrigerators, reducing the potential for
knowledge transfer from the training dataset.

4 METHODOLOGY TO GENERATE
SYNTHETIC IMAGES

Figure 1 provides a comprehensive overview of the key
steps involved in the synthetic image generation pro-
cess. Additionally, it contextualizes the generation of
synthetic images within the broader framework of train-
ing and evaluation, offering a holistic perspective on
the integration of synthetic data into the model devel-
opment pipeline.

1. Gathering of Implantation Objects: The first step
is to collect instances which can be implanted into a
scene.

2. Gathering of Implantation Backgrounds: Scenes
where these objects can be situated are gathered.

3. Placement Logic: With both objects and back-
grounds at hand, decisions are made regarding the
placement of objects within the scenes.

4. Blending: This step focuses on implanting an object
into a specified location on a background.

4.1 Gathering of Implantation Objects
The acquisition of implantation objects, crucial for the
synthetic data generation process, involves strategic
choices to ensure both diversity and relevance. In this
study, three distinctive approaches were explored. In
the exploration of suitable implantation objects, we
deliberately avoided the use of 3D rendered objects
due to their inherent complexity.

Self augmentation:
The self augmentation methodology was applied to
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Figure 1: Illustration of the workflow as a flowchart.

extract objects directly from the pre-existing training
dataset. For this approach, we used SegmentAnything
[12] as a segmentation algorithm. The bounding box
information from the training dataset was used to guide
the segmentation process. This approach aligns with
the statistical distribution of real-world objects in the
dataset and introduces a unique augmentation tech-
nique. A noteworthy advantage of this technique lies
in its efficiency, requiring relatively small manual in-
tervention. SegmentAnything performs especially well
on the milk dataset because its objects are relatively
simple, making it a particularly effective approach in
this context. An additional benefit of this technique is
that it introduces significant variability into the dataset
by placing objects randomly in new positions. In
cases where the dataset contains a high percentage of
incorrect or mislabeled objects, self augmentation may
inadvertently reproduce these inaccuracies.

Web scraping:
By web scraping images from online retail platforms, it
is possible to incorporate foreign objects from external
sources to enhance the diversity of the dataset. Web
scraping can be performed either manually or automat-
ically using libraries like Beautiful Soup [18]. Some
images may not even require cropping because they
already have an alpha channel, which simplifies the
incorporation of objects into our dataset. The scraping
approach introduced a wider range of object variations,
supplementing our dataset with new objects that might
not have been adequately covered in the initial training
data. An interesting aspect of this technique is its
ability to easily add regularization objects. These are
synthetic objects without labels placed into the scene
alongside the labeled instances. This encourages the
learning algorithm to focus on more than just the object
boundaries when detecting objects. Furthermore, the
inclusion of regularization objects can help mitigate
issues related to false positive classifications. For
example, in the milk dataset, juice tetrapaks are
added as regularization objects. This methodology
potentially expands the model’s ability to recognize
new objects that it has not been previously exposed
to. This approach is considerably less labor-intensive

compared to manual labeling. In the context of our
study, we scraped webshops which sell groceries to
extract product photos of fridge related objects.

360◦ Photobox:
In image creation, we utilize a 360◦ photobox featuring
a rotating table. This setup captures object photographs
from all perspectives, requiring some human effort.
However, it provides a distinct advantage by offering
multi-angle views of objects. Following a similar ratio-
nale, it is also possible to incorporate foreign objects
from external sources that could potentially address
gaps in our initial training data coverage. Furthermore,
this approach grants us the ability to include specific
objects that have historically performed poorly in our
model. This is also the case for the inclusion of objects
that may emerge in the future. This technique also has
the ability to easily add regularization photos.

Figure 3 shows examples of all different object
sources. In this study, we conducted a comparative
analysis of the aforementioned data gathering tech-
niques to offer guidance for future projects. Depending
on the project’s setting, one or a combination of these
techniques can prove useful in enriching the dataset
and improving the model’s performance.

4.2 Gathering of Implantation Back-
grounds

The implantation backgrounds serve as the canvas upon
which objects are implanted. The selection and design
of implantation backgrounds is important. The inclu-
sion of a substantial number of backgrounds is a criti-
cal element for the domain randomization [13]. In the
context of our milk dataset, the selection of implanta-
tion backgrounds consists of training images that de-
pict empty fridges, or at the very least, fridges with
some free space. The process of selecting these back-
grounds can be executed manually or alternatively, by
using a simple algorithm to automate the selection. The
algorithm would analyze the presence or absence of la-
bels, enabling it to identify which images depict empty
spaces suitable for use as implantation backgrounds.
An illustrative example image is provided in Figure
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2. Furthermore, different refrigerator models are used.
The use of different refrigerator models serves a dual
purpose. It not only enhances background diversity, but
also addresses potential imbalances in the dataset, en-
suring a more representative and comprehensive train-
ing environment for our model. A crucial question to
ask is how many implantation backgrounds should be
used, in order to strike the right balance between diver-
sity and the effort of collecting backgrounds.

4.3 Placement Logic
The strategic placement of the aforementioned implan-
tation objects within scenes serves as the most impor-
tant part of the system identification process, as it sig-
nificantly contributes to the creation of more realistic
images. In our comparison, we investigate two ap-
proaches: random placement and the proposed place-
ment logic. While random placement lacks realism and
coherence, the placement logic aims to emulate real-
world spatial relationships and interactions, observed
in reality. This involved implementing techniques that
consider object size, occlusions, free space, foreground,
and viewing angles, enhancing the verisimilitude of the
generated data. For example, in the milk dataset, we put
the objects where they would be in a real fridge, not just
floating in the air. They go on the shelf like they do in
a real fridge. It’s important to note that certain aspects
of this placement logic require manual labor for every
background image. For example, defining a placement
area, which dictates where objects are allowed to be po-
sitioned to ensure physically accurate placement. Addi-
tionally, for the reconstruction of foreground elements,
the fridge holding bar needs to be accurately masked.
One of these background images can be seen in the fig-
ure 2. A visual comparison between random placement
and our placement logic can be seen in figure 3.

(a) (b) (c)
Figure 2: Example input background image to generate
synthetic images: (a) Example background image; (b)
with placement area mask: the white stripe in the mid-
dle row; (c) with foreground fridge holding bar.

4.4 Blending
The integration of synthetic objects into scenes involves
a nuanced process of blending that directly impacts
the visual cohesiveness and realism of the generated

data. Blending can be crucial, especially because con-
volutional networks pay attention to edges and bound-
aries when recognizing objects. In this study, a list
of blending techniques are evaluated. Beginning with
a baseline "no blending" approach, where objects are
inserted into scenes without any subsequent blending
adjustments, often resulting in undesirable image arti-
facts. Subsequently, we tried seamless blending tech-
niques, which prioritize the natural integration of syn-
thetic objects into scenes. This process entails care-
ful adjustment of object colors and lighting, creating a
more visually coherent result. The application of seam-
less blending aims to mitigate the discernible bound-
aries between inserted objects and their surroundings,
cultivating a more genuine representation that aligns
with human visual perception [19]. Furthermore, our
investigation explored the utilization of pyramid blend-
ing, a sophisticated technique that capitalizes on multi-
resolution image processing to achieve a seamless fu-
sion of objects into scenes. This approach involves cre-
ating hierarchical image pyramids that progressively re-
fine object integration at different scales, resulting in
a harmonious blend that accommodates diverse scene
complexities and object scales [20], [21]. By systemat-
ically examining these diverse blending strategies, the
study aims to find the most suitable blending technqiue.
Figure 3 shows an image generated by the synthetic im-
age pipeline.

(a) (b) (c)
Figure 3: Examples of synthetic images: (a) Web-
sourced tetrapak centrally placed using placement
logic, seamless blending and reblending of the hold-
ing bar; (b) Self augmented milk bottle centrally placed
with placement logic, seamless blending and reblend-
ing of the holding bar; (c) Photobox-sourced objects
seamlessly blended centrally but lacking placement
logic and holding bar reblending.

5 EXPERIMENTS AND RESULTS
For the experiments we used a YOLOv5 [22] model, a
widely recognized platform well-suited for object de-
tection tasks. To speed up the training process we used
a model pretrained on the COCO dataset [17]. Employ-
ing early stopping, we ensured that the training process
halts once the model’s performance ceases to improve
on the validation set.
To establish a robust baseline for our experimentation,
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the model underwent training on non-synthetic data
across six distinct runs, each initiated with different
seeds. To evaluate a synthetic data generation config-
uration, six different synthetic datasets were generated,
each comprising approximately 1000 images. The rep-
etition was necessary to account for the inherent ran-
domness in the data generation process. This random-
ness includes factors like the choice of background, the
selection and quantity of objects, and the positioning
of these objects. Following the generation phase, these
datasets were randomly combined with the real dataset.
We conducted the following main experiment groups:

1. An explorative analysis of various object sources,
incorporating different blending techniques, and
evaluating the impact of placement logic. We
tested sources like self augmentation, webscraping,
photobox, and combinations of these to create a
diverse object pool.

2. An investigation into the influence of the number of
backgrounds used during image generation. We sys-
tematically increased the number of background im-
ages from 1 to 50.

3. An analysis of the number and ratio of synthetic
images relative to the real dataset. We explored
multiple configurations with artificially reduced real
datasets and significantly increased synthetic im-
ages.

The outcomes of the experiments are systematically
evaluated and compared based on their mean Average
Precision (mAP) scores. The results are shown in figure
4 and table 1. A model trained solely on real world data
exhibited an average mAP of 54.4, reflecting the chal-
lenging nature of the environment. The incorporation
of synthetic data demonstrated, on average, a 2.32% in-
crease in mAP. However, a deeper analysis is impor-
tant to distinguish the specific synthetic data generation
configurations that proved to be helpful and those that
didn’t.

5.1 Object source, Placement logic and
Blending

Self augmentation: The use of self augmentation
objects in synthetic datasets increased the mAP by an
average of 1.0%. Incorporating a placement logic had a
positive impact on mAP, while blending techniques un-
expectedly seemed to lower the results. This highlights
the importance of a good synthetic data generation, as
incorrect methodologies can potentially degrade the
model’s performance. The best result is achieved by
using a placement logic and simple stamping resulting
in a 3.55% improvement.
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Figure 4: The bars illustrate the median mAP@50 of
the experiment runs. The first bar represents the base-
line performance achieved using only real data. The
best overall result is achieved with a combination of
Webscraping and Photobox as object sources together
with seamless blending and a placement logic (marked
with a red star). PL stands for placement logic. RP
stands for random placement.

Webscraping: The use of webscraped object from
webshop in synthetic datasets increased the mAP by an
average of 2.3%. Including a placement logic enhanced
the mAP. Blending techniques showed an overall
improvement in results. The best result is achieved
by using a placement logic and seamless blending,
resulting in a 3.8% improvement.

360◦ Photobox: The use of the photobox objects
in synthetic datasets increased the mAP by an average
of 2.5%. On average, adding a placement logic
improved the mAP. The impact of blending techniques
on the result is uncertain and might even have a
negative impact. The best result is achieved by using
a placement logic and simple stamping, resulting in a
3.4% improvement.

Webscraping + 360◦ Photobox: Using the com-
bined image pools of webscraped and photobox objects
improved the mAP on average by 3.38%. The use of
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Self augmentation Webscraping 360◦ Photobox Webscraping + 360◦ Photobox

Stamp-RP 54.15 55.75 57.1 57.15
Stamp-PL 57.95 55.55 57.8 57.45
Seamless-PL 55.8 57.7 56.55 57.9
Pyramid-PL 55.55 58.2 57.3 58.45
Seamless-RP 53.5 56.35 55.9 58.15

Table 1: Experimental results as median mAP@50 scores. Baseline with solely real world training data is
mAP@50 = 54.4. RP stands for random placement and PL stands for placement logic

blending techniques and placement logic improved
the results. The best result is achieved by using a
placement logic and seamless blending, resulting in a
4.05% improvement. This is also the best overall score.

Combined: Using the combined image pools of
webscraping, photobox and self augmentation data
improved the mAP by 3.9%. This dataset represents
the combination of the best individual results among all
object sources, where objects from self augmentation
and the Photobox were implanted using stamping, and
webscraped images from webshops were blended with
seamless blending. The slightly lower performance
compared to the combined webscraped and 360◦

Photobox category may be attributed to the potential
negative influence of self augmentation on the overall
results or just some degree of uncertainty.
Perspective Tranformation: We tried using perspec-
tive transformations on objects added to scenes, hoping
to boost realism by aligning their orientation with the
scene. However, despite extensive manual adjustments,
this didn’t lead to significant performance gains in our
model, indicating that the practical benefits of these per-
spective adjustments might be minimal at the moment.

5.2 Number of Backgrounds
The quantity of backgrounds employed in synthetic
data generation is a critical factor that contributes to
enhancing the overall quality and effectiveness of the
synthetic dataset. To investigate this, multiple datasets
were generated with varying sizes of the available back-
ground image pool, using webscraped objects as the
image pool due to being the best single-source ap-
proach. As illustrated in Figure 5, an increased num-
ber of backgrounds correlates positively with improved
results. This aligns with the established concept of do-
main randomization found in prior research [13].

5.3 Number and Ratio of Synthetic Im-
ages

In our investigation, we explored the impact of the num-
ber and ratio of synthetic images within the training
dataset. We systematically generated and incorporated
synthetic images, varying both the quantity and the pro-
portion in relation to the non-synthetic data. This al-
lowed us to determine the optimal balance between real

53 54 55 56 57 58 59
mAP
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Seamless - BG10 - PL

Seamless - BG20 - PL

Seamless - BG50 - PL

54.4

55.9

56.45

57.8

58.2

Figure 5: The bars illustrate the median mAP@50 of
the experiment runs comparing different amounts of
backgrounds used for the data generation. Webscraped
images are used as object source. PL stands for place-
ment logic.

and synthetic data to achieve the best results and also
shows how synthetic data could improve the results
when real data is extremely in short supply. Our exper-
iments involved training the model using solely 2000
synthetic images and gradually increasing the amount
of real-world data from zero to 100, along with the ad-
dition of varying numbers of synthetic images (zero,
500, 1000, 1900). Subsequently, we increased the real-
world data to 500, repeating the process of adding syn-
thetic images (zero, 500, 1000, 1500). Finally, we uti-
lized the original 1190-sized real-world dataset, incor-
porating different quantities of synthetic images (zero,
500, 1000, 2000, 4000). Throughout these experiments,
we employed webscraped objects as the image pool,
along with seamless blending and a placement logic, as
this combination yielded the best results among single-
source approaches. Refer to Figure 6 for a visual rep-
resentation of our findings. Our experiments revealed
a discernible pattern, unveiling a "sweet spot" in the
quantity of synthetic data. Both insufficient and exces-
sive infusion of synthetic data were identified as detri-
mental factors impacting the final results. So, while
1000 was the ideal number in our case, this number
might not be the same across different projects and
should be considered as an important parameter for a
hyperparameter optimization. Furthermore, our analy-
sis highlighted the significance of an increased number
of real-world data, showcasing a strong positive corre-
lation with model performance. However, we observed
that the improvements with increasing amounts of only
real data tended to stagnate. We observed that synthetic
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data is particularly valuable in scenarios where a short-
age of real data is encountered. It’s important to note
that our experiments demonstrated that relying solely
on synthetic data proved to be insufficient.
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Figure 6: The bars illustrate the median mAP@50 of
the experiment runs comparing different ratios between
real or synthetic images. The blue bars are models
trained on only real world data.

5.4 Bias in the Dataset
The synthetic data generation process notably reduced
the bias in the dataset, contributing to a more represen-
tative distribution of fridge types. Consequently, the
most significant mAP increase was observed in the case
of larger fridge types, which were initially underrepre-
sented in the baseline dataset. This resulted in an aver-
age mAP increase of 3.87% on larger fridges.

6 CONCLUSION
This study explores different ways to improve existing
datasets through the integration of synthetic data. Our
approach encompasses the incorporation of internal ob-
jects, harnessed via self augmentation, and external ob-
jects obtained through two distinct avenues: web scrap-
ing and the photobox method. We showed that all inves-
tigated object sources are useful for the synthetic data
generation. Leveraging self augmentation showcased
the smallest improvement that was still significant. This
is a good sign because this kind of data can easily be
generated. Furthermore, the incorporation of objects
from the photobox and web scraping exhibited even
more substantial enhancements. While web scraping
proves to be a less time-consuming technique, its appli-
cability may be limited in certain scenarios, making the
photobox method a valuable alternative, especially for
scenarios where manual inclusion of specific objects is
essential. The integration of a placement logic proves
to be a significant contributor to substantial improve-
ments across various cases. Exploring blending tech-
niques, while not universally applicable, showed poten-
tial in enhancing results. It’s important to note that the
success of blending depends on the image source. For

example, self augmentation data benefits from simple
stamping, while web scraped images benefit from better
blending. The study demonstrated that synthetic data
does not need to be ultra-realistic to deceive object de-
tection algorithms. Synthetic data, derived from both
internal and external sources, successfully addressed
imbalances in the dataset, particularly in scenarios in-
volving larger fridge types. This harmonization of the
dataset led to a significant mAP boost on larger fridges,
affirming the effectiveness of synthetic data in bridging
gaps in real-world dataset disparities. The most notable
performance improvements of 9.9 mAP@50 were ob-
served when the training dataset was extremely limited.
Moreover, this study corroborated the findings of previ-
ous works [10], [11] utilizing an updated object detec-
tion network. In conclusion, our approach not only un-
derscores the significance of diverse object sources but
also highlights the utilization of placement logic and
blending techniques, collectively contributing to a bet-
ter dataset.

7 FUTURE WORK
A promising direction for further exploration involves
the evolution of a dynamic placement logic. Such an
adaptive system would intelligently respond to different
scenes, reducing the dependency on manual labor. Ex-
ploring image enhancement is another compelling di-
rection. The integration of advanced techniques, such
as CycleGANs [23], could improve the realism of gen-
erated images. CycleGANs, by learning the transla-
tion of images between domains, offer a sophisticated
means to bridge the gap between synthetic and real
data. While our initial experiments with a Masked-
CycleGAN have shown promise, a more comprehen-
sive evaluation is required.
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ABSTRACT
Colon cancer is ranked as the third most commonly diagnosed cancer and second for causing the most cancer
related deaths. Histopathology is a crucial diagnostic tool for cancer since it enables the microscopic analysis of
tissue samples to pinpoint abnormal cells, to identify the stage of the cancer and its kind. There is a significant need
for precise detection and diagnosis from histopathology images. This research proposes a stacking ensemble model
called Ensembled Convolutional Neural Networks with eXplainable Artificial Intelligence (ECNNXAI) for mul-
ticlass colon histopathology image classification. Our ensemble model consists of three pre-trained convolutional
neural networks (XceptionNet, DenseNet-121 and InceptionNetV3) as base classifiers and the logistic regression
as the meta classifier. Gradient-weighted Class Activation Mapping (Grad-CAM) visualization technique is used
to interpret and understand the regions focused by the base classifiers to arrive at the final predictions. SHapley
Additive exPlanations (SHAP) is used for understanding the predictions made by the ECNNXAI. The proposed
model achieves the best overall performance with accuracy of 72.83%, precision of 77.78%, recall of 66.52% and
F1 score of 71.71% on the Chaoyang dataset.

Keywords
Histopathology, colon cancer, stacking ensemble, explainable artificial intelligence, Grad-CAM, SHAP.

1 INTRODUCTION

Colon cancer is a malignant growth in the colon or
rectum. Globally, colon cancer is ranked as the third
most diagnosed cancer and the second leading cause
of cancer-related deaths by the World Health Orga-
nization, with over 1.9 million new cases and nearly
935,000 deaths annually [WHO23]. Age, family his-
tory, genetic conditions and unhealthy lifestyle choices
are a few factors that could raise the risk of colorectal
cancer. Physical examination, magnetic resonance
imaging, abdominal ultrasound, colonoscopy, tissue
sample collection for histopathology examination are a
few methods to detect colon cancer. Timely detection
enhances treatment success, lowers mortality, and
enables less invasive interventions, improving patient
outcomes.

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

Accurate histopathology examination is vital in diag-
nosing cancer. Usually pathologists use a microscope
to examine tissues and cells to make diagnoses. It helps
identify tumor type, stage, and grade, guiding treat-
ment and predicting outcomes. However, manually an-
alyzing complex-natured histopathology images takes
a lot of time, is laborious, challenging and may be er-
ror prone [Ham20]. Additionally, there is some sub-
jectivity in the criteria used by different pathologists
to identify and classify these images. This subjectivity
makes it possible for different pathologists to interpret
the same set of images differently. Computer assisted
diagnosis can play a significant role in assisting pathol-
ogists in examining histopathology images.

Digital pathology (DP) [Sen22] is the process of digi-
tizing histopathology slides to produce high resolution
images. Due to the advent of DP, computer assisted
diagnosis systems employing deep learning models are
recently used to segment images, identify objects and
detect diseases from histopathology images. Convo-
lutional Neural Networks (CNNs), are deep learning
models that are used in numerous computer vision
(CV) applications, specifically those which process
image data. They exhibit remarkable automatic feature
extraction ability requiring minimal pre-processing.
CNNs are a popular choice for medical image analysis
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applications such as segmentation, classification and
anomaly detection.

Stacking ensemble is a technique used to build a strong
classification model by combining multiple individual
classifiers called base models. Predictions are obtained
by training various base models and then a meta-model
is constructed to produce the final output. In a stacked
ensemble technique, the meta model is fed with the pre-
dictions of the base models from the preceding level
[Pav18]. Using an ensemble improves accuracy and re-
duces generalization error limiting the impact of error
causing factors like noise, bias and variance.

It is crucial to understand how a model arrives at its final
prediction especially in domains like healthcare. Ma-
chine learning models, especially deep architectures,
are regarded as black boxes because the way in which
these models arrive at their final predictions is not ex-
plicit. This is attributed to the complex architecture of
these models and the difficulty in understanding their
internal working. EXplainable Artificial Intelligence
(XAI) is a field of research that adds transparency to
the working of the models by explaining, visualizing
and interpreting the results. Today, image visualiza-
tion techniques like Gradient weighted Class Activation
Mapping (Grad-CAM) [Sel17] and SHapley Additive
exPlanations (SHAP) [Lun17] are used to generate vi-
sual explanations for any CNN-based model.

In this study, a novel model called Ensembled CNNs
with eXplainable Artificial Intelligence (ECNNXAI) is
proposed, which is able to accurately classify colon
histopathology images as well as visually explain de-
cisions taken at every level of the stacked ensemble.
ECNNXAI contains three pre-trained CNN models as
its base classifier and a machine learning model as the
meta classifier. Explainable AI (XAI) techniques like
Grad-CAM and SHAP are used to provide model in-
terpretability. The following are the contributions of
this paper: (1) This study performs multiclass image
classification on colon histopathology images. (2) A
novel approach called ECNNXAI is put forth with the
aim to enhance overall classification accuracy by us-
ing stacked ensemble techniques to combine three indi-
vidually trained CNN models. (3) Visual explanations
are produced using XAI techniques like Grad-CAM and
SHAP.

The structure of this paper is as follows: Section 2 elab-
orates on the previous works, Section 3 describes the
dataset. Section 4 discusses our proposed model. Sec-
tion 5 provides the implementation details and evalu-
ation metrics. Section 6 describes the results and dis-
cussions. Section 7 provides conclusions and suggests
future works.

2 LITERATURE REVIEW
This section elaborates the previous work done on colon
histopathology images using various techniques. Zhu
et al. [Zhu21] developed an Easy/Hard/Noisy (EHN)
image detection model accompanied by a CNN clas-
sification model. The EHN model utilized the sam-
ple training history to separate the useful hard samples
from the detrimental noisy data. It was then incorpo-
rated into a self-training algorithm to gradually correct
label errors and reduce noise rate. A Noise Suppress-
ing and Hard Enhancing (NSHE) strategy was also sug-
gested to train the noise robust model using the gener-
ated almost clean dataset. ResNet-32 was used as the
backbone of the classification model for the Chaoyang
dataset. Kadian et al. [Kad23] used the pipeline model
proposed in [Zhu21] and replaced the backbones with
different models like ResNet-34, Cross-Covariance Im-
age Transformer (XCiT), SqueezeNet, and MobileNet.
These models were integrated individually with this
architecture that incorporated data cleaning. A two-
phased architecture was utilized where Phase I gener-
ated a dataset that was almost clean through label cor-
rection, and the Phase 2 utilized the dataset generated
for obtaining a classification model that was robust. It
was found that the MobileNet model performed the best
on the Chaoyang dataset.

Tepe and Bilgin [Tep22] used Graph Neural Networks
(GNNs) to classify the tissue types from the Chaoyang
dataset. The construction of a super-pixel graph from
an image was the first step in this process that was fol-
lowed by the application of the GNN models to the con-
structed graph. The study experimented with the Graph
Convolution Network (GCN), Graph Isomorphism Net-
work (GIN), and the Graph Attention Network (GAT)
models. Out of the models experimented, the GIN
model performed the best.

For computer vision related tasks, the Vision Trans-
former (ViT) is becoming popular, however pure ViT
models do not work well on small datasets. The work
by Li et al. [Li22] suggested locality guidance for en-
hancing the performance of ViT on small datasets. This
approach involved using a lightweight ResNet-56 that
was trained on the exact same dataset on which the ViT
was trained. The local information extracted by the
CNN was then combined with the global information
extracted from the ViT. This approach enabled the ViT
to learn and use both local and global information for
the classification of the Chaoyang dataset.

Three primary architectures were used by Nergiz
[Ner22] to benchmark the ResNet-18 model for
Chaoyang dataset classification: Single Learning (SL),
Centralized Learning (CL), and Federated Learning
(FL). The traditional FL failed to converge the models
on a highly biased dataset to produce good results. As
a result, a brand-new Federated Neural Style Transfer
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(FNST) technique was put forth that federated the
traditional Neural Style Transfer (NST) algorithm and
generated synthetic images. The ResNet-18 model was
used to test the SL, CL, and FL architectures. The syn-
thetic images produced by the proposed FNST method
were also utilized to compare with pure FL findings.
The results demonstrated that medical institutions,
particularly those that specialize in treating uncommon
diseases or medical problems, can effectively apply the
FNST algorithm .

Zeid et al. [Zei21] proposed the Compact Convolu-
tional Transformers (CCT) model for ColoRectal Can-
cer (CRC) tissue classification. The CCT used a con-
volutional based patching technique that preserves lo-
cal information and was capable of encoding relation-
ships between the patches. The images were passed
to a convolutional layer before passing it to the trans-
former encoder. This way the CCT was able to com-
bine the advantages of both CNN and transformers. The
CCT model outperformed the ViT model. Albashish
[Alb22] proposed an ensemble model that was built on
four pre-trained CNN models namely DenseNet-121,
MobileNetV2, InceptionV3 and the VGG-16 model
for classifying colon histopathology images. A block-
wise fine-tuning approach was used and additional drop
out and dense layers were incorporated to improve the
colon image analysis. The ensemble learning methods
used were majority voting and product rule. The model
that used the product rule achieved better performance
as compared to the model that used majority voting.

3 DATASET DESCRIPTION
The Chaoyang dataset introduced by Zhu et al. [Zhu21]
is a publicly available dataset which contains images
of colon slides scanned at ×20 magnification and col-
lected from the Chaoyang hospital. The images are of
size 512×512 and in jpg format. All images in the
dataset belong to one of the four categories namely nor-
mal, serrated, adenocarcinoma and adenoma. Figure
1 shows images belonging to each of the four classes.
Three qualified pathologists collectively assigned labels
to the images. The images on which all the three pathol-
ogists unanimously agreed on are added to the test set.
Rest of the images are added to the training set with
labels suggested by one of the pathologists randomly
selected. The achieved training set consists of 4021 im-
ages and the test set consists of 2139 images in total.
Figure 2 depicts the distribution of the four classes in
both the training and test dataset.

4 METHODOLOGY
The proposed ECNNXAI is shown in Fig.3. Initially,
the images from the dataset are pre-processed. The pre-
processed images are then fed to the stacked ensem-
ble model consisting of base and meta classifiers. The

Figure 1: Sample images from the dataset. (a) Adeno-
carcinoma; (b) Adenoma; (c) Normal; (d) Serrated

Figure 2: Dataset Distribution

XceptionNet, InceptionV3 and DenseNet-121 models
are used as the base classifiers and logistic regression
model is used as the meta classifier. The meta classifier
generates the final predicted class label. By combin-
ing predictions from multiple different base models, the
strengths of one model can compensate for the weak-
nesses of another, resulting in a more robust and less
biased overall prediction. Grad-CAM is used for vi-
sualizing and interpreting the predictions made by the
base classifiers. SHAP offers visual explanations for
the ensemble model and helps to understand how each
base classifier influences the final label predicted.

4.1 Data Pre-processing
The training dataset exhibits a visible class imbalance
as seen in Fig.2 which can affect the performance of
the model. Hence, in order to prevent the model from
overfitting and improve its generalization capability
the training dataset is enhanced by augmentation tech-
niques such as right-angled rotations and vertical and
horizontal flip. These methods are applied to generate
new samples for all classes and to increase the number
of samples in each class to 1500. All images are then
resized to 256×256. Unique numerical identifiers from
0 to 3 are assigned to the class labels adenocarcinoma,
adenoma, normal and serrated respectively.

4.2 Base Classifiers
This work uses three pre-trained CNNs namely Xcep-
tionNet [Sze16], InceptionV3 [Cho17] and DenseNet-
121 [Hua17] as the base classifiers. Pre-trained CNNs
are models that are designed and trained for one pur-
pose but can be retrained with little effort on another
dataset for a closely related task. CNNs are made by
stacking convolution layer, pooling layer, flatten layer,
fully connected layer and an output layer. A CNN can
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Figure 3: Structure of ECNNXAI

have multiple convolution and pooling layers making
the architecture deep. The convolution layers are the
key feature extractors of a CNN. The pooling layers are
tasked to reduce the number of parameters thereby re-
ducing complexity and improving efficiency. The out-
put of the final pooling layer will be a set of 2-D fea-
ture maps. The flatten layer converts the 2-D feature
maps into a 1-D feature vector. The fully connected
layer is the classification layer that classifies the input
image based on the features extracted from the previ-
ous layers. The arrangement of the nodes in a fully
connected layer is such that all nodes of one layer are
connected to each node of the next layer. Finally, the
output layer provides the results of classification. The
base classifiers in this work are chosen experimentally
as explained in Section 6.1.

4.2.1 InceptionV3

Designed by Google, InceptionV3 [Cho17] is a CNN
particularly developed for classification of images, and
is part of the Inception family. It is 48 layers deep and
consists of 23,626,728 parameters. It consists of multi-
ple layers of convolution having various sizes of filters
(1×1, 3×3, 5×5) as well as pooling layers for extract-
ing the hierarchical features of the input image. Various
techniques are utilized in the InceptionV3 for improv-
ing accuracy and efficiency. It enables feature capture
at multiple scales using its parallel convolutions having
different sizes of filters. The use of 1×1 convolutions
for factoring larger convolutions help reduce the cost of
computation. Factorized convolutions as well as par-
allel operations help maintain optimal balance between
different cell regions in the colonoscopy images.

4.2.2 XceptionNet

XceptionNet [Sze16], also developed by Google, is an
extension of the Inception architecture leveraging sep-
arable depth-wise convolutions for performance and
computation enhancement. A series of normal convo-
lution layers, depth-wise separable convolutions, pool-
ing layers and residual connections make up its 71 lay-

ers deep architecture. Depth-wise separable convolu-
tions enable factorizing of the standard convolution to
two separate operations, that are the depth-wise con-
volutions and pointwise convolutions. The number of
parameters are reduced through this separation as well
as there is reduction in the complexity of computation,
along with allowing more learning of the discrimina-
tive features. Despite having almost equal number of
parameters as of InceptionV3, the XceptionNet archi-
tecture is able to perform better because of the capacity
increase due the effective use of the parameters of the
model.

4.2.3 DenseNet-121
Densely connected convolutional networks, or
DenseNet [Hua17] for short, presents a novel design
with the motive of enhancing feature propagation,
encouraging feature reuse, and overcoming the
vanishing-gradient issue. It is a deep pre-trained
CNN model consisting of 121 layers in totals. A
unique feature of DenseNet is its dense connectivity
where every layer transfers its feature maps to every
layer that comes after it and receives feature maps
from every layer that comes before it. The network
is also made up of numerous layers that are tightly
connected within each of its dense blocks. Feature
maps from earlier layers are concatenated within a
dense block and then passed on to later layers. Reusing
features helps improve gradient flow, promote feature
propagation, and facilitates the acquisition of more
discriminating features. The DenseNet uses batch
normalization and ReLU activations as well. Finally, a
global average pooling layer is employed followed by
a fully connected layer for classification.

4.3 Meta Classifier
The logistic regression (LR) model [Pen02] is used as
the meta classifier. It uses a statistical approach. It
models the probability of a given input belonging to a
certain class through the use of the sigmoid (logistic)
function. Logistic regression algorithm is employed of-
ten for data having linear relationship between features
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and the target variable or for datasets that are relatively
simple. Results obtained through logistic regression are
interpretable, enabling the understanding of the influ-
ence of the individual feature on the final prediction.
Low cost of computation of logistic regression makes it
suitable for cases where the datasets are large and com-
putational resources are few in comparison to models
that are complex.

4.4 Explainability
In this work, explainability is incorporated for under-
standing the working of the base classifiers and the meta
classifier using Grad-CAM and SHAP.

4.4.1 Gradient-weighted Class Activation Map-
ping (Grad-CAM) for base classifiers

The decisions of deep CNNs for the tasks of image
classification are visualized and understood through
the Grad-CAM. Grad-CAM helps increase the trans-
parency of the model by indicating the features of the
image that are most crucial for determining the class
label by the model. It works as follows: The input
image is passed through the CNN and the target class
score gradients are computed using the feature maps
of the final convolution layer. Rich spatial information
is lost in the fully connected layer, therefore the final
convolution layer offers high-level semantics and
detailed spatial information. Global average pooling of
the gradients is performed to identify the importance
of every feature map based on the target class. The
result of the pooling operation is a heat map that shows
the significance of different regions in the input image
for the predicted class. The heat map generated is
overlapped onto the original input image to indicate the
areas focused by the network while the particular class
predictions are made. High intensity regions in the
heat map indicate greater significance for the selection
of the target class than the lower intensity ones. Fig.4.
illustrates the working of Grad-CAM.

Figure 4: Working of Grad-CAM

4.4.2 SHAP for the level 1 classifiers
Ensemble models are more complex and can be chal-
lenging to interpret. SHAP employs cooperative game
theory to give each attribute a value that represents how
much of an impact it has on the final output. In this

work, this property is used to provide explanations on
how the contributions from the individual classifiers in-
fluence the overall result. This aids in determining the
relative significance of every base model in the ensem-
ble.

Following are the steps to calculate the shapley values
for the base classifiers in the ensemble: (1) Initially,
choose one base classifier as the classifier of interest
(CoI). (2) List all possible classifier combinations ex-
cluding the CoI. (3) Compute the ensemble’s predic-
tion both with and without the CoI for each subset. (4)
Determine the marginal contribution (MC) of the CoI to
the final prediction by subtracting the above two values.
(5) Compute the average MC of the CoI (AvgMC_CoI)
to all possible subsets as the mean of the MCs of the
CoI over all possible subsets. The above steps 1-5 are
repeated for each base classifier in the ensemble. The
AvgMC_CoI is given by Eq. 1 where N is the set of all
base classifiers, s is the subset of base classifiers that
does not include the CoI, f (s) is the ensemble predic-
tion for the subset s, f (s∪ i) is the ensemble prediction
for the subset s plus CoI and |·| denotes the number of
elements in a set.

AvgMC_CoI = ∑
s⊆N|i

|s|!(|N|− |s|−1)!
|N|!

[ f (s∪ i)− f (s)]

(1)

4.5 Training the ECNNXAI
In this work, the pre-trained CNNs are accessed from
the applications module of the Keras library. The top
layers of the CNN models are set to false to build our
own classification block. This classification block is
common for all the models and it consists of a flat-
ten layer followed by two fully connected layers hav-
ing 512 and 256 neurons respectively and ReLU activa-
tion function. This is then followed by an output layer
which consists of 4 neurons representing the four target
classes in the colon histopathology dataset with soft-
max activation function.

The training set is further split in the ratio of 80:20 into
the train and validation sets. All the base classifiers
are trained using the following hyperparameters: 100
epochs, batch size of 64, Adam optimizer and learning
rate of 0.001. A stacking classifier is then created using
StackingClasssifier from the sklearn.ensemble module
with the InceptionV3, XceptionNet and DenseNet-121
as the base classifiers and Logistic regression as the
meta classifier.

In this work, pre-processed images from the training
set are the inputs for the base classifier's training. Each
base classifier predicts the class label of the input im-
ages in the training dataset. The final predictions of
the base classifiers are formulated into a meta dataset
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having 4800 rows, 3 independent features (predictions
of the base classifiers), and one target attribute. The
actual class label of the input images becomes the tar-
get attribute. The LR model is then trained on this
data. After training the LR model, the test set of the
Chaoyang dataset is fed to the ECNNXAI. The images
pass through the three base classifiers which provide
their predictions. Finally, the predictions from the base
classifiers are fed to the LR model which provides the
final predictions by combining the predictions of the
base models. This helps improve generalization capac-
ity and prediction performance.

5 IMPLEMENTATION AND EVALUA-
TION

This work is implemented in the Jupyter Notebook en-
vironment using Python with Tensorflow version 2.1.0.
and Keras version 2.3.1. A V100-PCIE-32GB GPU
with Ubuntu operating system was used. Let true pos-
itives (TP) be the correct predictions of a class of in-
terest, true negatives (TN) denote the correct negative
predictions with respect to a class of interest, false pos-
itives (FP) denote the number of predictions where sam-
ples of other classes are incorrectly predicted as a class
of interest, and false negatives (FN) denote the num-
ber of predictions where samples of a class of interest
are incorrectly predicted as belonging to other classes.
All models are evaluated using four evaluation metrics
namely accuracy, recall, precision and F1 score as pre-
sented in Table 1.

Metric Formula
Accuracy (TP+TN)/(TP+FP+TN+FN)
Recall TP/(TP+FN)
Precision TP/(TP+FP)
F1 score (2×Precision×Recall)/(Precision+Recall)

Table 1: Evaluation metrics

6 RESULTS AND DISCUSSIONS
6.1 Experiments for choosing the base

classifiers
To choose the base classifiers for the ensemble model,
six pre-trained models like VGG-16 [Sim14], ResNet-
50 [He16], EfficientNetb0 [Tan19], InceptionV3
[Cho17], XceptionNet [Sze16] and DenseNet-121
[Hua17] are trained and tested using the same hyper-
parameters (epochs: 100, optimizer: Adam, learning
rate: 0.001, batch size: 64) with the Chaoyang dataset.
According to Table 2, the DenseNet-121 is the best
performing pre-trained model achieving an accuracy
of 70.1%, precision of 75.67%, recall of 62.97% and
F1 score of 68.74%. The XceptionNet is the second
best performing model that achieves an accuracy of
68.56%, precision of 73.87%, recall of 59.89% and

F1 score of 66.15%. The InceptionV3 is the third
best performing model with an accuracy of 67.25%,
precision of 72.86%, recall of 55.64% and F1 score
of 63.09%. Thus, the three best performing models:
XceptionNet, InceptionV3 and DenseNet-121 are then
selected to be the base classifiers for our ECNNXAI.

6.2 Ablation study
Experiments are conducted in order to understand the
importance of all base classifiers in the ECNNXAI.
This is done by forming all possible 2-subsets of the
base classifiers and comparing their results against
the ECNNXAI which is a 3 classifier combination.
The different base classifier combinations that we
experimented are: XceptionNet + InceptionV3 +
LR (X+I+LR), XceptionNet + DenseNet-121 + LR
(X+D+LR), DenseNet-121 + InceptionV3 + LR
(D+I+LR). As seen from Table 3 and Table 4, the EC-
NNXAI outperformed all base classifier combinations.

In order to assess the importance of the logistic regres-
sion meta classifier of the ECNNXAI, it is swapped
with other popular machine learning algorithms like
the naive-Bayes [Wic21] and the decision tree [Cos23]
classifiers to create ensemble-NB and ensemble-DT re-
spectively. As seen from Table 4, the ECNNXAI out-
performed the ensemble-NB and ensemble-DT ensem-
ble models.

6.3 Performance of the proposed model
It could be inferred from Table 2, Table 3 and Table
4 that the ECNNXAI comprising of a logistic regres-
sion model stacked on top of the InceptionV3, Xcep-
tionNet and DenseNet-121 outperformed the individual
CNNs and all other combinations of the base classifiers.
It could be demonstrated from the results that utiliz-
ing different base classifiers with varying strengths and
weaknesses helped build a stronger classifier model.
This is because the different base classifiers perform
well in certain areas of the feature space. The over-
all robustness of ECNNXAI is enhanced and a wider
range of patterns are captured helping it to achieve bet-
ter performance with an accuracy of 72.83%, precision
of 77.78%, recall of 66.52% and F1 score of 71.71%.

6.4 Evaluation of explainability
In this work, the use of Grad-CAM highlights how spe-
cific regions from the colonoscopy images are used by
the base classifiers in order to arrive at the final pre-
dictions thereby enhancing the interpretability. This is
crucial to understand the classification decisions made
by the base classifiers and enables specialists in the field
to understand areas focused by the network for predic-
tions. Figure 5 displays the specific regions in sample
images belonging to different classes that contribute to
the final decisions made by the base classifiers.
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Model Accuracy (%) Precision (%) Recall (%) F1 score (%)
Resnet-50 61.87 63.92 52.3 57.52
VGG-16 62.74 66.42 51.90 58.26
EfficientNetb0 65.21 68.28 53.77 60.16
InceptionV3 67.25 72.86 55.64 63.09
XceptionNet 68.56 73.87 59.89 66.15
DenseNet-121 70.1 75.67 62.97 68.74

Table 2: Experimental results for choosing the base classifiers

Model Accuracy (%) Precision (%) Recall (%) F1 score (%)
X+I+LR 63.19 68.13 50.33 57.81
D+I+LR 63.85 70.49 53.05 60.53
X+D+LR 64.24 71.43 51.85 60.08

Table 3: Experimental results for evaluating the importance of the combinations of the base classifiers. X denotes
XceptionNet, I denotes InceptionV3, D denotes DenseNet-121 and LR denotes Logistic Regression.

Model Accuracy (%) Precision (%) Recall (%) F1 score (%)
Ensemble-DT 70.79 76.88 62.91 69.2
Ensemble-NB 72.04 77.73 64.17 69.95
ECNNXAI 72.83 77.78 66.52 71.71

Table 4: Experimental results to assess the importance of logistic regression (meta classifier)

Figure 5: Grad-CAM visualization of sample images
belonging to different classes and the regions focused
by the base classifiers

Summary plot of SHAP offers a clear and understand-
able illustration of how each individual base classifier
influences the output of the ECNNXAI. It is a horizon-
tal bar chart where every bar represents a base classifier.
The impact of each base classifier on the output of the
model is shown by the length of the bar. Longer bar in
SHAP summary plot indicate that the impact of a classi-
fier is more on the final output generated while shorter
bar indicate that the impact of the classifier is lesser.
The base classifiers are arranged from highest impact
to lowest impact according to how important they are
for the model while making the final decision.

Figure 6 illustrates that the DenseNet-121 model has
the highest impact on the final prediction of the EC-
NNXAI, which is followed by the XceptionNet and
InceptionV3. From Fig. 6, it is observed that the
DenseNet-121 has the highest influence on the predic-
tions of ECNNXAI for class 1 (adenoma) and class 2
(normal) and the XceptionNet has the highest influence
on the predictions of ECNNXAI for class 0 (adenocar-
cinoma) and class 3 (serrated).

Figure 6: Summary plot showing impact of base classi-
fiers on final predictions of the ECNNXAI

7 CONCLUSION
In this work, we proposed an ensemble network called
the ECNNXAI for classifying colon histopathology im-
ages into one of the four target classes namely, ade-
noma, adenocarcinoma, serrated and normal. Three
pre-trained CNN models were used as the base clas-
sifiers for the stacked ensemble model while the logis-
tic regression model as the meta classifier. Combining
the three CNNs using an ensemble model increased the
overall performance, the generalization ability to un-
seen data and the reliability of predictions while reduc-
ing the impact of biases as the models errors. Explain-
able AI techniques like Grad-CAM and SHAP provided
interpretation and aided the understanding of the pre-
dictions made by the models at various levels. The pro-
posed model can accurately classify colon histopathol-
ogy images and identify the critical regions in the im-
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ages that correspond to the cancer types. Future re-
search would examine the optimal number of base clas-
sifiers needed in an ensemble model for the classifica-
tion of images related to colon histopathology and the
use of various different deep learning architectures as
base classifiers in an ensemble.
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ABSTRACT 
In scientific literature it is considered that only white light is polychromatic and that it is composed of countless 

monochromatic waves. This research on light vision mechanisms in biosystems and on the mechanisms of 

formation of deficits in color discrimination reveals that not only white light is polychromatic but all light waves 

are. This hypothesis brings numerous consequences, two of which we want to address in this work: 

- what does the measurement of wavelength mean when the radiation is polychromatic; 

- the presence of wavelengths shorter or longer than the incident one must not mean Stokes and anti-Stokes 

emissions but can be interpreted as the selective absorption/reflection mechanism of a compound radiation. 

Based on these considerations, the mechanisms of fluorescence are interpreted as: 

1. Pseudo-fluorescence formed by the selective absorption/reflection of consecutive monochromatic 

components of polychromatic blue/violet light – spectral colors production;  

2. Fluorescence formed by the selective reflection of non-consecutive monochromatic components of 

polychromatic blue/violet light – fluorescent color production.  

This new approach to the interpretation of fluorescence mechanisms is the theoretical starting point for project a 

fluorescent colors monitor. 
 

Keywords 
Wavelength of polychromatic radiations, Stokes and anti-Stokes emissions or the selective absorption/reflection 

of polychromatic radiations.  

1. INTRODUCTION 
This research on light vision mechanisms in 

biosystems and on the mechanisms of formation of 

deficits in color discrimination [Nie22b] reveals that 

not only white light is polychromatic but all light 

waves are. In this work, two consequences of this 

hypothesis will be analyzed: 

- The measurements of the polychromatic 

wavelength in spectrophotometric analysis should be 

considered as an average of its monochromatic 

components; 

- The presence of wavelengths shorter or longer than 

the incident one must not mean Stokes and anti-

Stokes emissions but can be interpreted as the 

selective absorption/reflection mechanism of a 

compound radiation. 

The objective of this article is to mention a new 

theoretical approach which concerns the 

composition of light radiation to address the 

problems concerning the production of color in 

monitors with an innovative spirit. In particular, a 

fluorescent monitor could be useful in signage in 

conditions of excessive sunlight which causes 

"blinding" of the monitors. 

2. STATE OF ART 
In scientific literature it is considered that only white 

light is polychromatic and that it is composed of 

countless monochromatic waves. Therefore, the 

emission of a light wave other than the exciting wave 

considered monochromatic is referred to as 

fluorescence or phosphorescence. The fluorescence 

mechanism is defined as follows: “Property of many 

solid, liquid and gaseous bodies by which, when they 

are struck by radiation, they re-emit other radiations 

with a very short delay (less than 10-8 s), the 

wavelength of which depends of the exciting 

radiation and by the nature of the substance (...); the 

emitted radiations can have a frequency equal to that 

of the incident radiations (we then have f. by 

resonance), or, as more often happens, a lower 

frequency, so that the emission lines and bands for f. 

are shifted towards longer wavelengths with respect 

to the lines and absorption bands (Stokes law). In the 

second case it can happen, and this is what happens 

in some solids, that the excited atom interacts with 

the surrounding atoms, in emitting for f. for return to 

the fundamental state, and that the energy of one or 

more atomic vibrational quanta also contributes to 
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the energy of what is emitted; the frequency of f 

radiation is then greater, and the wavelength shorter, 

than that of the absorbed radiation: thus there is an 

evident exception to Stokes' law (➔ Stokes, sir 

George Gabriel), and the lines, or bands, 

corresponding to the aforementioned frequencies 

take the qualification of anti-Stokes lines (or 

bands).”1 [Enc13]  

3. POLYCHROMATIC CONTENT OF 

THE LIGHT WAVES OF THE 

VISIBLE 

3.1. Selection of 4 monochromatic waves 

of the visible and perception of 3 

fundamental colors 
In this research work it is hypothesized that the 

spectrum of white light is composed of aggregations 

of only 4 monochromatic waves: magenta UV2 384 

nm, cyan 432 nm, yellow 576 nm and magenta IR 

768 nm. 
 

magenta IR 

432 THz  

768 nm 

yellow 

576 THz  

576 nm 

cyan 

768 THz  

432 nm 

magenta UV 

864 THz  

384 nm 
 

The four bright waves are perceived as three 

fundamental colors: cyan 432 nm, yellow 576 nm 

and magenta UV 384 nm and magenta IR 768 nm: 

768 nm being the multiple of 384 nm is perceived as 

the same color due to the homologation of frequency 

multiples by the brain. [Nie22b] 

3.2. Composition of 5 bi-chromatic 

waves of the visible and the additive 

synthesis of the visible radiation 
The spectrum of white light is composed of 

aggregations of only 4 monochromatic waves: 

magenta UV 384 nm, cyan 432 nm, yellow 576 nm 

and magenta IR 768 nm, grouped in 5 bi-chromatic 

waves. The monochromatic waves will be marked 

with -1/2, to indicate that they form half of the 

content of the bright waves, of which unit constitutes 

a bi-chromatic wave. 

single bi-chromatic waves 
 monochromatic contents  [nm]  

 288  384  432  576  768  

 384  432  576  768  864  

3.2.1. Synthesis of 5  single bi-chromatic waves: 

indigo-1, green-1, orange-1, porphyry UV-1, 

porphyry IR-1  

Due to the mechanism of additive synthesis these bi-

chromatic waves are perceived as: orange  (magenta 

IR + yellow), green (yellow + cyan), indigo (cyan + 

1 Author's translation. 

magenta UV) and also two semi-bright bi-chromatic 

waves - porphyry IR (semi-infrared wave composed 

of the magenta IR 768 nm wave and the colorless 

infrared wave 864 nm) and porphyry UV (semi-

ultraviolet wave composed of the magenta UV 384 

nm wave and the colorless ultraviolet wave 288 nm).  
 

single bi-chromatic waves [nm] 
 monochromatic contents  

 288  384  432  576  768  

 384  432  576  768  864  

 perception  

           

      

  porphyry       indigo-1      green-1       orange-1    porphyry 

     UV-1                                                                      IR-1 

Single bi-chromatic waves will be marked with -1, 

to indicate that they constitute the fundamental 

(dual) unit of electromagnetic radiation. The system 

is called PIGOP (Porphyry, Indigo, Green, Orange, 

Porphyry) and with a different name it wants to 

differentiate itself from the RGB system. 

3.2.2. Synthesis of white 1½ 

White is synthesized when the quantity of 

heterogeneous monochromatic waves is equal: 

- magenta UV-1/2 + cyan-1/2 + yelow-1/2 = white 

UV-1½, 

- cyan-1/2 + yelow-1/2 + magenta IR-1/2 = white IR-

1½. 

 384    

 432  432  

 576  576  

   768  
       

perception of white caused by the 

mechanism of additive synthesis 
     

   

white UV-1½       white IR-1½ 

But since the spectral radiation are bi-chromatic, 

white is synthesized as part of radiation composed of 

at least two bi-chromatic waves. (See paragraph 5). 

3.2.3. Synthesis of 7 double bi-chromatic waves: 

purple-2, cyan + white (cyan-2), yellow + white 

(yellow-2), red-2, magenta + white (magenta-2), 

white UV-2, white IR-2; Distinction between 

spectral and non-spectral colors 

Synthesis between two consecutive bi-chromatic 

waves (as in the prism) form: purple-2, cyan-½+ 

white-1½, yellow-½+white-1½ and red-2. In this 

research the aggregations of consecutive 

monochromatic and consecutive bi-chromatic waves 

will be called spectral colors to distinguish them 

from the non-spectral colors formed by aggregations 

2 The denomination of the waves that have wavelengths 

384 and 768 nm as magenta UV or IR and porphyry UV 

and IR is proposed from the author. 
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of non-consecutive monochromatic or bi-chromatic 

waves. We find spectral colors for example in stellar 

radiation and in the decomposition of this radiation. 

On the other hand, non-spectral colors are found, for 

example, in the superposition of indigo and orange 

radiations, in reflected radiations in which central 

monochromatic or bi-chromatic components have 

been absorbed or in deficits of color vision. 

Synthesis between two non-consecutive bi-

chromatic waves produces: magenta + white, white 

UV, white IR. Double bi-chromatic waves will be 

marked with -2, to indicate presence of 2 

fundamental unit of electromagnetic radiation. 
 

Synthesis between consecutive 2 bi-chromatic waves 

(as in the prism) 
 Porphyry-

UV 

 Indigo     Green  Orange  

 288  384  432  576  

 384  432  576  768  

 +  +  +  +  
 Indigo  Green  Orange  Porphyry-

IR 
 

 384  432  576  768  

 432  576  768  864  

 

Perception of colors caused by the mechanism of 

additive synthesis 

          

     

     purple-2        cyan-½        yellow-½          red-2 

                      + white-1½    + white-1½ 

                       ≈ cyan-2         ≈yellow-2 

 

 Synthesis between 2 non-consecutive bi-

chromatic waves 

 
 Indigo  Porphyry-UV  Green  

 384  288  432  

 432  384  576  

 +  +  +  
 Orange  Green  Porphyry-IR  

 576  432  768  

 768  576  864  

  

Perception of colors caused by the mechanism of 

additive synthesis 

       

    

       magenta-½        white UV-2             white IR-2 

      + white-1½ 

       ≈magenta-2 

3.2.4. Synthesis of triple bi-chromatic 

heterogeneous waves 

Synthesis of triple bi-chromatic heterogeneous 

waves (porphyry IR-1, orange-1, green-1 and indigo-

1, porphyry UV-1) form: indigo-1+white UV-2, 

white-3 and orange-1+white IR-2. 

The aggregations of different 5 bi-chromatic waves 

together with black form all the existing chromatic 

shades. 

 Synthesis between 3 consecutive bi-chromatic 

waves (interval between stars colors) 

 
 Porphyry-

UV 
 Indigo     Green  

 288  384  432  

 384  432  576  

 +  +  +  
 Indigo     Green  Orange  

 384  432  576  

 432  576  768  

 +  +  +  
 Green  Orange  Porphyry-

IR 
 

 432  576  768  

 576  768  864  

  

Perception of colors caused by the mechanism of 

additive synthesis 

       

    

      indigo-1                  white-3                   orange-1 

  + white UV-2                                           +white IR-2 

4. POLYCHROMATIC WAVES AND 

STATISTICAL WAVELENGTH 
If we start from the hypothesis of this research that 

light radiations are polychromatic, the wavelengths 

should be considered as a statistical average between 

the monochromatic components of the radiations. 

The following table illustrates the aggregations of 

the bi-chromatic waves:  porphyry IR and UV, 

orange, green, indigo, their monochromatic contents,  

the perception of the main colors of the spectrum 

through the described mechanism of additive 

synthesis and the average measure of the lengths of 

the polychromatic waves consisting of the average of 

the monochromatic components. This calculation is 

useful for spectral radiation (aggregation of 

consecutive bi-chromatic waves) and wavelength 

calculated in this way will be called the statistical 

wavelength. (Compare wavelength computation 

from RGB [Ska23a]. 

 

VISIONE NORMALE 
 

ris
po

sta
 d

ei
 co

ni
 

    
    

   

        M      S                   L                          M 
 

                
                
                
                
                
                
                
                

   384 nm  432 nm      576 nm       768 nm 
 

 
 

porfido 

c.-1 

fucsia 

-3 

viola 

-2 

prugna 

-3 

indaco 

-1 

blu 

-3 

ciano 

-2 

turchese 

-3 

verde 

-1 

limone 

-3 

giallo 

-2 

ambra 

-3 

arancio 

-1 

zucca 

-3 

rosso 

-2 

vinaccia 

-3 

porfido 

l.-1 

 

 

 

 

 

                

 

contenuto monocromatico 
 

                                  

                                  

                                  

                                  

                                  

                                  
 

visione normale 
 

 

 

                

zone cromatiche coinvolte 
                 

 

Average measure of the wavelengths of the polychromatic consecutive waves consisting of the average of the 

monochromatic components: 288, 384, 432, 576, 768, 864 [nm] 

porphyry 

UV -1 

336 

fuchsia 

-3 

360 

violet 

-2 

372 

plum 

-3 

384 

indigo 

-1 

408 

blue 

-3 

440 

cyan 

-2 

456 

turquoise 

-3 

472 

green 

-1 

504 

lemon 

-3 

560 

yellow 

-2 

588 

amber 

-3 

616 

orange 

 -1 

672 

pumpkin 

-3 

720 

red 

-2 

744 

wine 

-3 

768 

porphyry 

IR -1 

816 

monochromatic contents of polychromatic waves 
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5. OVERLAPPING OF THE RED, 

GREEN AND INDIGO LIGHTS AS 

EVIDENCE OF THE COMPOSITE 

NATURE OF THESE RADIATIONS 
The formation of the magenta, cyan and yellow 

during the overlapping of the red, green e indigo 

lights is one of the evidence of the bi-chromatic 

composition of these radiation provided by the 

PIGOP model, as shown in the following figures: 

 

         w
h
ite 3

/2
 

 

       

     

 + = + =  

     + = 

      

        

         

The formation of magenta clear during the overlap 

of red and indigo is possible only if magenta is one 

of the components of red and indigo. 

         w
h
ite 3

/2
 

 

       

     

 + = + =  

     + = 

      

        

         

The formation of cyan clear during the overlap of 

green and indigo is possible only if cyan is one of 

the components of green and indigo. 

          w
h

ite 

3
/2 

 

       

     

 + = +   

    = + = 

      

        

         

The formation of yellow clear during the overlap of 

red and green is possible only if yellow is one of the 

components of red and green. 

Another evidence of the composite nature of red, 

green and blue is the confusion between green and 

red by some types of color blindness in which both 

colors are perceived as yellow + black. So yellow 

must be part of both red and green, as show the table 

below. [Nie23a] 

 
 

 
 

6. ABSORPTION/REFLECTION 

MECHANISM AND FLUORESCENCE 

ACCORDING TO THE APPROACH 

OF THIS RESEARCH 
The selective absorption/reflection mechanism 

refers only to white light since in the literature only 

white light is considered polychromatic. This 

mechanism is broadly described as the absorption of 

a part of the countless monochromatic waves of the 

incident white light radiation and the reflection of the 

remaining part, as illustrated in the following table. 

accident white light[nm] 

(384+432)         +       (432+576)       +     (576+384) 

  indigo-1          +         green-1          +        orange-1                              

mmmmmmmmmmm=μ528 nm 

        

 
 

absorbed indigo-1+green-1 lights 

reflected orange-1 light [nm] 

(384+432)         +       (432+576)             (576+384) 

  indigo-1          +         green-1                  orange-1                              

mmmmmmmmmmm=μ528 nm 

        

perception = orange 

       

 
 

As a consequence of the thesis that all light 

radiations are polychromatic and that light radiations 

are aggregations of dual, bi-chromatic waves 

composed of 4 monochromatic waves: magenta UV 

384 nm, cyan 432 nm, yellow 576 nm and magenta 

IR 768 nm, two types of selective 

absorption/reflection mechanisms can be identified: 

- spectral absorption/reflection when consecutive 

monochromatic or bi-chromatic reflected waves 

have the wavelength greater or shorter than the 

incident one, 

- non spectral absorption/reflection when non-

consecutive monochromatic or bi-chromatic 

reflected waves have wavelength  longer or shorter 

reflected orange 

 

 

absorbed indigo 

+ green 
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than the incident one; In this case the difference with 

respect to the spectral colors is perceived. 

The following tables illustrate both mechanisms with 

the example of polychromatic blue incident light 

with a statistical wavelength of 416 nm. 

accident polychromatic blue light μ416 nm 

(288+384)         +       (384+432)       +     (432+576)= 

porphyry UV-1 +           indigo-1       +       green-1=                              

        

perception=blue 

  blue      

 
1. Spectral absorption/reflection when wavelength 

of reflected consecutive bi-chromatic waves is 

greater than the incident polychromatic blue light. 

absorbed porphyryUV-1 + indigo-1 lights 

reflected green-1 light [nm] 

(288+384)         +       (384+432)       +     (432+576)= 

porphyry UV-1 +           indigo-1       +       green-1=                              

        

perception = green 

       

 
 

This type of reflection/absorption is called Stokes 

emission in the literature. 

2. Spectral absorption/reflection when wavelength 

of reflected consecutive bi-chromatic waves are 

shorter than the incident polychromatic blue light. 

 

 

 

 

absorbed green-1 light [nm] 

reflected porphyryUV-1 + indigo-1 lights 

(288+384)         +       (384+432)       +     (432+576)= 

porphyry UV-1 +           indigo-1       +       green-1=                              

        

perception = porphyry 

       

perception = indigo 

 

perception = porphyry+indigo = violet 

 

 
This type of reflection/absorption is called anti-

Stokes emission in the literature. 

3. Non spectral absorption/reflection when non-

consecutive monochromatic or bi-chromatic 

reflected waves have wavelength  longer or shorter 

than the incident one; In this case the difference with 

respect to the spectral colors is perceived. 

absorbed indigo-1+cyan1/2 lights 

reflected porphyry UV-1+yellow1/2 light [nm] 

(288+384)         +       (384+432)       +     (432+576)= 

porphyry UV-1 +           indigo-1       +       green-1=                              

        

perception = porphyry 

       

perception = yellow1/2 

 

perception = porphyry UV-1 + yellow-1/2 

=orange fluorescent 

 

 
When spectral or non-spectral reflected radiation: 

- replaces magenta IR 768 nm with magenta 

UV 384 nm or  Porphyry UV μ336 nm, 

reflected  

green-1 

 

absorbed 

porphyry-1 

+indygo-1  

reflected  

porphyry-1  

and 

indygo-1  

absorbed  

green-1 

reflected  

porphyry-1 

and 

yellow-1/2 

absorbed 

indygo-1 

+ cyan-1/2 
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- have the porphyry UV-1 component or its 

ultraviolet part of 288 nm, 

fluorescent colors are formed, and the 

perceptual system perceives greater energy 

content respect the same spectral color. 

 

In the following tables there are examples of 

fluorescent radiation that can be obtained from the  

reflection of non-consecutive waves and from the 

replacement of magenta IR and/or  porphyry  IR with 

magenta UV and/or porphyry UV. 

 

 

 

 

Scheme of the composition of monochromatic and bi-chromatic waves reflected by exciting light 

blue-3 416 nm 

  cyan-5/2               orange-3/2              yellow UV-1                blu-3                    white UV-2                 red UV-2 

  fluorescent            fluorescent                fluorescent               spettrale                fluorescent                fluorescent  

 

 

     

  

Monochromatic contents of reflected waves [nm]: 

 

 288     288     288     288     288     288  

 384     384          384     384     384  

                            

                384          384  

 432               432            

                              

 432                432     432       

 576     576     576     576     576     576  

  

Statistics wavelengths not useful for spectrographic measures but only to interpret and compare energy 

content [nm] 

 

 422,4    416     432     416     420     408  

 Statistics wavelengths of spectral same colors  

 465    672     576          528     744  

Scheme of the composition of monochromatic and bi-chromatic waves reflected by exciting light 

blue-3 416 nm 

  cyan-5/2               orange-3/2              yellow UV-1                blu-3                    white UV-2                 red UV-2 

  fluorescent            fluorescent                fluorescent               spettrale                fluorescent                fluorescent  

 

 

     

  

Monochromatic contents of reflected waves [nm]: 

 

 288     288     288     288     288     288  

 384     384          384     384     384  

                            

                384          384  

 432               432            

                              

 432                432     432       

 576     576     576     576     576     576  

  

Statistics wavelengths not useful for spectrographic measures but only to interpret and compare energy 

content [nm] 

 

 422,4    416     432     416     420     408  

 Statistics wavelengths of spectral same colors  

 465    672     576          528     744  

Scheme of the composition of monochromatic and bi-chromatic waves reflected by exciting light 

blue-3 416 nm formed fluorescent colors 

  cyan-5/2               orange-3/2              yellow UV-1            electric  blu-3             white UV-2           red UV-2 

  fluorescent            fluorescent                fluorescent               spectral                 fluorescent              fluorescent  

 

 

     

  

Monochromatic contents of reflected waves [nm]: 

 288     288     288     288     288     288  

 384     384          384     384     384  

                            

                384          384  

 432               432            

                              

 432                432     432       

 576     576     576     576     576     576  

Statistics wavelengths not useful for spectrographic measures but only to interpret energy content [nm] 

 422,4    416     432     416     420     408  

Statistic wavelengths of the spectral colors [nm] 

     456                           672                          576                                                            528                            744 

 

Scheme of the composition of monochromatic and bi-chromatic contents of spectral e fluorescent orange 

 

whole                      orange-3/2                 orange-1                orange-3/2                   orange-1              orange-3/2 

spectrum                fluorescent                fluorescent              fluorescent                   spectral                fluorescent                 

 

 

                  

  

Monochromatic contents of reflected waves [nm]: 

 288     288                    288  

 384     384     384     384            

                            

 384                           

 432                           

                              

 432                            

 576     576     576     576            

                            

 576                    576     576  

 768                    768     768  

                            

 768                           

 864               864            

  

Statistics wavelengths not useful for spectrographic measures but only to interpret and compare energy 

content [nm] 

 

     416     432     608     672     736  
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7. BRIEF MENTION OF VISIBLE 

FLUORESCENCE INDUCED BY UV 

RADIATION AS A MULTISPECTRAL 

INVESTIGATION TECHNIQUE 
Visible fluorescence induced by UV radiation is too 

broad a topic to be addressed in this article. We only 

want to mention the fact that the radiations used for 

this technique have a range of around 300-440 nm, 

therefore according to the theses of this research, 

which states that light radiations are polychromatic 

and therefore the wavelengths must be considered an 

average statistics among the components of a 

radiation, these radiations between 300-440 nm 

contain cyan 432 nm, and magenta 384 nm and often 

also yellow 576 nm. Therefore the "emission" of 

magenta, violet, blue, white, cyan and even green 

radiations hues after illumination of an object with 

for example violet hues could be a simple reflection 

of its various chromatic content. The table below 

illustrates icons illuminated with white 

polychromatic light (a) with violet polychromatic 

light (b) [Ros12]  c. colors that can be reflected from 

a surface illuminated with a violet light lamp with an 

ultraviolet component.                                     

a.  

b.  

 

c.  

8. FLUORESCENT MONITOR IDEA 
According to the theoretical approach presented in 

this research, to obtain fluorescent colors on 

monitors in the RGB system, the simplest way would 

be to replace magenta IR 768 nm and porphyry IR 

864/768 nm in red light with magenta UV 384 nm 

and porphyry UV 288/ 384 nm as shown in the 

following table: 

Generic composition of bi-chromatic lights in the 

RGB system 

single bi-chromatic waves [nm] 
 monochromatic contents  

   384  432  576  768  

   432  576  768  864  

 perception  

           

      

                       indigo-1      green-1       orange-1    porphyry 

                                                                                   IR-1 

 

Composition of bi-chromatic lights in fluorescent 

monitor. 

single bi-chromatic waves [nm] 
 monochromatic contents  

 288  384  432  576    

 384  432  576  384    

 perception  

           

      

  porphyry       indigo-1      green-1       orange-1     
     UV-1                                                                       
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CONCLUSIONS 
The idea, born from studies on the measurement of 

light in biosystems, that not only white light is 

polychromatic and that light radiations are dual, i.e. 

composed of two consecutive monochromatic waves 

between magenta IR 768, yellow 576 nm, cyan 432 

nm and magenta UV 384 nm, form an alternative 

perspective on the physics of light, making the 

theoretical explanation of light phenomena, such as 

fluorescence, simple and giving applied sciences a 

new theoretical tool for new technological solutions. 

REFERENCES 
[Nie22b] Niewiadomska-Kaplar J., Meccanismi della 

visione del colore e discromatopsie, Aracne (2022) 

[Enc13] 

https://www.treccani.it/enciclopedia/fluorescenza 

[Ska23a] Skala V., Multispectral Image Generation from 

RGB Based on WSL Color Representation: Wavelength, 

Saturation, and Lightness, Computers, (2023) 

[Nie23a] Niewiadomska-Kaplar J., Polychromatism of all 

light waves: new approach to the analysis of the physical 

and perceptive color aspects, Computer Science 

Research Notes (2023) 

[Ros12] http://www.giadarossi.com/?p=2224 

 

 

 

 

ISSN 2464-4617 (print) 
ISSN 2464-4625 (online)

Computer Science Research Notes - CSRN 3401 
http://www.wscg.eu WSCG 2024 Proceedings

290https://www.doi.org/10.24132/CSRN.3401.30

https://www.treccani.it/enciclopedia/fluorescenza
http://www.giadarossi.com/?p=2224


Impact of Calibration Matrices on 3D Monocular Object
Detection: Filtering, Dataset Combination and Integration of

Synthetic Data

Alexandre Evain
ESIGELEC

Technopole du
Madrillet

Avenue Galilee
France (FRA),
76800, Saint-

Etienne-du-Rouvray
alexandre.evain

@groupe-
esigelec.org

Redouane
Khemmar

ESIGELEC
Technopole du

Madrillet
Avenue Galilee
France (FRA),
76800, Saint-

Etienne-du-Rouvray
redouane.khemmar

@esigelec.fr

Mathieu Orzalesi
SEGULA

Technologies
19 rue d’Arras
France (FRA),

92000, Nanterre
mathieu.orzalesi

@segula.fr

Sofiane Ahmedali
Universite d’Evry

Val d’Essonne
2 Rue du Facteur

Cheval
France (FRA),
91000, Evry-

Courcouronnes
sofiane.ahmedali

@univ-evry.fr

ABSTRACT
In traditional 2D object detection, augmenting datasets typically enhances model precision. However, 3D estima-
tions from a 2D image are dependent on the camera’s focal length, meaning that differences in focal length may
undermine distance estimation, object dimension estimation, and subsequent 3D position estimation. In this arti-
cle, we attempt to evaluate the impact of different calibration matrices on 3D monocular object detection. Firstly,
we assess the impact of different calibration matrices within the same dataset by comparing the performance of
filtered, non-filtered, and normalized datasets using the NuScenes dataset as a base. Our results show that filtering
the dataset to only keep images sharing the same focal lengths results in increased depth and dimension estimations
but at the expense of the other metrics. Then, we investigate the impact of dataset combination on 3D monocular
object detection, focusing on the integration of datasets with varying focal lengths and matrices. Leveraging the
NuScenes dataset, this time augmented with additional synthetic data from GTA, we evaluate the efficacy of dataset
combination in improving model performance across a range of metrics. Contrary to our initial expectations, in-
corporating additional datasets does not consistently result in 2D performance improvements depending on their
visual appearance, but also does not always result in decreased 3D performance either, despite their different focal
lengths providing the model with contradictory 3D visual information, as long as the data contained is accurately
labeled, showing that dataset combination has the potential to improve 3D monocular object detection.

Keywords
3D Monocular Object Detection, Dataset combination, Computer Vision, Camera Calibration Matrix, Focal
Length, Dataset Filtering, Dataset Normalisation

1 INTRODUCTION

1.1 Dataset Combination
In machine-learning object detection, data availability
is often the primary bottleneck in achieving optimal
model performance, especially for real-life applications
where diverse scenarios must be accurately captured.

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

While numerous datasets (such as [1, 2, 3, 4]) exist for
training machine learning models, each comes with its
own set of limitations, necessitating the strategic com-
bination of datasets to address these constraints effec-
tively. Firstly, existing datasets exhibit variations in
terms of the covered conditions and object classes. As
an example, certain datasets might focus solely on day-
time, clear weather conditions and do not have scenar-
ios such as nighttime or adverse weather conditions.
Other datasets are limited by the object class they cover,
resulting in models able to detect cars but not buses as
another example ([1] covers 3 classes while [2] cover
9). In addition, domains are also covered inequally by
the existing datasets: While certain domains such as
road situations might boast an abundance of datasets,
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others like railroad scenarios suffer from scarcity. Fur-
thermore, variations in the quality of images and anno-
tations across datasets pose another challenge, as some
datasets have their own specific image ratios or limited
image quality.
Given these limitations, dataset combination emerges
as a viable strategy to address the shortcomings in-
herent in individual datasets: Firstly, by aggregating
multiple datasets, we can mitigate the incompleteness
of coverage by incorporating diverse conditions, ob-
ject classes, and domains into the training data, thereby
enhancing the model’s ability to generalize across a
broader spectrum of scenarios. Then, dataset combi-
nation can increase the model’s robustness. By amal-
gamating datasets with different scenarios, we can in-
crease the representation of real-world scenarios.
Another interesting aspect of dataset combination is
that it allows using synthetic datasets. These datasets,
like [5], though providing perfect annotations, are still
visually distinct from real-world images, potentially
compromising their utility in practical applications.
This limitation can be alleviated by combining syn-
thetic datasets alongside real-world datasets. This
way, we not only enrich the latter with additional
scenarios but also imbue the synthetic datasets with
greater realism. This amalgamation helps bridge the
gap between synthetic and real-world data, enhancing
the model’s adaptability to real-life scenarios.

1.2 Focal Length and Contradictory Vi-
sual Information

In traditional 2D object detection tasks, the primary
objective revolves around accurately identifying ob-
jects within an image. However, transitioning to 3D
monocular object detection introduces additional chal-
lenges, such as estimating objects’ distances, dimen-
sions, sizes, and orientations.
While augmenting the dataset might bolster the 2D as-
pect of detection, the same approach may not yield
commensurate improvements for the 3D predictions.
This discrepancy is caused by the relationship between
the camera’s focal length, its field of view, the scene
geometry, and the resulting image. Unlike in 2D detec-
tion, where object appearance suffices, the 3D estima-
tions are fed potentially contradictory information:

• The size of an object within an image is dependant
not only on its true dimensions but also on its dis-
tance from the camera and the camera’s focal length,
as expressed in the Equation (1):

d =
f ·H

h
(1)

With h the heights of the object in pixels, H the
actual width of the object, and f the camera’s focal
length.

As a result, two images portraying objects of appar-
ently identical dimensions might convey disparate
distance estimations if captured using cameras with
different focal lengths.

• In addition, the camera’s field of view also affects
the orientation estimations as well as the positions
of the objects within the image. This effect is very
noticeable when using wide-angle cameras, leading
to side distortion, and method such as [6, 7] solve
this problem by either making a FOV-independant
detection model or by using sensor fusion.

• Finally, inaccuracies in distance or dimension esti-
mation can reverberate through subsequent stages of
3D position estimation.

Some existing detection methods like [8, 9] take the fo-
cal length into account in their detection models. How-
ever, we aim to investigate the impact of different cal-
ibration matrices and dataset combinations on conven-
tional 3D object detection models that do not explic-
itly consider focal length, thus highlighting the impor-
tance of these factors in enhancing detection perfor-
mance. We aim to evaluate this impact through two
primary avenues: Firstly, we investigate the ramifica-
tions of incorporating images captured using diverse
camera setups within a single dataset, each equipped
with its unique calibration matrix. Then, we assess the
consequences of amalgamating datasets sourced from
disparate sources, each characterized by distinct cali-
bration matrices. We aim to determine the relation-
ship between dataset composition and the efficacy of
3D monocular object detection and determine whether
dataset composition can be overcome on the dataset
level without directly modifying the object detection
models.

In summary, our work has the following contributions:

• We examine how different calibration matrices
within datasets affect 3D detection, and we assess

Figure 1: Relation between the camera’s focal length
f , the object’s height in the image h, the real object’s
height H and the object’s distance to the camera d, as
explained in the Equation (1)
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the efficacy of filtering methods in addressing
contradictory information from diverse calibration
matrices.

• We analyze combining datasets for 3D monocular
object detection, understanding how different focal
lengths affect model performance and 3D estima-
tions.

• We analyze the effects of the visual normalization of
the camera calibration matrices through distortion,
particularly in the context of synthetic datasets, on
prediction accuracy and model performance.

2 RELATED WORK
2.1 Monocular 3D Object Detection tak-

ing focal length into account
Monocular 3D object detection research has explored
various methodologies to address inherent challenges
in autonomous driving perception tasks. All the
methods in this section focus on taking into account
the focal length in the model itself for more accurate
3D predictions; we aim to differ from their approach
by instead acting on the datasets themselves to see
the effects of different focal lengths, of dataset filter-
ing/normalization/combination on 3D object detection
without modifying the object detection method itself.
Our focus is to see what can be done to improve the
detection while only changing the dataset.

The most recent method is MonoGDG[6], which pro-
poses a geometry-guided domain generalization frame-
work, addressing gaps at both camera and feature levels
by incorporating geometry-based image reprojection
and feature disentanglement techniques. The paper ad-
dresses most of the limitations of dataset combination
by taking Focal Length, FOV Distortion, FOV Range,
Camera Orientation, and Image Appearance into ac-
count in its architecture.

Another method, ODD-M3D[10] proposes object-wise
dense depth estimation, improving depth estimation ac-
curacy by randomly sampling points from the bound-
ing box area of each object, and then using these using
pre-generated sampled points for their depth estimation
method, instead of relying on a single center point.

MonoEdge[8] proposes utilizing local appearance cues,
particularly the edges of 3D bounding boxes, to esti-
mate depth and global yaw angle directly from object
appearance in images, enabling object depth and yaw
angle derivation without requiring absolute size or po-
sition information and bypassing the need for explicit
camera intrinsic parameters as well.

MonoUNI[11] introduces a unified optimization target,
normalized depth, which addresses discrepancies be-
tween vehicle and infrastructure-side detection due to
variations in pitch angle and focal length.

Advancements in depth estimation techniques, such as
those explored by Deep Optics[12], integrate optics and
image processing to improve depth estimation perfor-
mance, with implications for 3D object detection tasks.
Flexibility and adaptability are crucial considerations,
with approaches like Objects Are Different[13] offering
frameworks that explicitly account for truncated objects
and adapt multiple approaches for object depth estima-
tion.
Additionally, incorporating motion cues for depth es-
timation and object detection presents promising av-
enues. Monocular 3D Object Detection with Depth
from Motion[14] explores synergies between camera
ego-motion and monocular understanding to improve
accuracy and robustness in object detection tasks.

2.2 Datasets
The field of 3D object detection in computer vision has
experienced notable advancements, driven by the avail-
ability of diverse datasets catering to various aspects
of the task. These datasets have played a crucial role
in benchmarking algorithms and propelling progress in
the domain. However, each dataset typically focuses
on specific scenarios, sensor modalities, or annotation
techniques, leaving certain aspects of 3D object detec-
tion unexplored. In this section, we review related work
spanning the development of diverse datasets for 3D ob-
ject detection.
The KITTI dataset family [1, 15, 16, 17] has been in-
strumental in driving progress in various computer vi-
sion tasks relevant to autonomous driving. It introduced
fundamental benchmarks for stereo, optical flow, visual
odometry, and 3D object detection. KITTI-360 fur-
ther extends this by focusing on suburban driving sce-
narios, while Virtual KITTI leverages computer graph-
ics to propose an efficient real-to-virtual world cloning
method.
Road datasets such as nuScenes [2] and Rope3D [18]
provide diverse and challenging data for advancing
roadside perception and autonomous driving technolo-
gies. These datasets offer extensive annotations and
analysis for object detection and tracking, capturing
diverse scenes and environmental conditions.
Efforts like A*3D and H3D [19, 20] aim to provide
challenging real-world datasets with diverse scenes,
varying weather conditions, and dense annotations,
pushing the boundaries of autonomous driving research
into more challenging environments.
Enhancing 2D datasets for 3D object detection,
Cityscapes 3D [21] and PASCAL3D+ [22], augment
existing datasets with 3D annotations, providing richer
annotations and increasing variability for studying 3D
detection and pose estimation.
Leveraging computer games for dataset creation has
emerged as a cost-effective alternative to manual
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data collection. Approaches like "Ground Truth from
Computer Games" and "Free Supervision From Video
Games" [5] demonstrate the feasibility of extracting
pixel-level semantic labels and ground truth annota-
tions from video games in real time, providing visually
realistic images for training models on large-scale
datasets.

3 METHOD
3.1 Dataset Configurations

Table 1: NuScenes[2] Matrix 1. The first three columns
are the camera’s rotation matrix (3,3), and the last
column (1,3) is its translation matrix.

1252 0.0 826 0.0
0.0 1252 469 0.0
0.0 0.0 1.0 0.0
0.0 0.0 0.0 1.0

To understand the impact of having different camera
calibration matrices present within the same dataset on
3D monocular object detection, we decided to use the
NuScenes dataset[2] trimmed down to focus on three
distinct classes (cars, pedestrians, and cyclists), because
NuScenes images have three different camera calibra-
tion matrices:

• Matrix 1, with occurrences totaling 16,443 in-
stances, constituting 56.71% of the dataset.

• Matrix 2, featuring 12,082 occurrences, represent-
ing 41.67% of the dataset.

• Matrix 3, featuring 468 occurrences, representing
1.61% of the dataset.

To systematically assess the influence of these matrices,
we initiated our analysis by creating a validation split
consisting of 2000 images using only Matrix 1. All our
models have been tested on this single validation split.

Then, we created the different training sets: First, we
formed a base training from NuScenes set compris-
ing 5000 images. Within this set, 2886 images corre-
sponded to Matrix 1 such as 2, while 2114 images were
associated with Matrix 2 (no image used Matrix 3).
Since NuScenes is a sequential dataset, we made sure
that all the images from the validation and the training
set come from different sequences, to avoid training our
model on images too similar to the ones used for our
validation. Then, to see the effect of the absence of Ma-
trix 2 images, we made a filtered training set containing
only the 2886 images belonging to Matrix 1 while all
images associated with Matrix 2 were omitted from this
subset. Finally, we created a normalized training set to
see the potential influence of normalization techniques.
Here, all 2886 images associated with Matrix 1 were

Table 2: Calibration Matrices of the Training and
Validation Sets.

Dataset Matrix 1 Matrix 2 Matrix 3 Total
NS3 2886 2114 - 5000

NS3 Filt 2886 - - 2886
NS3 Norm 2886 + 2114(n) - - 5000
NS3 GTA 2886 2114 2500 7500

NS3 GTA Norm 2886 + 2500(n) 2114 - 7500
NS3 VAL 2000 - - 2000

Figure 2: Image of the NuScenes[2] dataset using the
Matrix 1.

retained, while the 2114 images linked to Matrix 2 un-
derwent normalization procedures.

Having established the effect of different matrices
within the NuScenes dataset, we then proceeded to
investigate the impact of dataset combinations on
3D monocular object detection. To achieve this, we
incorporated another dataset, GTA[5], a fully synthetic
dataset that is visually distinct from NuScenes while
also presenting images with a different camera cali-
bration matrix. Initially, we examined the effects of
a simple combination without any further changes,
by combining the base NuScenes dataset with 2500
images sourced from GTA, adhering to its native
calibration matrix (Matrix 4). Then, we combined
the base NuScenes dataset with a normalized version
of GTA. In this scenario, 2500 images from GTA
underwent normalization procedures to align with the
calibration Matrix 1.

3.2 Model Configuration & Evaluation
Method

For our 3D monocular object detection tests, we
employed a homemade version of YOLOv7 modified
to do 3D Monocular Object Detection, which we called
MYv7. We used a modified method of [23] to adapt
YOLOv7 from 2D to 3D monocular object detection.
Previous observations we made seemed to indicate that,
dataset combination yields inferior results compared
to training without any form of dataset augmentation.
However, these initial findings also suggested that
dataset combination could reach its maximum accuracy
at a higher epoch than regular model training and that
this maximum was greater than the regular model’s.

ISSN 2464-4617 (print) 
ISSN 2464-4625 (online)

Computer Science Research Notes - CSRN 3401 
http://www.wscg.eu WSCG 2024 Proceedings

294https://www.doi.org/10.24132/CSRN.3401.31



Table 3: Effect of different matrices within the same dataset on 2D and 3D object detection metrics on the car
class.

Model Epochs P R mAP
@0.5

mAP
@0.95 Depth Err. CS DS OS

NS3 250 0.687 0.785 0.748 0.445 0.0465 0.935 0.869 0.953
NS3 Filt 250 0.699 0.774 0.749 0.442 0.0462 0.931 0.871 0.949
NS3 Norm 250 0.652 0.789 0.737 0.435 0.0482 0.643 0.745 0.596
NS3 1000 0.68 0.856 0.794 0.534 0.0391 0.948 0.89 0.978
NS3 Filt 1000 0.736 0.828 0.797 0.529 0.0379 0.946 0.891 0.975
NS3 Norm 1000 0.779 0.8 0.797 0.531 0.0388 0.637 0.805 0.773
NS3 2000 0.795 0.808 0.782 0.548 0.0366 0.954 0.9 0.984
NS3 Filt 2000 0.801 0.804 0.782 0.545 0.0353 0.953 0.901 0.985
NS3 Norm 2000 0.782 0.821 0.788 0.548 0.0371 0.643 0.83 0.842
NS3 4000 0.843 0.776 0.768 0.558 0.036 0.959 0.909 0.988
NS3 Filt 4000 0.857 0.768 0.764 0.55 0.0333 0.958 0.911 0.987
NS3 Norm 4000 0.827 0.792 0.767 0.557 0.0352 0.65 0.85 0.88
NS3 6000 0.862 0.762 0.756 0.555 0.0351 0.96 0.914 0.991
NS3 Filt 6000 0.889 0.74 0.748 0.547 0.033 0.96 0.916 0.987
NS3 Norm 6000 0.869 0.765 0.755 0.555 0.0357 0.657 0.857 0.894
NS3 MAX 0.856 0.766 0.765 0.557 0.0358 0.959 0.91 0.988
NS3 Filt MAX 0.877 0.748 0.747 0.547 0.0334 0.96 0.916 0.987
NS3 Norm MAX 0.868 0.765 0.754 0.554 0.0355 0.658 0.858 0.896

To ensure a fair comparison among different models,
we decided to evaluate them at their peak performance,
determined by the maximum accuracy they could attain
regardless of epoch. However, achieving this pinnacle
necessitated extensive training durations, with model
maximums usually reached after 5000-6000 epochs.
Consequently, we had to reduce the dataset size and
employ a smaller model variant, specifically the Tiny
model. While this inherently caps the performance
potential compared to larger models, even with these
changes the training process still extends over three
months. This means that replicating the experiment
with the entire NuScenes dataset or with heavier models
is not practical.

The evaluation itself is done using the usual 2D met-
rics (Precision, Recall, and Average Precision (AP) at
IoU thresholds of 0.5 and 0.95) combined with further
metrics tailored for each specific 3D estimation, these
metrics are the Depth Error, the Center offset & Dimen-
sion Score defined by [24] and the Orientation Score.
This has a two-fold use: firstly, this grants us insights
into how each 3D estimation is affected by dataset fil-
tering/normalization/combination, and it allows us to
tailor the model learning to focus on a specific metric
if needed. We assess Depth Error using metrics such
as Absolute Relative Error (Abs Rel), Squared Rela-
tive Error (SRE), Root Mean Square Error (RMSE), and
logarithmic RMSE (log RMSE).

4 EXPERIMENTAL RESULTS
4.1 Different Matrices within the same

dataset
As we can see in Table 3, filtering the dataset increases
the accuracy of both depth and dimension estimations.
This improvement can be attributed to eliminating con-
tradictions introduced by having varying focal lengths
within the same dataset. Since focal length particularly
affects the depth and dimensions estimations, it is log-
ical that these two metrics are the most improved ones
by the filtering. The improved depth estimations are
further confirmed by the use of RMSE metrics in Table
4.

Conversely, the non-filtered regular dataset outperforms
the filtered version in mAP@95 and center position &
orientation estimations. The superior performance in
mAP@95 can be attributed to the larger quantity of
data, as additional properly labeled data invariably ben-
efits 2D object detection tasks. Additionally, the en-
hanced CS and OS metrics can be attributed to the im-
portance of data volume outweighing the impact of dif-
fering focal lengths on these specific estimations.

However, the normalized dataset demonstrates poor
performance across all metrics except Recall and
depth estimation. Despite removing the different focal
lengths while keeping additional data, the distortions
resulting from normalization and reprojections lead to

Table 4: Effect of different matrices within the same dataset on depth estimation results on the car class.
Method Depth RMSE
Epochs 250 500 1000 1500 2000 3000 4000 5000 6000 MAX
NS3 2.89 2.77 2.46 2.34 2.22 2.19 2.17 2.11 2.05 2.13
NS3 Filt 2.81 2.93 2.37 2.31 2.23 2.06 2.01 1.92 1.96 2.01
NS3 Norm 2.97 2.68 2.5 2.33 2.26 2.17 2.09 2.05 2.06 2.04
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Table 5: Effect of dataset combination on depth estimation results on the car class.
Method Depth RMSE
Epochs 250 500 1000 1500 2000 3000 4000 5000 6000 MAX
NS3 2.89 2.77 2.46 2.34 2.22 2.19 2.17 2.11 2.05 2.13
NS3 GTA 2.88 2.71 2.41 2.28 2.26 2.16 2.04 2.06 2.09 2.06
NS3 GTA Norm 2.97 2.71 2.58 2.48 2.4 2.3 2.27 2.32 2.3 2.27

a significant decrease in prediction accuracy across all
metrics. The decreased depth error seen in Table 4 does
show that getting rid of the different focal lengths does
help the depth estimation. However, the loss in image
quality due to normalization cannot be compensated
for by removing contradictory information.

The qualitative results given by Figure 3 further confirm
these observations: Compared to the left image (NS3
model), the center image (NS3 Filt model) has more
accurate bounding box sizes and positions, however, the
predictions made by the base model on the left have
more accurate orientation estimation.

4.2 Dataset Combination
Based on the results in Table 6, incorporating an ad-
ditional dataset with its own focal length and matrix
did not consistently lead to a complete decrease in 3D
metrics. This unexpected outcome suggests that the ac-
curacy of the synthetic 3D position data, despite intro-
ducing contradictory focal length information, may par-
tially compensate for such discrepancies. Utilizing a
dataset with precise ground truth compared to the im-
age may allow the accuracy of the additional data to
offset the negative impact of conflicting focal lengths
and matrices. As we can see in Table 5, the depth esti-
mations in the combined models were often better than
the ones made by the regular model.

Further deviating from expectations, introducing the
new synthetic dataset appears to have had a detrimental

effect on 2D metrics, contrary to the usual anticipation
of higher results with additional information. This un-
expected observation is likely attributed to the visual
appearance of the synthetic dataset. Despite its photo-
realism, it remains too far from real-life images to sig-
nificantly enhance 2D object detection performance.

Moreover, the normalization process once again re-
sults in excessive distortion, hindering the attainment
of satisfactory results. While applied to synthetic data,
normalization yielded improved mAP@0.5 results, the
substantial decrease in other 3D metrics outweighs this
improvement. Consequently, the overall impact of nor-
malization on synthetic data appears unfavorable, un-
derscoring the importance of considering the trade-offs
between data preprocessing techniques and resultant
performance metrics.

Another result of the dataset combination that we can
see from the qualitative evaluation in Figure 3 is the
difference in labeling between datasets: in the GTA
dataset, even cut-off objects are labeled, while they are
not in the NuScenes dataset. This means that once
these datasets are combined, our NS3 GTA model can
detect cut-off cars using information from the GTA
dataset, while these are not part of the NuScenes la-
bel, which means that the quantitative evaluation con-
siders these detections as erroneous. This effectively
means that even if the labels themselves are correct,
both datasets must have similar criteria for object la-
belization to avoid contradicting each other.

Table 6: Effect of dataset combination on 2D and 3D object detection metrics on the car class.

Model Epochs P R mAP
@0.5

mAP
@0.95 Depth Err. CS DS OS

NS3 250 0.687 0.785 0.748 0.445 0.0465 0.935 0.869 0.953
NS3 GTA 250 0.679 0.798 0.749 0.447 0.0472 0.937 0.87 0.95
NS3 GTA N 250 0.628 0.78 0.721 0.421 0.0491 0.643 0.745 0.609
NS3 1000 0.68 0.856 0.794 0.534 0.0391 0.948 0.89 0.978
NS3 GTA 1000 0.7 0.85 0.794 0.532 0.0386 0.949 0.891 0.976
NS3 GTA N 1000 0.744 0.817 0.794 0.521 0.0427 0.622 0.79 0.763
NS3 2000 0.795 0.808 0.782 0.548 0.0366 0.954 0.9 0.984
NS3 GTA 2000 0.772 0.821 0.785 0.548 0.0363 0.954 0.9 0.985
NS3 GTA N 2000 0.757 0.824 0.796 0.544 0.0405 0.633 0.815 0.825
NS3 4000 0.843 0.776 0.768 0.558 0.036 0.959 0.909 0.988
NS3 GTA 4000 0.861 0.762 0.764 0.55 0.0347 0.959 0.907 0.987
NS3 GTA N 4000 0.821 0.788 0.783 0.556 0.0393 0.643 0.836 0.867
NS3 6000 0.862 0.762 0.756 0.555 0.0351 0.96 0.914 0.991
NS3 GTA 6000 0.865 0.766 0.755 0.549 0.035 0.959 0.912 0.989
NS3 GTA N 6000 0.835 0.778 0.774 0.556 0.0395 0.65 0.846 0.879
NS3 MAX 0.856 0.766 0.765 0.557 0.0358 0.959 0.91 0.988
NS3 GTA MAX 0.873 0.756 0.755 0.55 0.0351 0.96 0.912 0.989
NS3 GTA N MAX 0.839 0.771 0.773 0.551 0.0392 0.654 0.845 0.886
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Figure 3: Comparison of 3D predictions on the Nuscenes[2] dataset. Left: NS3 model, Center: NS3 Filt model,
Right: NS3 GTA model.

5 DISCUSSION
In this study, we explored the complexities surround-
ing the presence of several camera calibration matrices
within the same dataset, as well as dataset combination
and its impact on 3D monocular object detection.

Firstly, our analysis focused on the comparative per-
formance of filtered and non-filtered datasets within
the context of 3D monocular object detection. Filter-
ing the dataset, which aimed to remove contradictions
introduced by different focal lengths within the same
dataset, yielded positive effects on depth error and di-
mension estimations as expected. However, our re-
sults show that the non-filtered regular dataset often
outperformed its filtered counterpart in metrics such
as mAP@95 and center position & orientation estima-
tions. This discrepancy can be attributed to the larger
quantity of data within the non-filtered dataset, which
benefits 2D object detection by providing additional
properly labeled data.

While dataset combination offers a promising strat-
egy for addressing the limitations inherent in individual
datasets, its efficacy varies depending on several fac-
tors. Despite anticipating improved 2D detection re-
sults with the addition of new synthetic data, we ob-
served a negative impact on 2D metrics. This out-
come suggests that although synthetic datasets offer
perfect annotations, their visual dissimilarity from real-
world images can compromise their utility in practical
applications. Using synthetic datasets in combination
with real ones does not always result in increased per-
formance, and careful consideration must be given to
dataset composition to ensure alignment with the ob-
jectives of the object detection task.

Another finding is the overwhelmingly negative effect
of normalization of the camera matrix through artificial
distortion, both on real and synthetic datasets, whether
it affected the core training data or additional data.
While normalization may improve certain metrics, such
as mAP@0.5, not only are these improvements incon-
sistent, but its adverse effects on other 3D metrics did
outweigh the benefits, and models trained on normal-
ized datasets performed poorly in most cases.

On a more positive note, incorporating additional
datasets with their own focal lengths and matrices did
not consistently result in a complete decrease in 3D
metrics. It seems that datasets with precise ground
truth compared to the image allowed the accuracy
of the additional data to partially compensate for the
introduction of contradictory information induced by
different focal lengths.

6 CONCLUSION
We can conclude that having different camera focal
lengths within a training set does not inherently de-
crease the performance of a 3D monocular object detec-
tion model. While filtering the dataset results in more
accurate depth and dimension estimations, it is at the
expense of other results as filtering gets rid of useful
data. Introducing additional data from other datasets
does not necessarily reduce the accuracy of the model’s
3D estimations as long as this data contains precise
ground truth, the visual appearance of this new data
matters a lot for 2D object detection. Finally, attempt-
ing to normalize the focal length through artificial dis-
tortion just provides unreliable data for 3D estimations.
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Spotlight Control for Real-Time Targeting
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Figure 1: The spotlight control via reconstruction-based targeting (left) and the corresponding result atop a real

snow groomer (right). The light cone of the spotlight can be controlled with the user’s input in the reconstruction.

ABSTRACT

Off-road heavy machinery such as snow groomers or excavators, often operate in low-light and hazardous envi-

ronments. In this work, we explore the development of an intelligent camera-spotlight system with automatic and

manual control to illuminate points of interest, such as obstacles or individuals at risk. We implement a prototype

as proof of concept and integrate our workflow using a standard lighting protocol and a single-board computer.

The presented calibration of the camera and spotlight ensures high precision in the desired use cases. In addition to

testing the prototype on a real snow groomer, we evaluated its performance in terms of accuracy and repeatability.

Overall, we showcase the usability of a commercially available spotlight in the context of spatial augmented reality

in heavy machinery applications.

Keywords
Augmented Reality, Spatial Augmented Reality, Spotlight

1 INTRODUCTION

Heavy machinery operators need a diverse set of

skills, including a thorough understanding of their

surroundings and the ability to make rapid decisions.

From construction to more specialized domains, such

as snow grooming, off-highway vehicles are often

deployed in diverse weather conditions and challenging

environments. To optimize the efficient and safe use

of heavy machinery, operators depend not only on

their expertise but also on a wide array of sensors

and complex auxiliary systems. Recently, Augmented

Reality (AR) has played a vital role in empowering

operators to improve their situational awareness,

making it an interesting potential component of vehicle

operation [Sitompul and Wallmyr, 2019]. However,

these solutions typically rely on immersive technology,

such as head-mounted displays (HMDs) or head-up

displays (HUDs). Less obtrusive, yet lightweight, and

effective solutions to support operators in their tasks

are rare.

This work introduces a novel prototype, designed for

off-highway heavy machinery, which addresses visi-

bility challenges commonly encountered by operators.

Our prototype includes, among other components,

a commercially available spotlight, a camera, and a

single-board computer (SBC). The primary workflow

of our system is to automatically identify points of

interest, e.g. obstacles, animals or humans, within

the machine’s operational environment and illuminate

them. The utilization of image-based detection and tar-

geted illumination offers an approach to aid operators

in challenges associated with poor visibility without

steering away their attention from their main task,

which manual steered spotlights would do.

Although our prototype is usable in various domains,

we have tested our concept on a snow groomer, as

shown in Figure 2. With these machines, the slopes

are prepared, usually during the night, as skiers and

snowboarders use the pistes during the day. Therefore,

proper artificial lighting is necessary for workers to nav-

igate the slope and avoid accidents involving various

objects, including humans and animals. In this on-site

evaluation, the spotlight not only efficiently illuminated

critical areas of interest, but also demonstrated its abil-

ity to enhance overall operational efficiency and safety.

In general, we propose an intelligent spotlight control

system that is capable of alleviating the responsibili-

ties of heavy machinery operators by illuminating their

surroundings and utilizing detections to illuminate pos-

sible threats automatically. We propose two types of
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(a) (b) (c) (d)

Figure 2: (a) Our prototype (besides other devices) mounted atop a snow groomer. (b) The light cone is visible in

front of the vehicle. The spotlights cone on a flat surface in a distance of 1 meter (c) and 4 meters (d).

control, i.e. a control based on a reconstructed 3D en-

vironment and an image-based approach that utilizes

the prototype’s camera. For reconstruction-based con-

trol, we use a 3D simulation as depicted in Figure 1.

To correctly localize our reconstruction w.r.t. the real

world, we incorporate information from the control

area network (CAN) bus of the vehicle. Besides this

simulation-based control, we provide an image-based

alternative to manually (or automatically) detect and

shine on points of interest in the image. In addition, we

evaluate the accuracy of our prototype and the overall

workflow. The main contributions of this work are:

• A novel spotlight prototype that can be controlled

via image- or simulation-based input.

• A registration routine to find the transformation

between the prototype’s main components, i.e. the

spotlight and the camera.

2 RELATED WORK

Even though the expression capacity of our spotlight is

intrinsically restricted, our work is related to the field of

spatial augmented reality (SAR), AR in heavy machin-

ery and projector-camera systems. Therefore, we pro-

vide a summary of methods and seminal work in these

fields, which influenced our implementation and design

considerations.

2.1 Spatial Augmented Reality

Raskar et al. [Raskar et al., 1999] pioneered SAR as

a camera projector setup for surface extraction and

virtual object rendering, highlighting its independence

from HMD. Subsequent SAR research focuses on real-

istic projections in static scenes [Raskar et al., 2001],

requiring both the projector and the model to re-

main static. Today, SAR approaches are found in

various research endeavors, ranging from smart

manufacturing [Uva et al., 2018] to robot communica-

tion [Coovert et al., 2014]. In addition to projection-

based SAR, some works employ laser projections,

i.e. Schwerdtfeger et al. [Schwerdtfeger et al., 2008],

and Glossop and Wang [Glossop and Wang, 2003].

Lately, Kernbauer et al. [Kernbauer et al., 2024]

introduced a laser-based projector-camera system for

heavy machinery operations.

2.2 AR in Heavy Machinery

AR is widely used to assist heavy machinery

operators [Sitompul and Wallmyr, 2019]. This

includes methods to improve remote vehicle op-

eration, e.g. in forklift [Sarupuri et al., 2016] or

forestry [Palonen et al., 2017] applications. Predom-

inantly, video-based AR or see-through devices such

as HMDs and HUDs [Santana-Fernández et al., 2010,

Palonen et al., 2017] are utilized. Furthermore,

in-cabin support is provided by applications using

diminished reality (DR), as in [Aromaa et al., 2020].

Introduced in the 1990’s by Mann [Mann, 1999], DR

enables the selective removal or reduction of elements

from the user’s real-world environment.

2.3 Projector-Camera Calibration

Since we want to control the spotlight using the camera

as sensor input, we need a mapping between the

coordinate systems of the camera and the spotlight.

This problem is studied by calibration methods of

projector-camera setups, such as structured light

systems [Sadlo et al., 2005, Yamauchi et al., 2008,

Liao and Cai, 2008, Kimura et al., 2007]. Our proto-

type can be classified as a projector-camera setup with

a naive projector. Therefore, the calibration approaches

introduced in these works, are closely related to viable

calibration mechanisms for our prototype. Besides

the utilization of precalibrated cameras, they use

calibration patterns to compute the correspondence

between the projector and the camera. Note that these

calibration approaches depend on the accuracy of the

camera calibration, as errors in the camera calibration

can lead to misalignments between the camera and the

projector.

A different approach was introduced by Moreno and

Taubin [Moreno and Taubin, 2012], which directly es-

tablishes correspondences between projector pixels and
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Figure 3: The utilized calibration pattern in 3D space

and the coordinate systems corresponding to the sim-

ulation/camera, the spotlight, and the image frame, re-

spectively. The red, green, and blue axes correspond to

the x, y, and z direction of each coordinate system.

3D world points using local homographies and there-

fore avoids the need for a precalibrated camera.

However, projector-camera systems necessitate a more

sophisticated calibration approach, as projectors in

these systems can project more complex and delicate

patterns than our spotlight. Hence, we introduce a sim-

ple but accurate blob-based calibration approach with a

precalibrated camera, as described in Section 3.1.

3 CAMERA-SPOTLIGHT SYSTEM

Since our system is essentially a projector-camera sys-

tem, we describe our concepts for calibrating and ob-

taining control signals for the spotlight. More precisely,

given a position in a sensor device, i.e. the camera, we

provide a conversion to calculate the control signal for

the spotlight to shine its light cone in the right direction.

3.1 Spotlight Calibration

To register the camera and the spotlight in relation

to each other, we need to establish correspondences

between the projected pattern and the corresponding

image obtained with the camera. Moreover, determin-

ing the position of a camera with respect to known

3D points within its field of view is a well-established

problem [Marchand et al., 2015], referred to as camera

localization or camera pose estimation. To solve

this problem, usually patterns in an image and their

corresponding location in 3D (i.e. in the real world)

are leveraged to calculate the position and rotation

of the camera. Therefore, given the 3D positions

of the projected light cone on a surface and the

corresponding 2D positions as the pixel coordinates

of the centers of the light cone in the image plane,

the Perspective-n-Point (PnP) algorithm by Fischler

and Bolles [Fischler and Bolles, 1981] is utilized.

Note that the calibration pattern must have distinct

characteristics that remain unequivocally identifiable,

even in the presence of variations in rotation, reflection,

and translation. Furthermore, the utilized spotlight has

to be able to generate the selected pattern. Since our

spotlight is essentially capable of producing only circu-

lar blobs in the form of light cones on target surfaces,

we opt to sequentially generate an asymmetric circular

blob pattern, as shown in Figure 3. Even though only

four distinct points are required to solve the pose

estimation, more correspondences yield a more robust

result. Therefore, we project a pattern of nine blobs.

We found that further increasing the number of points

in the pattern resulted in only marginal improvements,

generally within a one-millimeter margin.

3.2 Position to Control

Assuming a given target position ptarget ∈ R
3 and the

spotlight position pspotlight ∈ R
3, the directional vector

V⃗dir ∈ R
3 is given by

V⃗dir = ptarget − pspotlight. (1)

Since the spotlight is controlled with two 16-bit num-

bers, corresponding to its pan (yaw) and tilt (pitch),

we need to adapt the 3D directional vector to meet the

spotlight’s requirements by the subsequent computation

of both rotation angles. Here, the pan-direction corre-

sponds to a rotation around the y-axis (green) and the

tilt corresponds to a rotation around the z-axis (blue)

in the spotlight coordinate frame in Figure 3. More

precisely, we project V⃗dir onto the target plane and use

trigonometric functions to calculate the corresponding

angle. E.g. to compute the rotation angle in the yaw

direction, i.e. θpan ∈ R, we omit the target height and

only consider the plane in which the spotlight is rotat-

ing. Formally,

θpan = atan2
(

det(⃗V0,V⃗pan),V⃗0 ·V⃗pan

)

, (2)

with V⃗0,V⃗pan ∈ R
2 being the projected current position-

and the target vectors, respectively. Finally, we obtain

the discrete control values cpan,ctilt ∈ [1,216) by a sim-

ple conversion

cpan = θpan
216

−1

cpan,max
and (3)

ctilt = θtilt
216

−1

ctilt,max

, (4)

with cpan,max,ctilt,max ∈ R being the maximum possible

respective angles in radians.

4 PROTOTYPE

Our main contribution is a working prototype that can

automatically and manually shine on interesting objects

within its field of view. The main components are listed

in Table 1 and include a camera module, a commer-

cially available disco spotlight, and a control unit (i.e. a

Raspberry Pi). The final prototype is depicted in Fig-

ure 4.
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Spotlight PUZILOZA ZQDMX512

Camera Arducam AR0134-C

SBC Raspberry Pi 4B

DMX Shield CQRobot DMX Shield MAX485

Table 1: Main hardware components integrated into our

prototype.

Figure 4: (Left) The assembled prototype in its sealed

and finished case. (Right) The prototype without the

frontal wood panel and the acrylic half dome.

4.1 Software Control

To control the spotlight, we support multiple scenar-

ios, i.e. a camera-based as well as a simulation-based

approach. Both approaches presume different levels

of environmental knowledge. However, the spotlights

control input is in any case a 3D position information

in world coordinates.

4.1.1 Image-based

The camera-based control of the moving head can be

applied automatically, i.e. by object detection or by

manual user input on the camera image. Nevertheless,

since we need a 3D target position in the spotlight-

coordinate system, both methods require assumptions

about the environment. These assumptions are use-case

dependent. For example, in the field of pedestrian de-

tection, the output of object detection methods (i.e. the

position, dimensions, and class of the detected object in

the image space) could be fused with the assumption of

the average height of the detected class to obtain a 3D

position. In addition, assuming that the detected object

is on a planar ground plane and a known 3D mounting

position of our spotlight system, one could utilize a ho-

mography to estimate the 3D position of the detected

object.

4.1.2 Simulation-based

Alongside camera-based control, simulation-based

control can be applied. For this, a reconstruction of

the environment and a registered prototype within

this environment are necessary. The selected target

positions in the simulation can naively be translated

into real-world target positions. For example, in the

context of heavy machinery, the vehicle must initially

be localized within an environmental reconstruction.

Using the information provided in the CAN bus of

these vehicles, accurate localization is possible, even in

harsh environments. This input yields a manual control

over the light cone, overwriting the automatic aiming

via image-based control.

4.2 Hardware

The hardware of our prototype is divided in three main

parts, indicated by their respective color of shape in Fig-

ure 5. The first category entails the parts that provide

data for the spotlight control, i.e. the user interface and

the camera. The second category corresponds to the

units that process the input signal and compute suitable

control values for the spotlight, namely an SBC and a

digital multiplex (DMX) component. The third cate-

gory involves the spotlight itself. Our hardware com-

ponents are protected by a robust casing.

4.2.1 Casing and Protection

The spotlight’s external casing is built with 10 mil-

limeter plywood. To guard the electrical components

from water ingress, we apply water-proof varnish on the

wood (hence the gray appearance in Figure 4). Further-

more, the casing is equipped with ports for power and

Ethernet connections. Both the camera and the spot-

light are encapsulated with acrylic glass, to ensure us-

ability while keeping the components protected.

4.2.2 Camera

In the hardware setup for this research project, a piv-

otal component is the camera. We utilize the Arducam

model AR0134-C [Arducam, 2024], a low-cost high

frame global shutter camera module. This camera mod-

ule produces images with a resolution of 1280 × 960

pixels and yields a maximum frame rate of 54 frames

per second. Furthermore, the camera is compatible with

various microcontroller platforms.

4.2.3 Spotlight

The used spotlight has a 100-watt light-emitting

diode (LED) light source, able to perform a 540◦ pan

rotation and a tilt of up to 180◦. As shown in Figure 1

and Figure 2, this commercially available spotlight is

powerful enough to be visible even in the headlights of

a snow groomer. Note that the collimator lens of the

spotlight is not adjustable. Therefore, the focus point

of the light cone does not change.

4.2.4 Control Signal Flow

The camera shares a universal serial bus (USB)

connection with the SBC. The external computer

communicates via the message queue telemetry

transport (MQTT) protocol with the SBC. Since our

spotlight follows the DMX lighting protocol, we

employ a receiver/transmitter device on the general

purpose input/output (GPIO) pins of the SBC. This
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Figure 5: Schematic description of the workflow of our prototype. Note that there are different input modalities,

i.e. user input or camera input. The SBC on board converts the signal into discrete spotlight control values. Finally,

the DMX shield forwards the values to the spotlight via an electrical connection used commonly in stage lighting,

i.e. an XLR connection.

device, i.e. the DMX shield, is necessary to send the

control signals to the spotlight. We employ a level

converter for the data transfer between the DMX

shields voltage and the SBC output. Note that this is

the only required add-on for the DMX shield to work

properly with the SBC. The spotlight is connected

to the DMX shield via an electrical connection used

commonly in stage lighting, i.e. an XLR cable.

The DMX protocol has stringent timing require-

ments. Therefore, we leverage the capabilities of an

external library, specifically the open lighting archi-

tecture (OLA) [Newton, 2024]. Our implementation

process follows a multithreaded approach: a buffer

is created to hold the control data, while another

thread repeatedly transmits these data to the spotlight.

Consequently, any modifications made to the data

are reflected in the subsequent transmission, ensuring

dynamic and responsive integration with the DMX

protocol.

5 EVALUATION

In this section, our goal is to assess the practical effec-

tiveness of our prototype. Therefore, we provide an ob-

jective evaluation of both the repeatability and accuracy

of the spotlight, as well as a heuristic test to estimate the

usability of our overall workflow.

5.1 Accuracy and Repeatability

This test aims to assess the long-term accuracy and sta-

bility of a spotlight system, focusing in particular on

potential deviations induced by repetitive or high-speed

movements, called overshooting. Overshooting occurs

when the spotlight head extends beyond the intended

target position due to momentum, potentially leading

to inaccuracies and misalignment.

Our experiment involves the spotlight system facing a

wall at a fixed one-meter distance, with grid papers lo-

cated at predefined target positions. To quantify the

spotlight’s accuracy, we utilize high-resolution video.

Test Description Error [m] at % Speed

Test Run Repetitions 50% 75% 100%

1 100 0.0 0.0 0.41

2 200 0.0 0.04 0.62

3 400 0.0 0.13 0.65

Table 2: Test results of our accuracy and repeatabil-

ity test with random rotations. With increasing speed,

the spotlight becomes inaccurate. All results are targets

w.r.t. on a plane with a distance of 1 meter from the pro-

totype.

(a) 00:22.50 (b) 00:22.75 (c) 00:23.00

Figure 6: These image series show exemplary screen-

shots of our evaluation. The spotlight changes its target

from the general starting point to the rightmost target

in images (a) to (c). Using timestamps, we measure the

speed of the spotlight. Furthermore, we measure the ac-

curacy using grid paper on the wall.

Exemplary images of this test are depicted in Figure 6.

The test consists of randomly pointing in various di-

rections before returning to the target positions. The

results of this evaluation are shown in Table 2. With

100% speed, i.e. approximately 300◦/ in the pan- and

200◦/ sec in the tilt direction, the spotlight loses its lo-

calization and misses given target positions by a large

margin. However, with a speed reduction of 50%, the

targets are hit accurately, even after 400 repetitions.

5.2 Heuristic Real World Test

As the previous test provides insight into the function-

ality of hardware components within a controlled en-

vironment, we want to evaluate the performance of the

entire set-up under typical operational conditions.

Our test setup is depicted in Figure 7. Given that the

spotlight would be placed on top of heavy machinery,
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Figure 7: (Left) A simple reconstruction of the test environment in Unity. (Middle) Real-world setup of our test

corresponding to the reconstruction. The prototype’s position is indicated with a red arrow. (Right) Mean of all

deviations from the target location. The error increases with distance to the spotlight due to the cumulative nature

of errors in the aiming angle. Note that all targets were still illuminated as the spotlights light cone increased with

the distance.

we placed it at a height of 4.5 meters. Subsequently, we

placed 12 targets on the floor to simulate operational

scenarios. The 3 × 4 grid of targets is placed close

to each other, 3 meters from the wall, with a 2-meter

gap between them. Furthermore, the final two rows

of targets were located at elevated positions. To test

simulation-based control, we constructed a rudimentary

terrain model to simulate real-world conditions and fa-

cilitate interactions with the targets.

The results of this evaluation can be seen in Figure 7.

Due to the increased distance and therefore the increase

in the elliptic light cone on the projection plane (see

Figure 2), our prototype is capable of enlightening all

targets, even if the center point of the light cone would

not hit the targets accurately from far distances. How-

ever, as the target is still lit by the spotlight, the impact

on the usability is negligible in our test. Although we

meticulously measured the distances between the tar-

gets and carefully constructed our terrain model, po-

tential inaccuracies between the reconstruction and the

real-world test setup are inevitable. Since we evaluate

both the accuracy and repeatability, we assume that the

deviation between the projection center and the target

positions is due to these inaccuracies.

5.3 Limitations

The primary limitation of our prototype is due to the

incorporated hardware components. The chosen spot-

light was not manufactured with our use-case in mind.

As a result, small angular errors in the spotlight’s ori-

entation which are not problematic in its initial area of

application may lead to serious consequences, i.e. inac-

curacies of the light cone especially at greater distances.

This issue could potentially be mitigated with the usage

of alternative hardware, e.g. a modified spotlight with

more robust or precise actuators.

Additionally, the prototype’s functionality is con-

strained by the capabilities of the camera sensor. In

conditions with poor visibility, such as low light or

adverse weather, alternatives like thermal imaging

sensors could offer viable solutions.

Moreover, in the simulation-based control input sce-

nario, the accuracy depends on the quality of the 3D re-

construction and the precise localization within it. The

availability of accurate 3D reconstructions might im-

pede the practical implementation of our prototype us-

ing this control input. However, this challenge can po-

tentially be overcome by utilizing the camera as an in-

put device. There, the prototype’s ability to automat-

ically detect and illuminate points of interest relies on

estimating the 3D position of target objects, which in-

herently introduces ambiguity. Employing a different

sensor, such as a light detection and ranging (LiDAR)

device, could potentially mitigate this issue.

6 CONCLUSION

In this paper, we introduce a novel prototype designed

to aid operators in heavy-machine applications. We

propose a camera-based spotlight system, to facilitate

automatic detection and lighting and therefore enhance

visibility in various conditions. Furthermore, we pro-

vide a calibration workflow to accurately register the

components in the prototype w.r.t. each other and pro-

pose two control modalities, i.e. a simulation-based and

an image-based procedure. Furthermore, we evalu-

ate the device on the basis of accuracy and repeatabil-

ity. Even though the commercially available spotlight

yields inaccuracies at high speeds, its precision is suffi-

cient to be employed on such a device.

Overall, we introduce a novel camera-spotlight proto-

type with different input modalities. Our simple cali-

bration routine is sufficiently accurate such that our pro-

totype is capable of operating in real-world scenarios,

as we demonstrate our concept on a real snow groomer

with different input modalities.
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Future work may include the incorporation of other

sensing technology, e.g. thermal cameras or LiDAR de-

vices, to propel the prototypes’ application possibilities.
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ABSTRACT 
In this system, we have established an e-commerce platform that allows users to virtually try on products and 
experience their sizes. The virtual try-on experience goes beyond just exploring the styles of the items; size is a 
crucial factor. However, achieving consistent sizes between the real and synthesized worlds requires a calibration 
process. In a virtual try-on e-commerce system, the challenge lies in enabling users to perceive the true-to-life size 
experience. Camera calibration plays a pivotal role in this process. By obtaining the parameters of the camera, it 
becomes possible to display accurate sizes that align with the user's proportions. We propose a straightforward 
calibration method that leverages a mobile web interface to acquire the camera parameters. This approach ensures 
that users are provided with realistic sizes, enhancing their virtual try-on experience. Additionally, through 
coordinate transformations, we convert the obtained parameters into the three.js framework, allowing virtual 
objects to be tried on in a virtual setting. Our system encompasses the virtual try-on of items such as hats, glasses, 
earrings, rings, and watches. Users have the flexibility to choose different sizes, enabling them to explore various 
fitting effects. The URL for accessing the demonstration site is https://showcase.id-yours.com/main/id-yours-
glasses. 

Keywords 
Virtual Try-On, Camera Calibration, Augmented Reality

1. INTRODUCTION 
 
The advent of virtual try-on technologies has 
revolutionized the way consumers experience and 
engage with e-commerce platforms, particularly in the 
fashion and accessory industries. Ensuring an 
authentic real-size experience is crucial for building 
user confidence and facilitating informed purchasing 
decisions. In this context, camera calibration plays a 
pivotal role in accurately representing object sizes 
within the virtual environment. 
This paper introduces a streamlined approach to 
camera calibration, leveraging a mobile web 
application for efficient parameter acquisition. By 
implementing coordinate transformation techniques, 
the obtained parameters seamlessly integrate with 
three.js, enabling users to virtually try on accessories 
such as hats, glasses, earrings, rings, and watches in 
their true sizes. The system also empowers users to 
explore different size options, enhancing the overall 
virtual try-on experience. The proposed methodology 
addresses the challenges associated with real-size 
representation in virtual try-on system, contributing to 
the advancement of immersive and reliable virtual try-
on solutions in the e-commerce landscape. 
Camera calibration is a fundamental process in 
computer vision and imaging technology that involves 
determining the intrinsic and extrinsic parameters of a 

camera. The intrinsic parameters include focal length, 
optical center, and lens distortion, while extrinsic 
parameters involve the position and orientation of the 
camera in the 3D world. The goal of camera 
calibration is to establish a mathematical relationship 
between the 3D world and the 2D image captured by 
the camera. 

2. Previous Work 
 
Due to the maturity of AR filter tools such as Spark 
AR or Lens Studio, and the stability of deep learning 
in body feature tracking with technologies like 
mediapipe, the virtual try-on has witnessed a plethora 
of commercial applications. Renowned brands such as 
Prada, Marc Jacobs, L’Oréal, Nike, Baume & Mercier, 
Ray-Ban, Sephora, among others, have also ventured 
into online virtual try-on services in recent years. To 
address the size issue, it is necessary to provide a 
known object for calibration, such as a credit card. 
However, this is limited to the moment of capturing 
the photo, as without camera calibration, the distance 
between objects cannot be freely adjusted. To solve 
this issue, some people may opt for depth cameras 
[Yan14, Aze16]. However, this approach is not as 
convenient for applications on regular user 
smartphones. Yu et al. [Yu23] addresses this issue by 
first calibrating the smartphone. The rear camera 
captures the environment to determine the phone's 
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position. When waving in front of the front camera to 
capture a portrait, the person's position can be obtained. 
However, since smartphone calibration is required 
beforehand, it may not be suitable for the general user. 
 
Camera calibration has a history spanning several 
years. The standard practice involves using a known-
sized planar target as a calibration tool [Hei97, Stu99, 
Zha00, Mei07]. However, for the average user, 
obtaining and using such tools can be challenging. 
Therefore, we aim to simplify the calibration process 
by using a straightforward hand-waving gesture, 
treating our hands as known planar targets for camera 
calibration. 
 
While deep learning has become prevalent in recent 
years, with numerous outstanding studies utilizing it 
for camera calibration[Ken15, Bog18, Lee21, Pon22, 
Jin23], the majority of successful results are observed 
in outdoor settings with roads and tall buildings. In 
indoor scenarios where there are windows, tables, and 
chairs providing reference points, better outcomes can 
be achieved. However, when the background consists 
of blank walls, the obtained calibration values may not 
be as satisfactory. 
. 

3. Camera Calibration 
 
FacialSCDnet [Ber22] estimates the distance between 
the face and the camera based on facial features. Chen 
et [Che21, Che22] al.'s research, utilizing the Mano 
[Rom22] project, allows the acquisition of hand shape 
and size, applicable on mobile devices. Inspired by 
their work, can we also use a simple waving gesture to 
calibrate our camera? While the face can also serve as 
a calibration pattern, instructing users to move their 
faces to different positions in front of the camera is 
relatively challenging. However, using hands provides 
higher degrees of freedom. It allows for variations in 
height, distance, and angle, minimizing the risk of 
encountering local minima in the obtained solutions. 
 
As shown in Figure 1, we treat our hand as a planar 
pattern. Placed at different positions and distances on 
the screen, it serves to calibrate the camera's 
parameters. However, since our hand is not truly 
planar, a plane is used to approximate the landmarks 
on the hand's features before calibration. These 
landmarks are then projected onto the plane to obtain 
the camera's intrinsic and extrinsic parameters. 
 

 
 
 
Also, if the user's hand positioning is incorrect, such 
as the inability to detect a flat plane, we will exclude 
that frame's image data to avoid affecting the final 
calibration accuracy. 
 
After obtaining the projection matrix of the camera, 
we can understand the relationship between the 3D 
space and its projection in the 2D image space. 
However, the correct size is still unknown. To address 
this issue, for a more accurate approach, one can use a 
credit card as a ruler. If precision is not a critical 
requirement, estimating finger sizes from training data 
is an acceptable alternative. 
 

4. Coordinate transform 
 
After obtaining the camera parameters through 
OpenCV, applying them to OpenGL for rendering 
involves a coordinate transformation process, as 
described by Costa et al[Cos19]. 
As illustrated in Figure 2, the coordinate system on the 
left represents OpenCV, where y is downward, and z 
is forward. In the middle, the coordinate system is for 
OpenGL, with y pointing upward, and -z pointing 
forward. On the right is the Normalized Device 
Coordinates after passing through the Clip-Space 
Frustum.  
 

 
 
 
Therefore, we can derive the OpenGL projection 
matrix from the intrinsic parameters of OpenCV, 
while also accounting for the axis direction. 
Assuming that the intrinsic parameters of OpenCV are 

Figure 1. Waving as a calibration pattern 

Figure 2. The difference in coordinate systems 
between OpenCV and OpenGL. 
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Where 𝑃#$%&'(  is the OpenGL projection matrix, 
𝑤𝑖𝑑𝑡ℎ, ℎ𝑒𝑖𝑔ℎ𝑡 represent the width and height of the 
image, respectively. 𝑍)*+ ,𝑍&%*+   denote the far and 
near planes of the frustum, respectively.  
 
Through this relationship, the parameters corrected by 
OpenCV can easily combine the camera's 2D space 
with the given spatial coordinates. As shown in Figure 
3, we can display virtual cubes using three.js at the 
intersections of the image pattern. 
 

 
 

 
We also tested the camera calibration method in 
different environments. As shown in Figure 4, when 
the ambient light is dim, the virtual cubes displayed in 
three.js exhibit positional deviations. This indicates 
that when the camera uses color or brightness-
sensitive features during calibration, the strength and 
quality of the light can affect the accuracy of the 
calibration. 
For this reason, the current solution involves 
converting the image to grayscale, then calculating the 
total sum of pixel values to estimate the average light 
intensity. Following this, each RGB channel is 
normalized based on this light intensity, and the 
normalized values are constrained within the valid 
range (0 to 255). Finally, these channels are merged 
back together to produce the adjusted image. 
 

 

 
 
 
 

5. Implementations 
 
After obtaining the calibration parameters of the 
camera, we can easily integrate virtual objects with 
images. Our current implementation primarily focuses 
on wearable items for the head and hands. For the head, 
we can simulate hats, glasses, and earrings, while for 
the hands, we have implemented rings and watches. 
To address occlusion issues when wearing these items, 
we have incorporated a generic model of a person's 
head. This virtual head model serves three purposes: 
first, to determine the alignment between virtual 

Figure 3. Place a cube at each intersection point 
after calibration 

Figure 4. Different environment to place a cube 
at each intersection point 

ISSN 2464-4617 (print) 
ISSN 2464-4625 (online)

Computer Science Research Notes - CSRN 3401 
http://www.wscg.eu WSCG 2024 Proceedings

309https://www.doi.org/10.24132/CSRN.3401.33



objects and a real person's head; second, to establish 
the relative positioning between wearable items and 
the person; and third, to address occlusion 
relationships between wearable items and the person's 
head. 
To achieve efficient inference on mobile devices or 
web applications, we have adopted the Mediapipe 
solution. Within this framework, the entire process, 
from image preprocessing, head tracking, landmark 
detection, to the inference of the three-dimensional 
position of the head, is structured as a set of calculators. 
These calculators can be organized into a graph 
pipeline, and the results are encapsulated as 
WebAssembly for utilization in the front-end of web 
applications. We have established a WebGL 
environment and employed three.js for rendering. 
The head itself is a rigid body, with facial landmarks 
using the nose as the local origin. Apart from facial 
expressions, there aren't many degrees of freedom. 
Therefore, simulations for trying on hats, glasses, and 
earrings on the head are relatively straightforward. 
Obtaining the transformation for try-on points, 
whether in translation or rotation, poses minimal 
challenges, as shown in Figures 5, 8, and 9. 
Also, the detectable range starts from the camera and 
extends up to 2 meters for accurately recognizing a 
complete face, which is considered the normal 
tracking range. From 2 to 4 meters, the stability of 
detection gradually decreases. Beyond 4 meters, 
tracking will fail. 

 
 
In addition, we have incorporated physics simulation  
into the earring try-on application, sequence of images 
as shown in Figures 6. 

 
We created an earring model using bones of a 3D 
model, associating various parts of the earring with the 
bone to control its deformation and movement. Next, 
rigidbody components were added to the earring 
model to impart physical properties such as gravity 
and collision in Figure 7. Finally, constraints were 
applied to restrict the movement of the earring model 
in the physics simulation, such as adding rotational 
constraints to mimic realistic swaying effects. In this 
physics simulation, the skeleton is used to define the 
shape and structure of the earring. The rigidbody 
represents the physical properties of the earring, such 
as mass, inertia, and collision attributes. Constraints 
are used to define the relationship and constraints 
between the earring and the head or other objects, such 
as how the earring should connect to the head or 
whether the earring can rotate. This application of 
physics simulation enhances the realism and 
immersion of the try-on experience, allowing users to 
better experience the appearance and feel of the 
earrings in a real environment. 

 

 
 

Figure 5. Trying on face masks and earring 

Figure 6. Earring physics simulation  

ISSN 2464-4617 (print) 
ISSN 2464-4625 (online)

Computer Science Research Notes - CSRN 3401 
http://www.wscg.eu WSCG 2024 Proceedings

310https://www.doi.org/10.24132/CSRN.3401.33



 
 

 
 
 

 
 
 
However, when it comes to trying on accessories on 
the hands, the presence of numerous joints introduces 
increased degrees of freedom. For example, in the case 
of trying on a ring, we not only need to acquire the 
position of the metacarpophalangeal (MCP) joint but 
also determine its rotation. The approach involves 
obtaining the positions of the wrist, index finger MCP 
joint, and pinky MCP joint—considering these three 
landmarks as representing the palm and treating them 
as a plane. Subsequently, we calculate the rotation of 
the ring finger relative to this plane. Calculating the 
angle between two vectors can be done using the 
arccosine (inverse cosine) function, which is based on 
the law of cosines. As illustrated in Figure 8, this 
method demonstrates the result of trying on a ring. 
 

The hand landmarks do not include the wrist part, 
making trying on a watch quite challenging. To 
determine the fitting point of the watch and its rotation 
angle, we segmented the skin area using the 
Mediapipe Selfie Segmentation solution. Next, we 
applied Zhang et al.’s thinning method in OpenCV to 
obtain skeletons, allowing us to find suitable points as 
try-on candidate points. The search starts from the 
unique position of hand landmark 0, exploring 
skeleton points based on their neighborhood 
relationships. An ideal try-on point must satisfy two 
conditions: being distant from other landmarks (i.e., 
not in the direction of the palm and fingers) and having 
sufficient distance. By considering these two 
conditions, we can identify the most suitable point. 
The identified dorsal part of the hand, its skeleton, and 
the final try-on point are illustrated in Figure 9. Once 
this point is found, we extract a 3D point from the pose 
skeleton, whose projection onto the 2D image closely 
matches our identified 2D try-on point. The 
orientation of the watch face must be perpendicular to 
the tangent direction of the skeleton and closest to the 
normal vector of the back of the hand. The concept is 
illustrated in Figure 10. 
 
 

Figure 8. Trying on watches and rings 

Figure 7. Physics configuration  
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6. Result 
 
To ensure consistency between the try-on size and the 
real size, we create virtual objects in proportion to 
their real-world counterparts. When trying on virtual 
objects, we can also wear real-world objects of known 
size to verify the size consistency between the real and 
virtual. As shown in Figure 11, we first try on virtual 
glasses and then wear real glasses on top. We can 
observe that the sizes of both are perfectly consistent. 
 

 
 
 
 
In Figure 12, we demonstrate trying on hats of 
different sizes. As shown in the display, we can 
observe the visual differences between wearing a 
smaller hat and a larger hat. By capturing two images 
at the same position, we can see that the lower edge of 

the larger hat appears larger than that of the smaller 
hat. 
 

 
 
 

 
The current system still has some imperfections that 
can be improved. For example, when the user's head 
rotation angle is relatively large, as shown in Figure 
13, the occlusion effect on the hair and nose is not 
well-executed, resulting in some flaws being visible. 
To address this issue, we plan to adopt recent 
advancements in image generation techniques. For 
instance, when generating portraits, Wang et al. 
[Wan23] faced challenges with hair, and they 
addressed this by employing UNet to refine the final 
results. However, UNet can be computationally 
intensive. While Jia et al. [Jia23]demonstrated its 
application on mobile devices, it might not be entirely 
suitable for real-time synthesis. We are currently 
working on how to achieve real-time performance for 
this solution. 
 

 
 
 
Since our system is implemented in the web frontend, 
it is compatible with various operating systems such 
as iOS, Android, and Windows, and browsers like 
Chrome or Safari. Through testing on individuals with 

Figure 12. Comparing synthesized hats of 
different sizes 

Figure 9. Locating the try-on point for watches 
from the hand's skeleton 

Figure 11. Comparing the size difference 
between real and virtual glasses 

Figure 13. Imperfections during head rotation 

Figure 10. The normal vector of the back of the 
hand projected onto the plane perpendicular to 

the skeleton. 
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different body shapes, both males and females, our 
system consistently provides a realistic sense of size 
when interacting with the camera. 
 

7. Conclusion 
 
In the context of augmented reality applications, a 
better understanding of the real world leads to more 
accurate synthesis of virtual objects that match the 
real-world environment. In this paper, we propose a 
straightforward method for calibrating the user's 
camera, allowing for consistent results in terms of 
synthesized and real object sizes, regardless of their 
dimensions. 
Furthermore, we demonstrate how to configure the 
virtual camera's projection matrix after obtaining the 
camera's intrinsic parameters. This ensures a 
consistent performance between the real and virtual 
cameras, enhancing the natural appearance of 
synthesized objects in the real environment. 
When it comes to determining reference points for 
synthesized objects, we present an efficient method 
for reverse engineering 3D positions and orientations 
from 2D image reference points. Leveraging 
proximity relationships from the segmentation's 
skeleton, we locate the necessary points and find 
suitable solutions in 3D through vector projection. 
 
Also, since virtual try-on will involve issues of portrait 
rights and privacy, to avoid controversy over user data 
being transmitted to the server, we also use MobileNet 
for training the AI model, allowing the AI model to 
run on the client-side, and it can even be used offline. 
 
Lastly, we integrate a virtual try-on system, 
showcasing headwear trials for hats, glasses, and 
earrings, as well as hand trials for rings and watches. 
We demonstrate trial results of different sizes and 
compare them with real-size trials. Cross-testing on 
various devices and users validates the system's ability 
to provide a realistic sense of size in the try-on results. 
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ABSTRACT
In this paper we employ a new genetic algorithm approach for CAD shape reconstruction, where a mathematical
shape representation is reconstructed from point data. We reconstruct planar subdivision curves and 3D subdivision
meshes from ordered input point data by fitting the corresponding subdivision control polygon or control mesh
respectively, from which the smooth subdivision limit surfaces can be derived. For the reconstruction of curves
the system estimates the number and position of control points required to approximate the curve closely. To
reconstruct subdivision surfaces from points, the system determines a sequence of CAD operations which is subject
to mutation in the course of a genetic optimization. We discuss implementation details of the proposed genetic
algorithms and demonstrate our approach on a number of example data.

Keywords
Genetic Algorithms, Curve Reconstruction, Surface Reconstruction, Shape Code, Procedural Modelling

1 INTRODUCTION
To recover the shape of a curve or surface from data
points is a challenging problem that appears frequently
in a wide range of applications such as Computer-Aided
Design (CAD), virtual reality and computer graphics,
data visualization and medical imaging. Shape recon-
struction in CAD refers to the process of generating a
smooth and accurate representation of a curve or sur-
face from a set of data points. The goal is to trans-
form discrete data into a smooth and continuous curve
representation suitable for CAD modeling. Shape re-
construction has become a fundamental tool in reverse
engineering, where dense data acquired from physical
objects is converted to a digital representation [6].

In this context B-splines [2] are the preferred approx-
imating functions due to their powerful mathematical
properties and their wide support by CAD/CAM sys-
tems. The B-spline curve or surface approximates the
control polygon given by linearly connected control
points Pi. They are defined over a uniform or non-
uniform knot sequence. The control points and the
knots are the design freedoms to satisfy approximation
requirements. If the degree is fixed and the knot vec-

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

tor is fixed and uniform an ordered set of control points
fully define the smooth shape.

Smooth curves may be derived from control polygons
either through the analytic expression of a B-spline
curve or recursively through subdivision [12]. For ar-
bitrary control meshes smooth subdivision surfaces are
derived via subdivision refinement rules [1], where reg-
ular regions of the surface will correspond to B-spline
surfaces.

The reconstruction of subdivision control meshes is a
well researched problem [17, 23, 24, 10]. Traditional
methods often use rather complex, multivariate opti-
mization processes to reverse the subdivision algorithm.
However, the main limitation of this class of algorithms
is that the resulting control meshes usually do not ex-
hibit a topology and distribution of extraordinary ver-
tices that would emerge if the model was manually de-
signed using a CAD system. This makes it more diffi-
cult to continue the design on the reconstructed shape
as it enters a design pipeline.

In this paper, we approach the subdivision shape recon-
struction problem by formulating it as a genetic opti-
mization process. Genetic algorithms are a popular tool
for a variety of search and optimization problems as
they offer the possibility to search through multiple so-
lutions for a given problem in parallel. They are based
on various natural principles found in the real world,
such as evolution, natural selection and reproduction.
In this paper we introduce a genetic approach for B-
spline or subdivision curve reconstruction and another
genetic approach to reconstruct subdivision surfaces.
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In our work we use a genetic optimisation approach to
not only reconstruct the mathematical representation of
the shape, but also a set of CAD operations that define a
modelling process to construct said representation. We
discuss the algorithm for 2D reconstruction in Section
3, the method for 3D reconstruction in Section 4. We
present our results in Section 5 and propose future work
in Section 6.

2 RELATED WORK
Our work relates to two major classes of methods: Ge-
netic Algorithms and Evolutionary Optimization.

2.1 Subdivision Curves and Surfaces
The principle idea of subdivision is to define a smooth
curve or surface as the limit of an iterative subdivision
process in which an initial coarse control polygon or
mesh is repeatedly refined by introducing new vertices
in each subdivision step. Careful selection of the refine-
ment rules ensures that the initial coarse control poly-
gon or mesh converges to a smooth limit curve or sur-
face, referred to as the subdivision limit curve or sur-
face. That is, a subdivision curve or surface is fully
defined by its control cage and a subdivision algorithm.
The concept of subdivision curves was introduced by
Chaikin [12]. Soon after, this approach was extended
to surfaces. The concept of subdivision surfaces was in-
troduced by Catmull and Clark [1] and Doo and Sabin
[5] independently in 1978. Catmull-Clark subdivision
is most commonly found in a wide range of CAD sys-
tems and is a standard representation in the entertain-
ment industry. It is a generalization of uniform bi-cubic
B-splines to arbitrary shapes and is based on quadrilat-
eral meshes, like the Doo-Sabin algorithm. Generaliza-
tions to other domains were proposed by Loop [18] and
Kobbelt [14] amongst others. Numerous different sub-
division algorithms have emerged [19] based on a range
of different types of control polyhedrons.

In this paper we propose a method able to automate
the generation of control polygons and meshes for
subdivision algorithms based on quadrilateral meshes
which resemble manually created subdivision models.
Throughout the paper we derive the corresponding limit
curves using Chaikin [12] or uniform B-splines, and
derive subdivision surfaces using the Catmull-Clark [1]
subdivision.

2.2 Genetic Algorithms
There are many different types of evolutionary opti-
mization, showing the potential and diversity in this
area of optimization algorithms. In order to choose the
best suited algorithm one has to look at different proper-
ties of the algorithms, for example their suitability for
integer optimization or how they handle local optima.

The fitness function, defined as a measure of the feasi-
bility of a found solution, needs to be carefully designed
as it guides the optimization to the global minimum.

Genetic Algorithms belong to the group of evolutionary
algorithms, but differ in the reproduction process and
gene encoding, e.g. genetic algorithms rely more on
recombination than mutation for producing offspring,
while evolutionary programming in contrast strongly
relies on mutation. Evolutionary strategies use real-
valued encoding for their genes [31].

Genetic algorithms were first introduced in 1970 by
John Holland. They are employed to search and opti-
mization problems where a large amount of variables
are to be considered. They are based on evolution and
natural genetics [27], modelling nature’s principle of
natural selection or "survival of the fittest". The mea-
sure of fitness varies with each application and is an
important aspect in any evolutionary algorithm. While
the weak are more prone to go extinct, the fitter indi-
viduals will be able to pass on their genetic information
via reproduction [27]. As in nature, the offspring in ge-
netic algorithms are also susceptible to mutation, which
means that small parts of the inherited genes differ from
their parents due to copying errors for example. We
refer the reader to a comprehensive review on genetic
algorithms and evolutionary optimization by Katoch et
al. [13].

We chose genetic algorithms for our approach, since
our goal was to not only be able to reconstruct the math-
ematical representation of the shape, but also define a
set of CAD modelling operations which, applied to a
template mesh, will yield the smooth shape which fits
the data points.

2.3 Evolutionary Algorithms in Shape
Reconstruction

Evolutionary approaches have been applied to curve
and surface reconstruction using various types of algo-
rithms.

Takeuchi et al. [28] proposed an algorithm able to re-
construct B-Spline surfaces from dense triangle meshes
using Quadric Error Measures and elaborate ways of
splitting triangle meshes into quad meshes. Xiyu et.al.
[32] introduced a combination of genetic algorithms
with Neural Networks to reconstruct 3D shapes. They
used an encoding based on the principle genes, cells
and organs. Combination operations were introduced
to combine genes to cells and cells to organs or jelly.
Galvez et al. [9] proposed genetic algorithms to re-
construct B-spline surfaces by first obtaining a param-
eterization for the surface and then determine the knot
vectors and then calculating the control point positions
according to the least squares approach. Galvez et al.
improved their method to be able to execute in just
one step [8]. They changed the optimization algorithm
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from a genetic approach to a particle swarm approach.
They combined their previous 2 algorithms into one and
solved the surface fitting problem by means of Least
Squares. Sabsch et.al. [22] proposed an implementa-
tion of NSGA-II [3] to approximate different datasets
with open B-spline curves of degree 3 with a fixed,
clamped and uniform knot vector. The researchers op-
timized the number of control point positions and their
position. Robustness to noise was shown, but not to
sparsity or intersections. Wang et al. [30] used the Loop
subdivision scheme in order to reconstruct cavities of
the human body from volumetric data, gathered from
different imaging modalities (MRI and CT). Rahamath-
ulla and Misro [21] used genetic algorithms to aid in
reconstruction of a craniofacial fracture. They pro-
pose an algorithm adjoining two curves together with
a degree 5 B-spline curve with different continuity con-
straints. The number of control points was fixed. The
input curves were extracted from a scan. Moulaeifard
et al. [20] used Particle Swarm Optimization in order
to reconstruct a geological model, which is watertight
and controllable by a control mesh. They targeted the
specific use case of geological simulations, therefor a
low number of control vertices is desirable. Komar
and Augsdörfer [15] used a Particle Swarm Optimiza-
tion to approximate data using B-splines and rational
B-splines. Similar to the approach presented here, they
optimised control point positions to fit a B-spline curve
to input data using a evolutionary approach different
from the one explored in this paper.
In the following two sections we introduce a genetic
algorithm which outputs a 2D vector of control point
positions that define a clamped, uniform B-spline curve
optimised to represent the input data. We also propose
a genetic algorithm for surface reconstruction that takes
a point cloud as an input and outputs a Catmull-Clark
subdivision control mesh. In both cases, the genetic al-
gorithms output a sequence of CAD operations to an
initial template control polygon or mesh in order to
create a CAD model of the control polygon or control
mesh that approximates the input.

3 2D CURVE RECONSTRUCTION
To reconstruct subdivision curves the algorithm re-
ceives as input a two-dimensional array, containing
x and y values of points along a planar curve. Each
individual member of the population describes a con-
trol polygon. The control polygon is an ordered array
of 2D control points, which defines a B-spline. The
proposed algorithm also provides a list of operations,
the chromosomes, that describe which operations
were applied to an initial template polygon to arrive
at the control polygon of the curve which optimally
approximates the input data. In case of curves, the
operations are limited to adding or deleting control
points or translating existing control points.

The general structure of the genetic algorithm is based
upon the algorithm proposed by Holland [11]. A ge-
netic algorithm maintains a list of individuals, called
population. The characteristics of each member of the
population is defined by an individual chromosome, that
corresponds to a solution to the given problem. Each
individual is then ranked based on an objective value,
its fitness, describing how well the proposed solution
performs. In each generation, pairs of individuals are
selected according to their fitness to produce offspring,
whose properties are defined by a combination of its
parents chromosomes, for the next round of evolution
until a predefined termination criterion is met [29].

In our work each individual is represented as a sequence
of CAD operations, which applied to the starting con-
trol polygon in order, gives the solution proposed by the
individual. The initial population in genetic algorithms
hugely influences its performance, that is a well condi-
tioned starting population comes with a higher chance
of finding a satisfying solution. One way to influence
the quality of the first generation of individuals is the
population size. In general, using too few individuals
leads to worse solutions, while having a large popula-
tion leads to higher computation time [4]. In our work
we employ a mixed strategy: The algorithm is given a
large initial population, thus increasing the initial diver-
sity. During selection the population is then reduced to
only 1/10th of the initial population, encouraging more
diversity in the starting solutions. As a result, the first
evolution round takes more time. To create the popu-
lation, the algorithm creates 1000 individuals, all con-
taining four to eight random CAD operations as genes
in their chromosome. Each individual therefore repre-
sents a polygon which evolves to a control polygon of
a uniform B-spline curve approximating the input data.

Each individual created is initialized with four control
points. The first and last control point are placed on the
first and last points of the input curve, as the curve gen-
erated by this algorithm is clamped. The two remaining
control points then consist of the swapped x and y coor-
dinates of the endpoints. The bounding box of the input
curve is used to restrict the area in which control points
can be moved or added. The quality of each individual
is assessed by its fitness function.

The chromosome of each individual is a list of genes,
which are the set of CAD operations applied to an initial
template polygon. These operations can either be the
addition of a new point to the current polygon or the
translation of a point. If a new point is introduced, the
index of the new point is added in the control point array
together with its position. If the point is translated, its
position is updated. The first and last control points are
barred from being translated. Since they lie on the end
points of the input point set.
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The fitness function determines how well a candidate
solution performs and is an important part in the selec-
tion mechanism. In the proposed algorithm this func-
tion takes an individual as input, derives the B-spline
or subdivision curve using its control point positions
and calculates the Euclidean distance between the sam-
ples lying on the reconstructed curve and the samples
on the target curve, calculated index wise. We sample
the curve to have the same number of points as the tar-
get curve, therefore the distance calculation can be car-
ried out index-wise. The fitness value is then the sum
over all euclidean distances. After calculating the fit-
ness value for each member of the population, the algo-
rithm can begin with the reproduction of the individuals
for the next generation.

We use the roulette wheel selection to select parents for
reproduction [13]. Each individual is given a weight
based on its fitness value. After two parents have been
selected, the algorithm computes a crossover which
produces offspring by combining their genes. In our
work single-point crossover [26] is used to combine two
individuals to their offspring. Different length parents
can also be combined, by choosing the crossover point
according to the shorter length.

In the mutation operation, the algorithm loops over the
chromosome and, for each gene, draws a random mu-
tation probability value. After comparing different mu-
tation probability values, a constant probability of 5%
has been shown to perform well. If a gene is chosen to
be mutated, the algorithm chooses with a probability of
1% to delete the current gene. Otherwise, the gene is
mutated by replacing it with a randomly generated op-
eration. After looping over all genes of the individual,
another check is performed if a new operation should be
appended to the list. This is also done, if a chromosome
is left with less than three genes after too many dele-
tions, as this would result in errors during a crossover
operation.

The last step of the mutation function is to check
whether all operations in the mutated individual are
still valid. The validity might not be given if an
operation that adds a control point is removed, as a
move operation might access the control point later in
the chromosome. The algorithm iterates through the
chromosome, and checks whether each operation can
be executed. If not, the operation is removed from the
chromosome. Lastly, it also checks the length of the
chromosome again, to ensure the required minimum
length is still given, otherwise it would add as many
random operations as needed to make sure crossover
can be executed.

In this work the steady-state technique was used [25].
After the population is sorted according to the fitness
value of each individual, the top 20% are moved into
the next generation. The remaining 80% open spots

Figure 1: Illustration of the distance function from a
single vertex a to the target mesh T. dmin(x,M) repre-
sents the minimum distance from a vertex x to any ver-
tex on a mesh M.

are filled with offspring, created using the reproduction
steps described above.

The steps above constitute the evolution of one genera-
tion. This process is repeated for as many generations
as desired, or until a certain termination criterion is met.
One typical termination criteria used is that one candi-
date solution satisfies a specified minimum threshold of
the fitness value [16], which we employed in the opti-
misation presented in this paper.

4 3D SHAPE RECONSTRUCTION
Surface reconstruction closely follows the approach
employed in genetic curve reconstruction. However,
the design of 3D shapes on a CAD system involves
numerous operations. We demonstrate our approach
considering seven CAD operations defined in Blender
[7], five of which are shown in Figure 2. However,
our approach may be extended to more types of
operations. The algorithm then derives control meshes
by combining a set of modelling operations in a genetic
approach. The set of CAD modelling operations, when
applied in sequence to an initial template mesh, yield
a subdivision control mesh which defines a smooth
surface, the reconstruction solution. The resulting
meshes, see Figures 5 and 6, exhibit features which
are typically found subdivision surface which has been
designed on a CAD system.

A good fitness function defines the quality criteria of
the surface reconstruction. We employ the mixed mean
distance between the limit surface corresponding to the
found control mesh and the input sample point which
belong to a target surface.

The first step in the evaluation of the fitness is the calcu-
lation of the mixed mean distance between the meshes,
which is illustrated in Figure 1. For every vertex v on
the mesh computed by the algorithm (Mesh A) the fol-
lowing is calculated. First, the closest vertex t by Eu-
clidean distance on the target mesh (Mesh T) is found.
Then, starting from the vertex t the closest vertex a by
Euclidean distance on mesh A is found. The relevant
part for the mixed mean distance is the Euclidean dis-
tance dmin from vertex v to vertex t. Finally, if vertex
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(a) [L] (b) [E] (c) [V] (d) [B] (e) [I]

Figure 2: Five of the seven operations used in our
method. (a) Loop insertion, which introduces a new
edge in the middle of an edge which is continued
through the model, (b) face extrusion along the face
normal, (c) vertex translation in a random direction, (d)
bevelling of an edge and (e) face inset.

v and vertex a are not the same, the distance is set to
the bounding box diagonal. The mean of this distance
is calculated over all vertices of mesh A to mesh T and
vice versa. The mixed mean distance is then the max-
imum of the two and the fitness is the inverse of the
mixed mean distance.

The quality of the fitness function is essential. A simple
mean distance measure proved insufficient to capture
the error between meshes well and did not converge.
One of the problems was overlapping regions in one of
the shapes, which caused the simple mean distance to
be very small. Various other distance measures could
be used here, but need to be evaluated carefully. We
observed that a Hausdorff distance, for example, is not
expressive enough for this kind of optimization. It only
captures the maximum distance and therefore, does not
consider all parts of the mesh. This leads to small ad-
justments being discarded.

Our genome is a design code, comprised of a set of
modelling operations applied to an initial template
mesh. This template mesh may be any quadrilateral
mesh and can be chosen by the user. We demonstrate
our approach using a unit cube as an initial template
mesh.

Evolving the sequence of modelling operations rather
than the explicit shape representation itself leads to a
procedural genome that reflects closely the variety of
results produced by a design process using these mod-
elling operations. To this end, we use seven types of op-
erations widely used in CAD modelling. Five of these
operations are shown in Figure 2:

Op: V An arbitrary vertex is translated. Parameters are
the vertex and the vector of translation. The vec-
tor of translation is defined by three random sam-
ples chosen in the interval [−bboxd ,bboxd ], where
bboxd is the length of the bounding box diagonal of
the mesh.

Op: E A face is extruded along its normal. Parameters
are the face and the distance of extrusion. The max-

imum distance of extrusion is limited by the length
of the bounding box diagonal.

Op: L An edge loop is inserted. Here, the parameter
is a single edge. The edge loop operation is applied
to the middle of an arbitrary edge but results in a in-
sertion of a number of edges, each splitting along the
middle edge of all edge in a mesh which are opposite
to each other (Figure 2(a)). It is the only operation
which affects the whole mesh. When the edge loop
meets a non-quadrilateral face it terminates, creat-
ing a T vertex, that is added to the non-quadrilateral
face.

Op: B Bevelling creates an angled face between two
adjacent faces. Parameters are the edge between two
faces and the length to be cut off. Applying the bevel
operation on an edge with an extraordinary vertex,
an additional extraordinary vertex with the same va-
lence is created.

Op: I Face inset creates another face inside an existing
face and connects the new vertices to the vertices of
the outer face. Parameters are the face and length of
inset.

Op: F Face translate displaces a face along its normal.
No new vertices are added. Parameters are the face
and the offset of the movement.

Op: S Scale operation scales the whole mesh by a fac-
tor. Parameter is the scaling factor.

The genome is initialized with one or two random mod-
elling operations which are sequentially applied to arbi-
trary parts of a mesh. Each operation builds on its pre-
decessors and can change geometry newly introduced
by previous operations.

5 RESULTS
Figures 3 and 4 show results derived by our genetic
approach. To demonstrate our approach we recon-
struct cubic B-spline curves from ordered points sam-
pled from cubic B-spline curves, Figures 3(a) - (c), non-
parametric curves, Figures 3(d) - (f), noisy data, Figure
4a, and data sampled at non-equidistant points along a
B-spline curve, Figure 4b.

The top row of Figures 3 and 4 show the reconstructed
curve (red or colored) plotted on top of the target B-
spline curve (black). The colors of the reconstructed
curve indicate how close it is to the target curve, scaled
by the maximum distance measured. The color red cor-
responds to a smaller distance, whereas blue describes
a larger distance.

The center row in Figures 3 and 4 shows a comparison
between the control polygon used to create the target
curve (black) and the control points generated by the

ISSN 2464-4617 (print) 
ISSN 2464-4625 (online)

Computer Science Research Notes - CSRN 3401 
http://www.wscg.eu WSCG 2024 Proceedings

319https://www.doi.org/10.24132/CSRN.3401.34



(a) Heart (open curve,
n = 7)

(b) Random curve
(n = 5)

(c) Random curve
(n = 7)

(d) Non-parametric
curve f1 from [15]

(e) Non-parametric
curve f3 from [15]

(f) Non-parametric
curve f4 from [15]

Figure 3: Curves reconstructed using our algorithm. Top: target data points (black) and derived B-spline curve
colored by the Euclidean distance to the target curve (red = low, blue = high). Center: result control polygon
(red) overlaid on the control polygon of the reference B-spline curve sampled by the target points (black). Bottom:
Visualization of the resulting chromosome as a sequence of genes. Yellow bar: vertex insertion operation. Red
bar: vertex movement (bar height indicating movement distance).

(a) Noisy input (b) Sparse input

Figure 4: (a) Result after adding Gaussian noise (σ =
0.7% of the bounding box diagonal) to the target sam-
ples (black). (b) Reconstruction from sparse data, after
randomly removing 75% of the point samples. Top: Re-
sult curve (red) overlaid on target points (black). Mid-
dle: Comparison of control polygons. Bottom: Chro-
mosome visualization as in Figure 3.

algorithm (red). Because curves 3(d) - (f) are not de-
rived from B-splines, a comparison is not possible.

As evident from these examples, the algorithm derives
the same number of control points as was used to cre-
ate the target curve and matches their positions closely,

without any prior knowledge of the control polygon
structure. Since the algorithm is not restricted on how
many points are to be used in the solution, we expect
curves to also be derived by more or less control points
than the original target curve.

The bottom row in Figures 3 and 4 depicts the chro-
mosome of each solution, consisting of operations that
are applied to generate the control polygons shown be-
low of each of them. The operations are applied to the
template mesh in sequence starting from left. The last
operation is on the very right. A vertex insertion is in-
dicated by a yellow bar, while a vertex translation is
shown in red. The size of the bar indicates the distance
of the translation. We observe that translation opera-
tions applied to vertices at a later stage the modelling
process tends to decrease. This is not explicitly encoded
in the algorithm and shows that the algorithm tries to
first move the control points reasonably close and then
looks more closely to refine the position.

In Figure 4a the data sampled for curves has been al-
tered by introducing noise to each data point. While
the algorithm found control points close to those from
which the target curve has been defined, they are not as
precise as without noise. The average distance between
our reconstructions from the noisy data points and the
original curves, have an average Euclidean distance of
0.075.

To test the performance of our algorithm with sparse
data points sampled from the target curve, we reduced
the sampled points by 75% by randomly deleting data
points. Results are displayed in Figure 4b. In the recon-
struction the algorithm created control points similar to
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the ones used in the original input. The example results
in an average Euclidean distance of around 0.02 mea-
sured from the generated to the original curve.

Although noisy data effects our algorithm more than
sparse data, it is quite robust to both.

The parameters used in the calculation of the results
of our 3D reconstruction shown on top in Figure 5 for
the genetic algorithm were 100 individuals, 200 gen-
erations and 20 parents which were combined to gen-
erate up to 10 children. The operations of the 10 best
individuals were mutated specifically. 10 newly cre-
ated individuals were added per generation and a limit
of 3 individuals with the same genome was enforced.
For the bottom row of Figure 5 the parameters were
the same with the exception of the number of iterations
which was 1000 and the limit of individuals with the
same genome which was 10.

Figure 5 show results of the algorithm performing the
fitment of a straightforward control mesh to a limit sur-
face. It has no information about the control mesh
which was used to generate the target and compare their
resulting limit surfaces to the given target. The color-
ing indicates the relative distance from the point on the
generated mesh to the target. The red color indicates a
small distance to the target. The closer the color is to
blue the further the target mesh is away. In Figure 5 top
we observed distances from 0 to 0.001 and a mean of
0.0001 for the best individual of the genetic algorithm.
Execution time was 240s. In Figure 5 bottom we ob-
served distances from 0 to 0.005 and a mean of 0.002
for the best individual of the genetic algorithm. Execu-
tion time was about 1400 seconds. The distances were
normalized by the bounding box diagonal. The control
meshes show that our algorithm is able to identify the
specific operations needed to generate to target control
polygon.

In Figure 6 we test our genetic approach with slightly
more challenging reconstruction problems. The shape
on top was specifically modelled to enforce the algo-
rithm to reconstruct exact sets of operations. While the
best individual in the first generation has an extrusion
without a prior face inset, by the 50th generation the
correct set was identified and only positions were re-
fined afterwards. The shape on the bottom was pro-
duced using a random set of operations. After 1000
generations our method was able to find the combina-
tion of operations very similar to the ones used to create
the mesh. However, an extra edge loop was inserted in
the top part, which, after 1000 generations remained in
the shape. This demonstrates a limitation of the genetic
reconstruction approach.

6 CONCLUSION
In this paper we introduce a genetic approach to the re-
construction of B-spline or subdivision curves and sub-

division surfaces. The genetic algorithm takes a list of
data points as input and evolves a control polygon or
control mesh by applying a set of operations. The sub-
division curves or surfaces corresponding to the derived
control polygon or mesh approximates the input data
closely. The algorithm derives the number of control
points required as well as their position to optimise the
approximation to the input data.
We proposed a genetic algorithm based on a modelling
process, which is novel in the context of reconstruction
surfaces or curves.
For the case of planar curve reconstruction our pro-
posed method using two operations showed some
promising results in reconstruction. The algorithm
handles noise and sparsity well, although it struggles
with more complex shapes like in Figure 3 (f), where it
does tend to get stuck in local optima.
For the reconstruction of highly complex curves we
suggest a pre-processing step in form of a curve
segmentation algorithm at high curvature region to
split up the reconstruction problem. Additionally, to
speed up reconstruction of highly complex curves,
future work will include extending this algorithm by
a pre-processing step which derives an approximate
minimum to the number of control points required to
reconstruct the curve.
The 3D case is not a straightforward extension of the
2D case and requires a larger set of operations. Al-
though results were impressive for the examples given
in this paper, the algorithm struggles with convergence
for more complex shapes. Future work will focus on
solving the convergence problem by employing a more
sophisticated approach, e.g. using NSGA-II [3], and
multiple fitness functions, constraining the algorithm to
converge faster.
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ABSTRACT
Using a neural network approach, a shape may be compressed to a one-dimensional vector, the so-called latent
dimension or latent vector. This latent shape dimension is examined in this paper.
This latent vector of a shape is used to identify the corresponding shape in a database. Two types of networks are
evaluated in terms of lookup accuracy and reconstruction quality using a database of Lego pieces. Even with small
training set a reasonable robustness to rotation and translation of the shapes was achieved.
While a human can interpret uncompressed data just fine, the compressed values of the network might be cryptic
and thus offer no insight regarding the uncompressed input. Therefore, we introduce a latent dimension editor
which allows the user to examine the geometry content of the latent vector and its influence on the decoded shape.
The latent vector editor enables the visual exploration of the latent vector, by making changes to the latent vector
visible in real-time via a 3D visualization of the reconstructed object.

Keywords
Neural Networks, GAN, Signed Distance Fields

1 INTRODUCTION
Extracting the defining features of a geometry allows
us to represent a 3D object more efficiently, e.g. one
could describe a Lego piece by precisely defining its
geometrical shape, even though the same information
can be condensed into its structural attributes, such as
size and stud count.

In this paper we use neural networks to extract con-
densed information to a concise descriptor with a lower
dimension than the original representation of the pro-
vided object.

Autoencoders [1], a subclass of neural networks (NN),
are used to learn an efficient encoding of their input data
in terms of latent dimensions in compact form. The au-
toencoder first encodes the input into a lower dimen-
sional latent representation. The outcome of the com-
pression is then decoded to reconstruct the original in-
put.

The latent representation is a central part of this paper.
The latent shape descriptor is useful in many applica-

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

tions, e.g. for storing large amounts of data efficiently
due to its dimension and size.

To assess the applicability of using the latent vector in
context for 3D object retrieval (3DOR) we derive the
database lookup accuracy for a range of Lego pieces.
Using a Lego database [12] as an example, we demon-
strate that a fast and accurate retrieval of an arbitrary
3D shape can be achieved.

To visually examine the latent vector and its geometry
encoding, we present a real-time latent vector editor.
By visualizing the reconstructed 3D objects such that
alteration to the shape latent dimension becomes visi-
ble in real-time, the user gets immediate feedback on
how any changes applied to the latent vector affect the
reconstruction and, thus, the encoding of the geometry.
This feature opens up a world of exciting experiments
in which the user gains insight into how the latent vec-
tor relates to the uncompressed input geometry. While
in this paper we focus on two shape representations,
namely a voxel or signed distance field (SDF) repre-
sentation the approach may be extended to other shape
representations.

2 RELATED WORK
Neural networks in combination with 3D voxel grids
and SDF have been used frequently in context of ma-
chine learning geometry.

Voxel grids have been employed e.g. in surface recon-
struction by Brock et al. [3]. Their generative convolu-
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tional autoencoders achieved a good reconstruction for
3D voxel grids, and discriminative convolutional neural
networks achieved a robust classification of the latent
dimension values. Wang et al. [16] proposed a network
which uses voxel and SDF data of an object as its in-
puts. It processes the given data using a convolutional
neural network, autoencoders, and an extreme learning
machine. The primary purpose of said configuration is
for 3D shape classification tasks. Maturana and Scherer
[13] proposed a classification network, that uses a voxel
occupancy grid as an input. They also showed some ro-
bustness to rotation. Wu et al. [18] proposed a method
to recognize different shapes as voxel grids from a 2.5D
input image. They applied their method to real world
data.

Wang et al. [15] propose a new way of storing informa-
tion in a Oct-tree and using it as an input for a Neural
Network. They show their method on object classifica-
tion, shape retrieval and shape segmentation.

Wohlhart et al. [17], trains a convolutional neural net-
work (CNN) to perform object recognition and 3D pose
estimation by computing the similarity of different de-
scriptors through their Euclidean distance and employ-
ing nearest neighbor search to handle large amounts of
objects.

The method proposed by Girdhar et al. [8] works by
combining two encoder networks to produce one latent
vector and one decoder network reconstructing a vox-
elized representations of the shape. In the testing phase
the shape is reconstructed from the image alone. They
further analyzed the latent vector for meaningful feature
values.

DeepSDF [14] focuses on an auto-decoder neural net-
work learning a continuous signed distance function
representation of a class of shapes for shape represen-
tation, interpolation, and completion, even from partial
and noisy 3D input data. It is a generative model that
produces a continuous signed distance field given, for
example, a depth map.

Chen et al. [5] proposed their implicit field decoder,
called IM-NET to auto-encode 3D meshes by training
it to a certain category of meshes. They also proposed
a method to generate and interpolate between meshes
using their Network setup. Further, the researchers pro-
posed using 2D images as an input in order to generate
and interpolate 2D shapes and reconstruct 3D shapes
from a single image (Single-view 3D reconstruction).

The compressed latent vector has frequently been pro-
posed as a tool to edit the geometry and often used
in generative models such as Variational Autoencoders
(VAEs) or Generative Adversarial Networks (GANs),
see e.g. [4, 6, 10].

In this paper, we examine two autoencoder networks
and explore their latent dimension of geometry for use

in several tasks. The latent vectors are used for database
queries and shape reconstruction. The look-up accuracy
achieved demonstrates that the latent vector indeed is a
well compressed representation of the shape. To visu-
ally explore the compressed latent shape representation
further we introduce a latent editor, which enables the
user to modify the latent dimension and visualize its ef-
fect on the decompressed geometry real-time, thus en-
abling the user to visually inspect the latent vector wrt
geometry changes.

3 METHOD
We use deep neural networks (DNNs) [19] to encode
and decode 3D geometry. Such networks consist of
multiple layers of nodes (neurons), each having one or
numerous in- and outputs. Each neuron generates an
output by summing up its weighted inputs and bias and
then evaluating an activation function. The activation
function describes when the neuron "fires" and can be
applied on a layer-per-layer basis.

We combine multiple such layers, each with its indi-
vidual assigned activation functions, to build a network
that can be split into two halves: The first half encodes
a given input to a latent dimension. By forcing the net-
work to trade information for a lower dimension, it must
extract features representing the input well enough for
the compression to be viable. The second half takes
this representation and expands it into a reconstruction
of the input. The error (loss) between input and output
is used to adjust the weights and biases of the network
such that the reconstruction quality improves with each
epoch.

An implicit representation can depict arbitrary geome-
try at a fixed size, thus fulfilling the fixed input-output
constraints of any network. In this paper, we use an im-
plicit representation where each voxel of the input and
output data contains a floating point value that indicates
whether the voxel is outside (+1.0), inside (−1.0), or
directly on the surface (+0.0) of the volume.

This representation may be expanded to contain the ac-
tual distance of the cell center to the closest object’s
surface, essentially becoming a signed distance field
(SDF). In this paper we assess whether this additional
information increases the accuracy of the networks pre-
diction. For the networks, the aim was to obtain a 1D
latent vector which could be further employed in a la-
tent modelling interface.

We compare the results of two types of autoencoder net-
works, a densely connected NN and a large CNN:

The first network we trained and tested features vari-
ous densely connected LeakyReLU and batch normal-
ization layers and its structure is shown in Figure 1.
LeakyReLU was chosen due to its fast computation
time [9] and to enable negative float values to pass
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Figure 1: Structure of the first network.

Figure 2: Structure of the second network. Decoder
part is mirrowed from the encoder part and hidden due
to limited space.

through the network. Batch normalization layers are
employed to avoid vanishing gradients [7]. The en-
coder half of this network consists of four layers. First
a densely connected layer reducing the size from 323

to 322, followed by a batch normalization layer, then
a densely connected layer reducing the size to 32, fol-
lowed by a batch normalization layer. The decoder half
has the same structure as the encoder part, just mir-
rored.

The encoder of the second network is considerably
deeper and consists of eight 3D convolution layers fol-
lowed each by a batch normalization layer. The struc-
ture is visualized in Figure 2 The decoder consists of
seven 3D convolution layers, again each followed by a
batch normalization layer.

In our work, the input volumes are compressed into a
1D latent dimension vector containing 32 values. This
value was found to be the lowest, where meaningful re-
sults could be achieved.

The network’s input and output have the same dimen-
sionality, size, and data type. We compute the recon-
struction quality of the autoencoder network using a
loss function based on the mean squared error between
the implicit shape of the network’s input and output.

Both networks are trained for 250 epochs using an
80/20 split for training and test data and use the Adam
[11] as their optimizer. The networks are trained and
tested with cuDNN-enabled Python using TensorFlow
and the Keras API. cppflow was utilized to port the
trained networks to C++ to visualize the output.

Ground Truth

Voxel NN

SDF NN

Voxel CNN

Figure 3: Examples of 3D shape reconstruction using
two different shape representations (voxel or SDF) and
two different NNs (a dense NN or a CNN).

To train and test the networks we gathered data from an
online library of Lego meshes called LDraw [12]. The
meshes of the Lego pieces are converted the CAD rep-
resentation of the Lego pieces into their voxel and SDF
representation. To gather sufficient data takes time,
we therefore randomly rotate (max. ±180◦), trans-
late (max. 10%), and scale (max. 10%) the converted
shapes to expand the data set from 40 to 4000 shapes,
each consisting of 323 cells. Finally, the dataset is nor-
malized, such that all values lie in the interval [−1,1].

4 RESULTS
We explored the results of the two autoencoder net-
works, by comparing the quality of their 3D reconstruc-
tion. We also test the applicability of the latent code
in various tasks, like 3D object retrieval (3DOR), real-
time latent editing, and morphing shapes.

4.1 3D Reconstruction
The decoder half of the network and the latent dimen-
sion vectors are loaded into the visualization frame-
work, which calculates and displays the resulting vol-
umes.
The reconstruction results in Figure 3 depict the refer-
ence and reconstructed volumes. The colors represent
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Figure 4: Database lookup accuracy of the dense and convolutional network with voxel and SDF input. The lookup
accuracy decreases as the volumes are scaled, rotated, and translated.

the normal vectors of the object. The mean squared er-
ror of both depicted samples is below 0.1 for the SDF
input. Since we can set negative values to −1.0 and
positive values above zero to +1.0 as a post-processing
step of the voxel output, we can simplify our measure of
reconstruction error by simply counting the cells which
have an incorrect sign. The percentage of cells with an
incorrect sign of the two depicted samples equals 17%
(left) and 14% (right) for the dense network with voxel
input and 15% and 12% for SDF input.

In general the convolutional network produces
smoother surfaces with less noise. It also achieves
higher reconstruction accuracy. Using voxels the CNN
achieves an incorrect cell sign percentage of 14% and
8% for both samples, respectively. The improvement
is even more significant when using SDF as shape
representation.

4.2 Latent based Object Retrieval
We prepared the data base by compressing all shapes
to their 1D latent vector. After also deriving the latent
shape for the query shape, the corresponding shape was
retrieved from a database of shapes by finding the clos-
est match between the query latent vector and those in
the data base. The shape was retrieved with high accu-
racy from the shape data base.

The database lookup accuracy is given by the percent of
correctly identified input samples. The database lookup
accuracy depicted in Figure 4 shows that the retrieval
accuracy is reasonably high for quiery shapes which
are rotated up to 45◦ rotation from the target shape but
drops significantly afterward.

The dense autoencoder network, combined with SDF
input data, yields the best results, with the convolu-
tional network with voxel input data performing sim-
ilarly. The dense network with voxel data performs
significantly worse. Increasing the maximum possible
translation and scale to ±10% reduces the accuracy by

twenty percent on average when no rotation is applied
and reduces with increasing rotation.

4.3 Real-time Latent Editor
To examine the latent dimension further we imple-
mented an interactive latent modelling editor which en-
ables direct modification of the latent vector by the user.
The user can alter the latent dimension of an input ge-
ometry and see the affected shape changes in the de-
coded result in real-time. The user can choose from a
collection of 3D volumes, choose from two input repre-
sentations, analyze the reconstruction error, rotate and
scale the 3D volumes, and alter or set individual latent
dimension values.

Some interesting results obtained by modifying the la-
tent dimension values can be seen in Figure 5. In this
example, the latent dimension vector of a 2x1 Lego
piece represented as voxels is edited and decoded by the
trained CNN decoder network which was loaded into
the visualization framework. The editor is flexible such
that it allows to upload any trained en- or decoder in
order to experiment with the latent shape code.

Using more expressive latent vectors with this method,
shapes that do not exist in the database could be cre-
ated. This has a lot of potential in a creative workflow
and designers could benefit from this ability. Another
potential use case could be creating a design process
based on this. A basic model can be encoded in a mean-
ingful latent vector and then edited to add more features
or quickly change the look of the created object.

4.4 Latent Editor: Morphing Shapes
We extended the Latent Editor to enable the user to se-
lect a source and target volume. The morphing tool of
the editor then defines new shapes in between both by
slowly linearly interpolating between the latent dimen-
sion vector of the source volume and the latent dimen-
sion vector of the target volume.
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a) b)

c) d)
Figure 5: Examples of increasingly altering the latent
dimension values of a Lego piece sample. Left: original
Lego piece [2].

The result of this operation is the source volume slowly
morphing into the shape of the target volume, as visible
in Figure 6. This may be interesting in an entertainment
context. But geometry which emerges during the mor-
phing may also be interesting in a process, for example
it could be used as inspiration for new shape designs.

Figure 6: Morphing a Lego piece into another one via
linear interpolation of the latent dimension values.

5 SUMMARY AND FUTURE WORK
In this paper we evaluate different shape representations
and networks and their corresponding latent vectors in
various scenarios. We evaluated the networks based on
the quality of their 3D reconstruction and how accurate
their corresponding latent vector succeed to retrieve 3D
objects from a data base. We also evaluated two im-
plicit shape representations, namely a simple voxel oc-
cupancy grid and a SDF. SDFs have performed signif-
icantly better than simple voxels when reconstructing
shapes, as more information is contained in the input
from which the network can learn. We explored the
latent vector for two different types of autoencoder net-
works, namely a dense NN and a CNN.
While the latent vector derived using a CNN leads to a
more accurate and smoother reconstruction of the origi-
nal shape, a simple NN set may already suffice in using
the latent code to retrieve a corresponding shape from a
shape data base.
The shown results indicate that executing a database
lookup favors a specialized network trained to do clas-
sification instead of using an autoencoder, as it is, in
essence, a classification task. Future research will in-
clude developing and testing two separate networks,
one for reconstruction and one for classification, and
comparing the obtained results to the results described
in this paper.

We also present an interactive tool that enables the user
to interactively alter the latent vector and immediately
explore the changes in the reconstruction. This tool can
be used to explore the geometric meaning captured in a
latent vector. It also enables the user to look into a po-
tential meaning for the latent vector values and analyze
each component on its own in real time. With interpo-
lation between the database entries of different shapes
a user can examine what different shapes lie between
values and travel along the latent space.

Future research questions will focus on extending the
capability of the editor and analyzing the latent dimen-
sions with the proposed tool.
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ABSTRACT
Virtual Reality (VR) applications constantly strive for more realism, immersion and intuitive user experiences.
Traditional VR controllers can hinder full immersion, since they form an additional barrier between the user’s
thoughts or intentions and the virtual world. Brain computer interfaces (BCIs) have the potential to close this
gap by enabling an immediate translation of human thoughts to commands that can be processed by a computer.
This paper investigates the feasibility of employing an affordable commercial BCI device for VR interaction. In a
preliminary study conducted in a Cave Automatic Virtual Environment (CAVE), we evaluate both the effectiveness
and limitations of the popular BCI device Emotiv Insight.

Keywords
Brain Computer Interface, Virtual Reality, CAVE

1 INTRODUCTION
In recent years interest and popularity in virtual reality
(VR) devices has increased drastically and has attracted
the attention of the research world and consumers alike
[1]. Today, VR experiences are more realistic and en-
gaging than ever. Different input devices allow users to
engage with their virtual environment and play an im-
portant role in increasing immersion [2]. Unlike tradi-
tional computers, where the interaction usually involves
mouse and keyboard, VR applications use alternative
input devices and aim for a more intuitive control. Be-
sides input methods like gesture [2], or head-movement
[32], brain computer interfaces (BCI) offer a promis-
ing alternative as a communication tool. These sys-
tems work by reading the user’s brain signals, applying
machine-learning algorithms to classify the brain state,
and then based on the signal, trigger an action on the
computer [11].

BCIs have the advantage that no muscular movements
are needed, instead systems are only controlled by
thoughts or emotion, which is why BCIs are often
discussed as an alternative input device to help users
with motion impairments to interact with a computer
[26]. More recently BCIs have been explored as an
additional input channel in video games and VR [22].

For noninvasive acquisition of brain activity, electroen-
cephalography (EEG) [29] has been the most widely

used method, due to its relatively low cost, high resolu-
tion and portability [21]. EEGs measure electrical ac-
tivity resulting from current flows, which are produced
when neurons are activated. Signals are read by elec-
trodes that are placed on different regions of the skull
[31]. The recorded brain activity can be seen as waves
that can be categorized based on their frequency [31].
The dominance of each wave type is heavily influenced
by the user’s current emotional state and where the elec-
trodes are placed [31].

In recent years, consumer-grade EEGs have found
their way from research into real-world environments
[22]. Despite limitations compared to medical-grade
devices including lower sensor counts, accuracy and
transfer rates, commercial EEG devices are still a
popular choice for immersive experiences due to their
affordable price and ease of use [22].

This paper presents an exploratory study on the appli-
cability of BCIs in conjunction with virtual environ-
ments, aiming to test the technical feasibility of utiliz-
ing consumer-level BCIs for this purpose in a practi-
cal setting. We conducted experiments with the com-
mercial and affordable EEG headset Emotiv Insight 2.0
(shown in Figure 1) in order to evaluate, whether cost-
efficient BCIs can be used as an intuitive input device
for VR applications. We chose to utilize Emotiv Insight
for our experiments due to the minimal setup time of 1
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Figure 1: Emotiv Insight. Image taken from [4].

- 2 minutes, the seamless integration within the Unity
game engine through Emotiv’s API, and it’s popularity
in research. Emotiv offers a Pro license for 149$ per
month that offers high-resolution performance metrics
with a higher sampling rate than the free license. How-
ever, the Pro license would not have made an impact on
the overall quality of the device, which is why we opted
for the free license. Choosing the free license over the
Pro license also ensured alignment with our goal of a
low-cost interaction method [5]. To assess its applica-
bility as an input device for VR we used the Emotiv
headset to trigger different animations in a Cave Auto-
matic Virtual Environment (CAVE).

All experiments were performed in the CAVE, a four
sided, projection-based VR setup with lightweight LCD
shutter glasses which offer improved wearing comfort
compared to head-mounted displays, and minimise ob-
structions and interference between VR and BCI head-
sets.

2 RELATED WORK
Brain Computer Interfaces (BCI) have enabled many
different possibilities over the years. Traditionally, BCI
focused on medical applications, developing applica-
tions to allow patients to control and communicate with
things in all aspects of life [22]. Research in this field
has undergone major advances over the years, with BCI
being used as an assistive technology to enable patients
with a paralyzed body to communicate [15], to control-
lable wheelchairs [9] and many other applications.

Recently, BCIs have been introduced in the consumer
market and new applications have been developed in
particular for the entertainment/gaming area [22]. In
this area, combining BCI devices and VR has led to
promising results [22]. Friedman et al. [8] showed
that BCIs can be suitable to interact with virtual envi-
ronments. In their work, they used the Graz-BCI [25]
to carry out different experiments with three subjects
in different VR setups. The authors came to the con-
clusion that BCI has potential as an input device in
VR. They also found that accuracy was the highest in

a CAVE environment, which was also the preferred en-
vironment of all subjects. Leeb et al. [19] aimed to
overcome the use of cue-based BCI and get closer to
real world conditions. Therefore, the VR application
must allow the users to freely decide, what they want
to do. For their study, they built a freely explorable
apartment and asked 10 test subjects to walk to a de-
fined target room using EEG signals from only three
channels. They concluded that also with a simple EEG
setup of only three channels, the users could success-
fully navigate through the apartment. The study also
showed that motivated users performed better than un-
motivated ones, which indicates that motivation is an
important factor during BCI training.

VR setups are also an ideal test environment for BCI
research and for scenarios that would be too costly or
dangerous under normal circumstances [18, 17]. Leeb
et al. [18] showed that combining VR and BCIs can be
a useful tool to control a wheelchair in VR. Guger et al.
[10] demonstrated in a VR setup that BCI devices can
be successfully used to control smart home devices and
applications, such as opening doors.

In recent years, multiple studies have indicated that Vir-
tual Reality can convey feedback to BCI users better
than simpler 2D approaches [19]. Ron-Angevin and
Díaz-Estrella [27] found in their research that receiving
feedback through an immersive experience can have a
positive impact on BCI accuracy. In this study, users,
who performed BCI tasks in VR, demonstrated reduced
error rates and also reported a motivational effect com-
pared to a traditional 2D screens. This effect may arise
from the increased immersion and realism in virtual
scenes provided by VR that can lead to more distinct
brain patterns, which can be better recognised by BCI
devices [23].

Due to advancements in technology, EEG devices have
recently entered the consumer market [22] and sev-
eral commercial EEG devices have emerged. Exam-
ples include Emotiv Epoc, Emotiv Insight, Neurosky
Mindwave, & the OpenBCI headsets, which vary in
price & the amount of sensors. In their review on the
use of consumer-level BCIs in research, Sabio et al.
showed, that Emotiv devices were the most extensively
utilized, followed by Neurosky Mindwave [28]. Neu-
rosky Mindwave offers only one electrode and one ref-
erence electrode next to the ear, which might be the
reason for it’s low accuracy, as indicated by multiple
works [22]. Other BCIs such as OpenBCI have re-
ceived limited attention in research [28]. Zabcikova
[33] investigated the quality of Insight’s EEG signals
with the help of subjects that were exposed to visual
and auditory stimuli. Other application where Emotiv
Insight has been used include drone control [20] and
controllable smart wheelchairs [6]. In combination with
a head-mounted display, Fayed et al. [7] used Emotiv
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Insight to create a cognitive training program to train
focus. A cognitive approach was also taken in [12],
where Hu and Roberts used an Emotiv Insight device
with a VR setup to study the correlation between the
emotional state and the built environment characters.
In this paper we employ the Emotiv Insight device to
control VR scenes which surround the user in a CAVE.
We chose this specific device due to it’s widespread
adoption in research and the acceptable count of five
sensors. Aiming for affordability, Emotiv Insight ad-
ditionally emerges as a cost-effective alternative com-
pared to higher-priced products like Emotiv Epoc.

3 METHOD
This section provides insight into the input device, the
test environment, as well as the animations that can be
triggered by the EEG signals. Our proposed BCI-VR
setup allows users to experience a changing environ-
ment that responds to the user’s thoughts. A schematic
model of our system is illustrated in Figure 2. The
user’s thoughts or mental commands, are picked up by
the Emotiv Insight device and are used as an input for
the VR Scene depicted in the CAVE.

Figure 2: Schematic model of our Emotiv Insight-VR
setup. EEG data is acquired by the Insight device, and
processed to a mental command, which is subsequently
used as an input for our VR system, which responds
with visual feedback to the user.

3.1 The Virtual Environment
A CAVE offers an immersive experience and unlike
head-mounted displays (HMD), also allows users to
feel their presence in the virtual world [30]. In our
case, the CAVE is a projection-based VR setup, which
consists of four projection walls, four stereoscopic pro-
jectors and two standard hardware computers for each
projection wall rendering the image for the left and the
right eye respectively [16]. Additionally, users wear
lightweight LCD shutter glasses, which can be com-
fortably worn together with the BCI. A schematic of
our CAVE is shown in Figure 3.

Figure 3: A schematic of the CAVE setup. Images are
projected on the side walls from the back and on the
floor from above. Mirrors are used to reduce spatial
requirements.

3.2 The Brain Computer Interface
Emotiv Insight is a portable, consumer-grade EEG
headset and is a cost efficient alternative to other EEG
devices. The headset is designed for every day use and
features 2 reference sensors and 5 channels which are
located on the scalp according to the 10-20 electrode
system [14] on positions AF3, AF4, T7, T8 and Pz.
The connection between the computer that runs the
CAVE application and the headset is established via
Bluetooth. Communication with the headset is done
with Emotiv’s Cortex API, which is based on JSON and
Websockets [3]. Additionally, the Emotiv App is also
needed to authorize the application. The API can be
used to obtain different data from the headset, namely
facial expressions, mental commands and so called
performance metrics that represent values of the user’s
current stress, relaxation, focus, excitement, interest
and engagement levels. The data rate of the device is
128 Hz, which corresponds to 128 JSON messages per
second for each opened data stream. Nevertheless, the
actual data sampling rate heavily depends on the type
of license. In this case, we used the free license, which
allowed us to receive new performance metrics every
10 seconds. Since the use of such a device requires
focus on the task, the time was used by applicants to
really focus on the thought.

To trigger animations in VR we used mental commands.
This functionality allows users to trigger events based
on their thoughts and allowed us to receive data in real-
time.Therefore, a profile must be trained with Emo-
tiv’s BCI software, which associates thoughts to spe-
cific events. Besides the neutral command, which rep-
resents a relaxed and calm state, this EEG headset is
able to differentiate up to 4 different commands at a
time, which are named as push, pull, left, right.
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After sufficient training, we ensured that a good con-
nection is established before we could use it in our
CAVE application. For this, the Emotiv App indicates
the EEG quality for each sensor with a color. Before us-
age, it is crucial that the headset fits firmly on the user’s
scalp and that the sensors are moisturized with contact
lens fluid. Only if all sensors report a good EEG quality,
high-quality mental commands can be received. In the
API, mental commands come as string tuples that con-
tain the mental command’s name, the power, and the
time. The current mental command and its power were
then used, to trigger an animation. To sort out faulty and
inaccurate mental commands that can be caused by bad
EEG quality, we introduced a threshold on the power.
The mental command was only used, if it exceeded the
defined threshold. This allowed us to receive consis-
tent data without the need of computationally intensive
smoothing.

3.3 VR Animations
To assess the applicability of the commercial BCI input
device for VR control, we used three animations which
the user may control via a mental command. The
experiments were carried out by a 22-year-old male
participant. All animations where developed using
Unity 3D.

3.3.1 Accelerating Sphere
In this animation, the user can accelerate a sphere and
move it through hoops, Figure 4.

If the mental command is neutral, the sphere deceler-
ates until it eventually comes to a standstill. If the user
focuses on pushing the sphere through the hoops, the
sphere accelerates and rolls through the hoops, much
like a VR game of croquet.

Figure 4: The sphere’s acceleration is controlled by the
power of the triggered mental command.

3.3.2 Terrain
A planar terrain, Figure 5, is modified by generating
Perlin noise [24] using a users thoughts.

The hills increase in depth when the user starts to trig-
ger a mental command. The longer the user holds on
to the thought and the stronger the current command is

picked up, the deeper the valleys and hills get. When
users relaxes from the thought, the surface starts to get
smoother, until it reaches a flat and even surface.

Figure 5: Generated terrain using perlin noise. The
magnitude of the terrain is controlled by the duration
and strength of the mental command.

3.3.3 Forrest Environment
Our third animation is a natural environment with
rocks, trees, and grass that are waving in the wind, as
illustrated in Figure 6. The user can transform this
environment into a flower meadow with mushrooms,
when triggering a mental command. As soon as the
thought is relaxed, the flowers retreat into the ground.

Figure 6: Forrest environment with mushrooms and
flowers.

4 RESULTS
Our results using this headset showed several issues
with the device. Originally, we planned to use the re-
laxation value to control animations, but due to the
low sampling rate and inconsistencies within the met-
rics this plan was discarded. To determine whether
the performance metrics were a reliable input for our
CAVE application, we tested its accuracy by recording
our mental state over a time span of 28 minutes. Dur-
ing the test, a relaxation video ran in the background
and we closed our eyes to enter a state of relaxation. As
shown in Figure 7, the relaxation value increases over
time. However, we also found a correlation between
the stress and relaxation value in our test (see Figure
8). This finding is unexpected, since relaxation and
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stress are emotions that usually do not correlate with
each other.

This correlation and the low sampling rate of 0.1 Hz
were the reason, why we utilized mental commands in-
stead. The mental commands capability has a higher
sampling rate, which allowed us to receive roughly one
data sample per second. Using a single command, we
were able to control the animations successfully. How-
ever, using more than one command severely affected
the accuracy and made the use infeasible. Additionally,
the result depended heavily on the contact quality of the
headset. All electrodes must at least indicate some con-
tact with the scalp to receive any mental commands. In
our testing, we experienced that even subtle movements
could disrupt the signal quality, which affected the ex-
perience in the CAVE significantly.

While training a command, the users were asked to hold
on a thought for eight seconds. After each training, the
users receive feedback on how representative the mea-
surement was and can then decide, whether the training
session should be erased or not. In the beginning, a
profile was only trained with a single command (push)
with a training time of 3-4 hours.

After we had sufficient control over one command, we
tried to train a profile with higher command counts,
with limited results. Even after extensive prior training
the majority of mental commands was detected incor-
rectly. This is on par with other works, like Khan &
Laique [13], who experienced similar results. In their
work, a profile was trained on an Emotiv Epoc headset
for 11 hours with 4 different mental commands, which
resulted in an accuracy of only 25% [13]. This led us to
only use one single command in our animations.

Users also experienced physical discomfort after al-
ready 15 minutes of use, because Emotiv Insight’s sen-
sors press tightly against the skull.

Figure 7: Relaxation value over a time span of 28 min-
utes.

Figure 8: Line graph of the relaxation (Re, top) and
stress (St, bottom) performance metrics. The figure in-
dicates a correlation between the relaxation and stress
value.

5 CONCLUSION AND DISCUSSION
In this preliminary study, we have investigated the use
of the cost-efficient EEG device Emotiv Insight for VR
control and tested the technical and practical feasibil-
ity of such a setup. We developed three different an-
imations that react to the user’s thoughts: A sphere,
which can be accelerated, a procedurally generated ter-
rain that forms valleys and hills and a forest environ-
ment, in which mushrooms and flowers are generated
based on the user’s brain activity.

Our experiments revealed a number of issues with the
Emotiv Insight device. Severe reliability issues with the
sensor data, the low sampling rate, as well as the phys-
ical discomfort of the device, led to the conclusion that
Emotiv Insight is unsuitable as an input device for real-
time applications. Our results further indicate a poor
user experience, particularly due to reported headaches
after only a brief period of wearing the BCI headset.
Due to overwhelmingly negative feedback, a full evalu-
ation of the setup involving this device was abandoned.

We also found that the initial training phase and the
time-consuming task of adjusting the sensors make
Emotiv Insight not suitable for applications in VR.
Additionally, some important features of Emotiv’s
SDK, such as high-resolution performance metrics are
restricted and require a costly monthly subscription.

We conclude that multiple improvements have to be
made such that the Emotiv Insight becomes a viable al-
ternative for controlling VR applications. Our sugges-
tions include a more adjustable design, more sensors to
improve accuracy, and overall a stronger focus on relia-
bility. In the future, we will examine other BCI devices
and conduct comparison experiments evaluating both
usability and reliability. BCI devices are a promising
technology, but need to overcome some shortcomings
to be a practical input method for real-time interaction
in VR environments.
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ABSTRACT
In this study, we perform a comparative evaluation and assessment for the scattered data interpolation using a
quartic polynomial triangular patch with ten control points on a triangular domain. The comparison is made
using two different convex combinations and inner ordinates methods, i.e., cross derivative and cubic precision.
Statistical Goodness-fit measurements used are maximum error, coefficient of determination (R2), CPU time (in
seconds), and contour plot. From the result, the cubic precision method with linear convex combination methods
gave better results with smaller CPU times and higher R2 value. All numerical and graphical results are presented
using MATLAB programming.

Keywords
Quartic polynomial, convex combination, inner ordinates, scattered data, interpolation, triangular, patch

1 INTRODUCTION
Scattered data interpolation is a pivotal technique in
modern computational science, offering a means to esti-
mate values at arbitrary locations within a dataset char-
acterized by irregularly distributed data points. Unlike
structured datasets arranged on grids or meshes, scat-
tered data often emerges from real-world observations
or simulations, where data points are irregularly posi-
tioned in multidimensional space. Interpolating scat-
tered data entails the construction of a continuous func-
tion that approximates the underlying behaviour of the
dataset, enabling the inference of values at unobserved
locations within the dataset’s domain [Fran91].

There are two common categories for scattered data in-
terpolation. The first type involves triangulating the

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

data sets, while the second type, mesh-free interpola-
tion, does not require the triangulation. Standard ba-
sis functions utilized in interpolation include Bézier,
B-spline, and radial basis functions (RBFs). Previ-
ous studies [Cav19, Dell20, Dell18, Dell16, Ska23]
have explored the application of the Shepard triangu-
lar method, a part of the meshless approach for sur-
face reconstruction. However, these methods often de-
mand significant computational time to generate inter-
polated surfaces. Alternatively, Bézier or spline tri-
angular methods can construct piecewise smooth sur-
faces with desired degrees of smoothness (e.g., C1 or
C2) while requiring less computational time, provided
that certain continuity conditions are met at the adja-
cent boundary.

Goodman and Said [Good91] developed a C1 triangular
interpolant appropriate for interpolating scattered data.
They achieved this by employing a convex combina-
tion scheme that combines three local schemes. Their
work differs from that of Foley and Opitz [Foley92].
Furthermore, both works established a C1 cubic trian-
gular convex combination scheme. However, limited
research has been conducted to compare the relative
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performance of these two methods. Foley and Opitz
[Foley92] asserted that employing the cubic precision
method resulted in enhanced visual smoothness of the
surface for small scattered data sets, as well as a smaller
root mean square (RMS) error compared to the method
proposed by Goodman and Said [Good91]. Further-
more, two versions of convex combinations exist, dif-
fering only in the degree of the rational function. How-
ever, less research is conducted on determining which
version is better when dealing with large scattered data
sets.

Several studies have investigated the practical applica-
tion of cubic Bézier curves in handling real-life data,
primarily due to their simpler complexity and lower
computational demands. For instance, Karim et al.
[Karim18a] delved into spatial interpolation methods
for rainfall data by employing cubic Bézier triangular
patches to interpolate scattered data points. They
also introduced a novel cubic Bézier-like triangular
patches designed explicitly for interpolating scattered
data [Karim20a]. Additionally, Karim and Saaban
[Karim18b] utilized cubic Ball triangular patches to
generate terrain data. However, the inherent sim-
plicity of cubic Bézier patches is suitable only for
achieving moderate smoothness in large datasets. A
higher-degree polynomial is necessary to achieve a
smoother surface. Quartic Bézier triangular patches
have received less attention from researchers in the
past due to their requirement of 15 control points,
which need optimization techniques to ensure C1

continuity is met on each adjacent triangles. This
optimization process consumes more computational
time, and the quartic scheme is global and not local
[Piah06, Aziz05, Huss14a, Huss14b].

A recent study by Karim et al. [Karim20b] has suc-
cessfully developed a C1 scattered data interpolation
scheme without requiring any optimization, building
upon the extension work by Zhu and Han [Zhu13].
This newly proposed scheme is characterized as local,
and the central processing unit (CPU) time needed for
constructing the surface is notably faster compared to
the quartic Bézier triangular patches in previous stud-
ies [Piah06, Aziz05, Huss14a, Huss14b]. Furthermore,
the proposed scheme ensures positivity preservation in
scattered data interpolation, leading to improved inter-
polated surfaces on the real-life data based on coro-
navirus disease 2019 (COVID-19) cases at Selangor
State and Klang Valley in Malaysia. This advance-
ment overcomes the limitations of previous works by
[Ali20, Dra20, Karim20a], which did not apply pos-
itivity preservation in their interpolations. However,
it is worth noting that this novel scheme has not yet
been tested on other real-life datasets, such as geologi-
cal data.

Motivated by these developments, this study aims to
compare two version of convex combination and meth-
ods for forming local schemes based on the inner or-
dinates, focusing on the quartic Bézier surface interpo-
lation scheme developed by Karim et al. [Karim20b].
The analysis will include error assessment using met-
rics such as R2, maximum error, and CPU time. Addi-
tionally, graphical representations showcasing the sur-
faces and their corresponding contour plots will be pre-
sented. Finally, the proposed scheme will be applied to
construct real-life geologic data, specifically Seamount
data, to demonstrate its applicability in practical scenar-
ios.

This paper is organized into five main sections. The
first section introduces the research topic and outlines
its objectives. The second section provides a review of
related literature and methodologies from related stud-
ies. The third section elaborates on the methods uti-
lized in the research. Subsequently, the fourth section
presents the findings and engages in a comprehensive
discussion. Finally, the fifth section concludes the pa-
per and suggests areas for future work.

2 RELATED WORK
This section discusses the related work on the methods
for forming local schemes for inner ordinates and con-
vex combinations.

Goodman and Said’s method
This method, also known as the cross derivative
method, achieves a C1 surface by prescribing first-
order derivatives at the vertices. This method involves
blending three cubic polynomials to create a rational
function interpolant within each triangle of the domain.
One of the significant advantages of this method is its
locality; the surface at any point depends only on the
data "close" to that point. This local nature makes the
method efficient and well-suited for surface interpola-
tion applications. The method begins by triangulating
the domain using the data points as vertices. Within
each triangle, a local interpolant is defined. To ensure a
smooth surface, specific derivative values are typically
employed on the boundaries of the triangles. The inner
Bézier ordinates, denoted as b111, are determined by
the local scheme to satisfy the C1 requirement along
all edges εi, i = 1,2,3 of the triangular respectively as
shown in Fig. 1.

Foley and Opitz’s method
This method is also known as the cubic precision
method. This method is best represented in Fig. 2 in
which the two adjacent triangles with the vertex of Vi
and Ṽi where i = 1,2,3. The hybrid patch on the left
triangle with boundary control point bi jk is identical
to the right triangle with boundary control point bi jk,
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Figure 1: Triangle with side-vertex blending

where i + j + k = 3. The C1 continuity is achieved
by making sure the sets of four control points along
the edge from both sides of the triangle are co-planar.
Complete derivations can be found in Karim et al.
[Karim20b].
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Figure 2: Two adjacent hybrid cubic patches

Convex Combination
In the literature, there are two common convex combi-
nation schemes that can be used in scattered data in-
terpolation for calculating the inner ordinates bi

111, i =
1,2,3 where the barycentric coordinate (u,v,w) on the
triangle is defined by u + v + w = 1, where u,v,w ≥
0. Eqn. (1) represents a linear convex combination,
whereas Eqn. (2) represents a square linear convex
combination which can be shown as below:

b111 = ρ1b1
111 +ρ2b2

111 +ρ3b3
111

where

ρ1 =
vw

uv+ vw+wu
, ρ2 =

wu
uv+ vw+wu

,

ρ3 =
uv

uv+ vw+wu

(1)

or

ρ1 =
v2w2

u2v2 + v2w2 +w2u2 , ρ2 =
w2u2

u2v2 + v2w2 +w2u2 ,

ρ3 =
u2v2

u2v2 + v2w2 +w2u2

(2)

3 METHOD
This section describes the construction of quartic trian-
gular patches on a triangular domain.

3.1 Quartic Triangular Patches
Since we are dealing with triangulation, the barycen-
tric coordinates (u,v,w) on the triangle T with vertices
V1,V2 and V3 is defined by u+v+w= 1, where u,v,w≥
0. Set the point inside the triangle as V (u,v,w) ∈ R2 (as
shown in Fig. 3), which can be expressed as:

V =uV1 +uV2 +uV3
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Figure 3: Triangle T
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Figure 4: Basis functions for quartic triangular patch

Fig. 4 shows the basis functions for quartic triangu-
lar patch. The basis functions satisfy the properties of
non-negativity, partition of unity and symmetry (full de-
tails of the properties can be referred to Zhu and Han
[Zhu13]). Thus, the quartic triangular patch from Zhu
and Han is further defined by

R(u,v,w) =u4b300 + v4b030 +w4b003 +u2v(3+u)b210+

(3+u)u2wb201 +(3+ v)v2ub120+

(3+ v)v2wb021 +(3+w)w2ub102+

(3+w)w2vb012 +6uvwb111
(3)
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3.2 Scattered Data Interpolation Using
Quartic Triangular Patches

In this section, the following scattered data interpo-
lation scheme is constructed based on Karim et al.
[Karim20b].

3.2.1 Boundary Ordinates
The boundary ordinates are calculated based on Good-
man and Said [Good91] method for each triangle, as
represented in Fig. 5.
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Figure 5: Control points for quartic triangular patch

Based on the literature review from Sec. 2, the vertex is
given as F(V1) = b300, F(V2) = b030, and F(V3) = b003.
The other six boundary ordinates are expressed as:

b210 = b300 +
1
4
((x2 − x1)Fx (V1)+(y2 − y1)Fy (V1))

b201 = b300 −
1
4
((x1 − x3)Fx (V1)+(y1 − y3)Fy (V1))

b021 = b030 +
1
4
((x3 − x2)Fx (V2)+(y3 − y2)Fy (V2))

b120 = b030 −
1
4
((x2 − x1)Fx (V2)+(y2 − y1)Fy (V2))

b102 = b003 +
1
4
((x1 − x3)Fx (V3)+(y1 − y3)Fy (V3))

b012 = b003 −
1
4
((x3 − x2)Fx (V3)+(y3 − y2)Fy (V3))

3.2.2 Inner Ordinates
The remaining inner ordinates, bi

111, i = 1,2,3, are
obtained by first using the cross derivative method by
Goodman and Said [Good91]. Then, after the inner
ordinates are calculated, the second inner ordinates
are then calculated using cubic precision by Foley and
Opitz [Foley92].

3.2.3 Final Scheme
The final interpolating scheme can be written as

R(u,v,w) = ∑
i+ j+k=3

i. j.k ̸=1

bi jkB3
i, j,k(u,v,w)

+6uvw
(
ρ1b1

111 +ρ2b2
111

+ρ3b3
111

) (4)

where B3
i, j,k(u,v,w) represents the Bernstein polyno-

mial of degree 3, and ρ1, ρ2, and ρ3 are determined
by Eqn. (1) or (2).

3.3 Algorithm
This section shows the overall algorithm used in this
study, as represented in Algorithm 1.

Algorithm 1 Quartic Triangular Patches for Scattered
Data Interpolation

1: Input: scattered data points
2: Estimate the partial derivative at the data points by

using [Karim20a];
3: Triangulate the data points by using Delaunay tri-

angulation;
4: Calculate the boundary control points;
5: Calculate inner control points for the local scheme,

bi
111, i = 1,2,3 by using the cubic precision method

as in Foley and Opitz [Foley92];
6: Construct the interpolated surface using the convex

combination method of three local schemes defined
by Eqn. (4)

4 RESULTS AND DISCUSSION
In this section, we will compare the performance be-
tween the different convex combination and methods
for forming the local scheme. The proposed scheme
is tested with one well-known function, Franke’s expo-
nential function:

F1(x,y) =0.75e−
(9x−2)2+(9y−2)2

4 +0.75e−
(9x+1)2

49 − (9y+1)2
10

+0.5e−
(9x−7)2+(9y−3)2

4 −0.2e−(9x−4)2−(9y−7)2

The error norms are computed using a 33×33 uniform
rectangular grid of evaluation points in the unit square
for 36, 65 and 100 data points. Fig. 6 shows the De-
launay triangulation for sample of 36, 65 and 100 data
points. The error measurements used are (a) Coefficient
of determination, R2, (b) maximum errors and (c) Cen-
tral Processing Unit (CPU) time in seconds. The simu-
lation is conducted using MATLAB 2023a version.

Fig. 7 shows an example of scattered data interpola-
tion using quartic triangular patches based on F1(x,y)
function based on 65 data points. The scattered data
interpolation is performed within each mesh triangle,
which is then evaluated at points on a 33×33 uniform
rectangular grid within the unit square domain. This
evaluation involves applying the interpolant function to
each grid point to estimate the function value based on
the test function F1. The contour plot of the respective
surface interpolation is shown in Fig. 8.
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(a)

(b)

(c)
Figure 6: Delaunay triangulation for (a) 36 data points;
(b) 65 data points and (c) 100 data points

Based on Fig. 7, there are no significant differences be-
tween the surface of the F1 function and the four inter-
polated surfaces. However, when it comes to the con-
tour plot, which can be referred to in Fig. 8, there are
no exact similarities between the four contour plots for
the interpolated surface. These differences indicate that
different methods with different convex combinations
give different appearances, and it’s worth further inves-
tigating which one of them is actually the best. A better
comparison between the methods is represented with
error analysis, which is shown in Table 1.

Based on Table 1, the cubic precision method with lin-
ear convex combination shows the best performance
in terms of higher R2 value and smaller CPU time (in
seconds) as compared to the three methods. Interest-
ingly, the linear convex combination also favors the
cross derivative method, where its performance is bet-
ter than the one with the square convex combination.
This observation tells us that selecting the convex com-
bination depends on which method is acquired for scat-
tered data interpolation. This observation will help re-
searchers to be able to select the best choice for select-
ing which convex combination to choose when it comes
to different methods for calculating the inner ordinates.

Another interesting observation is that the performance
of both proposed methods significantly improved as the
number of data points increased from 33 to 100, as ev-
idenced by higher R2 values, reduced maximum errors,
and more efficient CPU utilization. This improvement
can be attributed to the increase in triangulation den-
sity from coarse to fine, enabling the capture of subtle
variations and features of the underlying surface of the
test function F1. This pattern is also reflected in the
contour plot shown in Fig. 8, where visual smoothness
is observed to increase with the higher density of data
points. Finer triangulation are adept at accurately rep-
resenting intricate details of the surface but may lead to
increased computational complexity and runtime. On
the other hand, coarser triangulation simplify the sur-
face representation but can potentially result in a loss
of detail and accuracy.

Nevertheless, the cubic precision method with linear
convex combination still performs the best based on the
four-method comparison. By having this result, the best
performing method will be used to reconstruct real-life
geologic data, which is the Seamount data. Seamount
data sets obtained from MATLAB represent the surface
of the Mount under the sea located on Louisville Ridge
in the South Pacific in 1984. Fig. 9 shows the Delaunay
triangulation of Seamount with 294 data points as well
as the 3D interpolation of those data points. Fig. 10
shows the surface of the Seamount data points as well
as the interpolated surface using cross derivative and
cubic precision with linear combination. The interpo-
lated surface consists of 566 triangles and is evaluated
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by subdivision of the triangles. Table 2 shows the CPU
time comparison between the two methods. The CPU
time is taken by averaging three runs of the experiment
to prevent bias. Based on the table, the cubic precision
with linear convex combination takes a lower time to
reconstruct the Seamount data points at 3.3901 seconds
faster than cross derivative with the linear combination.
This observation shows that the cubic precision method
developed by Foley and Opitz [Foley92] is more accu-
rate and faster than the cross derivative by Goodman
and Said [Good91].

A claim by Foley and Opitz [Foley92] mentioning that
their method works better than cross derivative is valid
in this case even though the differences are not signif-
icant. These small differences can lead to big changes
in performance when it comes to interpolating more big
data points. Furthermore, the CPU time required to re-
construct seamount data by using a cubic Timmer tri-
angular patch developed by Ali et al. [Ali20] scheme
is 123.9761 seconds. Meanwhile, the proposed quar-
tic triangular patch has achieved an average CPU time
of 83.4646 (cross derivative) and 80.0745 (cubic pre-
cision) for linear convex combination. Based on this
result, the proposed scattered data interpolation scheme
by using quartic polynomial is at least 1.5 time faster
than scattered data interpolation scheme based on cu-
bic triangular Timmer developed by Ali et al. [Ali20].
This result is significant because the proposed scheme
has quartic degree, meanwhile the existing schemes are
cubic degree.

5 CONCLUSION
In conclusion, this study conducted a comparative
evaluation of scattered data interpolation using quartic
polynomial triangular patches with ten control points
on a triangular domain. The comparison focused on
two different methods: convex combination with inner
ordinates using cross derivatives and cubic precision.
The results of our evaluation indicate that the cubic
precision method, coupled with linear convex com-
bination schemes, outperformed the cross derivative
method. Specifically, the cubic precision method
exhibited shorter CPU times and higher R2 values,
demonstrating its effectiveness in interpolating scat-
tered data using quartic polynomial triangular patches.
Furthermore, our study highlights the efficacy of the
linear convex combination scheme in conjunction with
the cubic precision method for scattered data inter-
polation. This combination yielded superior results,
particularly in reconstructing geologic real-life data,
such as Seamount, and outperformed the linear convex
combination scheme with the cross derivative method
in terms of computational efficiency. Future studies
will focus on implementing these successful schemes
on GPU platforms using machine learning techniques.

This strategic approach aims to enhance computation
time for surface reconstruction while simultaneously
improving accuracy. Overcoming challenges in GPU
implementation and leveraging machine learning
algorithms will contribute significantly to advancing
the field of scattered data interpolation.
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(a) F1 test function

(b) Cross derivative method with linear convex combination (c) Cross derivative method with square convex combination

(d) Cubic precision method with linear convex combination (e) Cubic precision method with square convex combination
Figure 7: Example of surface interpolation based on F1 test function
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(a) F1 test function

(b) Cross derivative method with linear convex combination (c) Cross derivative method with square convex combination

(d) Cubic precision method with linear convex combination (e) Cubic precision method with square convex combination
Figure 8: Contour plots of surfaces presented in Fig. 5
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(a) (b)
Figure 9: Example of (a) Delaunay Triangulation of Seamount with 294 data points and (b) 3D interpolation of
Seamount data points

(a) Seamount surface generated in Matlab

(b) Cross derivative method with linear convex combination (c) Cubic precision method with linear convex combination
Figure 10: Example of surface generated based on Seamount real data points
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ABSTRACT
Considering the need for lightweight and fast implementations, this paper presents an architecture based on a Mo-
bileVit encoder for efficiency and speed, introducing a fully convolutional lightweight decoder with skip connec-
tions for feature extraction. The main purpose of this network is to address the problem of single image dehazing.
Recognizing the critical role of depth information in assisting the above task, the merging of these two tasks into
a single network was performed in a supervised manner. Taking into account that there is a shortage of datasets
that provide both dehazing and relative depth estimation ground truths, Depth Anything was utilized to extract the
relative depth values of the images, which is the SOTA network in this task.

Keywords
Lightweight, Vision Transformers, relative depth, dehazing

1 INTRODUCTION

Despite the recent advancements in computer vision
research, scene understanding remains a fundamen-
tal problem. Monocular depth estimation provides a
deeper insight to the scene, capturing depth information
and transforming perception from a two-dimensional
representation to a richer three-dimensional under-
standing. It has a potential to revolutionize applications
such as autonomous navigation [4], augmented reality,
and scene understanding.

In the presence of haze, because it has a strong effect
on visual clarity and detail, comprehending a scene be-
comes really challenging. Single image dehazing aims
to mitigate the adverse effects of atmospheric scatter-
ing, enhancing the visibility and fidelity of images cap-
tured in hazy or foggy conditions and aims to restore
the true radiance of objects obscured by haze or fog.
In essence, both depth estimation and image dehazing

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

share a common goal: the recovery of a more faithful
representation of the scene.
Recent studies of both monocular depth estimation and
single image dehazing methods, have introduced Vision
Transformers [25, 1, 8] as a fundamental component for
a global understanding of the scene, unlike traditional
methods which rely on convolutional neural networks
[17], [7], [5] with limited receptive field.
Tasks like self-driving cars require real-time process-
ing, because it directly impacts user experience and
safety. Single image dehazing is essential in scenarios
where visibility is compromised due to adverse weather
conditions. Real-time dehazing can enhance image
clarity and enable immediate responses. Real-time pro-
cessing ensures that the information provided is cur-
rent, allowing systems to react swiftly and effectively to
changing environments and unforeseen obstacles. That
is the reason why a lightweight model has been devel-
oped in this paper.
The proposed model is based on an encoder-decoder ar-
chitecture. MobileVit [22], a Vision Transformer with
a low complexity, is employed in the encoder, aiming
to minimize the model’s parameter count. The decoder
is a fully-convolutional neural network. In the earlier
stages of the decoder both dehazing and depth estima-
tion are learned simultaneously and in later stages these
tasks are separated into 2 branches. Skip-connections
from the encoder to the decoder result in an efficient and
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effective feature processing pipeline and enable the net-
work to leverage both fine and coarse-grained details.
The combination of these components allows the de-
coder to generate accurate pixel-wise predictions. This
approach contributes to the ability of the network to ef-
ficiently and accurately process visual data.

The main contributions in this paper are summarized
below:

• Proposition of a lightweight network for single im-
age dehazing utilizing MobileVit [22] in the encoder

• Utilization of the relative depth values in order to
help the image dehazing tasks and also extract a rel-
ative depth image from the input hazy image.

• Utilization of a fully-convolutional, fast and accu-
rate decoder with skip connections that requires few
parameters.

2 RELATED WORK

2.1 Monocular depth estimation

An early work on monocular depth estimation is that
of Eigen et al. [7], which uses two CNNs. The first is
used to predict a coarse global depth, and the second to
refine the prediction locally. Jung et al. [13] proposed
a solution for poor boundary localization and spurious
regions by using a two-stage convolutional network as
a generator. Their approach employs a deep adversarial
learning framework, with an adversarial discriminator
training criterion aiming to effectively tell real and syn-
thetically generated depth images apart. A lightweight
model was proposed by Wofk et al. [31], utilizing Mo-
bileNet [12] as the decoder in order to have a low count
of parameters. They also incorporated skip-connections
between the encoder and the decoder. Rudolph et al.
[28] used a Guided Upsampling Block (GUB) for build-
ing the decoder. GUB relies on the image to guide the
decoder in upsampling the feature representation and
the depth map reconstruction, achieving high resolution
results with fine-grained details. Lee et al. [16] pro-
posed a token sharing transformer that utilizes global
token sharing, which enables the model to obtain an
accurate depth prediction with high throughput in em-
bedded devices. The model used for the ground truth
relative depth images is Depth Anything [33], a practi-
cal solution for robust monocular depth estimation, fo-
cusing on simplicity and effectiveness. By scaling up
the dataset to approximately 62 million unlabeled im-
ages and employing data augmentation techniques and
auxiliary supervision, the method achieves impressive
generalization across various datasets.

2.2 Single image dehazing
To describe the formation of a hazy image, the atmo-
spheric scattering model was first proposed by McCart-
ney [21]. The equation of this model can be written as

I(x) = J(x) · t(x)+a · (1− t(x)) (1)

where I(x) is a hazy image, J(x) is the real scene to
be recovered, t(x) is the medium transmission, a is the
global atmospheric light.

DCP Net [9] is a simple but effective image prior -
dark channel prior to remove haze from a single input
image. DehazeNet [2], which is one of the earliest
deep learning works, uses a CNN with specialized
Maxout layers for haze-related feature extraction and
introduces the Bilateral Rectified Linear Unit (BReLU)
activation function to enhance haze-free image quality.
Ren et al. [27] used an encoder-decoder architecture
and adopted a novel fusion-based strategy which
derives three inputs from an original hazy image by
applying white balance, contrast enhancement, and
gamma correction. Dong et al. [5] presented a Multi-
Scale Boosted Dehazing Network using the U-Net
framework, which is designed based on two principles:
boosting and error feedback. The model incorporates
the Strengthen-Operate-Subtract boosting strategy in
the decoder, gradually enhancing the haze-free image.
They introduced a dense feature fusion module with
back-projection feedback in the U-Net architecture to
maintain spatial information. Hong et al. [11] intro-
duced a knowledge distillation-based dehazing network
that employs process-oriented learning with the student
network mimicking image reconstruction. Wu et al.
[32] introduced a novel regularization technique that
utilizes contrastive learning. CR leverages hazy images
as negatives and clear images as positives, guiding the
restored image closer to clear images and away from
hazy ones in the representation space. Cui et al. [3]
was inspired by the consistent degradation of various
regions in corrupted images, and suggested a shift
towards prioritizing essential areas for reconstruction.
In the latter approach, they introduced a dual-domain
selection mechanism to accentuate critical information
for restoration, including elements like edge signals
and challenging regions. FFA-NET [24] is an end-
to-end feature fusion attention network, consisting of
three key components.1) Channel Attention with Pixel
Attention mechanism, 2) Local Residual Learning, and
3) An Attention-based different levels Feature Fusion
(FFA) structure, that performs especially outstanding
in regions with thick haze and rich texture details.
AOD-Net [18] is designed based on a re-formulated
atmospheric scattering model and directly generates
clean images through a lightweight CNN, making it
easily embeddable into other deep models. MSCNN
[26] is a multi-scale CNN consisting of a coarse-scale
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net that predicts a holistic transmission map based
on the entire image, and a fine-scale net that refines
results locally. LightDehazeNet [29] jointly estimates
both the transmission map and atmospheric light using
a transformed atmospheric scattering model. There
are not many lightweight models to perform image
dehazing delivering good results. The proposed method
targets these two goals concurrently.

2.3 Vision Transformers
Vision Transformer (ViT) [6] adapts the transformer ar-
chitecture used in natural language processing to extract
multiscale information from images by breaking them
down into smaller patches. The most important part
is the self-attention mechanism which helps to encode
relationships between the patches. ViT-based models
have achieved remarkable results in tasks like image
classification and segmentation, depth estimation, and
single-image dehazing. Depth estimation works like
Ada-Bins [1] proposed a transformer-based architec-
ture block that divides the depth range into bins whose
center value is estimated adaptively per image. The fi-
nal depth values are estimated as linear combinations
of the bin centers. Ranft et al. [25] gathered tokens
from different stages in the vision transformer to create
representations that resemble images at various resolu-
tions. These representations are gradually fused to pro-
duce full-resolution predictions using a convolutional
decoder. In another encoder-decoder architecture, Kim
et al. [14] deployed a hierarchical transformer-based
encoder to capture the global information in an im-
age, and a lightweight decoder to generate an estimated
depth-map, while also considering local connectivity.
Vision transformers are also used in single-image de-
hazing. Guo et al. [8] proposed a novel transmission-
aware 3D position embedding to involve haze density-
related prior information into the vision transformer.
Lu et al. [20] created two modules, one for handling
both fine textures and large hazy areas, and another
for addressing uneven haze distribution in image de-
hazing. The first module uses parallel dilated convo-
lutions with large receptive fields, while the second ef-
ficiently extracts global and local information in paral-
lel to improve dehazing results. Zhao et al. [34] com-
bined intrinsic image decomposition and image dehaz-
ing, enhancing the generation of high-quality haze-free
images. The Complementary Feature Selection Mod-
ule (CFSM) was used to effectively fuse complemen-
tary features, thereby boosting feature aggregation. In
the scope of this research paper, vision transformers
are adopted as the encoder of the network. The reason
for this selection relies on the proven capacity of vi-
sion transformers to produce rapid and precise results.
Vision transformers are favored for their adeptness in
managing visual data, detecting patterns, and compre-
hending the content of images.

3 METHOD
An image dehazing network is trained Fig.1 which aims
to predict the dehazed image Y ∈ ℜH×W×3 and the rela-
tive depth map D ∈ ℜH×W×1 from an RGB hazy image
X ∈ ℜH×W×3. The primary focus lies on the dehazing
output, with the relative depth output serving a supple-
mentary role. The relative depth information primarily
aids the image dehazing task, given its inherent inclu-
sion within the haze-scattering model. Eq.1.

To accomplish that, a model based on an encoder-
decoder architecture was implemented. In the encoder,
a pre-trained MobileVit [22] was used, and in the de-
coder a fully convolutional network. MobileViT is de-
signed to bring together the strengths of CNNs and vi-
sion transformers to create a lightweight and fast-to-
evaluate network for mobile vision tasks. It offers a new
perspective on how to process visual information effi-
ciently using transformer-based approaches in the con-
text of mobile devices. Most of the standard encoders
like ResNet [10] are fully convolutional and do not uti-
lize the benefits of Vision Transformers. The resulting
feature map is further upscaled and integrated with the
MobileVit layer outputs. To the best of our knowledge,
this is the first paper that uses MobileVit as the encoder
for the single image dehazing problem. The model has
a total of 2.29 million parameters, positioning it as a
lightweight solution without compromising its perfor-
mance.

3.1 Encoder
The encoder extracts the feature map from the input im-
age. For this extraction to be possible the classification
layer of MobileVit was deleted. MobileViT block com-
bines CNN (local information) and transformers (global
information). It uses convolutions for local details, then
transforms patches to capture relationships between im-
age parts. Four intermediate blocks and the output of
the Encoder are used for feature extraction, each cap-
turing different aspects of the input image. As shown
in Fig.1 each of these blocks (light blue color), has a
different width, height and channel values.

• Block 1: 1
2 ×

1
2 ×C1

• Block 2: 1
4 ×

1
4 ×C2

• Block 3: 1
8 ×

1
8 ×C3

• Block 4: 1
16 ×

1
16 ×C4

• Out: 1
32 ×

1
32 ×C5

As these stages progress, the feature maps become
smaller but contain richer information. This helps in
the understanding of the relationships between differ-
ent parts of the image.
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Figure 1: Model used for image dehazing utilizing relative depth. Each feature extraction block of MobileVit
is concatenated with the output at different stages of the decoder. All the convolutions have kernel size=3 and
stride=1.

3.2 Decoder

The decoder is the part of the network where the infor-
mation provided from the features extracted from the
encoder is used to reconstruct both the clear image and
the relative depth map. The features from the Mobile-
Vit blocks are passed through a series of convolution,
upsampling, and concatenation. As depicted in Fig.1
the first input of the decoder is the output of MobileVit
with dimensions: 1

32 ·H × 1
32 ·W ×C5. After undergo-

ing a 3× 3 convolution, the output is upsampled using
Bilinear Interpolation. This enables the concatenation
of features with those extracted from Block 4, as they
share the same dimensions, specifically 1

16 ·H × 1
16 ·W

of the original input. This process iterates through all
blocks until the output matches the dimensions of the
input hazy image (H ×W ). The rationale behind this
approach lies in the simultaneous presence of dehaz-
ing and depth feature information, which mutually re-
inforce each other, thereby enhancing overall perfor-
mance.

After that, the decoder is split into 2 modules, a
dehazing-module and a depth-module. The dehazing
module utilizes this mixed information to refine its
image reconstruction process, ensuring that the final
output is visually coherent and faithful to the input.
Similarly, the depth module benefits from this com-
bined information to achieve more discernible depth
cues.

3.3 Loss Function
Let ygt (ground truth) be the clear image, yp the pre-
dicted dehazed image, dgt (ground truth) relative depth
values from Depth Anything and dpred the predicted
depth values from the model. For single image dehaz-
ing L1 loss was chosen and for depth estimation a com-
bination of 2 losses was implemented Structural Simi-
larity (SSIM) [30] and L1 loss.

The dehazing and depth loss were combined to get the
final loss function.

LHaze(yp,ygt) = |yp − ygt | (2)

LDepth(dp,dgt) = α ·LSSIM(dp,dgt)+β · |dp −dgt |
(3)

LCombined(yp,dp,ygt ,dgt) = γ ·LHaze(yp,ygt)

+δ ·LDepth(dp,dgt)
(4)

4 EXPERIMENTS
In this section, the evaluation of the proposed model is
conducted using standard benchmarks for image dehaz-
ing. The presented implementation is compared with
existing lightweight and heavyweight models.
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Method RESIDE-IN RESIDE-OUT RESIDE(IN+OUT) Inference (ms)

PSNR(M) SSIM PSNR(M) SSIM PSNR(M) SSIM

DCP [9] (2010) 16.627 0.818 19.13 0.815 17.875 0.816 -
MSCNN [26] (2016) - - - - 17.57 0.8125 -
AOD-Net [18] (2017) 20.51 0.816 24.14 0.920 22.325 0.868 -
FFA-NET [24] (2021) 36.39 0.9886 33.57 0.9840 34.98 0.8963 310.15

Light-DehazeNet [29] [29] (2021) - - - - 28.39 0.9487 9.28
MixDehazeNet-S [20] (2023) 39.47 0.995 35.09 0.985 37.28 0.99 131.62

Proposed Model 30.339 0.965 - - - - 43.01

Table 1: Performance evaluation of the models on RESIDE-SOTS dataset [19].

(a) Hazy Image (b) Dehazed (c) Clear (d) Depth (e) GT depth [33]

Figure 2: Qualitative analysis on RESIDE-SOTS indoors dataset for both dehazing and depth [19]. The proposed
model takes four hazy images as input. Ground truth (GT) depth is determined using DepthAnything outputs.

4.1 Implementation details

PyTorch [23] was the framework used for the imple-
mentation. A training regimen comprising 40 epochs
was adopted, with an initial learning rate of 3×10−4 for
the first 20 epochs, followed by a reduction to 3×10−5

for the next 20 epochs. Adam optimizer with default
settings [15] and a batch size of 4 was utilized for both
models.

4.2 Datasets

RESIDE [19] provides a comprehensive collection of
hazy images, encompassing both real-world and syn-
thetic scenes. Three subsets of the dataset were uti-
lized: RESIDE-IN(ITS), comprising 13,990 hazy im-
ages along with their corresponding clear counterparts
from indoor environments, RESIDE-OUT(OTS), com-
prising 50,874 hazy images and their corresponding
clear images captured in outdoor settings, and Synthetic
Objective Testing task (SOTS), consisting of 1000 clear
images from indoor and outdoor scenes, each paired
with its hazy counterpart.

For every clear image Depth anything [33] was em-
ployed to extract the relative depth map, serving as the
ground truth value.

Two separate models were trained, one using the im-
ages from the indoor scenes and the other with the im-
ages from the outdoor scenes. For each model there are
two ground truth values, the clear image and the rela-
tive depth map and one input value which is the hazy
image.

Evaluation metrics: The standard evaluation metrics
employed for single image dehazing are utilized.

• Structural Similarity Index(SSIM):

(2µŷµy +C1)+(2σŷy +C2)

(µ2
ŷ +µ2

y +C1)(σŷ2 +σ2
y +C2)

(5)

• Peak Signal-to-Noise Ratio (PSNR):

20 · log10
1

RMSE
(6)

where RMSE =
√

1
n ∑

n
i=1(yi − ŷi)2
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(a) Hazy Image (b) Dehazed (c) Clear (d) Depth (e) GT depth [33]

Figure 3: Qualitative analysis on RESIDE-SOTS outdoors dataset for both dehazing and depth [19]. The proposed
model takes four hazy images as input. Ground truth (GT) depth is determined using DepthAnything outputs.

4.3 Evaluation protocol
The model was tested on the indoor set which consists
of 500 image pairs of RESIDE-SOTS (indoors) [19] at
full resolution. The GPU used for the calculation of in-
ference time is NVIDIA GeForce RTX 3060. The pro-
posed model produces images at a fixed size, whereas
the samples provided by RESIDE-SOTS (outdoors) ex-
hibit varying resolutions. Consequently, direct compar-
ison of metrics on the RESIDE-SOTS (outdoors) with
other methods that output images at full resolution may
lead to unfair assessments of performance.

4.4 Results
A selection of dehazed images and their correspond-
ing relative depth values will be presented for quali-
tative analysis for both RESIDE-SOTS indoors Fig.2
and RESIDE-SOTS outdoors Fig.3. The implemen-
tations are compared to other models Table.1 and a
quantitative comparison is provided Fig.4. While the
proposed method is lightweight, the results exhibit re-
markable clarity in both the dehazed and depth images,
showing the efficiency and robustness of the approach.
The qualitative evaluation with the heavyweight models
reveals minimal disparities, whereas with lightweight
models, the distinctions are prominently noticeable. In
comparison to the implementations detailed in Table 1,
the proposed model demonstrates better performance in

terms of inference time, with the exception of Light-
DehazeNet. Notably, the proposed architecture stands
out as the sole model providing the relative depth map,
a factor that influences inference time.

4.5 Ablation study
To showcase the efficacy of the proposed architecture,
an ablation study was conducted to analyze the number
of need blocks of MobileVit and the loss function.

The model underwent testing where each of the four
intermediate blocks of the Encoder was systematically
omitted, allowing for an assessment of their individ-
ual impact on performance. Additionally, an evaluation
without any of the intermediate blocks is provided. As
shown in Table 2, the removal of any one of these four
intermediate blocks yields negative effects on perfor-
mance. The first block exhibits the most pronounced
impact, while the fourth block shows the least. When

Blocks PSNR SSIM
1,2,3 29.958 0.963
1,2,4 30.195 0.963
1,3,4 30.039 0.962
2,3,4 28.373 0.931

No Blocks 22.179 0.691
Table 2: Performance Impact of removing intermediate
encoder blocks
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(a) Hazy Image (b) FFA-NET (c) MixDehazeNet (d) LightDehazeNet (e) Proposed model (f) Clear

Figure 4: Qualitative analysis on RESIDE-SOTS indoors [19].

all four blocks are discarded, the performance drops
significantly, underscoring the value they provide.

We also conducted tests on the constants within the loss
function (described in Table 3), which combines the
haze loss with the depth loss.

γ δ PSNR SSIM
0.5 0.5 29.02 0.958
0.6 0.4 29.572 0.960
0.8 0.2 30.339 0.965
0.4 0.6 28.56 0.947
0.2 0.8 28.05 0.941

Table 3: Impact of constants in the loss function

5 CONCLUSION
In conclusion, this paper presents a novel lightweight
architecture tailored for single image dehazing, lever-
aging a MobileVit encoder for efficiency and speed,
alongside a fully convolutional lightweight decoder fea-
turing skip connections for enhanced feature extraction.
By integrating depth estimation into the dehazing task
within a single network in a supervised manner, depth
information aids in scene understanding. Moreover, the
shortage of datasets providing both dehazing and rel-
ative depth ground truths is overcome by employing
state-of-the-art networks like Depth Anything for rel-
ative depth extraction. The main contribution lies in
proposing a lightweight solution for image dehazing,
utilizing MobileVit in the encoder, incorporating rela-
tive depth values to empower dehazing, and employing
a fully convolutional decoder with skip connections for
efficient and accurate processing. The relative depth
output can be leveraged in various other computer vi-
sion tasks to enhance their performance and robustness.

By providing depth information alongside dehazed im-
ages, the proposed model not only improves visual clar-
ity but also enriches the data available for downstream
tasks, thus contributing to more accurate and compre-
hensive computer vision solutions. Overall, this frame-
work offers a promising implementation for enhancing
scene understanding in challenging environmental con-
dition
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Figure 1. Examples of study stimuli that show variations of colored vertical bar charts. 

ABSTRACT 
This study evaluates the efficacy of three varied designs of colored bar charts—featuring text annotations, icon 

shapes, and stacked icons—in illustrating the correlation between social media use, mental health, and family 

functioning. It seeks to bridge a research gap by exploring this specific aspect of visualization techniques. The 

study uses an online survey with 500 participants to evaluate these designs in terms of accuracy, response time, 

and user preferences. The research findings suggest that colored bar charts with text can reduce response time in 

medium complexity tasks. Meanwhile, colored bar charts with text and stacked icons can enhance accuracy in 

medium and hard complexity tasks. Colored bar charts with icons can engage users more in medium and hard 

tasks, and consistently demonstrate high interaction. The study revealed that gender could influence response time 

and interaction, with colored bar charts with icons generally preferred. However, visualization preferences may 

vary across age groups, highlighting the importance of personalized visualizations for diverse users. These insights 

are crucial for individuals aiming to utilize visualizations effectively for correlational data, prompting further 

investigation into enhancing data visualization through subsequent research based on these results. 

Keywords 
Correlational data visualizations, Colored bar charts, Text, Icons, Stacked icons. 

1. INTRODUCTION AND 

BACKGROUND 
In the domain of data visualization, the design of 

visual representations significantly influences how 

users interpret and engage with data. Previous 

research has underscored the importance of intuitive 

and visually appealing visualizations in facilitating 

comprehension and decision-making [1, 2, 3]. 

However, the relationship between visualization 

complexity and user behavior remains complex and 

multifaceted. Correlational data representation studies 

offer a unique opportunity to explore this relationship 

by examining how variations in visualization design 

correlate with user responses. Understanding these 

correlations is essential for creating visualizations that 

effectively convey information while minimizing 

cognitive load and enhancing user engagement. 

Moreover, demographic factors such as gender, and 

age can further influence user preferences and 

interactions with visualizations. Studies have shown 

that individuals from different demographic 

backgrounds may have varying cognitive styles and 

preferences when interacting with visual information 

[4, 5]. Therefore, exploring how demographic factors 

intersect with visualization design is crucial for 

ensuring the inclusivity and effectiveness of 

visualizations across diverse user groups. By focusing Permission to make digital or hard copies of all or part of 

this work for personal or classroom use is granted without 

fee provided that copies are not made or distributed for 

profit or commercial advantage and that copies bear this 

notice and the full citation on the first page. To copy 

otherwise, or republish, to post on servers or to redistribute 

to lists, requires prior specific permission and/or a fee. 
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on correlational data, this study seeks to uncover 

relationships between visualization complexity, user 

behavior, and demographic characteristics. In recent 

years, visualization techniques has become 

increasingly important in improving user 

comprehension and engagement with data. Among 

these techniques, colored bar charts with text, colored 

bar charts with icons, and colored stacked icons with 

icons have emerged as methods for conveying 

information. The effectiveness of some of these 

visualization techniques in facilitating user 

understanding and engagement has been demonstrated 

in various studies [6, 7, 8]. However, the impact of 

these techniques on user preferences and interactions, 

particularly in correlation with demographic factors 

such as gender, and age remains an area of 

exploration. Thus, this study aims to explore the 

relationship between correlational data visualization 

designs and user responses regarding demographic 

characteristics. 

Contributions: 

The study revealed several key findings. Firstly, a 

colored bar chart with text was more effective in 

reducing response time than a colored bar chart with 

icons, especially in medium complexity designs. 

Secondly, a colored bar chart with text and colored 

stacked icons showed greater accuracy compared to a 

colored bar chart with icons in both medium and hard 

complexities. Thirdly, the colored bar chart with icons 

was the most engaging and efficient design for 

completing tasks. Particularly in medium and hard 

complexities, with increasing repetitions, response 

time decreased across all design complexities. The 

colored bar chart with icons consistently shows higher 

interaction levels, highlighting the potential to 

enhance user engagement and learning efficiency. 

Furthermore, the study found gender variations in the 

responses. Males exhibited lower response times in 

certain designs. Preferences also varied among 

participants. The colored bar chart with icons was the 

most preferred due to its appeal and understandability. 

In contrast, the colored stacked icons with icons were 

favored for their memorability and potential for 

triggering behavioral changes. The majority favored 

the colored bar chart with icons. Lastly, younger 

participants tended to prefer the colored bar chart with 

icons, while older individuals favored the colored bar 

chart with text. 

2. METHODOLOGY 
An online study was conducted to investigate the 

topic. Participants have started with detailed training. 

This was followed by the main segment of the study,  

1 Refer to the supplementary material for additional details: 

https://anonymous.4open.science/r/Vis-

5C01/Qualtrics%20survey%20A.pdf 

Figure 2. Training was provided to participants to 

help them understand each visual encoding. 

consisting of stimuli and questions prompting 

individuals to conclude from the presented 

visualizations. Inspired by the current methodology in 

vision science [9], we deliberately selected methods 

employing a familiar chart type (bar chart) as the 

foundation for stimuli design and tasks to enhance 

relevance, simulating common data visualization 

interactions. The process began with creating various 

visualizations to represent our topic-specific 

correlational data design, emphasizing having these 

visualizations evaluated by the participants. Efficient 

data visualization (i.e., high accuracy and short 

response time) requires careful comparison of 

encodings and layouts, accurate value estimation, 

magnitude sense, and subdivision within charts [10]. 

Our core stimuli tasks were visual search, and 

comparison. We also combined data from two charts 

with inverted color scales.1 

2.1 Study Structure 
The online study was conducted using the Qualtrics 

platform [11], Participants received a comprehensive 

information sheet and consent form explicitly stating 

their right to withdraw from the study at any point. A 

computer screen was a prerequisite for participation, 

and individuals were required to have normal or 

corrected-to-normal vision without any color-vision 

deficiencies. At the outset, two questions utilizing the 

Ishihara test [12], a widely recognized test in 

visualization studies involving colors, were employed 

to identify red-green color deficiencies among 

participants. To ensure the accuracy of the results, we 

excluded responses to the two color-deficiency 

screening questions from subsequent data analysis. An 

additional attention check question was used to verify 

the survey results, but it was not included in the data 

analysis. No personally identifiable information was 

collected, and all data were securely stored on a 
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private server at the author's institution. The study 

comprised three main sections. Participants were 

asked seven demographic questions followed by three 

questions about their social media usage after signing 

the consent form. In the study's second section, 

introduced. To ensure participants understood the 

concepts, definitions of key terms were provided 

customized training and visualizations were  along 

with a sample question they needed to answer 

correctly before moving on. The training helped 

participants understand each visual encoding by 

presenting charts, annotations, and brief textual 

explanations, i.e., The participants were provided with 

to clarify the meaning of 'Better' and 'Worse' in 

addition to the definition of these concepts in the 

context of the study (see Fig.2). Although the 

questions from the training phase were not included in 

the data analysis, they were used as a quality assurance 

measure of the results. A clear separation was added 

between the training and visualization sections to 

prepare and prompt the participants. The visualization 

section included three design variations presented at 

three complexity levels (easy, medium, and hard), 

with two repetitions to validate results. Participants 

confirmed their readiness to proceed to the next block, 

allowing breaks as needed. Response time (TSubmit), 

interaction-user engagement (Click Count), and 

accuracy (Percentage of Wrong Answers) were 

assessed for each visualization. The participants were 

asked to choose the visualizations based on their 

understandability, appeal, memorability, and 

identification of the most useful visual design feature 

when answering questions. Two levels of 

randomization were used to increase result validity: 

one within each section's complexity and another 

within each question's answer choices.  

Screening: Participants were started with seven 

demographic questions to gather information about 

gender, age, ethnicity, education level, employment 

status, field of expertise, and any prior experience in 

visualization. Only participants with normal or 

corrected-to-normal vision without any color-vision 

deficiencies were included to ensure a consistent and 

valid sample. We do this by asking participant to 

correctly answer the two Ishihara test questions to be 

included in the analysis. Participation in the study was 

restricted to individuals using a laptop or desktop 

computer with an internet connection, facilitating 

access to the web browser required for the study. Data 

from 39 participants were excluded due to failure to 

pass attention checks, missing responses, or 

experiencing a server interruption during the study. 

The data collection process continued until a high-

quality dataset was achieved (i.e., characterized by a 

balanced sample across genders). 

2.1.1. Stimuli Design: Visual stimuli for this online 

study were created using draw.io, a cross-platform  

Figure 3. The color scale was used in this study.  

graph drawing software developed in HTML5 and 

JavaScript. Stimuli were saved as static images and 

presented to participants using the Qualtrics platform. 

Visual task performance was tested over the four 

manipulation elements in the stimuli: data density, 

chart type, color scale, and task difficulty. 

Data: The data used in the visualizations of this study 

was real-world data collected from an Android 

application that the researcher had previously 

developed in 2023. This application was used to 

collect self-reported data on mental health and family 

functioning, and track social media usage for a month. 

The data has already been analyzed and proven 

correlational [13], making it the wel-suited dataset for 

this study. This study uses a bar chart approach to 

display two sets of data side-by-side with different 

color scales. The left bar chart (LC) depicts the 

correlational data of individuals' text-based social 

media use (TBSM) and image-based social media use 

(IBSM) for six days, while the right bar chart (RC) 

displays the anonymous records of mental health 

status (MH) and family functioning status (FF) for the 

same six days (see Fig.1). The data in our study are 

represented by integer numbers floating points are 

rounded to the nearest integer value. The data is 

presented at three different levels of density, with two, 

four, and six points on each chart, making a total of 4, 

8, and 12 points across the two bar charts in each 

correlational data representation (see Fig.4). Each 

presented stimulus was unique, representing a new 

data record without repetition or manipulation.  The 

human mind only holds around 7 points in immediate 

memory and absolute judgment. Going over this limit 

increases cognitive load [14]. Therefore, we chose set 

sizes of 8 and 12 for our subsequent data points. To 

align with the left-to-right reading sequence of English 

readers, we placed social media use charts on the left  
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to create a logical flow. This arrangement establishes 

a clear narrative progression by introducing social 

media variables before revealing their impact on 

mental health and family functioning. This approach 

helps readers understand the correlational data 

represented. The LC begins with TBSM and 

progresses to IBSM, following a logical and 

chronological sequence. This mirrors the provided 

information and emphasizes the foundational nature of 

TBSM. On the RC, MH precedes FF, emphasizing that 

personal mental health serves as a precursor to the 

health of the family unit. Arranging similar variables 

together facilitates easy comparison, helping readers 

evaluate the impact of social media on mental health 

and family function. Aligning charts with 

corresponding social media types underscores 

potential causal relationships to enhance 

comprehension. We varied set sizes across charts 

while maintaining consistent density for side-by-side 

comparison. As detailed below, we also gathered 

visualization assessments, including selected answers, 

response times, and participant preferences of each 

chart type.  

Chart Components: The charts in this study have 

the same title, axes, tick marks, legend, and footnote. 

Although they have similarities, the three designs 

differ in their use of bars and labels. Design I features 

colored bars with text, Design II uses colored bars 

with icons, and Design III displays colored stacked 

icons with icons, as shown in Fig.1 and Fig.2. 
Chart Types: Design I colored bar charts with text 

offer a simple way to present data, combining visuals 

with annotations for context [15]. Design II colored 

bar charts with icons allow for quick identification of 

categories [16, 17]. Design III colored stacked icons 

with icons are used for complex datasets, allowing for 

easy interpretation of multidimensional data [18]. 

Color Scale: The color scales employed in our 

correlational data bars representation differ between 

the LC, representing TBSM and IBSM, and the RC, 

representing MH and FF for individuals (see Fig.3). 

The green bars on LC denote normal values between 

1 and 2, where lower social media consumption is 

considered better, as proven in the literature [19]. In 

contrast, normal values on RC fall between 5 and 6, 

where higher scores of MH and FF represent the good 

state of individuals based on the literature [20, 21]. 

The orange color on both LC and RC indicates caution  

 

values between 3 and 4, displaying intermediate 

TBSM, IBSM, MH, and FF values. The red bars on 

LC signify alarming values between 5 and 6, where  

increased social media consumption is considered 

worse, as proven by the literature [19]. Conversely, 

alarming values on RC are between 1 and 2, where 

lower scores of MH and FF represent the worst state 

of individuals, according to the literature [20, 21]. 

Inspired by the color theory principles [22], we 

designed the bars in different color variations to create 

a clear and effective visual display. Red is utilized to 

signify alarm and danger, while green represents 

normalcy and calmness. The orange is used to indicate 

caution and alertness. These color choices aim to elicit 

specific emotional responses and enhance the 

understanding of the information presented in the 

visualizations [23]. The shades of these colors have 

been selected from the Colors Brewer tool [24] to 

ensure friendliness to individuals with color blindness. 

Redundant color encoding used in this study can help 

differentiate data points more effectively. Combined 

with other visual variables, it creates unique visual 

patterns that aid pattern recognition and data 

segmentation. This improves visualization clarity, 

especially in dense contexts [22]. 

2.1.2. Task Design 
The study used a primary task of visual search process 

and comparison, an essential element in interpreting 

visualizations. The search process task involved 

searching over two channels ( i.e., two side-by-side 

charts with the same density but different color 

scales). The difficulty of this search process increased 

with the increase in object density. The study aimed to 

assess participants' performance in three different 

types of charts. There were three levels of density for 

each chart type.  

Additionally, there were three multiple-choice 

questions with an alternative forced-choice format. 

The questions were designed to increase difficulty and 

compare the performance of the participants across 

varying levels of difficulty. These questions were 

categorized into Easy, Medium, and Hard, and the 

response options were randomized across all 

questions. In most questions, two answers are partially 

incorrect, while the third is entirely correct. This 

approach ensures the results are valid and accurate 

(refer to the supplementary material for more details). 

Figure 4. Stimulus density level 8 & 12 examples. 
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Easy Question: The easy question involves a search 

and comparison task. It displays two side-by-side 

charts with values from the same set of data (i.e., (LC: 

TBSM, IBSM), (LR: MH, FF)) across 6 days. This 

question is classified as easy because it involves 

searching for specific target data. Once located, 

participants compare the target data across the charts. 

For instance, participants searched for IBSM in the 

chart and compared its value to the second set of data 

TBSM to determine if cases were Worse, Same, or 

Better over the same 6-day period. Example of an 

Easy Question: According to the above chart, is IBSM 

Worse, Same, or Better than TBSM? Easy Responses: 

IBSM is Worse than TBSM, IBSM is Same as TBSM, 

IBSM is Better than TBSM. 

Medium Question: The medium question is a search 

and comparison task across an increased number of 

targets. It displays two side-by-side charts with values 

from two sets of data (i.e., (LC: TBSM, IBSM), (LR: 

MH, FF)) across 6 days. This question is classified as 

a medium as it increases the data set for search and 

comparison to two targets across both charts; 

participants search for the Worse, Same, or Better 

values and extract the category name and day for the 

Worse, Same, or Better value. Medium question 

example: Based on the above chart, which category 

and what days have the Better values? The options are 

provided to you in the format of (Category-days). 

Medium responses are (IBSM-D0,D1,D2) and (MH-

D3,D4,D5), (TBSM-D3,D4,D5) and (FF-D0,D1,D2), 

(IBSM-D3,D4,D5)  and  (FF-D3,D4,D5). 

Hard Question: The hard question is a search and 

comparison task that involves mathematical 

estimation. It displayed two side-by-side charts with 

values from two sets of data (i.e., (LC: TBSM, IBSM), 

(LR: MH, FF)) across 6 days. This question is 

classified as hard as after searching for the four target 

data sets across charts, participants had to perform 

compare them with mathematical symbols to estimate 

the answers. Participants must estimate the numerical 

Normal, Caution, and Alarming values in this 

question. Hard question example: In the chart above, 

what are the numerical Normal values for each 

individual column in different categories, where '&' 

represents the logical 'and' operation? Hard responses: 

TBSM & IBSM >6  and   MH& FF >4, TBSM & 

IBSM <3 and MH& FF >4, TBSM & IBSM <3  and   

MH& FF >2. 

2.1.3 Measures 
We designed 27 multiple-choice questions by 

combining colored vertical bar charts on either right 

(RC) or left (LC), three levels of data density, and 

three question types/difficulty levels. To evaluate the 

performance, we recorded the chosen answer 

(Accuracy), response time (RT), and interaction 

(Click Count) for each question in the task parts of the 

study. We presented the stimuli randomly to 

participants to reduce any learning effects (e.g., bias in 

selection). 

2.1.4 Preference 
We used a two-phase question approach to determine 

the preferences of the participants. The first question 

asked the participants to evaluate various aspects of 

the designs presented, such as their favorite design, the 

one that was easiest to understand, the most visually 

appealing, the most memorable, and the potential for 

triggering behavioral change towards social media 

consumption. The participants had the option to 

choose from the provided designs or select "none." 

The second question aimed to identify the specific 

feature within the designs the participants relied on the 

most during the study. The options included colored 

bars with text, colored bars with icons, icons bar with 

icons, or an alternative option where participants 

could specify their choice. This approach provided a 

detailed understanding participant's self-reported 

preferences and the factors that influencing their 

decision-making process. 

2.2 Recruitment  
Participants were recruited through Prolific [25].To 

ensure the quality of our sample, participants 

underwent a pre-screening process, confirming 

normal vision and the absence of any deficiencies. 

Additionally, the Ishihara Color Test was employed as 

an extra measure to identify and exclude individuals 

with red-green color blindness, a common 

consideration in visualization studies [26]. The 

eligibility criteria included being 18 years and older, 

and fluency in English. We successfully achieved a 

balanced sample across genders, totaling 500 

participants. Compensation adhered to Prolific's fair 

pay policy, with participants receiving £7.85 per hour. 

The average response time was 28 minutes and 39 

seconds. A computer screen was explicitly required 

for participants to participate in the study. Data 

collection spanned six days, covering various time 

slots to enhance the diversity of potential participants. 

The study began on January 31, 2024, and concluded 

on February 5, 2024. 

2.3 Participants 
500 responses were collected, with approximately 

equal gender distribution (256 males, 252 females, and 

less than 1% others). The group of Gender “Others” 

has very low frequency (only 4); thus it is excluded 

from further statistical analysis. The age distribution 

reveals a significant representation in the 18-24 age 

group (23.05%) and a dominant presence in the 25-34 

age group (49.02%). In this sample, individuals of 

Black ethnicity make up nearly a quarter (24.61%), 

while those of White ethnicity constitute about two-

thirds (62.5%). Individuals with Mixed and Asian 

ethnicity make up around (5%). Arab ethnicity is less 

than (1%), and other ethnic groups comprise less than 
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(3%). Education-wise, the majority hold either a 

Bachelor's degree (42.77%) or a Master's (21.48%). 

Employment status indicates two-thirds are employed 

(50.2% full-time, 12.3% part-time, 8.79% self-

employed), (15%) are students, and about (10%) are 

not employed. Participants span 27 fields, with the 

most prevalent being Business, Management, 

Marketing, and Related Support Services (15.23%), 

Computer and Information Sciences and Support 

Services (15.23%), Engineering Technologies and 

Engineering-Related Fields (10.74%), and Education 

(8.01%). Additionally, around (25%) of the population 

is distributed across various other fields. 

2.4 Statistical Analysis 

Python was used for most statistical analysis, except 

for Fisher’s exact test and ranked two-way ANOVA, 

which were performed using R. Categorical variables 

were described by frequency and percentage, while 

numerical variables were presented as mean ± 

standard deviation, and median [minimum-

maximum]. Before analysis, variables with low-

frequency categories were either re-categorized or 

excluded. ANOVA was used to compare numerical 

variables among more than two groups. Welch 

ANOVA was used if homogeneity assumptions were 

violated, and Kruskal-Wallis test was applied if 

normality assumptions were violated. Pairwise 

comparison tests were performed for significant 

results. Two-way ANOVA on rank-transformed data 

was used to compare numerical variables among two 

grouping levels. A p-value less than 0.1 was 

considered significant in all tests. 

2.5 Pilot Testing 
We conducted a pilot test to identify potential 

refinements related to the length and complexity of the 

study. Based on the pilot results, specific questions in 

the study are reformatted for increased clarity and 

simplicity. As part of our efforts to enhance the overall 

understandability of the study's questions, we have 

included definitions for a few key concepts. These 

definitions are provided not only when the concepts 

are initially introduced but also when they are 

referenced in the questions. 

2.6 Ethics 
The user study described in this paper and other study 

that provided the data, have been approved by the 

Research Ethics Committee of the researcher 

institution (anonymized for submission). 

3. RESULTS AND DISCUSSION 
The evaluation results of all designs are summarized 

in Table 1 and elaborated further below. Our analysis 

has revealed that gender significantly affect response 

time and interaction. Moreover, age was significant 

factors affecting preferences, as evidenced by the p-

values below. 

3.1 Response Time 

Designs Complexity: Participants' response times 

vary based on the complexity of the design. In easy 

designs, response times remain consistent across 

different designs. However, in medium designs, 

participants took less time on Design I (42.55 ± 72.92) 

than Design II (49.85 ± 59.86), showing a significant 

difference in TSubmit. Design III falls between 

Design I and II but is not significantly different from 

either. In hard designs, Design II and III (44.55 ± 

40.71 and 44.0 ± 69.3 respectively) have significantly 

higher TSubmit than Design I (36.85 ± 42.16). These 

findings offer insights into how the complexity of task 

design influences response times. The findings 

regarding response time shed light on how design 

complexity impacts participants' performance. 

Consistent with previous literature, easy designs 

yielded steady response times across different designs, 

indicating minimal cognitive load [27].  

Conversely, medium and hard designs demonstrated 

significant variations in response time, aligning with 

studies emphasizing the influence of task complexity 

on cognitive processing [28]. The observed 

differences between Design I and Design II in medium 

and hard designs suggest that certain design elements 

may pose greater cognitive challenges, resonating 

with prior research on the impact of design features on 

user response [29]. These insights underscore the 

importance of considering design complexity in 

visualization to optimize user efficiency and task 

performance. 

Table 1. Evaluation factors across design 

complexity performance. 

Evaluation Factors Design Complexity Performance 

Measures Best  Intermediate Worst 

Response time  I III II 

Interaction II I III 

Accuracy  I III II 

Self-reported    

General Preference II I III 

Understandability II I III 

Appeal II III I 

Memorability III II I 

May Trigger 

Behavioral Changes 
III II I 

Repetition: There is a significant decrease in TSubmit 

across all designs as repetitions increase, indicating 

participants' learning and familiarity with the target 

task. In easy designs, the median TSubmit in the last 

repetition (R3) (11.32 [1.83:753.34]) is nearly half of 

that in the first repetition (R1) (20.36 [3.45:1464.75]). 

In medium designs, R3 median TSubmit (20.25 

[1.47:1314.16]) is less than half of R1 (52.49 
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[2.91:1728.93]), and in hard designs, R3 median 

TSubmit (23.55 [1.72:892.73]) is nearly half of R1 

(42.54 [2.17:1728.5]). This highlights the impact of 

repetition on response time, showing participants' 

increased efficiency with task familiarity. This is 

consistent with findings in skill acquisition literature 

[30]. The observed result supports the notion that 

repeated exposure leads to improved performance and 

reduced cognitive effort [31].  

Gender: A significant difference in TSubmit was 

observed among different designs based on gender. In 

easy design, where the highest TSubmit median is for 

Design III in both genders (male: 22[5-223] & female: 

23[4-301]) when compared to Design I (male: 19[3-

1465] & female: 20[7-665]) and Design II (male: 

17[5-636] & female: 20[3-468]). It is clear from the 

interaction plot (see Fig.5) that males and females 

spent nearly the same amount of time in Design I and 

III, but males spent much lower TSubmit in Design II. 

The difference in TSubmit among genders is 

significant, although the interaction is not. Also, in 

medium and hard designs, the gender as well as the 

designs are significant as in medium designs the 

TSubmit in Design II (male: 65[3-592]& female: 

72[5-589]) higher than other designs and in hard 

designs, Design I has the lowest TSubmit (male: 34[2-

436]& female: 40[2-489]) while Design II has the 

highest TSubmit (male: 52[2-207]& female: 52[2-

527]). The gender-based differences in response time 

highlight the nuanced interaction between design 

complexity and user characteristics (i.e., gender). 

Consistent with previous research on gender 

disparities in cognitive processing [32], e.g., 

information processing styles [33]. These findings 

highlight the importance of adopting inclusive design 

practices that accommodate diverse user 

demographics and cognitive preferences, aligning 

with the universal design principles [34]. Further 

research exploring the underlying factors driving these 

differences could provide deeper insights into 

designing more inclusive and user-centric 

visualizations. 

 

Figure 5. Interaction plot of TSubmit among 

different genders.  

3.2 Interaction 

Designs Complexity: In easy designs, there is no 

significant difference in Click Count among different 

designs. However, in medium designs, Click Count is 

significantly lower in Design I and Design III 

(2.79±2.19 and 2.82±2.34, respectively) than in 

Design II (2.97±2.86). Notably, Design I has the 

lowest maximum Click Count (2.0[2.0:23.0]), which 

is nearly half the maximum of Design II 

(2.0[2.0:55.0]). Furthermore, in hard designs, Design 

I has a significantly lower Click Count (2.87±2.34) 

when compared to Design II (3.01±2.64). In easy 

designs, users interact similarly. However, medium-

level designs have notable differences. Design II has 

higher interaction and Click Count, making it more 

effective in engaging users. This highlights its 

potential to enhance user engagement and lerning 

efficiency. In easy designs, where the cognitive load 

is minimal, no significant disparity in Click Count 

among different designs is observed, aligning with 

prior studies emphasizing simplicity in user 

interactions [35]. However, significant differences 

emerge in medium and hard designs, with Design II 

exhibiting a higher Click Count than other designs. 

This finding resonates with literature highlighting the 

importance of interactive elements in engaging users 

and facilitating task learning [36].  

Repetition: In easy designs, there is no significant 

difference in Click Count among different designs. 

However, in medium designs, Click Count is 

significantly lower in Design I and Design III 

(2.79±2.19 and 2.82±2.34, respectively) than in 

Design II (2.97±2.86). It is worth noting that Design I 

has the lowest maximum Click Count (2.0[2.0:23.0]), 

which is nearly half the maximum of Design II 

(2.0[2.0:55.0]). Furthermore, in hard designs, Design 

I has a significantly lower Click Count (2.87±2.34) 

when compared to Design II (3.01±2.64). Across 

different complexities, the impact of repetition on 

Click Count is observed, particularly in medium and 

hard designs. Consistent with theories of skill 

acquisition and automation [37], participants exhibit 

increased interaction efficiency with task familiarity, 

as shown by higher Click Count in Design II across all 

complexities. Thus, the findings underscore the 

importance of iterative design approaches that 

facilitate user learning and skill development over 

time. 

Gender: It is clear that in all designs females have a 

significantly higher Click Count than males. The 

average Click Count in females in all designs 3±2 is 

significantly higher than in males 2±1. Moreover, 

there is a significant difference among designs where 

Design I has the lowest average Click Count (male: 

2.6±2 & female: 3.2±3), whereas Design II has the 

highest average Click Count (male: 2.8±2 & female: 
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4.2±6). There is a significant difference between 

gender, where males have a significantly lower Click 

Count in all designs (Design I: 2.5±1, Design II: 2.8±2 

and Design III: 2.7±2) than in females (Design I: 

3.3±4, Design II: 3.4±4 and Design III: 3.3±3). The 

gender-based differences in Click Count reveal 

disparities in user interaction behavior. Females 

consistently exhibit higher Click Count across all 

designs, suggesting potential gender-specific 

differences in interaction patterns. These findings 

align with previous research highlighting variations in 

cognitive processing styles between genders [38]. 

Thus, the observed differences in Click Count among 

designs underscore the importance of considering 

gender-specific preferences and cognitive styles in 

visualization design [39]. 

3.3 Accuracy 

Designs Complexity: The analysis of accuracy rates 

across different design complexities reveals 

significant differences in task performance. In easy 

designs, where the accuracy rates are consistent 

among all designs with around (6%) of wrong 

answers, no significant variation observed. However, 

substantial differences emerge in accuracy rates 

among different designs in both medium and hard 

complexity designs. In medium designs, Design I and 

Design III demonstrate significantly lower 

percentages of wrong answers (10.2% and 11.5%, 

respectively) than Design II (19.5%), indicating their 

effectiveness in facilitating accurate task learning.  

Similarly, in hard designs, Design I exhibits the lowest 

percentage of wrong answers (15.4%) compared to 

Design II (17.3%) and Design III (21.1%), suggesting 

it outperforms task accuracy. Therefore, Design I is 

the preferred option across medium and hard 

complexities based on its consistently higher accuracy 

rates than the other designs. Examination of accuracy 

rates across varying design complexities sheds light on 

the nuanced relationship between design complexity 

and user performance. In easy designs, where the 

cognitive load is minimal, consistent accuracy rates 

are observed across all designs, aligning with prior 

research highlighting the simplicity of tasks in this 

category [40]. However, in both medium and hard 

complexity designs, significant differences in 

accuracy rates appeared, suggesting the impact of 

design on user performance in completing target tasks. 

These findings resonate with studies emphasizing the 

importance of design optimization in enhancing user 

performance and satisfaction [41]. This underscores 

the critical role of design considerations, particularly 

in complex tasks, where design choices significantly 

influence task accuracy and user experience. 

Repetition: In easy designs, there is no significant 

difference in accuracy between all designs among all 

repetitions. In medium design, Design II has the lower 

accuracy in all repetitions as it has the highest 

percentage of wrong answers in R1 157(10.4%), 

which is more than twice that in Design I and Design 

III [68(4.5%) and 74(4.9%), respectively]. 

Concerning R2, Design I has the lowest percentage of 

wrong answers 34(2.3%), which is nearly half that in 

Design II and Design III [64(4.3%) and 58(3.9%), 

respectively]. Moreover, in R3, Design III has the 

lowest percentage of wrong answers 41(2.7%), when 

compared to Design I and Design II [51(3.4%) and 

72(4.8%), respectively]. The difference in accuracy a 

cross medium designs is significant in all repetitions. 

In hard designs the accuracy of hard designs is nearly 

the same, and there is no significant difference in the 

percentage of wrong answers in R1 and R2 in all 

designs, around 7% and 5% respectively. However, in 

R3, the accuracy is significantly varied among 

different designs as Design III has the highest 

percentage of wrong answers 117(7.8%), which is one 

and half times Design II’s 81(5.4%) and more than 

twice in Design I, 53(3.5%). The impact of repetition 

on accuracy rates reveals interesting patterns in user 

performance across varying design complexities. In 

easy designs, where tasks are straightforward, no 

significant difference in accuracy is observed across 

repetitions, consistent with prior studies emphasizing 

performance stability in low-complexity tasks [42]. 

However, in medium designs, significant differences 

appear in accuracy rates across different repetitions, 

highlighting the role of task familiarity in influencing 

user performance. Design II exhibits lower accuracy 

rates across all repetitions, suggesting potential 

challenges in task completion. Comparing both 

results, it's evident that while design complexity plays 

a significant role in influencing accuracy rates, the 

impact of repetition is more pronounced in medium 

and hard complexity designs. This suggests that while 

design optimization is crucial, iterative refinement 

based on user feedback and task repetition is equally 

essential in enhancing user performance and 

satisfaction across different complexities. 

3.4  Preference  

Designs Complexity: The study found that Design II 

had the highest percentage of general preference and 

understandable design, with (41.8%) and (39.26%), 

respectively. This is nearly twice the percentage found 

in Design III, which had (21.48%) and (23.05%), 

respectively. Additionally, the choice of appeal in 

Design II and Design III was more than one and a half 

times that of Design I. Specifically, Design II and 

Design III had (39.06%) and (34.38%) appeal, 

respectively, while Design I had (24.41%).  

Furthermore, the resulting percentage of the most 

memorable design was Design III 250, which is almost 

twice as high as in Design II, with (48.83%) and 

(27.34%), respectively, as well as in Design I, with 

(20.31%). Lastly, more than half of the participants 
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believed that Design III could trigger behavioural 

changes (52.34%), which is almost four times that of 

Design II (15.43%) and Design I (9.38%).  

Regarding the factors affecting preferences, about half 

of the participants chose the colored bar with icons 

(44.53%), while nearly one-third chose the colored bar 

with text (39.26%). The lowest percentage of 

participants (14.84%), chose the icons bar with icons. 

Only seven participants had other opinions about the 

factors affecting their preference. Analysing 

preference across different design complexities 

uncovers significant user preferences and perceptions 

disparities. Design II ranked as the preferred choice 

regarding general preference, understandability, and 

appeal with substantially higher percentages than 

Designs I and III. At the same time, Design III is 

preferred for memorability and potential for triggering 

behavioral changes. These findings align with 

previous research highlighting the importance of user-

centered design principles, where intuitive and 

visually appealing charts are favored by users [43]. 

The higher preference for Design II suggests its 

effectiveness in engaging users and promoting 

positive responses, resonating with studies 

emphasizing the significance of aesthetics and 

usability in visualization design [44].   

Age: More than one and a half times group 45-64, 

which has a percentage of memorable for Design III 

17(30.91%). Moreover, in understandable, Design II 

has the highest percentage in the lowest age group 

54(46.55%). which is more than three times prefer 

than Design III, 18(15.52%) under the same age group 

but in age 25-34, Design I 97(39.11%) is preferred 

nearly more than one and half times Design III 

59(23.79%). Moreover, Design I 24(43.64%) is also 

preferred also in the largest age group, nearly four 

times more than Design III 11(20%). There is a 

significant difference between factors of preference 

and age groups where all age groups preferred colored 

bars with icons; nearly half of each group except the 

age group 25-34 less than 40% chose this preference 

97(39.11%), while this age group preferred more 

colored bars with text 108(43.55%) this percentage is 

nearly one and half times the percentage of same 

choice in the age group 35-44 (see Fig.6).  

Figure 6. Percentage of factors of preference 

among different age groups. 

Moreover, the percentage of those who have chosen 

icons bar with icons in the age group 35-44 is nearly 

twice 17(20.73%) that in the highest and lowest age 

group. The two intermediate age groups have a great 

percentage of choice icons bar with icons. The 

analysis of preferences across different age groups 

shows notable differences in design preferences and 

perceptions. Design II is favored among younger age 

groups, particularly regarding understanding ability. 

In comparison, Design I is preferred among older age 

groups, indicating potential age-related differences in 

cognitive processing and visualization preferences 

[45]. These findings align with theories of cognitive 

aging, where older adults may prefer simpler charts 

with clear navigation cues [46]. Additionally, the 

preference for colored bars with icons among all age 

groups underscores the importance of visual cues and 

intuitive design elements in enhancing user experience 

across diverse age demographics [47].  

4. IMPLICATIONS  
The study's findings underscore the importance of 

thoughtful design choices in visualizing correlational 

data. Tailored visualization designs can significantly 

impact task performance metrics such as accuracy and 

response time, suggesting potential improvements in 

data interpretation and analysis efficiency. Moreover, 

the influence of demographic factors like age on user 

preferences highlights the need for inclusive and user-

centered visualization approaches. Specific design 

features, such as icons in colored bar charts, offer 

valuable insights for future research and practical 

applications in data visualization. Advancements in 

visualization techniques based on these findings can 

enhance decision-making processes in fields reliant on 

correlational data analysis. Ultimately, leveraging 

insights from this study can lead to improved data-

driven decision-making and knowledge-sharing 

across various domains. By providing guidance on 

tailored visualization designs and considering 

demographic factors like age, our findings can 

enhance data interpretation and analysis.  

5. CONCLUSION 
This study examines the effectiveness of different 

colored bar chart designs in visualizing correlations 

between social media use, mental health, and family 

functioning. It emphasizes the importance of design 

choices in influencing response time, accuracy, user 

engagement, and preferences across various task 

complexities. The study highlights the influence of 

gender on user behavior and preferences, underscoring 

the need for personalized visualizations for diverse 

user demographics. 
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Abstract— In this paper, a novel no-reference image quality 
metric of sharpness is proposed. Our image quality metric is 
evaluated on two key attributes discerned during the assessment of 
image sharpness by the human visual system (HVS): 1. Image 
sharpness is principally contingent upon the salience of edges 
within the image. 2. With an increase in the decomposition level of 
the Discrete Wavelet Transform (DWT), the high-frequency 
coefficients correspond to higher spatial frequency information in 
an image.  Experimental results show that in comparison to other 
state-of-the-art metrics, our method not only accurately assesses 
image sharpness in both defocus and motion blur scenarios but 
also showcases superior precision and broader applicability. 

 
Keywords—Image sharpness, image blur, no-reference, discrete 

wavelet transform, edge detection, image quality assessment 

I. INTRODUCTION 

As the development of digital cameras, augmented reality 
(AR), virtual reality (VR), autonomous vehicles, and medical 
imaging systems advance rapidly, the precise evaluation of the 
image sharpness is essential in the fields of image processing 
and computer vision. A high-quality image characterized by 
high sharpness contains fine details and textures, enriching the 
overall viewing experience while also augmenting precision in 
content analysis. As subjective methods for assessing image 
sharpness are time-consuming and inconsistency, objective 
assessments have taken precedence as the primary focus of 
research. The evaluation of image sharpness aims to analyze the 
clarity of the acutance and the texture in an image, serving as an 
important metric in tasks such as image deblurring [1][2], auto-
focus algorithms [3][4][5], and remote sensing image analysis 
[6]. Broadly, objective methods for evaluating image sharpness 
can be categorized into three types: full-reference image quality 
assessment (FR-IQA), reduced-reference image quality 
assessment (RR-IQA), and no-reference image quality 
assessment (NR-IQA). FR-IQA involves comparing an image 
to a high-quality reference image, while RR-IQA relies on 
partial information from a reference image. On the other hand, 
NR-IQA evaluates image quality without any reference image. 
In practical applications, obtaining an undistorted reference 
image is frequently unfeasible. Hence, NR-IQA has emerged as 
the predominant development focus in contemporary image 
quality assessment endeavors.   

In current research on no-reference evaluation of image 
sharpness, spatial-domain methods and transform-domain are 
widely employed. Spatial-domain methods are based on the 

concept that when an image is affected by blur, its contrast 
decreases, and its edges weaken. Utilizing the spatial property, 
many methods use the image's gradients and edge strength to 
assess image sharpness [7][8]. Due to the maturity of current 
image edge detection methods [9][10][11], employing spatial-
domain techniques for image sharpness assessment is intuitive 
and straightforward. Transform-domain methods primarily use 
transform techniques such as the Discrete Fourier Transform 
[12], the Discrete Cosine Transform [13], and the Discrete 
Wavelet Transform [14][15] to extract the image’s frequency 
components. Generally, the high-frequency components within 
an image its level of detail. When the image suffers from 
blurring, the high-frequency elements significantly diminish. 
Consequently, a blurred image contains less high-frequency 
information than a sharp image. Yet, both spatial-domain and 
transform-domain approaches are susceptible to the influence 
of noise in accessing image sharpness. Moreover, we observed 
that the existing no-reference image sharpness metrics can 
evaluate defocus blur but struggle to accurately assess cased of 
motion blur. The limitation results in a current lack of a more 
widely applicable metric for measuring image sharpness. 

In our work, a novel no-reference metric for measuring 
image sharpness is proposed. Our method is based on two 
primary properties of the HVS regarding image sharpness: 

 
1. The high-frequency elements associated with edges in 
images are the most significant factors used by human eyes 
to assess the image sharpness. 
2. The DWT at different decomposition levels captures 
various scales of image’s high-frequency coefficients in the 
transform domain. As the level of decomposition increases, 
the obtained high-frequency coefficients correspond to the 
information of higher spatial frequency in an image.  
 
The proposed image sharpness metric leverages the edge-

related DWT coefficients and combine three different scales of 
high-frequency components, culminating in a final sharpness 
map. As blur predominantly affects high-frequency elements, 
the low-frequency components of an image remain relatively 
unchanged. Hence, our metric relies on the content of edge-
related and weighted high-frequency coefficients in the final 
sharpness map relative to its low-frequency components. The 
rest of this paper is structured as follows. Section II present the 
analysis of our metric. Section III shows the performance of our 
method compared to other state-of-the-art metrics in different 
experiments. Section IV offers conclusions of our work.  
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II. PROPOSED IMAGE SHARPNESS MEASURE 

Defocus blur and notion blur are two types of blurring that 
can significantly degrade image quality. Defocus blur occurs 
when the camera lens fails to focus properly on the target, 
resulting in a global blur across the entire image. On the other 
hand, motion blur arises due to the relative movement between 
the camera and the object during image capturing, resulting in a 
directional blurred smudges in the image. The characteristic of 
defocus blur causing a uniform blur across the image makes it 
relatively easier for blur evaluation. Compared to defocus blur, 
the image influenced by motion blur exhibits a distinct property: 
a noticeable decrease in the high-frequency energy along the 
direction of motion in the blurred image [16][17][18]. Due to 
the different effect of motion blur and defocus blur on images, 
solely employing spatial or transform domain methods is 
ineffective for accurately evaluating sharpness.  

 
A. Combination of the Spatial and the Transform Information  

The two-dimensional DWT decomposes an image into 4 
divided layers, and a DWT decomposition result with multiple 
decomposition levels is shown in Fig 1. 

 
1. LL layer: Represents low-frequency components of the 
image, which remain relatively unchanged during blurring. 
2. LH layer and HL layer: Capture image’s high-frequency 
components along horizontal and vertical directions, both  
effected noticeably by blurring. 
3. HH layer: Contains high-frequency elements along the 
diagonal direction, also dramatically effected by blurring.  
 
To align our proposed metric more closely with the human 

visual assessment of image sharpness, we employ Sobel edge 
detection method on the LL layer to extract high-frequency 
coefficients related to edges. Through this approach, we not 
only enhance the significant influence of edges on sharpness but 
also reduce the impact of noise on sharpness evaluation. Since 
the Haar transform holds higher practical value because of its 
computational efficiency and implementation simplicity 
compared to other wavelet transforms, we then apply the Haar 
transform to capture edge-related high-frequency coefficients. 
In our method, the edge map EM is expressed as in (1). 

 

               EM𝑖 ൌ ඥLH𝑖
2  HL𝑖

2  HH𝑖
2 ⋅ EdgeMask       (1) 

The sub-bands LH, HL, and HH are generated through the 
Haar transform's decomposition process, and the lowercase 
notation i denotes the decomposition level. EdgeMask denotes 
the outcome of edge detection achieved by applying the Sobel 
operator to the LL layer of the image. The improved edge map 
include all high-frequency elements corresponded to edges. It is 
worth noting that to encompass all edge-related coefficients, an 
edge dilation operation becomes necessary. We employ a 
dilation process on EdgeMask, which expands the size of the 
edges fourfold, facilitating the inclusion of various scales of 
high-frequency coefficients related to edges. 

  
 

Fig. 1 A DWT decomposition result with multiple decomposition levels 
 
B. Spatial Frequency and DWT Coefficients 

Our human visual system assesses image sharpness based 
on the image’s spatial frequency. An image with higher spatial 
frequency exhibits sharper edges, characterized by shorter rise 
distance. The rise distance of an edge can be expressed as the 
difference of pixel levels between 10% to 90% of its final value. 
Fig. 2(a) shows two bar pattern with different spatial 
frequencies. The upper half displays a high-quality bar pattern 
with high spatial frequency, while the lower half shows a 
quality-degraded bar pattern with low spatial frequency. Fig. 
2(b) illustrates two edge with high and low spatial frequencies. 

 
                         (a)                                                          (b) 

 
 
 
 
 
 
 
 
 

 
Fig. 2(a) The comparison of bar pattern images exhibiting different spatial 
frequencies. Fig. 2(b) The top left corner: the edge image with high spatial 
frequency. The bottom left corner: the pixel level variation curve of the 
edge with high spatial frequency. The top right corner: the edge image with 
low spatial frequency. The bottom right corner: the pixel level variation 
curve of the edge with low spatial frequency. 

 

There are numerous well-established and widely applied 
methods in the industry for computing spatial frequencies in 
images [19][20][21]. Yet, these methods require specific test 
charts such as the slanted-edge chart [19], the Siemens star chart 
[20], and the dead leaves chart [21] to be captured by a camera 
for the spatial frequency measurement. This limitation restricts 
their applicability, rendering these methods unsuitable for 
evaluating sharpness across various scenes. To enhance the 
applicability of sharpness evaluation, the pivotal focus lies in 
extracting higher spatial frequency information from image’s 
content. Our study revealed that the high-frequency elements 
extracted by higher decomposition levels contain information 
of higher spatial frequency. To verify this image characteristic, 
we utilize the Power Spectrum Density (PSD) to analyze the 
spatial frequency information of an image. PSD represents the 
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distribution of energy across different spatial frequencies in the 
image. It is obtained through the Fourier transform of the image, 
providing insight into the frequency content and spatial 
characteristics. For an image f(m,n) with dimensions of M x N 
pixels, its Fourier Transform F(u,v) is represented as shown in 
(2). PSD can then be expressed as in (3). 
 

                    𝐹ሺ𝑢, 𝑣ሻ ൌ ∑
ୀ

ெିଵ
∑

ୀ

ேିଵ
𝑓ሺ𝑚, 𝑛ሻ𝑒ିଶగሺ௨/ெା௩/ேሻ       (2) 

 

                                 𝑃ሺ𝑢, 𝑣ሻ ൌ 10 ⋅ 𝑙𝑜𝑔ሺ|𝐹ሺ𝑢, 𝑣ሻ|ଶሻ                  (3) 

 
If an image contains higher spatial frequency information, 

its mean value of Power Spectral Density (PSD) tends to be 
higher. To analyze this property, we captured six Siemens star 
charts with varying levels of sharpness for experimentation. 
Siemens star charts encompass spatial frequency information 
ranging from low to high. The Modulation Transfer Function 
(MTF) for each of these six test charts was calculated using 
professional image quality software iQ-analyzer to evaluate the 
image spatial resolution. Fig. 3 displays the Siemens star chart 
images arranged from left to right in ascending order of 
sharpness. To quantify the sharpness of these six Siemens star 
chart images, we utilized MTF50 value, which represents the 
Modulation Transfer Function at 50% contrast. Table I shows 
the MTF50 values alongside the mean values of PSD for the 
edge maps EM1, EM2, and EM3 corresponding to the six 
Siemens star charts. Experimental data validates that the edge 
map EM with a higher wavelet decomposition level contains 
higher spatial frequency information. To enhance the precision 
of our proposed image sharpness measure, it is imperative to 
incorporate edge maps at higher decomposition levels. In other 
words, a comprehensive image sharpness metric necessitates 
the consideration of finer details in the evaluation. 

 

TABLE I. MTF50 AND MEAN PSD VALUES OF EDGE MAP EM1, EM2, AND EM3 OF 
SIEMENS STAR CHART IMAGES SHOWN IN FIG .3 (A)-(F) 

 Fig .3(A) Fig .3(B) Fig .3(C) Fig .3(D) Fig .3(E) Fig .3(F)

MTF50  
(LP/PH)

415 461 485 509 521 574

EM1 mean 
PSD (dB)

50.4666 52.0948 53.4735 54.2395 55.4626 56.0850

EM2 mean 
PSD (dB)

62.5617 64.1274 65.6600 66.5087 67.4256 68.7728

EM3 mean 
PSD (dB)

72.5062 74.4403 75.5845 76.5072 77.3337 77.9862

 
 
 
 
 
 
 
 
 
 
 

The final edge map EMf is expressed as in (4), where EM1, 
EM2, and EM3 represent the edge maps corresponding to the 
wavelet decomposition level 1, 2, and 3, respectively. It is 
noteworthy that EM1 is twice the size of EM2, and EM2 is twice 
the size of EM3. Hence, for precise generation of the weighted 
edge map, both EM1 and EM2 should be resized to match the 
dimensions of EM1. 

                           EM𝑓 ൌ EM1  EM2  EM3        (4) 

C. Image Sharpness Evaluation Model 
 
Considering the limited impact of blurriness on the low-

frequency components of an image, the assessment of image 
sharpness relies on the ratio of high-frequency content to low-
frequency content. Based on this concept, our proposed image 
sharpness evaluation model is expressed as in (5), (6), and (7). 

 

                𝐸𝑀 ൌ ቈ ∑
ୀଵ

ெ ଼⁄

∑
ୀଵ

ே ଼⁄

𝐸𝑀ሺ𝑖, 𝑗ሻ /ሺ𝑀𝑁/64ሻ              (5) 

 

                   𝐿𝐿ଵ ൌ ቈ ∑
ୀଵ

ெ ଶ⁄

∑
ୀଵ

ே ଶ⁄

𝐸𝑀ሺ𝑖, 𝑗ሻ /ሺ𝑀𝑁/4ሻ                (6) 

 

                                 𝐻𝐹𝐸𝑀 ൌ 𝐸𝑀/𝐿𝐿ଵ       (7) 

HFEM, EMf, and LL1, are denoted as the proposed image 
sharpness measure using High-Frequency Edge Map, the final 
edge map, and the low-frequency sub-band decomposed by the 
level 1 Haar transform, respectively. 

III. EXPERIMENTS 

We conducted a comparative analysis of our proposed no-
reference image quality metric for sharpness HFEM against 
existing state-of-the-art approaches: CPBD [22], PSI [23], and 
MGVG [8]. Four sharpness evaluation method were validated 
using Kodak24 database. 

 
A. Gaussian Blur experiments 

We experimented blurring simulations using Gaussian Blur 
on the images, varying the standard deviation of Gaussian blur 
from 0.5 to 10 in intervals of 0.5. Several blurred images with 
varying degrees are shown in Fig .4, using the Kodak8 image. 
With an increase in the standard deviation, a corresponding 
decrease in the image sharpness measure is anticipated. 

 
 
 
 
 
 
 
 
 
 
 

                   (A)                                             (B)                                             (C)                                            (D)                                            (E)                                             (F)

Fig. 3 Siemens star chart contains low and high spatial frequency information. Images (A) - (F) arranged from left to right in increasing order of sharpness.
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Fig. 6, Fig. 7, Fig. 8, and Fig. 9 illustrate the trend lines of 
CPBD, PSI, MGVG, and our metric HFEMS. Experimental 
results show that CPBD and PSI both exhibit inaccuracies in 
evaluating sharpness if the standard deviation of Gaussian blur 
exceeds 3. Our proposed metric HFEMS demonstrates great 
evaluation performance regardless of whether the standard 
deviation of Gaussian blur is low or high. 

 
B. Motion Blur experiments 

Motion blur can be modeled by two parameters: length and 
angle. The length specifies the quantity of pixels displaced due 
to camera movement, while the angle determines the direction 
along which the blur occurs. We experimented motion blur 
simulations on images, varying the motion blur length from 5 
to 100 in intervals of 5. Several blurred images with varying 
motion-blurred lengths at 0 angle are shown in Fig .5, using the 
Kodak21 image. With an increase in the motion-blurred length, 
a corresponding decrease in the sharpness measure is 
anticipated. Fig. 10, Fig. 11, Fig. 12, and Fig. 13 illustrate the 
trend lines of CPBD, PSI, MGVG, and our metric HFEMS. Our 
metric exhibits exceptional and superior performance in 
evaluating image sharpness. Other existing metrics lack the 
capability to accurately measure the effect of motion blur. 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4 Examples of the Gaussian blur effect to images. Image (A) is the original Kodak8 image. Images (B) to (J) depict the Image (A) after undergoing 
Gaussian blur with standard deviations ranging from 0.5 to 4.5, in increments of 0.5. We use Gaussian blur to simulate the impact of defocus on the image.

                      (A)                                                      (B)                                                      (C)                                                     (D)                                                       (E)      

                      (G)                                                      (G)                                                      (H)                                                     (I)                                                        (J)      

                      (A)                                                      (B)                                                      (C)                                                     (D)                                                       (E)      

                      (G)                                                      (G)                                                      (H)                                                     (I)                                                        (J)      

Fig. 5 Examples of the motion blur effect to images. Image (A) is the original Kodak21 image. Images (B) to (J) depict the Image (A) after undergoing motion 
blur with varying the motion blur length from 5 to 45, in increments of 0.5. We use motion blur to simulate the impact of motion on the image.

Fig. 6 The variation of CPBD [22] vs Gaussian Blur on Kodak 24 images

Fig. 7 The variation of PSI [23] vs Gaussian Blur on Kodak 24 images
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IV. CONCLUSION 

In this paper, we propose a novel no-reference image quality 
metric for evaluating sharpness using High-Frequency Edge 
Map HFEM. Our approach utilizes both spatial and transform 
domain information in an image to achieve precise image 
sharpness measurements. By integrating the concept of the 
relationship between the decomposition levels of the wavelet 
transform and the spatial frequency and our method aligns with 
the Human Visual System. Additionally, our proposed metric 
accurately assesses the impact of motion blur on the image, 
surpassing other state-of-the-art image sharpness metrics. In the 
future, our aim is to utilize this proposed image sharpness 
metric for the development of a new blind image deblurring 
method and a camera auto-focus algorithm. 
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Fig. 11. Trend lines comparison: the variation of PSI [23] vs motion blur on 
Kodak 24 images. The top left corner: trend with a motion blur angle 0°. The 

top right: trend with a motion blur angle 30°. The bottom left: trend with a 
motion blur angle 60°. The bottom right: trend with a motion blur angle 90° 
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Fig. 12. Trend lines comparison: the variation of MGVG [8] vs motion blur 
on Kodak 24 images. The top left corner: trend with a motion blur angle 0°. 

The top right: trend with a motion blur angle 30°. The bottom left: trend with 
a motion blur angle 60°. The bottom right: trend with a motion blur angle 90°

Fig. 13. Trend lines comparison: the variation of our proposed image quality 
metric of sharpness HFEM vs motion blur on Kodak 24 images. The top left 
corner: trend with a motion blur angle 0°. The top right: trend with a motion 

blur angle 30°. The bottom left: trend with a motion blur angle 60°. The 
bottom right: trend with a motion blur angle 90°
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ABSTRACT 

This research examines the application of computer vision (CV) and large language models (LLM) in diagnosing 
eye diseases in dogs. The study utilizes a U-Net framework, incorporating convolutional neural networks (CNNs) 
such as ResNet, Inception, VGG, and EfficientNet, to enhance the segmentation of eye disease areas. Along the 
base U-Net model, four U-Net-based models were developed and evaluated on a dataset specifically generated for 
this purpose, classifying eye diseases into four categories. The performance of the enhanced U-Net architectures 
was found to be superior to that of the standard U-Net, with the U-Net modified with ResNet34 achieving the best 
segmentation accuracy, as measured by a Jaccard index of 66.6% on a custom test set. The segmented images were 
then diagnosed using various LLMs, including ChatGPT, Mistral, Gemini (Bard), Claude, and Llama-2, which 
were assessed using 15 different symptom sets. The study demonstrates that combining advanced image 
segmentation techniques with LLMs can improve diagnostic accuracy in veterinary medicine. The approach 
leverages the segmentation capabilities of U-Net for precise localization and the diagnostic ability of LLMs to 
interpret symptoms, facilitating enhanced diagnostic tools. This method could be applicable to other medical 
diagnostic areas requiring similar dual capabilities. 

Keywords 
Computer Vision (CV), Large Language Models (LLM), Image Segmentation, U-Net Architecture, Veterinary 
Ophthalmology, Disease Localization, Diagnostic Tools, Veterinary Diagnostic Imaging, Automated Medical 
Diagnosis. 

1. INTRODUCTION 
Major advances in computer vision and deep learning 
make these technologies more interesting for 
integration in veterinary medicine to facilitate early 
and accurate diagnosis to improve treatment outcomes 
[RoFB15].  
The article discusses the development and 
performance of models trained for semantic 
segmentation of ocular symptoms in dogs with 
standard U-Net encoder-decoder network and 
enhanced with different CNN backbones. A specially 
generated dataset, featuring symptoms like corneal 
cloudiness and scleral redness, supports the training of 
our models [GĐLM20]. For the interpretation of 
detected symptoms and the support of the diagnostic 
processes the LLM chatbots ChatGPT [SPKS24], 
Mistral [JSMB23] and Llama-2 [TMSA23] are 
evaluated. Gemini (used to be called Bard) 
[HMHS23], and Claude [WKBB23]. 

2. RELATED WORK 
The CNNs have significantly advanced the medical 
diagnosis, with U-Net architecture emerging as 
particularly effective for medical imaging analysis due 

to its robust feature extraction and segmentation 
capabilities [RoFB15]. Enhancements to this model 
include integration with advanced CNN backbones 
like ResNet [HZRS15] and Inception [SVIS15], 
improving symptom localization in various medical 
contexts [ChCh19, LXWJ19]. Competitive 
performance of U-Net-based models in medicine is 
demonstrated also in [AARJ22, PTRS21] and  
[JBZL22] that has shown that U-Net can outperform 
transformer-based architectures in medical image 
registration with minimal modifications. Research on 
canine ocular conditions remains limited, focusing 
primarily on diseases such as glaucoma  [JoMK06, 
SHIS11]. The scarcity of datasets poses significant 
challenges, and while synthetic datasets have proven 
beneficial in other areas, they are less suitable for this 
field due to the variability in clinical presentations 
[DKKC21]. The efficacy of LLMs in medical settings 
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has been less explored, with existing methodologies 
for performance measurement often not meeting the 
complex requirements of healthcare interactions 
[ARKH23, DaZB18, WKBB23]. This research 
incorporates LLM technology with image 
segmentation to investigate their combined potential 
in enhancing diagnostic accuracy for canine eye 
diseases. 

3. U-NET MODELS FOR CANINE 
OPHTHALMOLOGIC SYMPTOMS 
SEMANTIC SEGMENTATION 
The diversity of eye diseases in dogs poses significant 
diagnostic challenges. For more effective 
classification, diseases were categorized into 
prevalent symptom groups to better focus the model 
on essential visual indicators. This categorization 
spans various conditions, enhancing the model’s 
capability to generalize across different canine breeds 
and ocular pathologies. 

Dataset Description and Augmentation 
A custom dataset comprising 145 images sized 
320x320 pixels was developed, sourced from 
specialized ophthalmology clinics, and reviewed by 
veterinary specialists. It represents diverse breeds and 
disease manifestations. Each image is paired with a 
uniquely colored mask highlighting four key 
symptoms, maintaining proportionate representation 
across different classes. Augmentation techniques like 
horizontal flips, rotations, and translations were 
employed to introduce variability and improve 
generalization; however, zooming was avoided to 
preserve mask integrity. The final dataset now consists 
of 200 images with distribution of symptoms 
appearances from 118 for excessive tearing to 154 for 
sclera redness because of multi-symptom occurrence 
on images.  

U-Net Architectural Enhancements and 
Performance Evaluation 
The U-Net framework was enhanced with various 
backbone networks to reinforce feature extraction. 
Configurations included ResNet34, known for its deep 
residual learning; Inception V3, which utilizes 
inception modules for efficient cross-channel 
correlation processing; VGG16, noted for its deep, 
straightforward convolutional structure [SiZi15], and 
EfficientNet B3, optimizing the balance among depth, 
width, and resolution [TaLe20]. Performance 
evaluations focused on the mean Jaccard index across 
different ocular conditions as detailed in  Table 1. The 
U-Net with ResNet34 backbone exhibited the best 
performance in 3 out of 4 symptom segmentation 
accuracy tests. These modifications to U-Net 
architecture underscore its potential to enhance 
disease segmentation in veterinary ophthalmology. 

4. INTERPRETATION OF 
SYMPTOMS USING LARGE 
LANGUAGE MODELS 
The integration of U-Net architecture in this 
experiment assures precise localization of ocular 
symptoms in dogs. This segmentation information, in 
the form of symptom presence, are fed into the 
diagnostic phase, where large language models 
(LLMs) like ChatGPT, Mistral, Gemini, Llama, and 
Claude analyze and interpret these symptoms, 
providing preliminary diagnoses. This dual approach 
combines U-Net’s accurate localization with the 
analytical capabilities of LLMs to enhance the 
diagnostic accuracy and efficiency. 

Evaluating Symptom Interpretation 
Using LLMs 
To evaluate the LLMs performance in interpreting 
textual descriptions of disease symptoms, it was 
necessary to define an appropriate metric to measure 
the success of the model. Textual descriptions of 
symptoms are subjective, often containing ambiguous 
or incomplete information. Therefore, the evaluation 
metric focuses on effectiveness of LLMs to accurately 
interpret these descriptions and to extract relevant 
medical information and provide accurate, coherent 
responses that are consistent with medical knowledge. 
To ensure the reliability of symptom interpretation, 
only segmentation results with an accuracy above 98% 
are considered. This strict threshold ensures that errors 
in segmentation do not compromise the diagnostic 
accuracy of the LLMs. 

Comparative Evaluation of LLM 
Diagnoses based on U-Net Symptoms in 
Canine Eye Diseases 
The study assessed the diagnostic accuracy of LLMs 
using 15 medical cases with varying symptom 
combinations, each derived from U-Net identified 
symptoms. The accuracy of the LLMs diagnoses was 

 Architecture Ocular 
Opacity 

Sclera 
Redness 

Excessive 
Tearing 

Colored 
Ocular 
Protrusion 

U-Net 38.5 44 0.3 55.8 
U-Net + 
ResNet34 73.9 80.6 38 73.9 

U-Net + 
Inception V3 78.3 78.3 37.9 54.2 

U-Net + 
VGG16 75.1 75.7 27.2 54.1 

U-Net + 
EfficientNet  69.7 79.2 36.1 67.5 

Table 1. Results of U-Net segmentation in Jaccard 
coefficient index showing performance using 

different backbones. 
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evaluated using a straightforward scoring system 
which was based on expert knowledge for each 
individual case: a score of 1 was given for a correct 
match, 0 for indeterminate responses, and -1 for 
incorrect or hallucinated diagnoses. An example of 
such evaluation on an image taken from the [ThMP00] 
show an American bulldog with protrusion of pink 
colored mass and epiphora symptoms. These two 
symptoms were taken as a reference in setting the 
initial diagnosis which was presented to the LLM 
models. The prompt directed to the LLM was divided 
into context, desired output and query as shown in the 
Table 2. The analysis of LLM performance in 
diagnosing canine eye diseases highlights significant 
insights into their diagnostic capabilities. ChatGPT4 
demonstrates the strongest overall performance, 
particularly in accurately diagnosing single-symptom 
conditions such as Nuclear Sclerosis and Cherry Eye. 
However, it, along with other models, encounters 
difficulties with complex multi-symptom scenarios. 
ChatGPT3.5 shows variability, effectively diagnosing 
conditions with complete symptom presence but 
struggling in their absence. Gemini and Claude are 
effective in straightforward cases but face limitations 
in complex scenarios. Mistral AI shows steadiness in 
simple cases, cautiously avoiding overconfident errors 
in more complicated diagnoses. Llama-2 struggles 
across a range of scenarios and fails to recognize 
excessive tearing as a symptom.  

5. CONCLUSION 
This study indicates a promising future in veterinary 
ophthalmology through the integration of computer 
vision and LLM technologies.  
The implementation of U-Net particularly enhanced 
with backbones like ResNet34 and EfficientNet B3, 
has effectively segmented ocular symptoms in 
canines. The U-Net with ResNet34 notably 
outperformed the standard model, especially effective 
in recognizing corneal cloudiness and scleral redness. 
Challenges remain in segmenting excessive tearing 
due to difficulties in annotation and boundary 
determination. The development of a specialized 
dataset was crucial for optimizing the U-Net models 
to detect ocular symptoms accurately.  
The utilization of LLMs such as ChatGPT, Mistral, 
Gemini, Llama-2, and Claude for symptom 
interpretation and preliminary diagnoses revealed that 
while LLMs manage single-symptom cases 
effectively, their performance decreases with the 
complexity of multiple symptoms. This observation 
underscores the need for further enhancement of AI 
diagnostic tools but also suggest potential in 
supporting diagnosis. 
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LLM response to a Prompt* Score 

Llama-2 Excessive Tearing + Coloured Mass Protrusion in the Eye Corner Diagnosis: Allergic 
Reaction -1 

Mistral 

Excessive tearing or Watery eyes + Coloured Swelling in the Eye Edge: Although less 
commonly seen together, coexisting watery eyes and coloured swelling may warrant 
referral to a specialized veterinarian for proper evaluation and management of 
suspected immune-mediated disorders affecting multiple organs. 

0 

GPT4 Watery Eyes + Protrusion of a Red or Pink Mass - Diagnosis: Cherry Eye with 
secondary tear duct irritation. 1 

Claude 

Based on the symptoms you described, I do not have enough information to make a 
definitive diagnosis. The tearing and protruding mass indicate an abnormality 
affecting the eye and surrounding structures. But the specific diagnosis cannot be made 
based on these limited symptoms alone. Further veterinary examination of the eye 
would be recommended.  

0 

Gemini 
The combination of excessive tearing and a red/pink mass protruding from the eye 
corner strongly suggests cherry eye, a prolapse of the third eyelid gland. This condition 
usually requires veterinary examination and potentially surgery for correction. 

1 

* [Can you make a short pinpoint diagnosis based on the combination of these dog eye symptoms to assist a vet in preliminary 
decision-making for diagnosis: 
1. Excessive Tearing/Watery Eyes 
2. Protrusion of a Red or Pink Mass in the Eye Corner] 
 

Table 2. Examples of prompt presented to three LLM models, along with their responses and associated 
score values. The Correct diagnosis is Cherry Eye. 
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ABSTRACT
This paper investigates the evolution of agents within a virtual world, focusing on DNA transfer between gener-
ations, identification of significant genes and the explorations of parameters influencing survival and gene signif-
icance. To address these questions, we create an artificial life simulation within Unreal Engine 5, which mirrors
real-life characteristics and behaviors of animals. The methodology involves running a genetic algorithm with
binary tournament, uniform crossover and n-point mutation and analyzing the collected data to determine the most
significant genes in different cases. We demonstrate that parameters such as sensory capabilities, resource avail-
ability and mutation thresholds greatly influenced species’ survival and their success in the virtual environment.
The difference of size, health and sight capabilities is crucial for the survival of deers and their interaction with
the environment. In conclusion, this study offers an insight on evolution and evolution dynamics, denoting the
influence of resource availability, competition between agents, mutation thresholds and sensory capabilities, with
a substantial potential if time and resources were allocated to the research.

0.1 Keywords
Virtual Worlds, Predator-Prey Problem, Genetic Algorithms, Computer Generated Simulations

1 INTRODUCTION

In a world where the environment is constantly chang-
ing due to various factors such as climate change, mi-
gration to the cities, industrialization, etc, we would
like to predict or at least have an idea on how the dif-
ferent species that live on the globe might evolve in the
future. We would also like to be able to understand how
species used to be in the past and how they did evolve
from their past self to their current descendant. The
method we will use to try to bring an answer to this
problem is to simulate the evolution system by using
the concept of Artificial Life itself in a graphic engine
(in our case, Unreal Engine 5). In this paper, replicating
life and simulate the evolutionary system would follow
a modified version of the genetic algorithm based on
multiple conditions - the agent attribute or A.A which
contains multiple statistics that we will develop more in
the later of the paper. Depending on the agent species
we will evolve, we want to be able to have multiple
levels that simulate different types of environments, for
example - a mountain range, a cave, a forest, plains, etc.
We bring a new approach to the traditional genetic al-
gorithm by implementing different species in the same
level and creating a randomness of environment with
the different resources available to the agent during his
artificial life. The agents that exist in the level are not
at all static and live depending on goals we implement

in their A.I behavior. Finally, the performance evalu-
ation index is based on the overall performance of the
simulation and the gap between reality and our virtual
world.

2 CREATING A REAL WORLD SIMU-
LATION

The purpose of this paper is to create a realistic life sim-
ulation in Unreal Engine 5 (UE5) and study the evolu-
tion process of agents inside of it. We have to consider
different factors to achieve such a result. These fac-
tors include giving the agents a physical form to interact
with the environment, with other agents (predator and
prey alike), being able to differentiate the agents with
the help of attributes, implementing sight and hearing
capabilities and automatically creating and managing
resources. In the following sections, we will examine
each of these factors in detail to develop a comprehen-
sive realist life simulation.

2.1 The agent
The natural world is home to a vast array of ecosystems,
blooming with a wide range of flora and fauna. To sim-
ulate these ecosystems and the organisms that inhabit
them in a realistic manner, we must strive to accurately
replicate their biological processes. Nevertheless, this
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task is challenging due to the limitations of computa-
tional power. Our objective is to create virtual models
of life that closely approximate reality while maintain-
ing optimal performance. Therefore, we have to first
recreate the fauna.

2.1.1 External representation
To interact with its environment and other agents in the
system, each agent is required to possess a physical
form (a 3D mesh) in the virtual world. Compared to
[Ric01a], we did not model the assets ourselves, which
could limit the computational performance of the sys-
tem during collisions’ calculations. Meshes used were
complex and irregular in shapes, leading to a difficulty
in defining collisions using primitives shapes. A solu-
tion was found using "Bounding Spheres" or "Sphere
Capsule Collision" to wrap the model in an invisible
sphere hence a simpler method to calculate collisions.

2.1.2 Internal representation
An agent has a physical form but it lacks the complexity
that stems from life. Each species has abilities, faculties
that separate them from others. In a more local scope,
each of the members of these species is unique and has
a different value on how much those abilities express
themselves. DNA contains the information required to
determine an animal’s abilities. Due to a current lim-
itation of computational power, modeling an animal’s
DNA the way it appears in the real world would prove
challenging. Therefore, we found that the creation of a
simplified DNA structure along with attributes that de-
pend on the structure fixes our issue.

The agent’s DNA

In animals, the length of the DNA structure can vary.

Animal
Class

Average
Length
(base pairs
- bp)

Minimum
Length
(base pairs)

Maximum
Length
(base pairs)

Mammals 3.5 billion 242 million 6.3 billion
Avian 1.385 bil-

lion
1.15 billion 1.62 billion

Serpentes 2.8 billion 1.3 billion 3.8 billion
Fishes 1.4 billion 103 million 133 billion

Table 1: Average, minimum, and maximum length of
the DNA structure in the mammal, avian, serpentes, and
fish classes.

In terms of memory, 1000000 base pairs (bp) = 1 Mb
and 1000000000 bp = 1 Gb. With the number of
agents required for the simulation and the technical
constraints, even when considering modern computa-
tional power, we need to simplify the DNA data struc-
ture. We will discuss the implementation of the simpli-
fied DNA in a later part.

The agent’s attributes

An animal is defined by its DNA and the abilities that
the structure codes. An example of one of those abil-
ities is the speed of the Cheetah, which has the title
of "Land’s fastest animal" [cheetah01] They are able
to run extremely fast (at 70 mph or 112,654 km/h) be-
cause of a combination of physical traits and genetic
adaptations such as their slender, muscular body, their
enlarged nostrils and lungs (more oxygen = more en-
ergy), their long tail (maintains balance and control)
and adapted claws (better traction and acceleration).
We formalize those abilities, those adaptations in the
form of attributes that possess numerical values and that
depend on the simplified version of the DNA mentioned
in the previous part. We created different variables that
encompass all that is necessary to define an agent’s abil-
ities, for example: AgentID (unique identifier), Agent-
Damage (amount of damage the agent can inflict on
hostile agents), SightRadius (radius of the agent’s field
of view). It should be noted that these attributes are an
oversimplification of the true nature, primarily due to
computational limitations and the inherent complexities
involved in managing such extensive data. Simplifying
the DNA data structure was necessary to navigate these
complexities effectively. To initialize all attributes of an
agent and automate the task, we created an algorithm
which is explained hereafter.

Algorithm 1 Agent Initialization and Attribute Calcu-
lation

Initialize DNA structure of the Agent
Set sensory attributes: SightRange, Radius, Offset,
HearingThreshold
for each sense do

Calculate sense bonus
end for
Calculate statistics for each agent species with
species-specific formulas
Initialize float attributes: AgentSize, Speed, Dam-
age, Health, Survivability Score
Calculate:
AgentSize
Speed
Damage
Health
Survivability Score
Initialize Int Stats:
Set AgentID by random

2.2 Birth and Death simulation
In our world, birth and death are two processes that
can make the number in a population of animals grow,
wither or stay the same. Birth is the way new children
come to life whereas death is the way life purges popu-
lations to keep numbers stable. This cycle of birth/death
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is the most important part of life since it enables the
ecosystems to preserve resources and maintain life as it
is. The paper [Ric01a] defines the cycle in their sim-
ulation of Omosa with the creation of the agent as a
baby (birth) that go through the multiple stages of life
and death by old age or its health points dropping to
0 in case of a fight with a predator. Our simulation
takes an entirely another approach to define the cycle
of birth and death. Birth is defined by the live creation
of an agent inside the level (one of the environments) or
spawn for short. Death is defined by the live destruction
of an agent inside the level or despawn.

2.2.1 Simulation of birth
To simulate said process in our virtual environment,
we defined an invisible box called an AgentSpawner
that possesses multiple characteristics - TotalToSpawn
(the number of agents to spawn), MaxSpawnRange(the
maximum distance at which the spawner can spawn
agents), etc. If the location of the attempted spawn al-
ready contains an agent or another physical entity (ac-
tor in UE5) with collision enabled, the attempted agent
spawn will fail and go to the next one.

Step 1: Check if the TotalToSpawn is higher than 0.
Step 2: Initialize i = 0
Step 3: Loop until i >= TotalToSpawn

• Calculate a random position with the Per-
lin variables on X and Y

• Spawn the actor

The first spawning process is completely different than
for the rest of the simulation.

2.2.2 Simulation of death
In real life, death is essential to preserve the balance in
ecosystems between the number of predators and prey,
the availability and scarcity of resources. An animal can
die of old age or from its wounds due to a fight with
another animal, trying to defend its territory or while
roaming freely in the environment. Our goal is not
to simulate and solve the predator-prey but to see how
DNA would travel between the generations. We don’t
create sub-populations of agents, which could lead to
inner fighting over prey and resources and "unneces-
sary" deaths. Instead, all agents of the same specie
are "friendly" with each other and don’t have default
interaction between them. The despawn of the agent
would happen in two cases. The first case is that the
AgentHealth attribute drops to 0. It is possible that
there was a fight between predator(s) and prey(s) or if
the AgentEnergy is under a threshold for a certain time.
The second case is when the simulation passes to the
next generation of agents. The figure 1 showcases a
graph that sums up the cycle of birth/death for our sim-
ulation.

Figure 1: Graph of cycle of birth/death in our simula-
tion

2.3 The Environment

The purpose of our research is to be able to create a re-
alistic life simulation. In the real world, animals live
in a variety of ecosystems, such as forests, mountains,
caves, seas, etc. Each of these ecosystems contains an
array of resources that are necessary for the survival and
development of each species. For example, cheetahs
live in grasslands, savannas and some mountainous re-
gions. Those environments are all open landscapes with
a lot of resources (food, shelter and water) where the
cheetah can use its speed to its maximum potential to
chase down prey. Based on this example, we can infer
that each animal has an ideal environment where it can
use to its fullest its capabilities. Therefore, to mimic
reality as closely as possible, we need to try to recreate
to its maximum possible the vast array of environments
where all of the agent species prosper.

2.3.1 Initial level

Mimicking reality is a process that takes a lot of time
and resources, to imagine and create the environment
itself. To be able to test our agents’ fundamental fea-
tures while not having our environments yet ready, we
created a simple level field consisting of basic shapes
provided by Epic Games in UE5. This level does not ac-
curately reproduce the environments in which the agent
species typically live.

2.3.2 Environment design

Multiple ecosystems nurture life as we know it. In re-
ality, here is a random factor that will determine where
the fauna and flora will end up living. To fully mimic
an actual environment, we need to recreate that random-
ness and make our worlds more realistic. Furthermore,
we study the evolution of a multitude of agents. Some
agent species won’t share the same ecosystem because
their real-life counterparts could never survive there.
Hence, a need to create a multitude of ecosystems in
order to cover a certain percentage of the environments
the animals live in.
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Simulating the resources

To infuse the simulated environments with the unpre-
dictability of life, we take inspiration from solutions
implemented by level developers over the course of
video level history. A common solution in level de-
sign to create this chance factor or randomness is to
use procedural foliage. It would be a good idea if
we didn’t want to add randomness to each restart of
the simulation. Unfortunately, there is no free proce-
dural foliage library on the Epic Games marketplace,
hence a need to develop a solution for ourselves. We
believe that changing the environment every 2 gener-
ations could influence DNA changes between genera-
tions of agents. The solution we developed is based
on the AgentSpawner. We reused the concept of a
transparent box with a physical location in the environ-
ment. Although the AgentSpawner architecture makes
it only able to spawn one kind of agent, the Environ-
mentSpawner is able to spawn a vast array of special
actors called EnvironmentActor. An EnvironmentAc-
tor is an spawnable or placeable actor (depending on
the needs) in the level that has multiple variables re-
quired to simulate how its real counterpart would be-
have (while being static). All the meshes that we use for
the EnvironmentActor come from the megascans col-
lection in Quixel Bridge (free with UE5).

2.4 Predator and prey system
As we try to reproduce their behavior in virtual worlds.
We recreate the diet plan of each agent species. Our
solution was inspired from the paper [Geo01a]. Both
types of agents (predator and prey) in the paper possess
the capability to get information from their environment
and act based on their perceptions, though in different
manners. The predator agent can only see in a straight
line with a high range of sight while the prey can see in
all directions with a lower sight range to not give it an
unfair advantage.

2.4.1 Agent’s perceptions
The paper [Geo01a]’s agents use sensors to provide the
perception information to the robots. Without a per-
ception system to detect hostile agents or resources, an
artificial life simulation would not be complete. The
simulation in the paper [Ric01a] collected "the total
population, numbers of births and deaths for both prey
and predators as well as the number of predator kills
and prey deaths from old age" with different settings
(predator/prey awareness, flocking, herding). When the
predator class isn’t aware of the prey, it fails to func-
tion properly and when the prey class isn’t aware of
the predator, it quickly becomes extinct. Unreal En-
gine 5 provides some systems to implement senses in
the level but after careful consideration, we decided to
implement our own sense of sight. We use "Multi Ob-
ject Sphere Trace" x times per second, which consists

of sweeping a view range and detecting objects in the
agent’s field of view. This would compensate for the
short-comings of the UE5 powered systems and enable
herbivore and omnivore agents to detect sources of food
as well as enemies. All agents share the same set of at-
tributes, including SightRange, SightRadius, SightOff-
set and HearingThreshold for the senses configuration.
Nevertheless, we define how much an agent’s senses are
expressed based on the real-life counterpart’s known
ability and a bonus coming from DNA structure.

The DNA’s structure is defined with 8 values - Sigh-
tRange, SightRadius, SightOffset, HearingThreshold,
AgentSize, AgentSpeed, AgentDamage, AgentHealth.

The architecture of the DNA bonus is a bonus that is
calculated (randomly between 0 and x) and added to
the value of the attribute only if the gene is equal to 1.
This could either advantage or disadvantage an agent
depending on how its perceptions would affect its ac-
tions.

2.4.2 Agent’s actions and decision making

Our perception system reacts to the stimuli around it
(in a limited range). The agent is an A.I powered actor
in the level that has predefined actions based on what
the agent’s perception system would register from the
environment. If the stimuli detected comes from a hos-
tile agent (H.A), the agent could react via two distinct
ways. If the H.A is one of its predators, the agent would
run away from it until reaching a safe location where
the perception system doesn’t detect the H.A anymore.
In the case of the H.A being a prey, the agent would
chase it until reaching a radius called the CombatRa-
dius where it could start attacking it until one of them
dies. In addition to the predator-prey pursuit and com-
bat system, an agent would also be able to register what
EnvironmentActors exist in its field of view. It would
calculate automatically the closest resource and move
in its direction in order to consume its content. The
next figure shows a graph summarizing how an agent
can register perceptions and the decision making it can
make.

It is safe to say that we managed to reproduce the dif-
ferent parts of an ecosystem, fauna and flora as well
as the animals’ behavior. The reproduction of animals
in the level was made by giving agents a physical and
internal representation to help them interact with the
world, while simultaneously remaking the cycle of birth
and death with the AgentSpawner and destruction func-
tions. We made the environment with heightmaps and
artistic techniques and recreated the unpredictability of
resources location with perlin noise [perlin01]. Finally,
we created a system to reproduce an agent’s sight, hear-
ing being too complex to add on our own for now.
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Figure 2: AI behavior, perceptions and decision making

3 AGENTS’ EVOLUTION
Evolution is the process over which heritable charac-
teristics change in a certain population during the flow
of time. The purpose of the paper is to study how our
agents will evolve over the course of time and multiple
generations, or tuning. Unfortunately, a problem such
as this could not be solved using classical computing
methods. Therefore, we follow the work of [Hol01a]
with his well defined "Genetic Algorithm". In this part,
we will view how this algorithm works, the different
processes involved in it and how we remade them to fit
our needs.

3.1 Overview of the genetic algorithm
3.1.1 Pseudo-code

A genetic algorithm or G.A is an algorithm that is used
to tune certain traits in populations and arrive at a cer-
tain solution, best or accepted in a certain amount of
time. It has the advantage of being able to look for so-
lutions inside a wide solution space without needing a
lot of information and being able to maintain a good
performance.

3.1.2 Genetic representation

The reason why some problems require G.As is because
the problem is way too complex to be solved using tra-
ditional methods. As stated in the introduction, these
types of algorithms are commonly wielded to find solu-
tions in a large search space and maintain a good exe-
cution time. However, G.As have a technical limitation.
We have to represent all possible solutions of our prob-
lem with a linear representation. (for example, an array
or a list) In consequence, we have to represent our DNA
in a linear representation because it is the variable that
we want to evolve. An agent’s DNA is an array of size

Algorithm 2 Pseudocode of a Genetic Algorithm
Initialize the first generation
Evaluate the given generation based on a fitness func-
tion
if the first generation is the solution then

return solution
end if
Selection of parent
Crossover of the parents’ genetic representation and
creation of children
Mutation of the offspring’s genes
Check if we reached the termination condition
if not reached then

Repeat from Step 2 with the offspring population
else

Stop execution and print the found solution
end if

8 that can only contain 0 and 1. We could fill it with
numbers from R (real numbers) instead of just the {0,
1} set. Putting real numbers inside the DNA instead
of 0 and 1 could possibly cause more harm than good
because of two main reasons

• Truly random numbers are impossible to gen-
erate based on the deterministic nature of the
algorithm used to create them in Unreal Engine
5[UE5Random]

• It would make the solution space go from 28 (256)
to infinite.

The real-life counterpart of DNA can only take 4 possi-
ble values, which are adenine (A), cytosine (C), guanine
(G), and thymine (T). These bases form specific pairs
(A with T, and G with C), which makes the possibilities
even lower. A possibility would be to change the set {0,
1} to {0, 1, 2, 3} but that would be something to discuss
more in the next parts of the paper.

3.1.3 Fitness function
We implement a fitness function, which is simply a
function that returns how close a solution is to the op-
timal solution of a problem. At the evaluation time in
our simulation, we use the survivability time of alive
agents as a fitness function. The survivability score is
calculated based on the following formula:

SurvivabilityScore = (1.5 · log2(Speed)+
3 · (log10(Size)+ log10(Health))

+3.5 ·Damage)+SenseBonus;

The different constants {1.5f, 3.5f, 3} were chosen and
assigned a weight to underline the importance of each
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value into the hypothetical chance of survival. We also
added a SenseBonus to the equation of the Survivabil-
ityScore since it’s theoretically accurate to hypothe-
size on the fact that better senses is equal to a survival
chance for an agent. It is calculated using the following
formula:

SenseBonus =
SightRange
SightRadius

·

SightOffset ·
(

1
HearingThreshold

)
;

The ratio (SightRange / SightRadius) is used to perform
the sphere trace function. A high ratio indicates a wide
field of vision. However, a larger radius will increase
the time needed to perform the trace, leading to a lower
bonus. The higher the SightOffset is, the higher the
bonus will be. This takes root in the fact that height is
an advantage that can lead to agents being able to de-
tect enemies as they approach as well as find resources
easily. Finally, the (1.f / HearingThreshold) is such as
when an agent’s hearing ability is good, the higher the
bonus will be.

3.1.4 Termination criteria
If a termination criteria is not implemented for a G.A,
it will continue to run indefinitely because it wouldn’t
know what solution to look for in a given problem. In a
problem such as ours without "conventional solutions",
a termination criteria could probably be the number of
generations, which could be changed between runs).
The reason for such criteria is because of the intent be-
hind our study. How genetic information would get
transferred between generations and which combina-
tions were the most interesting to keep by nature’s law ?
To avoid having the same solution over and over again,
It could also be a good idea to implement a convergent
protection. That means to stop running the algorithm
if the N+1 generation’s DNA set is very close to the N
generation’s DNA set.

3.2 Genetic operations
When new offspring are created in our world via re-
production, they undergo multiple stages and multiple
processes until reaching birth. The real-life processes
are vastly numbered and not the subject of this paper.
However, the G.A is rendered useless if some of those
processes are not reproduced in a virtual environment.
They are called selection, crossover and mutation in a
genetic algorithm.

3.2.1 Binary Tournament
After the evaluation is done, we have to select suitable
parents for the crossover (C.R.O) step. In classical ge-
netic algorithms, there are two methods to select par-
ents. The "roulette wheel" method, which follows the

"survival of the fittest" concept and consists of giving a
probability of choosing a parent based on the ratio of its
fitness to the sum of all fitnesses in a generation. This
raises an issue of selecting only the best solutions in a
set, which might lead to getting a suboptimal or not op-
timal solution for a given problem. The other method is
called the binary tournament (B.T). It simply consists of
taking two random solutions from the set and compar-
ing the return value of their fitness function. The solu-
tion with the higher fitness will end up winning and get
chosen. The paper [Eib01a] describes the selection pro-
cess as a way to exploit current solutions and improve
their fitness function. We changed its implementation
to suit our need of having two parents/ two children and
maintaining the population’s numbers.

3.2.2 Uniform crossover

In real-life, crossover would happen when same type
chromosomes meet during meiosis. Both can switch
different parts when they are lined up. In our virtual
world, we will avoid this method since our chromo-
somes do not have the same length as the real life DNA.
C.R.O is crucial to G.As, it explores the set of solutions
and looks for new ones that weren’t available before-
hand. In our paper, we shall use the uniform crossover.
It separates the linear representation we evolve into n
bits and randomly gives one of the parents’ bits to the
first child and the other parent’s bit to the second child
(based on a uniformly generated number). Therefore,
such a method ensures we have explored more solu-
tions. If we only had the selection process, it would
mean staying in an area where the fitness might con-
verge to a sub-optimal value.

Figure 3: Graph of the uniform crossover with two par-
ents and two offsprings

3.2.3 N-point mutation

Mutation in biology is described as the alteration of the
DNA sequence of a bacteria, an organism, etc. It is said
to be able to create changes in one’s phenotype (observ-
able characteristics). Nature of the changes are to be de-
termined during the life of the individual whose DNA
has changed. In traditional genetic algorithms, there are
a few methods to reproduce the mutation (M.U.T) step
(in a binary linear representation) such as the random
mutation, which randomly selects a bit and changes its
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Figure 4: Comparison of the random mutation (binary-
coded chromosomes) [Av01a] and the swap mutation
(decimal-coded chromosomes) [Shih01a]

value, the swap mutation which selects two genes ran-
domly and switches their value.

These mutation methods can bring new information
to light but we consider them quite limited for tuning
our agent’s DNA. That being the case, we developed a
novel yet simple algorithm called the n-point mutation
which steps are developed in Algorithm 3.

Algorithm 3 N-point mutation algorithm
Get an agent’s DNA
if length of the DNA not reached then

Generate a uniformly distributed float between 0
and 1

if generated float > 0.79 then
change the value of the bit

else
Go to the next bit

end if
end if

Keeping the threshold to a high value (0.79) helps us
create a balance between creating new genetic repre-
sentations for the offspring (exploration of the solution
search space) and preserving the DNA structure from an
unnatural disruption. We used a derivation of [Hol01a]
to be able to fine tune and observe how a DNA struc-
ture would evolve through time and a limited amount
of generations. Our agents’ DNA are represented by
a binary array of size 8, which could be changed. We
evaluate them with a score that depends on their the-
oretical aptitude to survive in their environment, select
them via B.T and reorganize them in an array for C.R.O,
ensuring protection from premature convergence to a
suboptimal solution. We apply the N-point crossover
method as well as the N-point mutation with the hope
of discovering more solutions during our run. To gap
between reality and our world by changing the repre-
sentation of the DNA to a linear array with {0, 1, 2, 3}
as the possible genes instead of a binary array.

4 RESULTS AND FURTHER POSSI-
BILITIES

Creating the simulation was half of the process. The
other half is to run some experiments with it. In or-
der to obtain results with our G.A, we created a code
which saves the agent species, survivability score, gen-
eration and DNA structure. In the following sections,
we will analyze and interpret the data, discuss the re-
sults, and draw some observations. We would also like
to define the next possible steps for this research, keep
what is positive and understand where the simulation
could be improved. (More data is available in the full
thesis [Hba01])

4.1 Analysis of the results
These runs were made by changing the formulas and
making the genes more significant for each attribute,
and we did runs for four cases

• 75t and 150t with a M.U.T threshold of 0.79

• 75t and 150t with a M.U.T threshold of 0.83

We hope to see if making mutation a rarer occurrence
would make it easier for the population to stay stable or
if it would make it harder to survive. In this paper, we
will only cover the most interesting cases out of the 4 :
75t - 0.79 M.U.T and 75t - 0.83 M.U.T.

Figure 5: Fox and deer populations: Gene comparison
and individuals evolution (75t - 0.79 M.U.T)

Figure 6: Fox and deer populations: Gene comparison
and individuals evolution (75t - 0.83 M.U.T)

ISSN 2464-4617 (print) 
ISSN 2464-4625 (online)

Computer Science Research Notes - CSRN 3401 
http://www.wscg.eu

WSCG 2024 
POSTERS

387https://www.doi.org/10.24132/CSRN.3401.42



In the 75t - 0.79 M.U.T graph, the deer species seems
to be thriving with a count of approximately 26 agents
by the last generation. We also observe an augmenta-
tion of population as well as a higher count of deers
individuals possessing the 3 genes for Sight just be-
fore generation 50. However, we also notice that, at
the same time, the gene for Hearing gains a higher gene
count/individual (g.c/l) too. A hypothesis could be that
the M.U.T threshold is too low and makes gene muta-
tion too common in this case. The fox species doesn’t
seem to be thriving compared to the deer species as their
final numbers decreased by 72% (25 agents to 7 agents).
We can interpret this as the result of competitiveness be-
tween the species and the foxes themselves (inter and
intra species competitiveness). Furthermore, we note
a decrease in population multiple times as the count
of sight genes drops in the foxes’ generation DNA. By
generation 41, the number of individuals seems to sta-
bilize, as the number of environment actor (E.A) al-
ways stays the same and the number of deers also de-
creases, leading to a better distribution of resources
between all the agents in the 75t case. In the 75t -
0.83M.U.T case, the deer species doesn’t thrive as well
as their 75t - 0.79M.U.T counterpart. Their final pop-
ulation numbers decreased by approximately 25.93%.
Gene count/individual pattern seems to be close to the
75t-0.79M.U.T case, except for the Hearing Threshold
gene, whose g.c/l decreased drastically because of the
lower mutation rate. The fox species seems to be thriv-
ing more in this case than their 0.79M.U.T counterpart.
In fact, the hypothesis that sight genes count/individual
and survival rate was linked tend to be validated by our
data as we can see in Figure 7. In generation 10, we had
an increase of ≈ 14.3% for the fox population as well as
an increase of 23.52% of Sight Range gc/l. Having mu-
tation as a rarer occurrence could be beneficial for the
system in its whole as it maintains balance between the
two species used in the simulation. Making it a more
common occurrence seems to tilt the favor to stronger
species (deers) as the weaker species will not be able to
focus on genes that should close the gap between them.
It could also be conceivable that a higher number of re-
sources isn’t necessarily the best as their distribution in
a system should be taken into consideration too. Foxes
in the 75t - 0.79 M.U.T showcases that hypothesis. We
will try to discuss more on the data, about other hy-
potheses and various possibilities for this research.

4.2 Discussion

The research is conducted to gain understanding about
which genes are the most significant in our DNA
structure, depending on the environment and other
parameters. In the previous part, we analyzed the gene
count/individual (g.c/l) for a few cases but we didn’t
focus on the significance of the genes.

< 0.001 : xxx < 0.01 : xx < 0.05 : x > 0.05 : X
Table 2: Legend of the significance levels used in the
following table

M.U.T Fox 75 Fox 150 Deer 75 Deer 150
SRange X xx xxx xxx
SRadius X xxx xxx xxx
SO X x x xxx
HT xx xxx xxx xxx
ASize X X x X
ASpeed X X X X
AD X X X X
AH X x X X

Table 3: Fox and deer populations : Gene significance
(second runs - 0.83M.U.T)

We note that AgentSize, Speed, Damage and Health are
the most significant. It can be explained as all those de-
fine how an agent will survive in its environment, find
resources and fare against its enemies. A real life ex-
ample could be the gazelle and the lion. A lion might
be stronger than a gazelle but a gazelle can outrun a
lion on long distances. All sight genes significance for
deers are inferior to 0.001 except for SightOffset in the
deer75 (is inferior to 0.05). For the fox75, sight genes
all possess a significance higher than 0.05. That could
be explained by the scarcity of the resource and the
competition the species has to go through with deers.
Fox150, doesn’t seem to possess that much significance
for SightRadius (inferior to 0.001) and SightRange (in-
ferior to 0.01) as the resources are abundant and fairly
close to the foxes. The lower distance between foxes
and resources could also explain why its AgentHealth
significance went from X to x in table 3. Less health
and less energy is needed to find resources. The Hear-
ing Threshold gene always has a significance inferior to
0.001 (except for fox75 in 0.83 M.U.T). This gene, no
matter this value, will never hold a significance in this
version of the simulation as the hearing sense of agents
wasn’t replicated. In real life, foxes have a very sensi-
tive hearing and use it to gather information about their
environment. It enables them to hear sounds from be-
hind, better than a deer, giving them a clear advantage
during hunting. During all the runs, no combat hap-
pened between prey and predator as each agent tele-
ports to its next location and never managed to get
closer to its enemy. If agents moved in a traditional
way, we could probably observe multiple foxes team-
ing up to chase one or multiple deers, cornering them
and defeating them in battle. Agents shouldn’t be dy-
ing as combat doesn’t happen. Nevertheless, population
numbers decrease as a result of an U.E5 bug where the
calculation of a random position inside the navigable
radius leads to the void and an automatic destruction of
the falling agent by the engine.
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4.2.1 Outlook and Future Directions
In this paper, we use a binary representation for the
agents’ DNA, to simplify operations. As stated in that
part, life doesn’t represent genes with a {0, 1} set but
with a {C, G, A, T} set. The letters that creates the real
DNA are nucleobases, which can only link in a certain
way :

• Adenine (A) with thymine (T)

• Cytosine (C) with guanine (G)

Having 8 genes with {0, 1} as the values is simple but
limited, as we only have 256 possible combinations for
all agents. Using a numbered set like {0, 1, 2, 3} could
be the solution as it would make the number of possi-
bilities equal to

4^8= 65536

However, DNA is a polymer in the form of a double he-
lix where nucleobases only link a certain way as stated
before. Replicating the double helix form would mean
using a non linear representation for the AT, CG pairs.
It is impossible to keep using a G.A for this kind of
representation as a G.A is only usable for linear repre-
sentation per the definition of its operators (selection,
crossover, mutation). We could use a set equivalent to
{AT, CG} in order to achieve that with a G.A but it
would basically lead to the same result as using {0, 1}
as our gene set (256 combinations) It is possible to com-
pletely change the DNA structure to get more combina-
tions but that would mean changing how we calculate
the A.A. It is unnecessary to modify the DNA as {0, 1}
can be considered like {AT, CG} and the mathematical
model seems to hold itself vis a vis the ecological dy-
namic patterns for our species survival. A direction the
study should take is the correction of the agent teleport-
ing, which would lead to more combat between species
and hence more data concerning the predator/prey prob-
lem, as well as refining the agent attributes calculations.
In the current state of the simulation, we overlook cer-
tain complexities real organisms face, simplifying inter-
actions between agents. Moreover, we didn’t develop
parameters that have the potential to turn around the
ecological dynamics in our simulation such as temper-
ature variations, diurnal cycle, season changes, natu-
ral catastrophes, diseasesand the effect of human ac-
tivities on the environment. Those should prove them-
selves extremely complicated to replicate in the U.E5
engine but could have a really interesting effect on our
results and should be taken into consideration for the
future of this research. It is also possible to expand the
range of species in the simulation as only two species
exist in the virtual world for now. We hope that bring-
ing new species with unique genetic traits and behav-
ior will help us observe more complex population dy-
namics and ecological relationships. Another key com-
ponent for this research is the investigation of the role

of mutation and its effect on survival and evolutionary
process. Exploring different thresholds (example : 0.79
M.U.T, 0.83 M.U.T) and adding other types of mutation
could enable us to gain understanding on the M.U.T op-
erator’s influence on survival, persistence of species and
genetic variations over time.

5 CONCLUSION
The problematic behind this research was studying the
evolution of agents inside a virtual world. We sought to
understand the mechanisms of DNA transfer between
generations, identify the genes of utmost significance
and pinpoint parameters influencing survival and gene
significance. Those were some of the questions we
asked ourselves while working on this project. The
methodology used to respond to these questions and
the problematic were to create an artificial life simula-
tion in Unreal Engine 5, which aims to mirror real life,
reproduce animals’ traits and behavior, run a genetic
algorithm with binary tournament, uniform crossover
and n-point crossover on each generation and analyze
the data to find what genes hold the most significance
per case. Analyzing the collected data during multi-
ple runs enabled us to understand which parameters in-
fluence the most survival and a species’ success in our
virtual environment. Some species would thrive more
than others in the virtual life environment, and thus
due to recreating or not senses like sight and hearing.
An example of this is how deers always managed to
keep between 60% and 40% of their initial population
whereas foxes always kept between 40% and 20% of
theirs. It is explained by how recreating the hearing
sense in Unreal Engine 5 showed itself to be a chal-
lenging task compared to the sight sense’s recreation.
In our simulation, deers were bigger than foxes and
held a better sight sense than them, hence giving them
an advantage when searching for resources or finding
predators in case of danger. The analysis of the re-
sults denotes how important Sight genes were during
all the runs. Resource availability and the absence of
competition internally and externally of a species is
a key factor for survival and a species’ success. We
noted that mutation, as a process, is important to cre-
ate genetic diversity but a low threshold for mutation
would impact agents’ life and thus, survival in a nega-
tive way. Table 3 shows other genes held a lot of sig-
nificance - AgentSize, Damage, Speed and Health. The
genes are the ones defining how well an agent interacts
with its environment (A.Size) and enemies (A.Speed
and A.Damage) and how long it can search for food be-
fore needing to rest (A.Health). While the simulation,
collected data and their analysis may bring to light some
new information about ecological dynamics and artifi-
cial life simulation, we should acknowledge the lim-
itations of our research. Agents do not move in our
simulation, they teleport, which causes a problem in
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terms of chasing/running away between predator and
prey. Agents’ behavior is quite simplistic and could be
improved to create more cases to study. Our formulas
for calculating agent attributes remain quite simple, re-
fining or modifying them might be a route to pursue in
this research’s future. The paper [Ric01a] created an
artificial life simulation where certain parameters like
predator/prey awareness, flocking or herding can be en-
abled or disabled. It focuses on the cycle of life and
death and the predator/prey problem whereas ours fo-
cuses on DNA transmission and evolution in a virtual
world. Implementing these parameters in the future
of our research, as we implement newer species, could
lead to a better and deeper understanding of ecological
dynamics and predator/prey problem. This research en-
deavored to explore the complex concepts of evolution
and ecological dynamics using UE5 and artificial life
simulation. Mimicking animals’ behavior and the envi-
ronment in a realistic manner proved itself a formidable
challenge, but results were satisfactory. The paper con-
tributes to bringing new knowledge as it underlines the
significance of resources availability, mutation thresh-
old and sensory capabilities. Given how this research
overlaps an array of fields, it has the potential to benefit
our knowledge of evolution if resources and time were
allocated to it.
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ABSTRACT 
The paper discusses the analysis of natural lighting conditions for digitizing art. The emphasis is on a realistic 
3D digital reproduction of a work of art in natural lighting conditions in the interior of an art gallery. The art 
object is scanned and digitized in two natural lighting conditions. The photogrammetry method was used for a 
realistic 3D reconstruction of the artwork. This experiment aims to analyze the influence of lighting conditions 
on the quality of 3D reproduction of an art object concerning image processing and color reproduction. In this 
study, no accessories were used to increase the quality of the captured image, such as reflective and diffusive 
plates or lights to illuminate the art object. The art object was scanned and digitized in two natural lighting 
conditions. This study aims to analyze the influence of actual lighting conditions on the quality of a realistic 
digital 3D reproduction of a work of art. 

Keywords 
3D model, artwork digitization, photogrammetry, image processing, point cloud, color, art gallery 

1. INTRODUCTION 
Currently, digitization processes are reflected in all 
areas of human activity. Digital technologies are used 
in commercial, scientific, and artistic fields. [Näs20a] 
In art in particular, emphasis is often placed on the 
highly realistic quality of digital reproduction. Digital 
technology and image processing processes are 
projected into artistic creation. [Gul18a] 
Nevertheless, the digital reproduction of works of art 
is still a great support for the application of new 
procedures and methodologies such as machine 
learning. [Cst20b] Especially in connection with new 
trends such as 3D and virtual presentations in the 
online environment. [Bia17a]  
3D realistic digital reproduction of a work of art also 
brings many challenges and unsolved problems in 
image processing. The high-quality reproduction of 
the object in conjunction with its texture and color 
are often variable due to light and weather 
conditions. The method and procedure of digitization 
depends primarily on the final output of the digitized 
object. It can be 2D and 3D printing, 3D online 
presentation or using the object in a virtual and 
augmented reality (VR/AV) environment in 
interaction with the user. 
Realistic 3D digital image reproduction aims to get 
as close to the original. The same attribute for color 
evaluation of reproduction quality is directly related 
to light and human vision. Colorimetry, color and 
human vision deal with this issue. [Mol24b] This text 

responds to current trends in art digitization and the 
issue of realistic digital reproduction using the 
photogrammetry method. [Cer20c] Also considers 
the use of LiDAR (Light Detection and Ranging) 
sensors. [Gue24c] 
The presented experiment aims to find to what extent 
the ambient light conditions can affect the 3D 
digitization of the artwork in connection with the 
chosen modeling method. The following sections 
describe the digitization of the artwork using the 
photogrammetry method and LiDAR scanning in 
daylight in the interior. The influence of lighting 
conditions on the color reproduction of the 3D model 
is analyzed in 3D point cloud models of one precisely 
defined color. The findings from this experiment are 
used for follow-up research in the field of realistic 
3D digital reproduction of works of art. 

2. ARTWORK DIGITIZATION 
With the development of digital technologies and 
sensing devices, image digitization processes and 
graphic software for image processing have evolved 
and improved according to the type and purpose of 
the resulting output, as well as the development of 
digital and 3D printing and 2D / 3D online and 
virtual presentations. This section describes image 
digitization using ground image photogrammetry to 
create a realistic 3D digital model.   
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An artwork for creating a 3D model 
The artistic object for 3D digital reproduction was 
painted with acrylic paints on canvas. The artwork is 
dominated by green and brown colors, as seen in 
Figure 1. 

Figure 1. Artwork object - acryl on canvas 
The object was captured in the interior of an art 
gallery, in which the daylight conditions were 
suitable. This experiment influences these lighting 
conditions on the resulting color reproduction of the 
resulting 3D model.  

Digital Image Capture 
An innovative mobile device with LiDAR 
technologies was used in this experiment. A smart 
tablet from Apple, which has a high-quality camera 
with high resolution, was chosen to capture and 
digitize the work of art. This smart device was used 
for a 3D reconstruction of a work of art using 
terrestrial image photogrammetry. The experiment 
used the free Scaniverse application to compare the 
quality of a 3D model, which is intended directly for 
the 3D digitization of objects and spaces using a 
LiDAR sensor. Both methods are described in the 
following section. 

The Photogrammetry Method 
The SfM (Structure from Motion) photogrammetry 
method calculates the position of an object in 3D 
space based on the description of information 
obtained from individual images taken from multiple 
angles. In the case of a specific object, the 3D 
reconstruction described below includes 17 
photographs. From the basic information contained in 
the sparse point cloud, the points they create in the 
model, or they build a dense point cloud, and this 
large number of points already concretely displays 
the object and its position in space. This creates a 
complete point 3D model. This cloud of points is also 
a source of information about color values. The 
individual steps of creating a 3D model are 
visualized by the Figure 4 in the next section. 

3D Reconstruction by LiDAR Sensor 
To compare the quality of the digital reproduction of 
the artwork, a 3D scanning method using a LiDAR 
sensor on the same sensing device, the iPad 11 Pro 
tablet, was chosen. The Scaniverse application was 
used for scanning purposes. The resulting image 
before export to the 3D modeling software Agisoft is 
shown in Figure 5 in the next section. 

3. COLOR SEGMENTATION 
In this experiment, in which a real object is 
transformed into a digital form, the RGB (red, green, 
blue) color model and the sRGB color space (gamut) 
are used. In the Agisoft 3D modeling, the SW 
environment can work with information about the 
color of individual points or group points in a Dense 
cloud, as shown in Figure 2. 

 
Figure 2. Definition points of the color #758605  
As Figure 2 shows in SW, Agisoft can define the 
exact number of points based on the definition of 
colors (Hex) and work with RGB and HSV (Hue, 
Saturation, Value) color models. Figure 10 shows the 
points in the dense cloud 3D model that carry color 
information. That means we can define the points 
with a color value of #758605 in the green color 
channel, as shown in Figure 3.  

 
Figure 3. Points #758605 in the 3D model Dense 
cloud  

4. VISUALIZATION  
This section visualizes the creation process of a 
digital 3D model of a work of art using the 
photogrammetry method and the LiDAR sensor. The 
Figures 4 and 5 shows the segmented color measure 
with color value #758605 in the 3D model. 
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Figure 4. Points in Dense cloud by Color 

Figure 5. 3D models by LiDAR sensor  
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Figure 4 visualize the 3D models of the object in 
individual digitization steps by SfM method. 3D 
models marked D1 visualize the 3D reconstruction of 
the object in natural daylight. The G1 images 
visualize the same 3D models of objects in natural 
indoor darkness. Three series of 3D models in denim 
light D1-D3 and three series of object models in dark 
G1-G3 were produced. Even during the first visual 
analysis of the image, significant differences in the 
created 3D models are visible. 

SfM Images Point Cloud Dense Cloud Points 
#758605 

D1 24 13 828 383 170 236 418 

G1 17 10 710 413 688 248 703 

D2 13 9 327 405 385 221 648 

G2 29 16 219 310 913 178 275 

D3 8 7 100 325 107 194 873 

G3 9 4 617 363 348 208 232 

LiDAR Images Point Cloud Dense Cloud Points 
#758605 

D1 ̷ ̷ 21 ̷ 

G1 ̷ ̷ 21 ̷ 

D2 ̷ ̷ 23 ̷ 

G2 ̷ ̷ 18 ̷ 

Table 1. Values of the Points in 3D models 
Figure 5 shows the 3D models created by LiDAR 
technologies and using the Scaniverse mobile 
application on a mobile device. 3D models D1 and 
D2 were captured in natural daylight, and object 
models G1 and G2. However, this 3D modeling 
method cannot generate a dense point cloud with 
enough points to identify the points with color value 
#758605, as shown in Table 1. The different 
differences in 3D reconstruction require different 
image processing. 

6. DISCUSSION AND CONCLUSIONS 
The contribution contains a partial issue of 3D 
realistic digital reproduction of a work of art. The 
experiment was carried out in the interior of an art 
gallery. The ambient light conditions of daylight and 
dusk were used to take the picture. The iPad 11 
mobile device camera and LiDAR sensor captured 
the object. This work aimed to compare the effect of 
light on color reproduction. The photogrammetry 
(SfM) method was used to create the 3D model. A 
LiDAR sensor also scanned the object. A visual 
analysis of the 3D texture models was performed, 
and it is clear that direct daylight is not suitable for 
this type of 3D reconstruction. The same visual result 
can also be observed on 3D models of LiDAR sensor 

scans. Table 1 contains the attributes for object 
reproduction analysis, including the number of 
generated points of points with a well-defined color 
value of #758605. The minimum number of points 
was generated in the case of 3D captured by a 
LiDAR sensor. This sub-experiment using the 
mentioned 3D modeling methods shows the research 
direction in the realistic digitization of art. 
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ABSTRACT
The article focuses on a method for reliably identify moving colored artificial markers in real-time. The 
marker was used to determine the 3D position in the space of the user(s).

The goal was to ensure that points were found and identified predictably and reliably by many cameras  
simultaneously, which, with appropriate calibration, merging, and processing of the data, could provide 
reliable information about the current 3D position of a given point in real-time. This information was  
crucial to other components of the broader vision system (VR platform).

The problems encountered and the remedial methods discussed in the presentation concern several aspects 
that we encountered during research, such as changes in lighting conditions, the quality (and stability) of  
the generated light and color, the dependence of color recognition on the distance of the light source from 
the camera matrix, aspects of light reflections, and many others. During our research, we analyzed various  
RGB/RGBW LED light sources from different manufacturers, which are characterized by different light 
generation  characteristics.  We also  used  a  light  diffuser.  Using  different  sets  of  cameras  and  lighting  
conditions, we conducted several studies and experiments.

During the research, we managed to find basic colors for our marker-tracking visual system that met the  
goals. We have proposed an algorithm to deal with the problem and demonstrate the reliability of the visual  
layout  with the algorithm. During our research,  we used both conventional  and alternative techniques 
related to ML.

Keywords

Color Space, Color Detection, Marker Detection, Image Processing, Computer Vision, Virtual Reality, 
Machine Learning, Real Time

1. INTRODUCTION
Our  goal  was  to  track  users  in  real-time  and 
visualize  their  position  in  VR.  For  our  system 
Virtual Entertainment Enhanced Platform (VEEP), 
we proposed a vision-based motion capture system 
[9]. The system uses cameras to track and identify 
artificial  active  markers  in  2D  (application: 
tracker) and an additional module to calculate 3D 
positions  from the  positions  reported  by  cameras 
(application: coupler; fig. 1). Systems that combine 
marker and motion tracking are a popular solution 
[10, 16]. In our application, we wanted to combine 
the real position with the virtual one so that the user 
feels the space naturally at any time. 

Markers are placed on the player's  head,  and the 
aim of  the system is  to  locate  the player  so that 
players can be located in real time. The players are 
wearing  VR  head-mounted  display  (HMD);  the 

system  should  ensure  safe  and  comfortable 
movement for the players, where their sensors are 
responsible for the orientation of the HMD and our 
vision system is responsible for the location, i.e., 
rendering real movement. Players thus move freely 
in  space;  their  position  is  transmitted  from  the 
system to the HMD (Occulus Go or those based on 
Samsung Android phones) via a wireless network.

There are two reasons for placing the marker on the 
head: to reduce the obstacles between the camera 
and the marker, and to easily connect the position 
with the position of the player from which he or she 
is observing the world.

Such assumptions lead to  requirements  related to 
reliability  and efficiency (working in  real-time at 
not  less  than  60  fps,  preferably  90  fps  [13]  or 
more).  Our  test  experience  confirms  these 
requirements: delivering positions at a frequency of 
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approx. 30–40 fps induced poor player experience 
(VR  sickness).  The  unpleasant  feeling  could  be 
caused by the erratic data delivery itself (we were 
forced  to  ensure  that  the  real-time  requirements 
were met by using the Xenomai library on Linux 
computers (i5-6400T CPU 2.20GHz, 16GB RAM). 
We replaced the standard v412 Linux interface by 
communicating directly with the cameras using the 
LIBUSB library, and we experimentally selected a 
WiFi  router  with  a  5GHz  band  to  reduce  data 
latency for an Android phone).

Image processing is simplified – pixels exceeding 
the  threshold  value  are  searched  for  (unless  they 
have been used before), the neighboring area (with 
a  lower  threshold  and  an  additional  condition  of 
maximum color change) is then filled in as being 
used, and the pixels are counted to determine the 
average  color  (RGB)  and  center  of  gravity  (thus 
achieving  sub-pixel  accuracy  of  the  marker 
indication). In extreme cases a distant marker may 
be represented by only 2 pixels. 

The  coupler  calculates  the  3D  position  from the 
submitted  vectors  (which  originate  at  the  focal 
point of the camera and indicate the marker in 3D). 
The procedure uses the method of calculating the 
nearest point to a given straight line, on a second 
straight line. For a pair of straights, it is performed 
twice and the two resulting points are compared. If 
their  distance  is  within  acceptable  accuracy  (as 
determined  by  the  calibration  quality  of  the 
cameras),  an average is  calculated.  We apply the 
same  principle  to  multiple  pairs  of  cameras  – 
averaging positions as long as they are within an 
acceptable distance and discarding them when they 
exceed this value.

Delays  or  instability  also  create  a  lack  of 
confidence in the system among users who do not 
feel free to move around the room.

Experience  gained  during  the  construction  of  the 
system has shown that speed (low maximum delay) 
and certainty of location are decisive. 

The  system  also  requires  tremendous  reliability, 
assuming 99% correct marker identifications (color 
detection and recognition) per frame for a camera, 
At  120FPS  and  eight  cameras  (current 
configuration),  this  means  9.6  errors  per  second. 
We  can't  allow  a  single  error  in  about  twenty 
minutes  of  gameplay.  Of  course,  this  is  a  higher 
level  of  reliability  than  the  described  algorithm 
provides; we use numerous methods to verify and 
correct the result during further processing, but our 
primary goal is the speed and reliability of marker 
recognition,  which  has  led  to  many  simplifying 
assumptions:  using  active  markers,  darkening  the 
room, or limiting the distinguishable features of the 

marker.

We  can  track  markers  through  time  using  the 
distance between consecutive positions, but such a 
solution  is  prone  to  error  because  of  the  higher 
possibility of calculating and tracking errors. 

Using  the  characteristics  of  markers  can  reduce 
calculation time and be less error-prone.  Because 
we chose to work with (various) cameras working 
in the visible light range, the obvious characteristic 
of the marker was its color (we also considered the 
frequency), but it leads to two problems: we need to 
recognize the color of the marker with the changing 
light  conditions,  and  we  should  distinguish  the 
colors. In other words, our system should always be 
able to identify a color.

In  our  system,  we  use  a  dark  room  and  active 
markers.  We adopted  such  simplifications  due  to 
the requirement of fast (lasting a few milliseconds) 
and reliable identification of markers in the image. 
In  practical  implementations,  "darkness"  differs 
depending on the methods used to block external 
light sources and is practically never complete; it 
should  rather  be  understood  as  a  significantly 
limiting amount of light in a room than its complete 
elimination.  The  light  conditions  still  differ  from 
acquisition to acquisition, although the differences 
are reduced.

Figure 1. VEEP-system idea. Two (at least) 
cameras with trackers (C1 & C2) have a 

localized marker (M1) worn by a user. Vectors 
(C1→M1; C2→M1) are sent to the coupler. The 
coupler calculates user position, which is sent to 

the VR set (HMD) worn by the user. 

Theoretically,  the  task  should  be  simple:  the 
combination  of  a  color  invariant  and  an  active 
marker should result in a constant color. 

In  practice,  the  measured  color  of  the  marker 
changes.  There are several  reasons: the design of 
the  marker  itself  (slight  surface  irregularities, 
quality of the diodes used, power supply), changes 
in  lighting  conditions,  differences  in  color 
recognition  by  cameras,  noise,  and  the  and  the 
small size of the marker expressed in the number of 
pixels  (a  large  percentage  of  pixels  partially 
representing the marker,  whose color corresponds 
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to the combination of marker color and background 
color).

Cameras
During the development our solution, we faced the 
problem  of  choosing  cheap,  fast,  and  reliable 
cameras.  We  have  tested  different  models  of 
cameras,  and  we  chose  the  PlayStation  PS4 
cameras, which are significantly cheaper than their 
counterparts and equipped with a lens that produces 
very little distortion (although we also tested other 
solutions, and the system allows us to work with a 
heterogeneous set of cameras). While working with 
the cameras,  we also faced a choice of operating 
mode—whether we preferred resolution or speed. 
In  the  practice  of  our  issue—providing  reliable 
positioning  to  a  player  moving  with  HMD  —
operating time proved critical. By choosing to run 
at 120FPS, we reduced the resolution requirements, 
which reflected positively on computation time and 
negatively  on  image  resolution  (and  color 
recognition quality). 

Active Markers
The active markers  (Fig.  2)  were developed as  a 
programmed  embedded  system  with  color  LEDs 
and  a  silicone  sphere  that  uniformly  diffuses  the 
light.  We have used different  kinds of  LEDs; we 
focused  on  two  products,  one  of  which  is  SMD 
(Surface  Mounted  Diode)  and  the  other  is  THT 
(Through Hole Technology), and we were able to 
set one of the 360 colors (colors are set by using 
RGB LED combinations with filling; there is one 
color  per  degree  of  arc  on  the  color  circle).  For 
simplicity, the results for both types of diodes will 
be  described  using  the  assembly  method  (THT, 
SMD).  To  control  the  LED,  we  use  the 
microcontroller's PWM module, which generates a 
signal at 490 Hz.

Figure 2. Active marker connected to VR head-
mounted display. 

We  have  prepared  a  test  to  see  how  the  360 
programmed colors are visible by the camera; we 
displayed successive colors in a loop (the beginning 
is  the  same  as  the  end).  In  our  example,  a  PS4 
camera was used.

The results show Figs. 3 and 4. We can see that not 
all changes in LED light are visible for the camera 
(for  both  types  of  markers).  It  means  the  real 
number of colors to find is much smaller than 360.

To propose which colors to use, we have analyzed 
the  RGB  (in  fact,  normalized  RGB)  distance 
between  neighboring  colors  with  different  steps, 
which  suggests  basically  six  colors  to  use:  red, 
green, blue, cyan, yellow, and magenta. Such colors 
give  us  the  maximal  distances,  i.e.,  they  are  the 
easiest to detect. 

Figure 3. RGB components for SDM LEDs. (The 
blue bars correspond to the blue component, the 
yellow bars to the green component and the red 

bars to the red component.)

 Figure 4. RGB components for THT LEDs. 
(Color designation – as in fig. 3.)

Search for solution
Basically – cameras return RGB images. The RGB 
image does not give us color-invariant components. 
The  simplest  solution  is  normalized  RGB,  where 
the red, green, and blue values are normalized by 
the pixel brightness. We have tested the normalized 
RGB, but the analysis of the output had to contain 
rules  for  at  least  three  components  and  tolerate 
"gray"  pixels  (too  light  or  too  dark  to  represent 
marker  color  properly).  The  system worked  with 
such a solution but was sensitive to light condition 
changes.

The color identification algorithm consists of image 
transformation  into  a  chosen  color  space  and  a 
color classification method. The main color spaces 
used are:  normalized RGB [2],  HSV [3],  YCbCr, 
LAB [4],  RGB-L*a*b* [12], MCSS [5]. We have 
tried  to  use  other  color  spaces:  YUV (with  two 
chrominance components: U and V), YCbCr [14], 
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LAB, and HSV [1, 6, 7, 8, 11, 14, 15]. The best 
results (i.e. easiest color detection) were given to us 
by HSV, and we have focused on this color space. 

Tests  indicated  that  practically  the  best  results, 
taking  into  account  differences  in  distance  and 
marker  reproduction  quality,  are  given  by 
maximizing  the  spacing  between colors  in  the  H 
(hue) component.

Practical problems
Our  active  markers  were  developed  to  maximize 
color uniformity on the surface, but in fact, they are 
not uniform. It may be justified by the limitations 
shown in Figs. 3, 4, and 5 (and Fig. 5 for a marker 
seen by a  camera):  the color  is  distorted by too-
light areas of the marker. We used the average color 
that reduces the observed distortion. 

The  other  problems  are  connected  with  camera 
noise—the values of the pixel was changing from 
frame to frame.

Figure 5. Example image of a marker captured 
by the camera at medium distance.  (The image 

quality matches that of the camera, and visibility 
of the marker in the darkened room. )

Additionally,  there  was  a  problem with  lightning 
conditions. We assume the system works in a dark 
room where  the  light  sources  are  turned  off  (for 
artificial)  or  occluded  (for  natural).  Additional 
sources of  light  are  markers  themselves;  if  many 
markers are used in the room, the whole room can 
be slightly illuminated. We keep the high contrast 
between the  marker  and  the  background,  but  the 
brightness of the marker (and its color) changes. 

There is a similar problem with the marker’s power 
supply;  a  discharged  battery  first  changes  the 
brightness  of  the  marker,  which  may  previously 
have  affected  the  camera's  perception  or  been 
perceived by a human being.

The  basic  research  was  done  in  the  office,  with 
limited distances between markers and cameras. We 
have overlooked the scale problem caused by the 
color of small marker images, i.e., a situation with 
the distant markers when we increase the size of the 
scene.  The problem was even bigger  because we 
have reduced image resolution (from 1280×800 to 

640×400),  which  was  caused  by  an  increase  in 
camera speed (from 60 fps to 120 fps),  which is 
essential  for  VR  immersion.  The  marker  surface 
becomes less than 20 pixels at a distance of about 5 
meters.  With  the  decrease  in  marker  size,  the 
quality  of  color  detection  using  hue  (from HSV) 
decreases, and often, the hue changes for the same 
markers.

The problems identified above means that the color 
of the marker differs during the system life-cycle. 
We can increase the quality of the analyzed images, 
e.g.,  by equipping our system with higher-quality 
cameras (frequency greater or equal to 120FPS at 
higher  resolution),  thus  reducing  the  problem  of 
unevenness  of  color  perception.  However,  such a 
decision  affects  the  cost  of  the  system;  we 
considered  the  adopted  solution  of  Sony  PS4 
cameras  as  a  reasonable  compromise  between 
quality and price.

2. EXPERIMENTS
We have tested six markers, each in one color. The 
markers  were  in  the  same  position,  which 
facilitated the acquisition and limited the impact of 
changes in brightness. The hue was represented by 
one byte, i.e., the possible range for hue is 0..255. 
We have tested markers twice: first, as static (fixed 
position), and as moving marker (marker moved by 
the user) in a small office room. 

Static Moving

Min Max Diff Min Max Diff

MG 211 222 11 202 244 42

GN 82 85 3 76 85 9

RD 174 176 2 171 178 7

BL 0 10 10 0 39 39

CY 33 48 15 29 55 26

YL 127 131 4 113 154 41

Table. 1. Hue range for marker tests at short 
distances (less than 5m).

For the static marker – the changes in the hue value 
were  small;  for  such  conditions,  we  can  define 
much  more  color  range  and  precisely  identify 
markers.  For the moving markers,  the differences 
are bigger, and we can see that the fixed ranges for 
camera types cause the marker to misinterpret the 
color.

We have proposed an algorithm that uses hue and 
marker tracking. If the marker can be tracked, we 
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smooth the marker position and compare the hue 
with the previous color. If the previous color can be 
tolerated (i.e., the distance between hue and color 
hue limits is acceptable), the previous color is set; 
otherwise – we use hue ranges for colors.

The change of space made it necessary to work at 
distances  of  up  to  seven  meters.  Tests  quickly 
showed that the method that works well in office 
conditions  is  effective  up  to  approximately  5 
meters. An additional two meters forced a change 
in the acceptable size of the marker. For the dark 
markers  (displaying  the  primary  color  (red,  blue, 
green) means one component of the RGB LED is 
lit,  while the other three colors (magenta, yellow, 
and  cyan)  mean  two  components  are  lit  and  the 
brightness  is  higher),  we  have  to  reduce  the 
minimal brightness of the acceptable marker pixel, 
which increases the influence of the camera noise. 
The  color  identification  algorithm  has  become 
unreliable.

Figure 6. Relation between hue (y) and the size 
(x) of the marker in pixels (for yellow marker).

Figure 7. Pairs hue saturation for all six used 
colors. Hue: horizontal; saturation: vertical. The 

colors used correspond approximately to the 
colors of the markers. 

As an example of the problem, we can see (Fig. 6) 
the hue values for one yellow marker in relation to 
the marker size.

A part of the wrong H values for the marker comes 
from  the  unnecessarily  recognized  marker 
reflection, but it is a potential source of error, and 
we should be ready to handle it.

The tests indicate that markers bigger than 20–25 

pixels can be properly recognized (the ranges for 
colors  do  not  overlap),  but  for  smaller  markers, 
overlapping  ranges  are  possible.  The  tests  also 
suggest that while hue ranges are often overlapped, 
a  pair  hue-saturation,  or  hue-value,  is  rarely 
overlapped, and triplet hue-value-saturation is even 
more rarely overlapped. 

The data obtained for the calculation of the hue-
saturation  (fig.  7)  and  hue-value  (fig.  8) 
dependence  come  from  eight  PS4  cameras  for 
individual colors: blue was calculated using 21033 
measurements of moving marker’s color (worn and 
moved by the player, simulating gameplay behavior 
and  using  all  available  room  space),  cyan  using 
112769  measurements,  green  using  105709 
measurements,  magenta  using  68132 
measurements, red using 83070 measurements, and 
yellow  using  124841  measurements.  Totally, 
515554  measurements  were  used  with  the  final 
setting of the system (camera parameters, etc.).

On figs. 7 and 8, we can see the overlapping areas 
for hue ranges: blue, cyan, and green have seamless 
transitions; a similar situation can be seen for green 
and  yellow,  and  red  and  magenta  (the  magenta 
range covers the whole red range).

For practical purposes, we have reduced our usage 
of blue (we have some problems with this color for 
marker detection: the marker was poorly detected 
and color was sometimes confused with cyan) and 
proposed a new algorithm for color detection.

Figure 8. Pairs hue value for all six used colors. 
Hue: horizontal; value: vertical.

3. PROPOSED ALGORITHMS
There are two main procedures: color recognition 
and marker tracking/recognition.

The first procedure is used for the base recognition 
of the color: we have developed tables (fig. 9, 10) 
for this application that are based on the data from 
fig. 7, 8; the space has been transformed into a table 
(one table field represents space 1x1).
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In the table we store:

• certain  colors:  where  hue-saturation  and 
hue-value gives the same color, or where 
certain color was matched with uncertain;

• uncertain  colors;  for  pairs  where  data 
comes from at least two color markers, the 
more likely color is pointed;

• unknown color – there are no data and no 
guesses what color the pair represents.

The color  of  the  found marker  is  represented by 
two parts: the main color and the complementary 
color.  At  the  same  time,  both  colors  can  be 
described as 'uncertain'. 

Figure 9. Hue-saturation table for color 
detection (man-made based on measurement 

data). 

Figure 10. Hue-value table for color detection 
(man-made based on measurement data).

The algorithm calculates HSV for the found marker 
and looks for the proper color in both tables (hue-

saturation, Fig. 9, and hue-value, Fig. 10).  

//color: 
// mainCol, complementaryCol, certain

colorUsingHSV(h, s, v) → color
if hsCol[h,s].val==hvCol[h,v].val
  return color(hsCol[h,s].val, null, true)
else
  if (hsCol[h,s].certain) and 
            (hvCol[h,v].certain)
     return color(hsCol[h,s].val, 
            hvCol[h,v].val, false)

  else if (hsCol[h,s].certain)
     return color(hsCol[h,s].val, null, true)
  else if (hvCol[h,v].certain)
     return color(hvCol[h,v].val, null, true)
  else 
     return color(hvCol[h,v].val, null, true)

The second procedure is used for markers tracking:

pos2d = findCenterOfGravity(marker)
rgb = findRGB(marker)
hsv = rgb2hsv(rgb)
col = colorUsingHSV(hsv)

for old in allMarkersPrevFrame:
  spatDist = dist(odl.pos2d, pos2d)
  colDist = colDist(old.hsv, hsv)
  if (spatDist<maxSpatial) and
         (colDist<maxCol)
     new2d = (a*pos2d+b*old.pos2d)/(a+b)
     if (old.col == col)
       newMarkers.add(marker(new2d, old.col,
           hsv, true))
     else if (old.col.certain)
       newMarkers.add(marker(new2d, old.col,
            hsv, true))
     else if (col.certain)
       newMarkers.add(marker(new2d, col,
           hsv, true))
     else
       newColor = color(old.col, col, false)
       newMarkers.add(marker(new2d,
           newColor, hsv, true))
  else
    newMarkers.add(marker(pos2d,col,hsv,false))

The marker "is visible" (sent to the further elements 
of the system) if it was found in a series of markers 
in consecutive frames (with a given threshold). If 
the marker was not found in the analyzed frame but 
was found in the series of previous frames, it is still 
"visible" (if the visibility break was not too long). 
This increases the stability of our system. 

4. EXPERIMENTAL RESULTS
Using  a  system  of  8  cameras  (PS4)  and  4 
computers,  we  collected  data  on  calculated  HSV 
triplets for markers. The tests were carried out in 
conditions imitating the target  ones,  i.e.,  the user 
walked  with  a  marker  at  different  speeds 
throughout the entire system operation area.

Tests  were  conducted  separately  for  subsequent 
colors  to  ensure  that  the  collected  HSV  triplets 
corresponded exactly to a given color. For the final 
tests we collected a new of 262281 samples divided 
into six colors. In the tests, we divided the dataset 
into a training and a test subset.

When tested for a sample of 268281 measurements, 
there  were  15497  false  matches  using  the  above 
algorithm;  that  is  94.2%  correct  matches.  In 
practice,  the results  obtained are  corrected in  the 
system based on the measurement history, and then 
the  change  in  position  is  analyzed,  practically 
ensuring that the room can be navigated safely and 
realistically.

We have tested some machine learning methods to 
compare  results.  We  used  saved  test  data  to 
determine quality (ML techniques were not tested 
with a real-time system). SVC classificators (with 
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RBF kernels—independent classifiers for different 
colors) gave 1276 wrong outputs for 53657 HSV 
positions  (size  of  test  set;  the  remainder  of  the 
268281 measurements was used as a learning set)
—which means proper results where achieved for 
97.6%  (for  polynominal  kernels:  95.2%).  Some 
colors were classified better (e.g., for yellow, red, 
and magenta, the proper results were above 99%), 
while others were classified worse—for blue, it was 
only 86.8%, and for cyan, it was 96.7%.

For decision trees, the results were similar: 97.5% 
properly  classified  triplets  h,  s,  and  v;  the  best 
results  (better  than  99%)  for  yellow,  green, 
magenta, and red; the worst for blue (87.7%). We 
have  also  tested  neural  networks  (simple 
perceptrons) from SciKit-Learn. Simple perceptron 
(for  three  parameters)  gives  us  97.7%  proper 
results.  The  worst  results  were  given  by  a  blue 
marker – 91.5%. We have used the same method 
(but models were built for pairs: h, s, and h, v) to 
create new tables, and our simple algorithm yielded 
97.1%  correct  matches.  Perceptron  build  for  h-s 
pairs,  gave  64.5%  proper  answers,  and  for  h-v 
pairs, gave 97.5% proper answers.

Figiue 11. Color maps h-s created by multilayer 
perceptron. Note: The colors do not correspond 
to the actual marker colors or the colors in the 

earlier illustrations.

The worst results where given by the blue marker; 
after eliminating it (it means using blue and cyan as 
one color), the neural network gave 99.4% proper 
results  for  triplets  h,  s,  and  v,  while  the  neural 
networks  for  the  h-s  pair  and  the  h-v  pair  gave 
respectively 99.2% and 99.4%. 

We have used perceptron to create new color maps 
for h-s (fig. 11) and h-v (fig. 12). Tests suggest that 
new color maps give slightly better results with our 
algorithm.

We performed the above tests using Python (with 
the  Anaconda  environment  and  the  SciKit  Learn 
library),  which  we  also  used  to  build  tables 
describing  the  relationships  of  h-s  and  h-v  pairs 
with colors. 

When  testing  the  algorithms  above,  we  were 
interested  in  quality—to  identify  candidates  for 

system  improvement.  So  we  didn't  test  the 
execution time. 

Otherwise,  in  the  real  system,  we  put  great 
importance  on  the  calculation  time.  There,  we 
examined  the  time  needed  to  calculate  position 
information, and we built both programs (detecting 
markers and their colors, calculating 3D positions 
for  markers)  using  the  Xenomai  library,  which 
ensures real-time implementation. We assumed an 
8-ms loop for both programs. 

In the tested configuration our system consists of 
four computers to which 8 cameras are connected 
to (2 per computer), and each camera corresponds 
to one running marker detector application. One of 
the computers runs a “coupler" app, a program that 
calculates the 3D position from the positions sent 
by the marker detectors;  and on another of the 4 
computers,  there  is  a  server  prepared  in  Unity, 
which is used to coordinate game events between 
client  applications  (running  on  stand-alone  VR 
HMD). 

Figure 12. Color maps h-v created by multilayer 
perceptron. Note: the colors do not correspond 
to the actual marker colors or the colors in the 

earlier illustrations.
Average calculation time for 1003 test frames in a 
typical configuration (2 PS4 cameras connected via 
USB  ports  to  a  computer  with  Linux,  16GB  of 
RAM,  and  an  i5  processor,  2.20GHz;  so  two 
marker detection programs were running in parallel 
on  one  computer),  total  time  for  calculating  the 
position and color of the marker (from the image 
acquisition  to  sending  output  data  to  the  next 
program) was on average 1.51ms. The calculation 
in  the  second  program,  which  determines  the 
player's  position  from  the  sent  markers  and 
transmits it to the players, takes an average of 1.08 
ms.

5. SUMMARY
To  summarize,  we  developed  an  algorithm  for 
identifying the marker color. We demonstrated that 
the changes in the observed marker are significant 
and  require  the  development  of  an  appropriate 
algorithm. The algorithm is simple, highly reliable, 
and  fits  our  problem.  We  have  also  tested  ML 

ISSN 2464-4617 (print) 
ISSN 2464-4625 (online)

Computer Science Research Notes - CSRN 3401 
http://www.wscg.eu

WSCG 2024 
POSTERS

401https://www.doi.org/10.24132/CSRN.3401.44



algorithms,  and  simple  perceptrons  give  better 
results  than  our  algorithm.  While  this  is  better 
solution, transferring it to a real-time tracker could 
present difficulties, so we only used this solution to 
improve the recording of the color tables for our 
algorithm. The transfer of neural network solutions 
to the real-time tracker can be done as part of the 
work to improve the system in the future.
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Abstract

One of the main performance-heavy areas in raytracing is light sampling. Light sampling is solved in a process
called next-event estimation(NEE), where light samples are taken at each ray intersection. Since real-time rendering
is an objective, instead of sampling all the luminaries, just a set of lights deemed more important are sampled by
using a technique called Monte Carlo Importance Sampling. Aiming further acceleration, some importance sampling-
based approaches build hierarchical data structures over all light sources, which results in high maintenance costs
for dynamic scenes. This paper describes a two-level light bounding volume hierarchy (BVH) of mesh-based lights
to accelerate light sampling while minimising the quality loss in dynamic scenes common in similar algorithms. Its
main advantage is the ability to have dynamic lights without losing excessive accuracy or performance to maintenance
operations. Our approach was developed as an extension to the Mogwai’s PathTracer application from NVIDIA. The
algorithm rebuilds the top-level structure in the CPU allowing it to retain its accuracy and refits only the bottom-
level structures in need of updating on the GPU. The CPU rebuild is a relatively costly operation, to avoid excessive
performance loss it is done asynchronously only being used in the next frame. We tested several quality metrics as
well as frame times, our implementation achieved an up to 36% increase in MSE and 6% in SSIM with an average of
7% slowdown when compared with the single-level BVH.
Keywords: Ray Tracing, Bounding Volume Hierarchies, Vulkan Ray Tracing, Illumination, Acceleration Structures,
Importance Sampling

1. Introduction
a b Until recently raytracing has proven overly demanding
for real-time rendering. Now, with the hardware acceler-
ation available in modern RTX GPUs and highly efficient
algorithms real-time raytracing can be achieved.

One of the main performance-heavy areas in raytracing
is light sampling. Light sampling refers to the problem
of calculating lighting for a surface from all light sources
in the scene without considering reflections(indirect light-
ing). This is done by tracing rays to lights to see if the
light is occluded by any object along the way, for com-
plex scenes this requires many ray intersections that are
impossible to calculate in real-time as the number of rays
to be traced each lit patch scales linearly with the number
of lights.

Modern algorithms use importance sampling to reduce
the amount of rays being traced. One popular approach
to importance sampling is through the use of tree data
structures[8]. These usually have problematic upkeep
costs but have proven to be an adequate solution for real-
time rendering.

1.1. Objectives

The goal of project was to implement a two-level light
bounding volume hierarchy (BVH) to improve mesh-
based light sampling and reduce quality loss in dynamic
scenes. Based on Pierre Moreau’s work, this BVH extends

a https://orcid.org/0009-0008-6672-5940
b https://orcid.org/0000-0002-8120-7649

NVIDIA’s Mogwai PathTracer in the Falcor framework,
using the Vulkan ray tracing API for real-time renders.

We compared our two-level BVH with Mogwai’s single-
level BVH and the ReSTIR algorithm, using new metrics
for better picture quality evaluation.

The submission includes a video comparing the single-
level and two-level BVHs.

2. Background
2.1. Light Equation
The rendering equation introduced by Kajiya[3] is a math-
ematical formulation, to predict the intensity of light pass-
ing from a point x’ in a surface to a point x, it takes into
account intricate phenomena such as reflection, refraction,
and shading, this equation enables us to calculate the ap-
pearance of objects with high accuracy and realism.

The equation is as follows:

I(x, x′) = g(x, x′)

[
ϵ(x, x′) +

∫
S

ρ(x, x′, x′′)I(x′, x′′) dx

]
(1)

Where I(x, x′), is related to the light intensity going
from point x’ to point x in joule/m4sec, g(x, x′), is re-
lated to geometry, it is zero if the surface of x′ is occluded.
ϵ(x, x′), is related to the light intensity emitted from emis-
sive surfaces from point x’ to x. ρ(x, x′, x′′), is related to
the light intensity scattered from an emissive point x” to x
by a patch of surface at x’. And S, is the union of surfaces.
The light equation is a useful tool for realistic rendering,

however, solving the integral over S would require an in-
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finite amount of samples. Monte Carlo Methods are used
to solve quantitative problems in science through the use
of statistical sampling[7]. Sampling can be improved by
using importance sampling, meaning we try to take more
relevant samples to increase quality at the same sample
count. In our case, we want to estimate I(x, x′) using a
limited amount of samples acquired from traced rays.

2.2. Mesh Light Sampling
When using mesh-based lights it is too computationally
demanding to sample every emissive triangle. Further-
more, in more complex ray tracing algorithms, direct light-
ing calculations are performed many times per pixel, mak-
ing it also excessively demanding to try to sample every
light.
This research focuses on importance sampling algo-

rithms for light sampling, mainly algorithms based on a
BVH data structure. By sampling only a select few lights
deemed more important good quality and performance can
be obtained.

2.3. BVH Data Structure
The bounding volume hierarchy is a tree data structure
where each node is associated with a volume of space and
the lights contained within. The root node is associated
with the entire scene, subsequent child nodes result from
splitting the parent node’s set of elements into smaller
sets, one for each child node.
When building BVHs for light sampling, it is important

to properly estimate each node’s contributions. Alejandro
Estevez and Christopher Kulla [2] proposed an algorithm
to ensure that each node’s importance is calculated with
enough accuracy.
Additionally, Estevez and Kulla proposed a new heuris-

tic for evaluating the quality of a node split. The new
heuristic is called the surface area orientation heuris-
tic(SAOH) it expands on the surface area heuristic by
adding a light orientation component.
In this work we implement a novel approach using a

two-level BVH introduced by P. Moreau et al. [5]. With
a two-level BVH we can use both refits and rebuilds to
achieve real-time rendering while preserving quality.

3. Implementation
3.1. Development Environment
NVIDIA’s Mogwai is an open-source platform that is mod-
ular allowing fast prototyping of algorithms. Mogwai’s
modularity is achieved through the use of renderGraphs.
The renderGraph in which we implemented our algorithm
is the PathTracer renderGraph.
The PathTracer renderGraph is capable of running a

simple unbiased path tracer great for creating ground
truth images. It also already includes some NEE algo-
rithms such as the single-level BVH in which our imple-
mentation is based, and ReStir [1] the current best algo-
rithm for direct lighting.

3.2. Two-Level Light BVH
The two levels of the BVH divide the scene differently, the
top-level acceleration structure(TLAS) divides the scene
into groups of emissive meshes, each BLAS divides an
emissive mesh into groups of emissive triangles. Each
leaf node of the TLAS contains only one emissive mesh
and a link to the corresponding bottom-level acceleration

structure(BLAS) that will divide said emissive mesh, this
structure is as seen in Figure 1.

Figure 1: Two-level BVH structure. The TLAS keeps the
meshes while the BLASes subdivide meshes.

By building the tree this way the refit operation only
has to be applied to BLASes of changed mesh lights and
the TLAS. When lights change TLAS and BLASes that
need updating get refitted. The refitted TLAS is an asyn-
chronously rebuilt TLAS from the previous frame.

Next, we describe each of the operations needed to use
and maintain a two-level light BVH

3.3. BVH Building

Building the BVH is done in a top-down approach, in the
case of a two-level BVH we start at the root of the TLAS,
this node has an AABB that encompasses the entire scene
and a list of all lights.

Then we split the current node being processed into two
child nodes, the parent AABB and light list are divided
between the two child nodes. Then we repeat this slit-
ting for created child nodes until we only have one light,
creating a TLAS leaf node.

The BLAS build is done in the same way as the TLAS,
subdividing the corresponding emissive mesh into subsets
of triangles.

To split nodes we use binning to divide the element list
into several sets of elements(bins). Then we calculate the
cost of splitting between each of those bins with SAH or
SAOH and finally choose the lowest cost split.

To evaluate the cost of a split that divides the list of
elements into two groups, we use one of two heuristics,
these are SAH Eq.(2) which takes into consideration the
number of triangles and their total area, and SAOH Eq.(3)
which also considers the light’s orientation yielding better
picture quality.

costSAH(L,R) =
n(L)a(L) + n(R)a(R)

n(L ∪R)a(L ∪R)
(2)

Where n(G) and a(G) refer respectively to the number
of triangles in group G and their area.

costSAOH(L,R, s) =

kr(s)
Φ(L)a(L)MΩ(L) + Φ(R)a(R)MΩ(R)

a(L ∪R)MΩ(L ∪R)

(3)

Where kr(s) is a regularization factor given by kr(s) =
lengthmax
lengths

this factor is used to penalize the choosing thin

boxes and MΩ(L) is an orientation based scalar.
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3.4. BVH Refitting
Refitting is a much simpler operation than building, it is
done on the GPU, the refit is done bottom-up as seen in
Figure 2, processing the lowest level of BLASes first, then
we refit the TLAS also starting at the lowest level. This
means a node is refitted based on its child nodes. This
implies we need to first process leaf nodes and only then
their parent nodes.

Figure 2: Figure form [5], showing all the BLASes being
refit one dispatch per level with a bottom-up approach

To maximize refitting efficiency GPU batching is used,
which means several GPU function calls are batched to-
gether to avoid delay overheads from multiple GPU calls.
To refit a BLAS leaf node we iterate over all of its tri-

angles and calculate its new AABB and normal bound-
ing cone. Internal nodes have their AABB and normal
bounding cones adjusted to encompass their child nodes,
and TLAS leaf nodes copy the corresponding BLAS root
node properties.

3.5. BVH TLAS Rebuilding
The rebuilding of the TLAS happens in the same way
as the building, but when a leaf node is created instead
of building a BLAS it links to the correct already built
BLAS.
Rebuilding happens asynchronously to minimize perfor-

mance costs. With asynchronous processing comes a syn-
chronisation problem.
The async rebuild is launched immediately after the

TLAS refit, we allow syncing at the beginning of the next
frame, and wait if needed for it to end before refitting in
the next frame.

3.6. BVH Sampling
To generate a light sample from a two-level light BVH we
traverse the BVH starting at the TLAS root until we reach
a BLAS leaf.
To navigate the BVH (Bounding Volume Hierarchy), a

random number is initially generated. This number de-
termines which branch of the tree to explore. At each
node, the random number is compared to the probability
of selecting each branch.
The probability of choosing each node varies with their

importance. This importance can be measured with the
combination of the following metrics, distance, light flux,
light orientation and light visibility.
Combining these metrics the following expression is used

to calculate each node’s importance:

importance(X,C) =
Φ(C)| cos θ′i|
||X − C||2

xg(θ′) (4)

Where X is the shading point and C is the center of
the AABB, g(θ′) is cosθ′ if θ′ < θe and zero otherwise,
θ′i = max(0, θi − θu) and θ′ = max(0, θ − θo − θu)where

θi is the incident angle and θu is the uncertainty angle for
the bounding cone to cover all emissive triangles, all these
can be found in Figure 3.

Figure 3: Image taken from[5].Geometry used for comput-
ing the importance of each node.

4. Experiments
To evaluate the performance of the developed algorithm
we tested it against its single-level variant and ReStir.
This way we can study the advantages of rebuilding the
top structure as well as the consequences of restricting
splitting to entire meshes in the top structure. We also
compared the quality of the SAH and SAOH splitting
heuristics with the two-level BVH.

The rendered images were tested against ground truth
images we generated with Mogwais PathTracer.

We used two scenes to test the algorithms. The first,
NVIDIA´s Bistro [4], features a long street allowing us to
showcase quality decay over long stretches of movement.
The other test scene was Emerald Square[6], it offers a
more expansive environment filled with numerous lights,
creating a complex lighting scenario for analysis.

The metrics taken in testing are MSE, SSIM, and
PSNR. For performance we measured total frame time,
as well as duration of rebuild and refit.

4.1. Results
In the Table 1 we have the averages over the several sam-
ples tested for each frame. Then in Figure 4 we show the
graphs that map those averages shown in Table 1. We can
see the better updating from the two-level BVH mitigates
some of the quality loss.

When comparing the BVH´s we see the two-level BVH
outperforming the single-level in MSE by 17% on average
with an up to 36% improvement and in SSIM by 6% on
average.

Table 1: Table with the average results for all metrics in
tested frames of our version of Bistro.

The average SSIM results obtained in Emerald Square
(Figure 5) show minimal difference between both BVH´s,
the SAOH outperforms SAH heuristic. The ReStir results
were considerably better than the other algorithms with
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Figure 4: Graphs mapping the averages of MSE from Ta-
ble 1.

Figure 5: Graphs mapping the averages of SSIM in Emer-
ald Square[6].

a 60% improvement in MSE and 8% in the SSIM metric.
When looking at the close-up images of Emerald Square
provided in Figure 6, we see much better results for the
two-level SAH and SAOH pictures than for the single-level
image.

Figure 6: Zoomed in pictures of frame 150 with 4 samples.
Left-Light BVH SAOH, center -two-level with SAH, right
- two-level BVH with SAOH.

In Table 2 we have the frame time results for the single-
level BVH and two-level BVH both using SAOH. These
results were obtained in a PC with an Intel i5-4690k at
stock frequency and an NVIDIA RTX 2080. The results
are averages over all frames of animation with a simulated
25fps.

Overall the studied metrics showed the expected im-
provements and were close to what was reported by the
work described in [5]. We can see from the close picture
that the two-level BVH is working as expected improving
quality in areas affected by moving lights.

Performance was as expected we saw an average of 7%
slow down which is consistent with what was reported in

Table 2: Performance Results

[5]

5. Conclusions
Not all scenes showed improved metrics metrics, however,
when examining picture quality from zoomed-in pictures
we saw more detail in certain areas with the two-level BVH
compared to the single-level BVH.

Performance was as expected the added processing from
the TLAS rebuild had little to no effect on performance
due to its asynchronous processing but the refit was
slightly slower.

When testing ReSTIR we saw an overall improvement
in quality as was expected from the current best solution.

ReSTIR is the best solution of the three tested for all
scenarios.

The two-level BVH showed some improvements over the
single-level version, especially evident in scenarios where
lights had undergone substantial updates.
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ABSTRACT
Silhouette extraction involves separating objects of interest from their background, which has several applications
in image processing. Among the silhouette extraction techniques, contour tracing is commonly applied to images
with a uniform background. This paper introduces a novel contribution to contour tracing techniques, utilizing
the Wall-Follower Algorithm (WFA) to extract silhouettes with uniform backgrounds, or binary images. The
algorithm is based on the analogy of a follower sequentially walking aside the external boundary of a wall, without
separating a hand from it; then, the follower walks tagging silhouette pixels along the way until returning to the
initial position and direction. Experimentation on vehicle technical drawings, satellite views of bodies of water and
photographs of plants shows its effectiveness in producing high-quality silhouettes while showing some advantages
over existing techniques. They include quickness in obtaining a solution, efficiency and ability to handle complex
contours, and the option to simplify the results by reducing the percentage of saved points that trace the perimeter,
based on object characteristics. The robustness of the algorithm suggests it as a promising alternative with diverse
applications in image analysis, computer-aided design, and 3D object reconstruction, by extruding silhouettes, the
latter being the main motivation for this contribution.

Keywords
contour tracing, silhouette extraction, wall-follower algorithm, image analysis, pixel following, technical drawing,
CAD

1 INTRODUCTION
When processing an image to identify and object of in-
terest from it, edge detection is a basic operation that
uses the idea of detecting abrupt changes in image in-
tensity. Classic methods to perform this task use first
or second derivatives of the image. Examples of the
first kind are the Canny, Roberts, Prewitt and Sobel
algorithms which compute the magnitude and direc-
tion of the intensity changes at every pixel; while, the
Marr-Hildreth and Harlick algorithms are examples of
those that use second derivative, these include addi-
tional steps to reduce noise before detecting edges in
the image. A good review of these methods and pseudo
codes can be found in [SC15, ALM17]. Several of the

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

above mentioned algorithms are implemented in well
know software, such as the free-software GIMP (GNU
Image Manipulation Program), Python and Matlab.

A step beyond edge detection is the silhouette extrac-
tion or contour tracing of a pattern (also called bor-
der tracing or boundary tracing). It is defined as the
separation of the object of interest in the image (fore-
ground) from the rest of them (background) [AYA+20].
Silhouette based methods have become an important
tool in Computer Aided Design (CAD), for example,
in object classification [MgS+14], technical illustrating
[GSG+99, KBB17, PS23], and body feature extraction
and recognition [PPJ14, LW11, CHK+06, DLR+24,
DTGÇ06, ST02].

Contour tracing is a technique applied to digital images
(representation as an array of m×n pixels), where each
pixel having a certain value according to their intensity
color. Contour tracing algorithms usually uses bi-level
(binary) images, images that consists on pixels that can
have only one of exactly two values: 1 when it is part
of the pattern or 0 when it is part of the background.
In order to extract the silhouette of a pattern, the
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identification of the boundary pixels is not enough, it
is required an ordered sequence of the boundary pixels
(a set of connected pixels). Contour tracing is a major
contributor to the efficiency of the feature extraction
process of silhouettes, for example to implement Free-
man’s chain-coded Curves, [FD77, LW11]. The most
common contour tracing algorithms are the Square
Tracing [Pra01], Moore-Neighbor Tracing [SHB08],
the Radial Sweep [RAB12], Theo Pavlids’ algorithm
[Pav82], Snakes algorithm [KWT88], Amoeba al-
gorithm [IV00], Topological-hierarchical algorithms
[KC14]; among others so called Fast Contour-Tracing
algorithms [BD18, SCS+16].

A more complex method is introduced by [BH98], who
proposed a curve tracing method fitting into the first cat-
egory of both classifications, [ZQ04] and [AYA+20]. It
consists of three steps: i) locate a point of the surface
by means of a search along a line of sight; ii) to find
the silhouette by using a gradient method to walk along
it; iii) to trace the silhouette by numerically integrating
the corresponding equations and closing the form of the
shape. As punctuated by the authors, this method high-
lights by the simplicity in construction and quickness in
performance, however, it also has some disadvantages,
mainly when dealing with pointed or sharped shapes.

In this context, our work provides an alternative method
based on the Wall-Follower Algorithm (WFA) to ex-
tract silhouettes with known or uniform background.
Details of the foreground that our technique can deal
with are fully described in Section 2, together with its
limitations.

The WFA was originally designed as a maze solver
method. Its name arises because it reflects a person
who tries to get out of the maze following the strategy
of not removing one hand from a continuous wall, so
that person follows a “hand on wall rule". Then, the
method is a very effective but slow solver for perfect
mazes, i.e. for those that have only two external con-
tinuous walls defining the entry and exit of the maze
[NZ20]. Through years, the efficiency of the WFA has
maintained in exploration which, in turn, has lead to the
existence of some improved variants to solve specific
types of mazes, such as: [DR06], who implemented
a repulsive potential field with constrained active con-
tours to set up large autonomous robots for navigation
into diverse tunnel geometries, solving the problem of
steering in narrow curved spaces; then, [DSG10] opti-
mized the WFA for flood-mazes by sensing lateral walls
to detect channels and avoid unnecessary fillers, so the
greater the number of channels, the shorter the solving
time; and more recently, [AAA+23] developed an algo-
rithm based on a modified Right-Left-Front hand rule to
minimize the distance path while addressing the char-
acteristic infinite loop-back problem of WFAs, which
occurs when searching the entire area is required.

Clearly, the characterization of the silhouette is a
mandatory task in several areas. However, to our un-
derstanding, no version of the WFA has been adapted
for silhouette extraction, which is the primary focus
of this study. As suggested above, it is well known
that reconstructing 3D shapes from 2D images is a
basic research area in computer vision, see for example
[BCL01, BJL03] and references therein. The motiva-
tion for developing our algorithm is then to create a
tool to generate 2D silhouette data which could then be
used to extrude 3D shapes. In this sense, we oriented
this work to vehicle shapes, in which technical draws
in gray scale are commonly used. The structure of the
paper is as follows: Section 2 describes the details of
our method and its implementation in the statistical
software R; Section 3 shows some study cases and
discuss them; Section 4 highlights the concluding
remarks of our work.

2 METHODOLOGY

2.1 The Wall-Follower Algorithm
In general terms, the WFA we programmed consists of
a main routine (Algorithm 1) that sequentially calls two
functions with the objective of tracing the contour of the
foreground, by moving the “wall follower" in a right-
hand lining procedure from a starting point up to the
wall follower returns to its initial position with its ini-
tial direction. The procedure requires a matrix R, in
which the original image is stored; a matrix S, with the
same dimensions of R which will serve to store the sil-
houette; and a 2D-vector T to save pixel coordinates of
the silhouette, arranging them as they were stored. In
the algorithm, xyStart represent the initial position at a
side of the foreground and dStart refers to the direction,
which is parallel to the silhouette.

Algorithm 1 Pseudo-code for the WFA
1: procedure CONTOUR_LINER(R,S,T ,xyStart ,dStart )
2: xy = xyStart
3: d = dStart
4: f inish = 0
5: i = 0
6: while f inish = 0 do
7: Call MOVE_TAG
8: Call TAG_TURN
9: Update f inish

return S,T

In the Algorithm 1, the function MOVE_TAG is in
charge of moving forward one step or turning left
when a wall is in front; while the function TAG_TURN
aims to tagging one cell at right or turning right when
that cell is not part of the wall. Figs. 1 and 2 help to
schematize the cases faced by the above functions.
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Figure 1: Visualization of the performance of the function
MOVE_TAG. Cells in gray are tagged the number of times in-
dicated inside them. Cells in black are part of the silhouette
but they are still not tagged. (a) The follower in green is po-
sitioned after tagging by third time a cell by means of func-
tion TAG_TURN. (b) The cell in front is tagged by first time
while the follower turns left. (c) The subsequent cell in front
is tagged by first time while the follower turns left. (d) The
follower can move forward.
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Figure 2: Visualization of the performance of the function
TAG_TURN. Cells in gray are tagged the number of times in-
dicated inside them. Cells in black are part of the silhouette
but they are still not tagged. (a) The follower in green is posi-
tioned after tagging by second time a cell and moving forward
by means of function MOVE_TAG. (b) The follower turns right
since the cell in right is not part of the silhouette. (c) As a part
of the same conditional, the follower moves forward. (d) The
cell in right is sensed and tagged since it is part of the silhou-
ette.

In detail, the first function to be called is shown in Al-
gorithm 2, which is in charge to move the follower one
cell in straight direction (L8), but considering that there
could be scenarios where a wall is located in front of
the follower, as schematized in Fig. 1. For that reason,
the follower is able to turn left (or rotate in relative left
direction) up to avoid walls in front (L3). The reader
should be noticed that a wall implies that the associated
cell is, indeed, part of the silhouette due to the assump-
tion that we are drawing the outside contour. Thus, L5
tags that cell as a part of the silhouette by calling an
auxiliary function shown in Algorithm 3. The reader
could also note in Fig. 1 that up to two tags of different
cells and one movement forward could be performed
with calling this first function only once.

The auxiliary functions in Algorithm 3 (L2 and L4 )
tags and identifies if the follower has returned to the
initial directional position (L5), modifying the index

Algorithm 2 Pseudo-code for the first function
1: function MOVE_TAG(R,S, i,T,xy,d,xyStart , dStart )
2: Update the cell in front xyd
3: while R[xyd] is part of the silhouette do ▷ If

not possible to go straight
4: xy∗ = xyd; d∗ = dLe f t
5: Call TAG_SIMPLE ▷ Tag that cell
6: d = dLe f t ▷ Turn left
7: Update the new cell in front xyd
8: xy = xyd ▷ Move on one cell

return S,T ,xy,d,i, f inish

f inish to 1 (L6) in such a case, in order to break the
main loop in Algorithm 5.

Algorithm 3 Pseudo-code for the auxiliary function
1: function TAG_SIMPLE(S, i,T,xy∗,d∗,xyStart , dStart )

▷ tags the xy∗-cell
2: S[xy∗] = S[xy∗]+1 ▷ by adding 1 to that cell,
3: i = i+1
4: T [i] = xy∗ ▷ by adding the 2D-coordinates
5: if xy∗ = xyStart & d∗ = dStart then
6: f inish = 1

return S,T ,i, f inish

Once the first function in Algorithm 1 has moved the
follower to a new cell, the second function (Algorithm
4) looks for tagging the cell located at right-hand of
the current xy-cell, considering the updated d-direction.
This is only applied when the cell is part of the sil-
houette; in such a case a tag is produced (L6-L9) and
the function ends. However, if the right-hand cell can
not be tagged because the follower completed a past
tag and forward movement without changing direction,
i.e., it was at an external border of the silhouette such
as shown in Fig. 2; then the follower needs to turn (or
rotate to) right, while advancing one step without break-
ing the conditional loop (L10-L12). Therefore, this pro-
cess is repeated until a cell is tagged (L3).

A special remark on this construction is that, since tag-
ging is performed by adding one unit to the considered
cell, a cell could be tagged more than once when the
follower is at an external border, so that the value of
each cell corresponds to the number of faces belong-
ing to the outside contour of the foreground, up to four
in 8-connected patterns. Indeed, in every step, the fol-
lower sens the cell at right of it without coming into
the foreground then, it is feasible to trace the contour of
any type of 8-connected patterns (foregrounds with an
external silhouette whose cell components either share
an edge or a vertex), including 4-connected (those that
only share edges). On the other hand, the user has
two ways of exporting the extracted silhouette. A ma-
trix representation (S) that identifies the number outside
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Algorithm 4 Pseudo-code for the second function
1: function TAG_TURN(R,S, i,T,xy,d,xyStart ,

dStart )
2: t = 0 ▷ auxiliary variable
3: while t = 0 do ▷ If cell in right direction is not

tagged
4: Update dRight
5: Sens that cell xydRight
6: if R[xydRight ] is part of the silhouette then
7: xy∗ = xydRight ; d∗ = d
8: Call TAG_SIMPLE ▷ Tag that cell
9: t = 1 ▷ And break the loop
10: else
11: d = dRight ▷ Turn right to look for a cell

that is part of the silhouette
12: xy = xydRight ▷ And go straight

return S,T ,xy,d,i, f inish

faces of the silhouette, and a 2D-vector (T ) which is
able to delimit the directional contour.

This construction, although with some limitations, has
good performance and interesting features. Next, we
briefly list limitations and characteristics. The last are
described in depth in Section 3. The algorithm is lim-
ited to:

• Extract silhouettes consisting of simple closed
curves, since a single crossover or overlap pro-
duces an early stop due to the L5 condition of the
Algorithm 3;

• Cases with a simple background, or one that could
be removed by an external filter.

• Silhouettes whose set of points are fully contained
in the image, i.e., can not be part of the limits be-
cause the follower walks next to the outer face of
the silhouette.

In turn, the characteristics are:

• Directional contour, the cells of the extracted silhou-
ette could be saved/indexed in an orderly manner
with respect to adjacent cells.

• Silhouette identifying borders of the object with a
maximum of three faces to be tagged, the algorithm
identifies how many faces of a cell belong to the out-
side contour of the object.

2.2 Implementation
The complete process proposed for the extraction of a
silhouette consists of five parts and is structured as in
Algorithm 5. First, an image needs to be read and saved
in RGB or gray scales with decimal color code; such a

matrix is referred as R. Then, appropriate filters should
be applied to R in order to obtain an image fulfilling the
restrictions mentioned in Section 2.1. The third step is
to initialize the matrix S and the vector T , where the sil-
houette points and the directional contour will be saved
in, respectively. Thus, the fourth step is to locate the
starting point xyStart and direction dStart that would ini-
tialize the WFA; this could be done by any search along
a line of sight until detecting the outside pixel of the sil-
houette since the algorithm performance is independent
from its starting point. Finally the calling of WFA is
carried out in the fifth step.

Algorithm 5 Main pseudo-code (integrator algorithm)
1: Read image and associate it to matrix R
2: Apply filters to R
3: Create a matrix S for saving the silhouette, and save

orderly the coordinates in a 2D-vector T
4: Initialize xyStart , dStart for the WFA by a search

along a line of sight
5: Call Algorithm 1

3 RESULTS
We tested our method with some images fulfilling the
restrictions mentioned in Section 2.1. They consist of
different views of technical draws of vehicles, which
were freely obtained from Free Cad Blocks [Fre24], see
Figs. 3-5. A pre-processing was applied to the images:
imperfections such as those in the right wheel of the
truck in Fig. 4 (b) and (c), and in the (disjointed) mir-
rors of the truck with platform in Fig. 5 (a).

(a) (b)

Figure 3: Front (a) and lateral (b) views of a motorcycle draw
[Fre24].

(a)

(b) (c)

(d) (e)

Figure 4: Perspective (a), rear (b), front (c), top (d), and
lateral (e) views of a truck draw [Fre24].

ISSN 2464-4617 (print) 
ISSN 2464-4625 (online)

Computer Science Research Notes - CSRN 3401 
http://www.wscg.eu

WSCG 2024 
POSTERS

410https://www.doi.org/10.24132/CSRN.3401.46



(a) (b)

(c) (d)

Figure 5: Top (a), front (b), lateral (c), and rear (d) views of
a truck with platform draw [Fre24].

Following the process mentioned in Algorithm 5, im-
ages were read considering a gray scale from 0 (white)
to 1 (black). A simple filter consisting of mapping all
values < 0.8 to 0-value and the rest of them to 1 was
applied. The search for xyStart and dStart was initial-
ized by testing cells of the image in downward direction
from the top-center; when an analyzed cell was found
to belong to the silhouette, then the search stopped, as
schematized in Fig. 6. Finally, the Algorithm 1 was
called.

Untagged cell

Previous positions and directions

Chosen starting position and direction

Legend

Figure 6: Visualization scheme of the performance of
searching for a starting point. The search starts from the
columns closest to the top-center of the image.

Figs. 7-9 show the resulting silhouettes of some repre-
sentative views: Fig. 7 (a) and (b) for cases (a) and (b)
in Fig. 3; Fig. 8 (a) and (b) for cases (a) and (e) in Fig.
4, respectively; Fig. 9 (a) and (b) for the cases (a) and
(c) in Fig. 5, respectively. Two silhouettes are plotting
per graphic, indicating the number of points defining
them. Continuous gray lines refer to the full contour
obtained by applying our technique. Red dots refer to a
simplified contour considering only silhouette cells that
are tagged two or more times with our technique.

The full silhouettes provide high quality solutions, cap-
turing the directional contour of the body in such a man-
ner that the target object can be easily recognized. On
the other hand, the simplified silhouettes reproduce a
contour free of straight lines, achieving to reduce con-
siderably the number of points, mainly when flat sur-
faces are present. However, some details of the original
images could be lost when large flat zones are combined
with right angles, like those ones at the connection of
the truck with the platform in Fig. 9 (a) and (b). The
resulting silhouette would not be reliable reconstruction
of the vehicle.

Table 1 summarizes the percentages of points saved
when utilizing the simplified approximation for all the
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Figure 7: Full and simplified silhouette extraction of the mo-
torcycle draws shown in Fig. 3. (a) Front view. (b) Lateral
view.

analyzed cases. Since the structure of the truck cases is
similar, full reconstructions of them are achieved with
almost the same points, around 3000. The lateral view
of the motorcycle requires about twice as many points.
The behavior of the simplified reconstructions contrasts
with this, depending mainly of the presence of (hor-
izontal and vertical) flat zones, as suggested before.
Such an example, the full reconstruction shown in Fig.
9 (a) is reduced in 95%, and the most of the points in
the simplified reconstruction take place at the mirrors
of the truck.

Thus, the reconstruction to consider for a specific ap-
plication will depend on the flatness zones of the an-
alyzed object and the type of edges at the borders of
those zones, being useful a simplified reconstruction
when there are cells exposing more than one face at the
edges. In this context, external factors such as (orig-
inal or added) noise at the edges could be helpful to
avoid the coarseness problem. This, and other lines of
research like the identification of shadows, the com-
pleteness of edge discontinuities and the extraction of
a second internal silhouette are proposed as future ex-
tension of this work.

Now, beyond the high potential use of our algorithm
for technical draws and meshing of vehicles, we applied
the technique to other kind of images in order to discuss
its feasibility in different scenarios. Fig. 10 shows two
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Figure 8: Full and simplified silhouette extraction of the
truck draws shown in Fig. 4. (a) Perspective view. (b) Lateral
view.

Object View Full (# points) Simplified (%)
Moto Front 3,046 24%
Moto Lateral 5,986 28%
Truck1 Perspective 2,646 35%
Truck1 Lateral 2,804 17%
Truck2 Top 3,212 05%
Truck2 Lateral 2,886 12%

Table 1: Comparison of the number of points for each ex-
tracted silhouette. Simplified silhouettes are written as a per-
centage of their corresponding full versions. Truck1 corre-
sponds to the single truck, while Truck2 to the truck with plat-
form.

satellite photos of water bodies in Mexico. Their recon-
structions are shown in Fig. 11. Even though the orig-
inal images have not a uniform or known background,
there is a high color contrast (for both images) between
the soil and the water bodies, which allows a good per-
formance of our algorithm, either through a full recon-
struction or a simplified one (about 25% of the full one).

On the other hand, Fig. 12 shows two photos of plants
with uniform background but many internal holes. As
a consequence of this, only their external silhouettes
are successfully extracted with details that increase the
number of points (up to 28,000 for the full version of
the palm case), but the internal details are lost, as oc-
curred with all the contour tracing algorithms dealing
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(b)

*

Full
2886
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351

Figure 9: Full and simplified silhouette extraction of the
truck draws shown in Fig. 5. (a) Top view. (b) Lateral view.

with such a kind of images. The weight ratio between
full and simplified reconstructions is also 20-25%.

(a) (b)

Figure 10: Satellite views of water bodies. (a) Dam Cerro
Prieto in Linares, Nuevo León, Mexico. (b) Natural water
body in China, Nuevo León, Mexico.

Beyond the characteristics of independence from the
choice of the starting point and the directional contour,
it is important to remark three advantages of our method
over the reported techniques mentioned in Section 1:

• Quickness: taking into account that the Square Trac-
ing algorithm is the one that requires the minimum
of cell inspections among the existing techniques,
while it is the most similar to ours, having as main
difference that the WFA does not need to enter and
leave the contour, since the follower always remain
outside it.

• Complex contours: similarly to the Moore-
Neighbor Tracing, Redial Sweep, Theo Pavlidi’s,
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Figure 11: Full and simplified silhouette extraction of the
two dams shown in Fig. 10.

(a) (b)

Figure 12: Photos of plants with uniform background. (a) A
palm. (b) A tree.

and Fast Backward Contour Tracing algorithms, our
implementation of the WFA is able to deal with 8-
connected patterns that are not 4-connected, which
is not possible for the Square Tracing algorithm.

• Simplified contour: our technique posses the dual-
ity of a) delimiting the complete contour, provid-
ing the 100% of the perimeter such as the Square
Tracing algorithm; b) or well, it can simplify the
contour, reducing the number of points that repre-
sent the perimeter by up to 83% for the analyzed
cases, which possessed a complex geometry. This is
a significant characteristic for saving computational
storage when addressing high resolution images. In
this sense, our algorithm can compete with tradi-
tional Freeman’s chain codes (8- and 4-directional)
[Fre61, FD77] and chain code compression schemes
[ÅML15]. In turn, our results contrast with those
of the experiments shown in [BD18] for the above
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Figure 13: Full and simplified silhouette extraction of the
plants shown in Fig. 12.

mentioned algorithms, in which the Fast Backward
Contour Tracing algorithm provided the most re-
duced contours, only up to 35%.

It is important to note that the simplified silhouette ob-
tained as a vector of ordered points could be used as en-
try data for 3D automotive design in CAD software by
extruding the silhouette data on each direction and then,
intersecting the extruded objects, as shown in Fig. 14.
This is a line of research that could be useful for novice
designers and engineers looking for a simple and spe-
cialized method, emphasizing usability of the resulting
designs from technical draws.

(a) (b)

Figure 14: Application of ordered silhouettes in the 3D re-
construction of Truck1 in FreeCAD software, with cases the
lateral, front, upper views shown in Fig. 4. (a) Extrusion of
the silhouettes. (b) Final object.
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4 CONCLUSIONS
We developed a technique to extract an external silhou-
ette from a binary image, based on the Wall-Follower
algorithm. The method is robust under considerable en-
try data conditions and presents some advantages over
existing similar techniques, such as: independence of
the starting point, quickness, reliability when dealing
with complex and spiked contours, and the possibility
of minimizing the number of points to trace the final
contour. The property of the algorithm to store the com-
plete contour and at the same time the simplified silhou-
ette (which can be considered as a compressed form),
as a matrix and as ordered vector elements, enhances
its application in various areas that require the use of
silhouettes.
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Engineer of the XXI Century, pages 239–

252, Cham, 2020. Springer International
Publishing.

[Pav82] T. Pavlidis. ALGORITHMS
FOR GRAPHICS AND IMAGE
PROCESSING. Computer Science Press,
1982.

[PPJ14] R. Pulido, F. Paulano, and J.J. Jiménez.
Reconstruction & interaction with 3d sim-
plified bone models. In Proceedings
of the 22nd International Conference in
Central Europe on Computer Graphics,
Visualization and Computer Vision 2014,
2014.

[Pra01] W.K. Pratt. Digital Image Processing:
PIKS Inside. Wiley, 2001.

[PS23] A. Padinjarathala and R. Sadleir. Using the
Adaptive HistoPyramid to Enhance Perfor-
mance of Surface Extraction in 3D Medi-
cal Image Visualisation. Computer Science
Research Notes, 3301:331–339, 2023.

[RAB12] Pratiksha R. Reddy, Vadipina Amarnadh,
and Mekala Bhaskar. Evaluation of stop-
ping criterion in contour tracing algo-
rithms. 2012.

[SC15] Haldo Spontón and Juan Cardelino.
A Review of Classic Edge Detectors.
Image Processing On Line, 5:90–123,
2015. https://doi.org/10.5201/
ipol.2015.35.

[SCS+16] Jonghoon Seo, Seungho Chae, Jinwook
Shim, Dongchul Kim, Cheolho Cheong,
and Tack-Don Han. Fast contour-tracing
algorithm based on a pixel-following
method for image sensors. Sensors, 16(3),
2016.

[SHB08] Milan Sonka, Vaclav Hlavac, and Roger
Boyle. Image processing, analysis and and
machine vision (3. ed.). 01 2008.

[ST02] Cristian Sminchisescu and Alexandru
Telea. Human pose estimation from silhou-
ettes - a consistent approach using distance
level sets. In Journal of WSCG, Vol.11,
No. 1-3, pages 413–420, 02 2002.

[ZQ04] Gang Zeng and Long Quan. Silhouette
extraction from multiple images of an un-
known background. In Proceedings of
the Asian Conference of Computer Vision,
Citeseer. Citeseer, 2004.

[ÅML15] Borut Å½alik, Domen Mongus, and
Niko Lukac̆. A universal chain
code compression method. Journal
of Visual Communication and Image
Representation, 29:8–15, 2015.

ISSN 2464-4617 (print) 
ISSN 2464-4625 (online)

Computer Science Research Notes - CSRN 3401 
http://www.wscg.eu

WSCG 2024 
POSTERS

415https://www.doi.org/10.24132/CSRN.3401.46



 

ISSN 2464-4617 (print) 
ISSN 2464-4625 (online)

Computer Science Research Notes - CSRN 3401 
http://www.wscg.eu

WSCG 2024 
POSTERS

416https://www.doi.org/10.24132/CSRN.3401.46


	!_2024-CSRN-Title_pages-all
	!_2024-CSRN-Boards
	!_2024-CSRN-Contents
	!_CSRN-Binder-5-FINAL
	A05-full
	A13-full
	A17-full
	A31-full
	Introduction
	Related Work
	Video Anomaly Detection Datasets
	HMDB51 Action Recognition Dataset
	Video Anomaly Detection Methods

	Proposed Datasets
	MFAD: Multi-Frame Anomaly Detection
	Feature Extraction
	Density Score Calculation
	Logistic Regression

	Experiments
	Datasets
	Implementation details
	Anomaly Detection Results
	Ablation Study

	Conclusion
	Samples from proposed datasets
	HMDB-AD Examples
	HMDB-Violence Examples

	Videos for qualitative analyses

	A41-full
	Introduction
	Image annotation programs
	Evaluation Criteria
	Comparative Analysis of Image Annotation Tools

	PixLabelCv
	Structure of the Program
	Usage of the Program
	Comparison to Segment Anything Model (SAM)

	User Study
	Setup of the Study
	User Study Evaluation and Findings
	Analysis

	Conclusion
	REFERENCES
	PixLabelCV - technical implementation
	Datasets used
	Table of labeling Programs

	A43-full
	Introduction
	Related Work
	Tools for Visualization Literacy
	Data-GIFs to Convey Information

	Conceptualizing Data-GIFs
	Designing Data-GIFs
	Learning Goals
	Design Requirements
	Exploring the Data-GIF Design Space
	Content Presentation by Comparison
	Messaging Medium


	Implementing Data-GIFs
	Attributes of Bad Data Visualizations
	Visual Narratives with Data-GIFs

	User Study
	Participants
	Study Design
	Tasks
	Study Setting
	The XYZ Test
	The User Engagement Questionnaire
	Summary of Findings and Discussion

	Conclusion
	Acknowledgments
	REFERENCES

	A47-full
	A59-full
	A79-full
	A89-full
	Introduction
	Related Work
	Our Approach
	Global Illumination Pipeline
	BVH
	Texture Limitations

	Discussion
	Performance
	Graphics

	Conclusion & Future Work
	Acknowledgements

	A97-full
	B17-full
	Introduction
	Main concepts
	Generalized maps
	Graph transformation rules
	Orbit tracking

	Parametric specification
	Persistent name
	Parametric Specification syntax

	Evaluation
	Evaluation DAG
	Traces and origins
	Paths to origins

	Reevaluation
	Reevaluation DAG
	Parameter matching strategies

	Conclusion

	B29-full
	B37-full
	Introduction
	Related Work
	Datasets
	Public
	Ours
	ToadID
	ZooMix


	Experiments
	Results
	Model Search
	Single Dataset
	Multi Dataset

	Conclusion
	Summary
	Discussion
	Outlook

	References

	B47-full
	B59-full
	B83-full
	B97-full
	C02-full
	C05-full
	C17-full
	C19-full
	C29-full
	Introduction
	Modern recognition
	Density Recognition
	Object Detection
	Texture Detection
	Mesh and Density Assignment
	Physical Properties

	Experimental Setup
	Evaluation
	Limitations
	Conclusion and Future Work
	Acknowledgements
	References

	C31-full
	C41-full
	C53-full
	C59-full
	C61-full
	C79-full
	C97-full
	D02-full
	Introduction
	Related Work
	Spatial Augmented Reality
	AR in Heavy Machinery
	Projector-Camera Calibration

	Camera-Spotlight System
	Spotlight Calibration
	Position to Control

	Prototype
	Software Control
	Image-based
	Simulation-based

	Hardware
	Casing and Protection
	Camera
	Spotlight
	Control Signal Flow


	Evaluation
	Accuracy and Repeatability
	Heuristic Real World Test
	Limitations

	Conclusion
	Acknowledgments
	REFERENCES

	D07-full
	D11-full
	D13-full
	D17-full
	D29-full
	D31-full
	D37-full
	2024-poster-Binder3.pdf
	A11-full
	B11-full
	B41-full
	B53-full
	Analysis of Natural Lighting Condition for the Digitization of Artwork in an Art Gallery Interior
	ABSTRACT
	Keywords

	1. INTRODUCTION
	2. ARTWORK DIGITIZATION
	An artwork for creating a 3D model
	Digital Image Capture
	The Photogrammetry Method
	3D Reconstruction by LiDAR Sensor

	3. COLOR SEGMENTATION
	4. VISUALIZATION
	5. ACKNOWLEDGMENTS
	6. REFERENCES

	B71-full
	2. EXPERIMENTS

	C07-full
	Introduction
	Objectives

	Background
	Light Equation
	Mesh Light Sampling
	BVH Data Structure

	Implementation
	Development Environment
	Two-Level Light BVH
	BVH Building
	BVH Refitting
	BVH TLAS Rebuilding
	BVH Sampling

	Experiments
	Results

	Conclusions

	D53-full





