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ABSTRACT
We propose a novel cut-and-paste approach to synthesize a training dataset for shelf item detection, reflecting the
alignments of items in the real image dataset. The conventional cut-and-paste approach synthesizes large numbers
of training images by pasting foregrounds on background images and is effective for training object detection.
However, the previous method pastes foregrounds on random positions of the background, so the alignment of
items on shelves is not reflected, and unrealistic images are generated. Generating realistic images that reflect
actual positional relationships between items is necessary for efficient learning of item detection. The proposed
method determines the pasting positions for the foreground images by referring to the alignment of the items in
the real image dataset, so it can generate more realistic images that reflect the alignment of the real-world items.
Since our method can synthesize more realistic images, the trained models can perform better.
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1 INTRODUCTION
Image-based retail item recognition contributes to the
efficient operation of stores. For example, monitoring
item shelves with surveillance cameras can provide out-
of-stock detection or planogram analysis services. The
automatic method to create item image databases from
shelf images has also been proposed in [6]. For these
applications, item detection models are required to lo-
calize the position of items in the captured images.

Training data annotated with the bounding box of the
item position is required to train item detection models.
However, the annotation cost is high due to many items
being densely aligned on the shelves. The SKU-110K
[9] is a public dataset for item detection, but it only
contains images taken in a specific country or region,
which means it cannot support items sold locally.

The cut-and-paste method [4] is a method for synthe-
sizing large amounts of training data for object detec-
tion. The cut-and-paste method can generate various
patterns of images at a low cost by pasting foreground
images onto background images. Therefore, by past-
ing images of local items onto the background shelf im-
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age, the training dataset for local item detection can be
generated without shooting the items on shelves in real-
world stores.

Conventional cut-and-paste methods paste the fore-
ground image at a random position in the background
image. Such random pasting methods are effective
when objects appear in random positions in the image.
However, in the case of shelf item detection, the
items are regularly aligned, and there is less occlusion
between items. As items can have complex textures,
irregular occlusion between items due to pasting in
random positions makes the boundaries and textures of
the items too complex and difficult for training.

This paper proposes a new cut-and-paste method that
reflects the alignments of the item positions. The pro-
posed method realistically arranges shelf images by re-
ferring to the positional information of items from a real
image dataset to determine the position to paste them
(Figure 1). Using public datasets as reference datasets,
no additional annotation costs are required, and realistic
training data can be generated at a low cost.

Realistic images contribute to the training of high-
performance detection models. In particular, the
proposed method reproduces the regular alignment of
items on real-world shelves, which allows the correct
boundaries of items to be learned without generating
too complex occlusions. We show that the proposed
method can generate more realistic images, and the
model trained on these images performs better in
evaluation experiments on real store images.
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Figure 1: Outline of our approach. The details are explained in Section 3.

2 RELATED WORK
Cut-and-paste methods are proposed for many appli-
cations to synthesize a training dataset since it is low
cost but effective [4, 5, 8, 10, 14, 19, 20, 21]. In these
approaches, foreground images are pasted on a back-
ground image and positions of the pasted images are
annotated automatically. Several papers reported the ef-
fect of the above approaches in industrial applications
[14, 19]. It was shown that the cut-and-paste approach
was effectively applied to an item recognition task for
a self-checkout system. Since these methods determine
positions on which foregrounds are pasted randomly,
they are effective in a situation when target objects are
placed on random positions such as a self-checkout sys-
tem. However, the methods fail to synthesize realistic
images in cases where the target objects are arranged
following a pattern, as in the items on a shelf. The
model, then, fails to learn the relationships between ob-
jects using the data.

There are advanced approaches based on a cut-and-
paste method, which consider the positions on which
the foreground images are pasted [1, 3, 7]. In [7], they
use a depth sensor to estimate the support surface on
which a real object is likely placed , floor and desk in
background images. Foreground images are pasted on
these surfaces, and realistic images are synthesized con-
sequently. However, we need to prepare a depth sensor
to use this approach, and moreover, generated images
do not reflect the positional relationship between ob-
jects. The method in [1] also estimates realistic po-
sitions in a background image on which foregrounds

are pasted. Its target is driving scenes, so the suitable
positions to place car images are on the road. Since
there are many driving scene datasets in public and
the road is distinctive, the road estimator can be made
robust through training on RGB images. It becomes
strict when there are many variations of backgrounds
and enough background images cannot be collected.
For generic tasks, the approach in [3] is effective. In
their approach, the context convolutional neural net-
work (CNN) that estimates the context of backgrounds
and foreground images is trained and selects the fore-
ground image that is suitable to paste on each position
of a background. In this way, extra sensors are not nec-
essary, and the estimator can learn the context of the
image from a generic image set. However, since this ap-
proach learns the relationship between foregrounds and
backgrounds, it does not work on the scene like objects
placed densely and the background is covered such as
planogram analysis, and this method also does not re-
flect the positional relationship between foregrounds.

A 3D simulator is another way to synthesize realistic
images. On a 3D simulator, we can place objects any-
where, and using a physics engine, we can simulate sta-
bility or interactions between objects. In fact, 3D simu-
lators are used to synthesize training images for object
detection [2, 11, 12, 13, 15, 18]. In these methods, the
positions of objects in rendered images are annotated
automatically, and therefore, a large amount of training
data is generated. However, to reproduce target scenes
on a 3D simulator, we need 3D models of target ob-
jects and backgrounds. Since preparing 3D models is

2

ISSN 2464-4617 (print) 
ISSN 2464-4625 (online)

Computer Science Research Notes - CSRN 3301 
http://www.wscg.eu WSCG 2023 Proceedings

https://www.doi.org/10.24132/CSRN.3301.11 82

kiv
Rectangle



Figure 2: Differences between approaches. The ran-
dom approach pastes foregrounds on random positions,
thus, there is no alignment and foregrounds may oc-
clude each other. The alignment reference approach
reproduces a realistic alignment of objects; however,
foregrounds are reshaped unrealistically. In the simi-
larity approach, objects in the same category are placed
in the neighborhood. The aspect ratio approach selects
foregrounds fit to bounding boxes, thus, its aspect ra-
tio does not change so much, and therefore, a realistic
appearance is achieved

expensive, the cost of covering many objects is higher
than that in the cut-and-paste method. This is more crit-
ical in the item detection task for retail stores, in which
hundreds of new products are introduced every week.

3 PROPOSED APPROACH
We propose a novel approach to synthesize a dataset
for shelf item detection based on the cut-and-paste ap-
proach reflecting the alignments of real-world items.
First, in this section, we explain the algorithm to de-
termine positions on which foregrounds are pasted by
referring to the alignment, which is the core idea of our
approach. Then, we explain two specific methods for
foreground selection to synthesize more realistic im-
ages: the first is based on the object similarity, the sec-
ond is based on the aspect ratio of the bounding box and
the foreground image. Finally, we explain how to com-
bine the two methods. The differences between each
approach are summarized in Figure 2.

3.1 Cut and paste referring to object
alignment

Figure 1 shows the outline of our approach. The pro-
posed method uses three datasets. The reference dataset
is an image dataset of item shelves taken in real stores.
The images of the reference dataset are taken at a spe-
cific location, so the items we want to detect do not ap-
pear. The reference dataset is annotated with a bound-

ing boxes representing the item positions. The pro-
posed method uses the annotation data and size infor-
mation (W k

ref,H
k
ref) of each image. If the size informa-

tion is provided as metadata, preparing images of the
item shelf is unnecessary for generating process. The
background images are the image set of empty shelves.
The foreground images are the image set of the items
to be detected in which the foreground area has been
cropped out.
We define the following notations for the background
image set B, foreground item image set A , and bound-
ing box annotations of the reference dataset T as,

B =
{

bk ∈ RW k
bg×Hk

bg×3
}Nbg

k=1
, (1)

A =
{

ak ∈ RW k
fg×Hk

fg×3
,mk ∈ [0,1]W

k
fg×Hk

fg
}Nfg

k=1
, (2)

T =
{

T k ∈ R4×Nk
}Nref

k=1
. (3)

Where Nbg,Nfg,Nref, and Nk denote the number of back-
ground images, foreground images, reference dataset
images, and objects in the k-th reference image, respec-
tively. Furthermore, where W k

bg,H
k
bg,W

k
fg, and Hk

fg are
the width and height of the background image and the
foreground image, respectively, for the k-th image, tak-
ing into account that they may differ from image to im-
age. The foreground image is a transparent image to
be pasted onto the background, where mk represents the
alpha mask of the foreground.
At first, in the pasting process, the proposed method se-
lects one background image bk and one reference anno-
tation T k = {(xk

l ,y
k
l ,w

k
l ,h

k
l )}

Nk
l=1 at random by the uni-

form distribution. Next, the method selects one bound-
ing box tk

l = (xk
l ,y

k
l ,w

k
l ,h

k
l ) ∈ T k and determines the

foreground pasting position by resizing the bounding
box to fit the background image,

(xl ,yl ,wl ,hl) =

(
W k

bg

W k
ref

xk
l ,

Hk
bg

Hk
ref

yk
l ,

W k
bg

W k
ref

wk
l ,

Hk
bg

Hk
ref

hk
l

)
,

(4)

where W k
ref and Hk

ref denote width and height of selected
reference image, respectively. After that, one fore-
ground image (al ,ml) ∈A is selected and resized to fit
into the bounding box,

(ãl , m̃l) =
(

Rwl ,hl (a
l),Rwl ,hl (m

l)
)
, (5)

where Rw,h(·, ·) denotes the function that resizes an im-
age to w×h size. Finally, the method pastes the resized
image at the bounding box position with alpha blend-
ing. This is repeated until there are no more empty
bounding boxes.

Ii j =

(
1−

Nk

∑
l=1

Pxl ,yl (m̃
l
i j)

)
·bk

i j +
Nk

∑
l=1

Pxl ,yl (m̃
l
i j · ãl

i j),

(6)
3
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where i and j denote pixel coordinates of images and
Px,y(·) denotes the offset function, which shifts the im-
age coordinates i and j to the pasting coordinates x and
y.
Images synthesized in this way reflect the alignment in
the real scene, and therefore, they achieve more realistic
appearances than randomly synthesized images.

3.2 Foreground selection based on object
similarity

Real-world shelves have a feature that similar items are
placed in the neighborhood of each other. For example,
items on a beverage shelf may be collected from the
same category, such as coffee, tea, or milk, in which
similarly shaped bottles. To reproduce this appearance,
we propose a method to select similar images when se-
lecting foreground images.
To paste similar images close to each other, the pro-
posed method first selects a bounding box in the neigh-
borhood of the already pasted bounding box tk

l ,

(xl+1,yl+1,wl+1,hl+1) = argmin
tk∈T̄ k

d
(

tk
l , t

k
)
, (7)

where T̄ k ⊂ T k represents the set of bounding boxes
to which the foreground has not yet been pasted, and
d(·, ·) is a function that calculates the distance between
two bounding boxes. We use Euclidean distance
between centers of bounding boxes. The foreground
image is then selected from similar images to image
(al ,ml) which was pasted to the neighboring bounding
box,

(al+1,ml+1) = argmax
(a,m)∈ ¯A

S(a,al), (8)

where ¯A ⊂A represents the set of foreground images
that have not been pasted, and S(·, ·) is a function that
outputs the similarity between the two images. The
proposed method pastes the selected foreground image
onto the selected bounding box position, as described
in Section 3.1.
There are several ways to select a similar foreground.
One way is to select from the same category or prod-
uct code. Another way is to use a feature extractor
and measure the feature similarity of extracted feature
vectors of foreground images. In the following experi-
ments in section 4, we select similar foregrounds by se-
lecting the images of the same product code but viewed
from different angles. This way, we can synthesize the
appearance of the shelf on which the same objects are
placed next to each other facing differently bit by bit.

3.3 Foreground selection based on aspect
ratio

The bounding boxes in the reference dataset have var-
ious aspect ratios, and the aspect ratios change due to

Algorithm 1 Cut-and-paste procedure referring object
alignment, similarity and aspect ratio.

Input: A , bk, T̄ k, p ∈ [0,1]
1: SimilarityFlag← False
2: Last_bbox← [ ]
3: annotation← [ ]
4: for l← 1 . . .len(T̄ k)
5: if SimilarityFlag then
6: Select tk

l from T̄ k by Eq. (7)
7: Select (al ,ml) from A by Eq. (8)
8: else
9: Randomly select tk

l from T̄ k

10: Select (al ,ml) from A by Eq. (9)
11: end if
12: tl ← Reshape tk

l by Eq. (4)
13: (ãl , m̃l)← Reshape (al ,ml) to fit tl by Eq. (5)
14: Paste ãl at position tl in bk

15: Append tl to annotation
16: rand← a random number between 0 and 1
17: if rand< p then
18: SimilarityFlag← True
19: else
20: SimilarityFlag← False
21: end if
22: end for
23: return bk, annotations

the transformation of Equation (4). The foreground im-
age dataset may also contain images with varying as-
pect ratios. Due to these factors, the aspect ratio of the
foreground image changes during the transformation in
Equation (5).

To synthesize a realistic image, the aspect ratio of the
foreground image must not change too much from the
original. The following algorithm selects a foreground
image whose aspect ratio is close to the aspect ratio of
the bounding box. The algorithm first calculates the as-
pect ratio of the bounding box and selects a foreground
image with a similar aspect ratio.

(al ,ml) = argmin
(a,m)∈ ¯A

|r(a)−wl/hl |, (9)

where r(·) is a function to calculate the aspect ratio of
the image. After that, we reshape the foreground image
to fit the bounding box and paste the foreground. This
approach allows the foreground image to be pasted to
fit into a bounding box while preserving its aspect ra-
tio. Thus, the synthesized image becomes more realis-
tic with no extremely reshaped items.

3.4 Inclusion of all approaches
The method containing all of the above approaches is
shown in Algorithm 1. Our method basically selects a
foreground image in accordance with its aspect ratio.
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Random [4] Ours
Figure 3: Examples of synthesized images

After pasting one foreground, the algorithm determines
whether to select a foreground in accordance with sim-
ilarity probabilistically. In this way, two foreground se-
lection processes can be included in one algorithm.

4 EXPERIMENTS
We evaluate the proposed approach on the task of shelf
item detection. The purpose of the proposed approach
is to train a better object detector on synthesized im-
ages. To evaluate from this perspective, we compare
detection scores of object detectors trained on the syn-
thesized images by the baselines and the proposed ap-
proach. To evaluate in a realistic situation, we use shelf
images shot in real stores as the evaluation dataset.

4.1 Training dataset
We prepare a training dataset in addition to the pub-
lic dataset. We add the synthesized dataset to the pub-
lic dataset to train from both real and synthesized im-
ages. This is because there is a domain gap between
real and synthesized images and training only on syn-
thesized images suffers from this gap. Training on both
domains mitigates this adverse effect.

We adopt SKU-110K as the base dataset. Since SKU-
110K does not contain images shot in locale-specific
stores or shot from angles of surveillance cameras,
the model trained only on SKU-110K does not work
well enough in these situations. By adding synthesized
data from foreground images of locale-specific items or
background images of surveillance angles, the trained
models become robust to the uncovered situation.

We use item images shot on a turntable as foregrounds.
This image set contains 39,559 images of 1,000 items.
Each item is captured from multiple orientations by ro-
tating the turntable. We cut out foregrounds by GrabCut
[16] from the captured images. These cut out images of

Front Upper Upper-left average
SKU-only [9] 0.946 0.893 0.712 0.850
Random [4] 0.945 0.880 0.735 0.853

Ours 0.951 0.894 0.755 0.866
Table 1: Detection scores (AP50) of trained models.
SKU-only, Random, and Ours indicate the methods to
synthesize training images. Front, Upper, and Upper-
left indicate camera angles of the evaluation dataset. All
of the scores are the means of three trials of training on
different random seeds.

items are used as the foreground images. We use im-
ages of empty shelves as backgrounds. This set con-
tains 989 images of five types of shelves. These images
are shot from various angles and under various light-
ing conditions. Using the above foreground and back-
ground images, we synthesize a training dataset by each
approach. We synthesize 1,000 images for training by
each approach and add to SKU-110K training dataset
that contains 8,185 real images.

We compare three methods: SKU-only [9], random [4],
and our approach. SKU-only means training on SKU-
110K dataset only. The random approach is the cut-
and-paste method whose pasting position is determined
randomly. In the random approach, we paste 147 fore-
grounds on average on one background image. This
number is the same as the average number of objects
in one image of SKU-110K. With this condition, the
number of foreground objects contained in one training
image is the same among comparison methods. In the
proposed method, we also use SKU-110K as a refer-
ence dataset. We set the parameter p to 0.5, which is the
probability of selecting a foreground by similarity and
pasting it on the neighborhood. To increase the varia-
tion of the appearance of the foreground, for all compar-
ison methods, we randomly rotate the foreground image
with a probability of 0.1 when pasting it.

Figure 3 shows examples of synthesized images. Fig-
ure 3-(a) is synthesized by the random approach, whose
foregrounds are pasted on random positions and fre-
quently occlude each other. On the other hand, in the
proposed approach shown in Figure 3-(b), items are
lined up in accordance with the object alignment in
SKU-110K. The reshaping of foregrounds is realistic,
and the same items shot from various angles are pasted
close together, this reproduces a more realistic appear-
ance of shelves.

We adopt EfficientDet-d0 [17] as a detector model.
Hyper-parameters, training epochs, and the learning
rate, are tuned by the validation dataset that consists of
the SKU-110K test-set and 100 synthesized images by
each method.
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Figure 4: Examples of evaluation images. (a), (b), and (c) show the images taken from the Front, Upper, and
Upper-left angles, respectively. The items in the Upper and Upper-left are deformed compared to the Front image
due to parallax.

Figure 5: Detection results on the front angle data. Green and red bounding boxes represent outputs of the model
with confidence scores more than 0.4. Green bounding boxes have IoU with ground truth more than 0.5, and red
bounding boxes are less than 0.5.

4.2 Evaluation dataset
We use images shot in real stores as the evaluation set
(Figure 4). This image set was shot in two convenience
stores for four days. The target shelves are drinks,
snacks, and instant noodles. There are three variations
of camera angles: front, upper and upper-left, where
each set consists of 32 images.

The detection targets are items on the target shelves,
whose whole body is within the image, and therefore,
items on non-target shelves are not subject to aggrega-
tion. The metric of evaluation is average precision (AP)
of all items in one class.

4.3 Results
The experimental results are shown in Table 1. For all
evaluation sets, the proposed method performs the best.
For the front and the upper angle data, the scores of
random approach decrease relative to SKU-only. This
shows that unrealistic images synthesized by the ran-
dom approach adversely affect the training. On the

other hand, the proposed approach positively affects all
of the targets.

Detection results are shown in Figure 5. One notable
example is the chocolate box on the upper left corner
of Figure 5-(a) and (b). In the random approach, the
chocolate box is recognized as two objects. The ran-
dom approach synthesizes crowded and complex im-
ages as shown in Figure 3. Due to this, the detection
model trained on such images tends to split objects of
complex texture into two different objects. On the other
hand, in the proposed approach, the model recognizes
the chocolate box correctly.

In Figure 5-(c), some noodles stacked in two layers on
the bottom row are detected as one object in the random
method. On the other hand, in our approach they are
detected correctly as shown in Figure 5-(d). This is the
effect of the alignment approach with object similarity,
that is, our approach can detect objects in the scene with
similar objects that are stacked and aligned densely.
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Alignment
reference

Object
similarity

Aspect
ratio Front Upper Upper-left average

Random [4] 0.945 0.880 0.735 0.853
Align only ! 0.943 0.868 0.718 0.843
Align + Sim ! ! 0.946 0.872 0.732 0.850
Align + Aspect ! ! 0.949 0.843 0.701 0.831
Align + Sim + Aspect ! ! ! 0.951 0.894 0.755 0.866

Table 2: Ablation study of our method. Align, Sim, and Aspect denote the approaches described in Section 3.1,
3.2, and 3.2, respectively.

Alignment only Alignment + Similarity Alignment + Aspect
Figure 6: Examples of synthesized images in ablation study.

4.4 Ablation study
We conduct an ablation study of our approach in Table
2. The alignment reference approach without consider-
ing the object similarity and aspect ratio (Align only)
is worse than the random approach. One reason is un-
realistic reshaping of foreground images. This can be
confirmed in results on the front data, that is, the score
of the proposed approach while considering the aspect
ratio (Align + Aspect) is higher than that of the random
approach. However, on the other data, this tendency is
not clear on the upper and upper-left images. This is be-
cause the objects shot from the upper or upper-left an-
gles have reshaped appearance, so there are cases where
it is better not to select foregrounds on the basis of the
aspect ratio. The approach considering object similarity
(Align + Sim + Aspect) is better on all of the evaluation
data.

Figure 6 shows synthesized images by the approaches
in the ablation study. In the alignment only approach,
some foreground images are reshaped extremely and
their appearance is unrealistic. On the other hand, in the
alignment + aspect approach that takes into account the

aspect ratio of the box, the appearance of foregrounds
is not so different from reality and objects are aligned.
In the alignment + similarity approach that takes into
account the object similarity, similar objects are placed
in the neighborhood, which achieves a similar appear-
ance to shelves in stores. As above, each approach has
advantages for realistic synthetization, and combining
all of the approaches, the most realistic image in Figure
3-(b) is synthesized.

5 CONCLUSION
We proposed a novel cut-and-paste method for training
shelf item detection models. The proposed method
determines the pasting positions for the foreground im-
ages, referring to the annotations of a dataset of real-
world shelves images. Furthermore, to generate more
realistic images, the proposed method selects the fore-
ground image with reference to the similarity of the
items and the aspect ratio of the bounding box of the
pasting position. Experiments show that the proposed
method can generate more realistic images of the item
shelves than the conventional random pasting method
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and that the dataset of the images can be used to train
more accurate item detection models.

As the proposed method determines the pasting posi-
tions without specifying the positions of the shelves in
the image, if the positions of the shelves in the refer-
ence dataset image and the background image change
drastically, the items will be placed at locations other
than the shelves. In order to generate a more realis-
tic image where the items are accurately placed on the
shelves, annotations of the shelf positions in the back-
ground image should be prepared, and the pasting posi-
tions should be adjusted based on the annotations. Ver-
ification of such a generation method is future work.
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