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Illustrating Geometric Algebra and Differential Geometry in
5D Color Space

Werner Benger

Airborne HydroMapping GmbH, A-6020 Innsbruck, Austria

w.benger@ahm.co.at

Center for Computation & Technology at Louisiana State University, Baton Rouge, LA-70803

Vectors in three-dimensional Euclidean space are a
fundamental concept in computer graphics and physics.
Linear Algebra provides the well-known operations of
adding vectors or multiplying vectors with scalars. To-
gether with matrix algebra this framework allows for
pretty much all operations that are needed for practical
work. However, this set of operations is inherently in-
complete such that not all operations known for scalar
numbers can be applied to vectors. Particularly we can
divide by numbers, but what does it mean to divide by
a vector? Such an operation is not defined in Linear Al-
gebra as there is no invertible product of vectors: There
is the inner (dot) product v · u and the exterior (cross)
product v∧ u, but neither of them is invertible. It was
the idea of William Kingdon Clifford to combine both
products, defining the “geometric product” thereby as

uv := v ·u+ v∧u ,

which turns out to be invertible, though at the cost of in-
troducing a higher dimensional space of so-called “mul-
tivectors”. This extension of Linear Algebra is known
as Clifford Algebra or Geometric Algebra (GA)[Hes03,
Hil13, DL03]. This formalism allows for a complete al-
gebra on vectors same as for scalar or complex numbers.
It is particularly suitable for rotations in arbitrary dimen-
sions. In Euclidean 3D space quaternions are known
to be numerically superior to rotation matrices and al-
ready widely used in computer graphics. However, their
meaning beyond its numerical formalism often remains
mysterious. GA allows for an intuitive interpretation in
terms of planes of rotations. This algebraic framework
extends easily to arbitrary dimensions and is not limited
to 3D, like quaternions. However, our intuition of more
than three spatial dimensions is deficient. The space
of colors forms a vector space as well, though one of
non-spatial nature, but spun by the primary colors red,
green, blue. The GA formalism can be applied here as
well, amalgamating surprisingly well with the notion
of vectors and co-vectors known from differential ge-
ometry: tangential vectors on a manifold correspond
to additive colors red/green/blue, whereas co-vectors
from the co-tangential space correspond to subtractive
primary colors magenta, yellow, cyan. GA in turn con-
siders vectors, bi-vectors and anti-vectors as part of its
generalized multi-vector zoo of algebraic objects. In

3D space vectors, anti-vectors, bi-vectors and co-vectors
are all three-dimensional objects that can be identified
with each other, so their distinction is concealed. In
particular, in 3D all three basis vectors are given by the
three primary colors red, green, blue. A bi-vector is the
outer product of vectors. The bi-vector given by the
x⃗ and y⃗ axis in Euclidean space is therefore the plane
spun by the xy plane. Three such planes exist in three
dimensions: xy, xz and zx (in cyclic notation). In the
color space those combinations of two basis color vec-
tors are then yellow=red∧green, cyan=green∧blue, and
=blue∧red. Same as in Euclidean space, where we can
identify a vector with a plane via the notion of a “normal
vector”, we can identify a color with a mixed color via
its complementary color. This identification may ease
some usage, but also leads to confusions, because the
underlying objects - a vector versus a plane, or a pure
color versus a mixed color - are inherently different.

Higher dimensional spaces exhibit the differences
more clearly. In four dimensions there exist four vectors
but six bi-vectors. Using space and time as the four
dimension space, the four basis vectors x⃗,⃗y,⃗z and t⃗ result
in the six possible combinations xy,yz,zx (three “spatial”
bi-vectors) and xt,yt,zt (three “temporal” bivectors). Ev-
idently, identifying every vector with every bi-vector is
no longer possible in 4D as it was in 3D. The distinction
between direction vectors and planes becomes unavoid-
able. Using colors instead of spatial dimensions we can
expand our intuition by considering "transparency" as
an independent, four-dimensional property of a color
vector. We can thereby explore 4D GA alternatively to
spacetime in special/general relativity. Here, we start
with red, green, blue and transparent as the basis vectors
and construct three non-transparent mixed colors yellow,
cyan, magenta and three transparent pure colors trans-
parent red, transparent green, transparent blue. Clearly,
there is no way to identify those six bi-vectors with the
six vectors in 4D space, not even via some complement.

However, even in 4D possibly confusing ambigui-
ties remain between vectors, co-vectors, bi-vectors and
bi-co-vectors: bi-vectors and bi-co-vectors - both six-
dimensional objects - are visually equivalent. A co-
vector in differential geometry is a linear, scalar valued
function on vectors. These functions form their own
vector space and can be seen as dual vectors. Visually
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we may interpret co-vectors as the complement of a
vector to form the full space: In 3D a plane comple-
ments a vector to form the full volume. Therefore a
co-vector is equivalent to a bi-vector. Both have three
components in 3D. In 4D a vector is complemented
with a tri-vector to form a four-volume, thus in 4D
co-vectors and tri-vectors are equivalent. Within the
concept of color-spaces the co-vectors play the role
of subtractive colors. Here, the basis co-vectors are
built by the CMY system yellow, cyan and magenta.
Their combination via light-subtractive filtering (ex-
pressed as the ∧-product) forms the bi-co-vectors green
= yellow∧cyan , blue = cyan∧magenta and red = ma-
genta∧yellow. The equivalence of bi-co-vectors with
vectors in 3D space is obvious: they are the same col-
ors. The basis co-vectors of 4D color space are con-
structed by “cutting off” a basis vector from the full 4D
“color-hypervolume” Ω := red∧green∧blue∧transparent.
transparent magenta, transparent cyan and transparent
yellow. For instance, “cutting off” red from Ω yields
green∧blue∧transparent, a 3D “color volume”, which
is equivalent to a transparent cyan co-vector. Four such
co-vectors exist in 4D: transparent cyan, transparent
magenta, transparent yellow and non-transparent white.
They are the set of all combinations with three properties.
A bi-co-vector is constructed by cutting off two proper-
ties from the color hypervolume Ω, for instance cutting
off the bi-vector red∧transparent yields the bi-co-vector
(non-transparent) cyan. It is visually identical to the bi-
vector (non-transparent) cyan because cyan is “blue and
green”, but can equivalently be described in 4D color
space as “not transparent and not red”. Both bi-vectors
and bi-co-vectors provided two color properties and are
thus visually indistinguishable in 4D. Higher dimensions
are needed for such an unequivocal distinctions.

Envisioning five-dimensional geometry is even more
challenging to the human mind than four-dimensional
geometry, which we can at least associate with space-
time. In color space we can add another property to
the three primary colors and transparency. For instance,
we can add “texture” or strikethrough text to constitute
a five-dimensional vector space. The five-dimensional
hypervolume is then

Ω5D := red∧green∧blue∧transparent∧strikethrough

as constructed from the five base color/texture vectors.
In 5D we have ten bi-vectors and ten bi-co-vectors.
The bi-vectors are built from the ∧-product of all ba-
sis vectors, there are ten possibilities to combine two
properties in 5D: three mixed colors cyan, magenta,
yellow, three transparent pure colors transparent red,
transparent green, transparent blue, three textured pure
colors red, green, blue, and one textured transparent el-
ement. In contrast, the bi-co-vectors are built from
all color elements that combine three properties in
5D, which are also 10 color space elements: one non-

transparent, non-textured element built from all three
colors, i.e. “white”, three transparent, textured col-
ors textured transparent red, textured transparent green,
textured transparent blue, three transparent mixed col-
ors transparent magenta, transparent cyan, transparent
yellow and three textured mixed colors cyan, magenta,
yellow. None of these bi-co-vectors is visually equiva-
lent to any of the bi-vectors in 5D. The three-property
color elements are distinct from the two-property color
elements. Thus, in this five-dimensional color space we
can see immediately that bi-co-vectors are distinct from
bi-vectors, a distinction that is not obvious in 4D or 3D.
While envisioning the same geometrically via five spa-
tial dimensions is hard, but using color space it is easy
to comprehend. This impression serves to demonstrate
that vectors, bi-vectors, co-vectors and bi-co-vectors
are actually different kinds of vectors, and they should
be treated as objects with different properties before
identifying them in special situations. An explicit dis-
tinction clarifies the meanings of algebraic objects in
3D Euclidean space such as “tangential vectors”, “axial
vectors” or “normal vectors”, which are just 3D names
of these vector quantities: a “tangential vector” is basis
vector in 3D; an “axial vector” is a bi-vector in 3D; a
“normal vector” is a co-vector in 3D. Confusing these
different algebraic objects in 3D unavoidably leads to
programming errors, such as applying a wrong coordi-
nate transformation (normal vectors transform inversely
to tangential vectors). A type-safe implementation that
honors the mathematical differences therefor allows for
better, clearer formulations of algorithms in 3D that are
less prone to implementation errors.

The ideas presented here are meant to inspire using
colors and beyond as alternative to spatial geometry.
We did not make use of the inner product which may
find its use in vision research to describe perceptual
intensity, for instance. Also, we did not make use of
the anti-symmetric property of the ∧ product such that
x∧ y = −y∧ x which introduces an orientation (this is
why the highest dimensional ∧-product was called “Ω”
in this text) to multivectors: with red∧green being a “left-
polarized” yellow versus green∧red yielding a “right-
polarized” yellow may open an approach to include more
properties of light into a mathematical framework. This
is left for future work and / or an inspired audience.
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Raytracing Renaissance: An elegant framework for 
modeling light at Multiple Scale 
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ABSTRACT 
Ray tracing remains of interest to Computer Graphics community with its elegant framing of how light interacts 
with virtual 3D objects, being able to easily support multiple light sources during rendering and using sampling 
of estimates of intensity values at multiple surfaces in a recursive manner using light as ray. Ray tracing can also 
provide a simple framework of merging synthetic and real cameras. Recent trends to provide implementations at 
the chip-level means raytracing’s constant quest of realism would propel its usage in real-time applications. 
AR/VR, Animations, 3DGames Industry, 3D-large scale simulations, and future social computing platforms are 
just a few examples of possible major impact. Raytracing is also appealing to HCI community because 
raytracing extends well along the 3D-space and time, seamlessly blending both synthetic and real cameras at 
multiple scales to support storytelling. This presentation will include a few milestones from my work such as the 
Slicing Extent technique and Directed Safe Zones. Our recent applications of applying Scan&Track with 
machine learning techniques creating novel synthetic views, which could also provide a future doorway to 
handle dynamic scenes with more compute power as needed, will also be presented. It is once again renaissance 
for ray tracing which for last 50+ years has remained the most elegant technique for modeling light phenomena 
in virtual worlds at whatever scale compute power could support. 

Keywords 
Ray tracing, Slicing Extent Technique, Directed Safe Zones, Active Space Indexing Method, AR. 

1. INTRODUCTION 
In Augmented Reality applications as the synthetic 
camera images are merged with the reality all around 
us, the merging is usually not smooth due to lighting 
conditions and mismatch of conditions as two 
disparate events are joined together with spatial 
mismatch. The main thinking of this paper is that 
raytracing with Active Space Index Method could 
propel a renaissance of using raytracing techniques 
towards an effective solution of merging of such 
disparate events by merging real and synthetic scenes 
into one physical space captured in front of a set of 
cameras. We call this 3D-space an active-space as it 
allows projection of a point onto a set of cameras to 
be seen. Also, an active-space indexing method is 
developed so that given the projection of the same 
3D point in active-space in the set of cameras can be 
used to estimate the 3D point’s coordinates. This 
paper presents basic ideas in this paper so that real 
and imaginary objects could be part of raytracing 

techniques.  Summary of our previous work [Dau90, 
Kva97, Sem92, Sem93, Sem98a, Sem98b, Sem01] is 
first presented. Using some of these ideas we make a 
case towards using raytracing as a unifying concept 
towards merging synthetically generated scenes with 
camera-based sequences in the hopes of creating a 
process towards resolving subtle light mismatch seen 
in recent work in AR applications [Li20, Har23] and 
movies where synthetic and natural objects are 
merges to create a rendered image. 

2. Spatial subdivision algorithms for 
Raytracing 
A ray starting at some point C and passing through a 
point on the image-plane (IP) intersects with object A 
and generates two new rays. R1 and T1. These two 
rays recursively traverse the scene. For example, ray 
R1 is shown to intersect with object B generating, in 
turn, R2 and T2.  Bot the intersection points on 
objects A and B are in line-of-sight of light source as 
shown in the Figure 1, which contributes light 
intensity as L1 and L2 at points A and B respectively. 
When the rays start from point C the process is called 
backward ray tracing as opposed to when the rays 
start at the light source and then are tracked in 
forward raytracing.  Since the idea is to generate the 
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scene for the image-plane, backward raytracing is 
considered much efficient as only those rays are 
tracked which originate from C and pass through 
every pixel on the image plane and are needed to 
create the scene-render.  For example, if we are 
generating a 60 by 40 image, there are 2400 initial 
rays which are tracked through the scene starting at 
point C through 2400 pixels on the image plane. The 
intensity of each such ray starting at point C and 
passing through some pixel-point IP is estimated 
using a tree which keeps track of the secondary rays 
as shown in Figure 2. 

 
Figure1: Basic ray tracing starting from C. 

To estimate the intensity at point IP on the image 
plane using the concept of recursive raytracing, we 
follow the path of the rays which are generated as 
reflective rays, R1 and R2, and transmitted rays, T1, 
and T2 (Figure 2) are followed generating their own 
intersection points with other objects in the scene in 
turn providing sample intensities which can then be 
combined as these intensities are summed upward 
through the tree from leave nodes. Effect of lights for 
intensity values being returned from all visible 
intersection points can also be added as shown in 
Figure 3. Ambient intensities approximate the 
intensity returned by a ray when a ray travels out of 
the scene.  Usually this happens when a ray travel 
outward away from all objects as it intersects the  
bounding box containing the scene [Woo90]. The 
direct line of sight from light sources to the 
intersection points means that the light source effects 
can also be incorporated into the intensities, as shown 
in Figure 3. Aggregate of all these effects can be 
summed incorporating the distance of light source, 
reflectivity and transmissivity of the objects 
mathematically. All these effects can be combine to 
return the estimated intensity for the pixel IP as 
shown in Figures 1 and 3. Subpixel samples can be 
incorporated when multiple stochastic rays generate 
effects based on bi-directional reflectance 
distribution function (BRDF) based on material 
properties of the objects in the scene. This leads to 
the idea of path tracing which have been used to 
create stunning realist images in many movies and 
animation sequences.  Path tracing has also been 

implemented in several industry leading special 
effects and movies recently as well. 

 
Figure 2: Estimating Intensity IP for a primary ray at 
point IP using secondary rays T1, R1, T2, R2 etc. 
Path tracing has become the industry standard 
creating photo-realistic images by judiciously 
spawning several rays stochastically and applying 
BRDF functions and its variations judiciously. Our 
methods and new directions proposed can also be 
extended to those industry leading implementations. 
This includes path tracing renderers in Maya 
[Geo18], Sony’s Arnold [Kul18], Weta’s Manuka 
[Fas18], Disney’s Hyperion [Bur18] and Pixar’s 
Ruderman [Chr18].  Cloud implementations of 
raytracing are also working towards a goal of real 
time ray tracing [Xie2021] with 8 frames per second 
being reported, and NVidea is reporting GPU 
enhanced ray tracers for some years now. In recent 
work [Har21], the graphics pipeline is improved as 
deep learning techniques generate frames in between 
two graphics pipeline rendered frames. If the scenes 
are not changing, then generated rendered frames can 
be used as examples of images based on camera 
angle when scene is invariant. In game playing, as 
large number of frames are rendered for invariant 
scenes and light sources, they can be used for 
training and synthetic frame rendering and can 
sometime be used to generate acceptable frames as 
explained in [Har21].  The trained network is used to 
create an in between to offload the rendering pipeline 
and works for the case reported in [Har21]. The idea 
is to offload graphics pipeline and use deep learning, 
and supposedly faster frames in-between the 
rendered frames [Har21]. Ofcourse, when the scene 
or light source change then offloading can be 
suspended in favor of graphics rendering again.  
When the scene stabilizes then we can revert back the 
load to using deep learning learned images.  As we 
will discuss later, most of the spatial data structures 
do not handle change in scenes due to explosions or  
when objects intersects the data structure updates are 
necessary (i.e. preprocessing) needs to occur adding 
delays in rendering.  Once idea which we propose 
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later in this paper is to let the user know that the 
scene is under construction, especially when 
massively multiplayer games interactions are so 
critical to happen in real-time. 
 

 
Figure 3: Merging of samples of intensities using a 
raytracing tree which us generated and thein 
intensities combined. 

 
Figure 4: Proximity Cloud (PC) vs Directed Safe 
Zones (DSZ). 

3. SET and DSZ ray tracing techniques. 
The Slicing Extent Technique (SET) [Sem87, 
Sem92] uses projection of the objects in the scene of 
2-D planes surrounding the object. In 1990, is was 
implemented using a 3D-grid interpretation, and was 
called the modified slicing extent technique (MSET) 
[Sem93].  The benefit was to allow the fast grid-
traversal to be incorporated while ray traverses 
through the scene mimicking the  SEADS 
implementation [Fuj86]. In addition, we also 
incorporated  an octree [Gla84] to isolated isolate 
dense and sparse area in the scene so that a finer grid 
could be used for dense areas, and sparse areas can 
be skipped quickly in comparison to octree [Gla84], 
thus allowing multiple hierarchies to be managed 
using MSET. Later, work on the proximity cloud 
[Coh94a, 94b] further improved the grid-
implementations for ray tracing. A method was 
developed during preprocessing so that a safe-
distance value (D) was determined for every grid-
voxel so that a ray passing through a voxel with 

distance D can skip distance D without missing an 
intersection as during pre-processing it was 
determined that there we no objects withing a D 
distance from this voxel, hence the name safe-
distance. This D distance allowed isolated areas to be 
bypassed in much more efficient way in cormarison 
to distance D=1 which will mimic the grid traversal 
itself. It is much faster to skip areas of the scene with 
no objects in it. During preprocessing, the value of D 
was determined using transformation [Bor86] to 
isolate areas of no-object efficiently by using a 3 by 3 
by 3 filter on 3D-grid voxels.  This is illustrated in 
Figure 4 where a 2D-grid voxel, or cell, is shown and 
nearest object for any ray through the edge of the 2D-
voxel (cell) are D1, D2, D3, and D4 away.  So 
minimum radius is D4 which is the safe distance a 
ray could travel in any direction from this 2D-cell 
without finding an object to intersect. Every cell thus 
could have its own 2D-circle, or extending this idea 
to 3D, its own 3D-sphere.  Each voxel of the 3D-grid 
could have such sphere. One can now imagine every 
voxel to have different (yet close) values creating 
many spheres with no objects in them.  One could 
imagine spheres of different radii, hence the term, 
proximity clouds (PC) used in [Coh94b] to describe a 
Proximity Cloud. Proximity Cloud was a major 
improvement very as it was more efficient way 
where ray tracing image generation times were 
shown to improve over the previously known grid 
implementations. Normal grid-traversal, moving 
from one voxel to next voxel could be suspended in 
favor of jumping D distance away without missing 
any intersections. Figure 4 shows this concept in 2D 
with four safe values in four directions.  In PC, we 
choose the minimum of these 4 values, and conclude 
the safe distance of D4 for that voxel. 
Usually city-block distance transformations are used 
to implement Proximity Clouds so instead of radius 
we could imagine city-block distances [Coh94b].  
This faster method was further improved by a 
variation of the slicing extent technique called 
Directed Safe Zones (DSZ) in [Kva97] where the six 
safe-distances in six direction are calculated as the 
ray emerges out of a voxel through one of the six-
faces of a 3D-voxel (grid-cell). All such distances are 
calculated during preprocessing by modifying PC’s 
distance transformations filter to suit the DSZ 
implementation [Kva97]. After preprocessing in DSZ 
method each of the six faces of 3D-voxel of would 
have a distance associated with it moving outward 
from the cell towards left, right, bottom, top, up and 
down directions. In 2D, this is shown as D1, D2, D3, 
D4 values in Figure 4. In DSZ, the ray has the 
capacity to skip six different distances based on its 
direction of traversal as the ray passes through any of 
these six faces. This meant that Directed Safe Zones, 
which extends the Slicing Extent techniques, is more 
efficient. As shown in Figure 4, DZS has the 
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flexibility to choose either of  D1, D2, D3 or D4 as 
safe-distances guaranteeing that image generation 
time will always be better or same in DSZ in 
comparison to PC implementations. DSZ uses larger 
distance based on the traversal direction of the ray 
showing in theory and is an improvement over PC. 
Using scenes from [Hai98] called random, lanes, 
snowflake, and cars, a comparative analysis in 
[Kva97] showed that DSZ outperformed the 
SEADS/grid and PC implementations for all four 
scenes. As expected, because of the potential of more 
empty areas in random and snowflakes scenes major 
improvements in rendering times were obtained for 
random and snowflake scenes using DSZ in 
comparison to Proximity Clouds and SEADS/Grid 
implementations. Typical performance speedup of 2 
for DSZ were seen when compared with grid 
implementation. For the PC, speedup was 1.5 with 
respect to grid implementation. In all cases, as 
expected, DSZ outperformed the PC method and grid 
(SEADS) [Fuj86] method.  
Additional benefits of DSZ method is that, in 
addition to the outgoing rays emanating from a voxel, 
DSZ method can treat incoming rays because each 
face of the voxel can maintain two distances, as was 
also explained in [Sem87,Sem93].  A ray passing 
through the left face of a 3D-voxel to the right, or 
from right to left, upwards-to-downwards or 
downwards-to-upwards, and front-to-back and back-
to-front can be recognized, allowing two directions 
per face so that 12 different classifications instead of 
six are possible as a ray passed through a face of a 
voxel. This is a useful benefit allowing us to manage 
3D scenes better, as we plan to embed synthetic 
scenes in active spaces as explained in next sections.   

4. Active Space Indexing Method Review 
Setup and Data Capture 
Active-Space Indexing Method [Sem01] uses ideas 
of triangulation, including closest distance between 
two rays to find 3 D (x,y,z) position of a point P. 
Given image-imprint Im1, Im2, and Im3 on the 
camera-images for a point P, Active Space Indexing 
method preprocesses projections of several 3D grid 
points on each camera images to determine the 2D-
indices for each camera images.  If we assume that 
2D grid points can be indexed between 1 to n and 1 
to m then Im1, Im2, and Im3 must fall on some index 
(x,y) using the projections of grid-patterns in p such 
planes. When three such indices on for each Im1, 
Im2 and Im3 points identified in all three camera 
images as corresponding to the point P, then these 
indices define an area, and that area will decrease 
first and then increase as we process p of these plane 
from front to back.  This allows us to find a voxel 
which contains point P. Active-space indexing 
method connects the projection-space to the real 3D 

space. More details of how Im1, Im2, Im3, called 
imprint-set can be used to determine position P is 
further explained in [Sem01] in more detail. 
In summary, Active Space Indexing Method is a 
study of 2D-projections of a set of 3D-points as seen 
by three cameras.  These set of 3D-points are 
arranged in real 3D-grid in physical space in front of 
the three cameras. This space in front of the camera 
is called an active space [Sem98].  The active space 
indexing method is created by projecting set of n by 
m planer points inside a rectangle R which contains n 
by m in an equal distance grid pattern. We used a 
whiteboard for this purpose. The points on the 
whiteboard can be shifted some distance away from 
the previous placement of the whiteboard. In this 
war, the whiteboard it has an effect of moving same 
points inside the rectangle R will also move parallel 
to previous plane positions. We repeat this process 
several times to obtain images for a set of p 
whiteboard positions. As the whiteboard moves, it 
has an effect that 3D grid points inside the active 
space are projected and preprocesses during 
preprocessing to create an active space indexing 
method. During preprocess, the exact pixel locations 
of all grid points for all p whiteboard positions are 
determined and stored during preprocessing.  This 
information is sufficient to estimate point P’s x,y,z 
location in n by m by p space using point P’s imprint-
set as explained in [Sem01]. Assuming the process 
repeats p times, using same distance. This will have 
an effect of creating a set of 3D-grid points in the real 
physical space which we call active-space. For 
example, n=m=4 and p=8 in Figure 5 so that a 4 by 4 
by 8 grid of points are in the active space.  Each time 
image-plane moves we record the projections of set 
of 4 by 4 image-plane points on 3 cameras which are 
called Left (L), Center (C) and Right (R) points as 
shown in Figure 5 and then the as shown in Figure 6.  
The three cameras are related in a way that all p 
planes are visible from all the three camera and their 
projections are therefore highly correlated. We also 
have shown the projected shape of the rectangles in 
Figure 5. As explained earlier, rectangle R was 
created on a whiteboard which was available in the 
lab [Sem98], and already had a 2D-grid-pattern and 
the intersection of this points were highlighted with a 
blue/black pen which were then easily picked up 
during pre-processing. In this way, we were able to 
correlated n by m by p points in active space to their 
projections by preprocessing p of these projections 
for every camera. All of these points were clearly 
visible in the three cameras because we had planned 
the arrangement.  Figure 6 shows approximately the 
front-plane, marked F, and back-plane, marked B, 
and corresponding projections of rectangular B and F 
planes and their projected shapes in all three cameras. 
As the white-board moves from Back to Front p 
planes create p projections of the grid-pattern on the 
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on three cameras. Sets of these projections are 
created and processed during preprocessing and are 
the basis of active space indexing method. Vertical 
and horizontal lines and their projected lines on 
image planes are used to first find the index in 2D 
planes in all three cameras, as explained earlier, and a 
triangulation algorithm is used to find the voxel 
which contained the given 3D-point P using the 
image print (Im1, Im2, and Im3) of the point P.  The 
image-print, i.e. Im1, Im2, Im3, is identified 
manually in our implementation.  Image-imrpint 
could be detected automatically as well.  Finding 
image prints is called correspondence problem and 
there are a variety of techniques including finding 
significant points first and then correlating these 
points as image prints using the projections of these 
points on three cameras.  We used significant points 
extraction and correlation of these points as 
mentioned in [Sem98a, Sem98b, Sem01]. 

 
Figure 5: Scan&Track data collection – 4 by 4 planer 
grid moves 8 times perpendicularly to create a 4 buy 
4 by 8 active space, 128 grid points in 3D active-
space. A set of voxels in 3D-real space is created. 

Image imprint and corresponding 3D 
points in practice 
Basic idea of Scan&Track [Sem98] system was 
implemented project by a 10 by 10 by 10  set of 3D 
grid points onto three highly corelated cameras 
[Sem98a,, Sem98b, Sem01]. Highly corelated camera 
would mostly maintain the geometric relationship 
between any two grid points in the same plane. Data 
collection step uses a planer whiteboard with, say 
fixed 10 by 10 points clearly marked and visible from 
each of the camera.  Next whiteboard is moved by 
fixed distance perpendicular to the present location of 
the whiteboard 10 times to capture projection of 100 
points spaced as 10 by 10 by 10 grid of 1000 points 
all visible in the three cameras. Here the idea was to 
create active space, a10 by 10 by 10 grid in physical 
area) with over constrained systems of 1000 points in 
3D space. For example, a 3D point P and their 
associated projections image-imprint (Im1, Im2, and 
Im3) are known by processing each of the 
projections. Image imprint Im1, Im2, and Im3 are the 
pixel locations in the images.  Now if the person is 

inside the active-space and we identify same point, 
e.g. the tip of the nose in all three camera images as 
Im1, Im2, and Im3, then active space can be used to 
find P the location of the tip of the nose of the 
participant.  Scan&Track system can now be used to 
identify set of image imprints. As explained, Active-
space indexing method uses a triangulation process to 
find the 3D point given I1, I2, and I3 pixel location. 

 
Figure 6: Scan and Track projections on left, center 
and right. Distortions of the planes are exaggerated to 
show the effect of projections of front and back 
planes of active space. 

Generating Image imprints using Deep 
Learning  
One of the tasks in the Scan&Track implementation 
was to generate image imprints (Im1, Im2, Im3). 
Identification of the imprint was done by a simple 
filter in our [Sem01] implementation. Today we can 
use deep learning algorithms to find distinct image 
imprints specifically for the human participant.  The 
end points for hands and feet could be identified 
across the three cameras, creating image imprints I1, 
I2, I3 for hands and feet. This will identify 3D 
positions in the active-spaces for hands and feet and 
many such points, as explained in [Sem98b]. 

5. Future Proposed Work 

Active-Spaces for both real and virtual 
worlds  
Both Scan&Track and DSZ methods are based on 3D 
grid data structures.  In DSZ, a voxel’s six faces 
helped us define 12 different directional distance 
measures which we can safely skip along the 
direction of the ray.  In the Scan&Track system 
active spaces are the 3D-grids in real-space which we 
can effectively use to embed both real and 
synthetically generate worlds.  
Our main idea is that virtual worlds consisting of C, 
IP, A, B and L which can be used to generate 
intensity values at point IP. Real world consisting of 
human participant seen by three cameras. Active-
space allows us to place A, B, and L relative to 
human participant while also isolating human 
participants in the real-work inside an active space. 
Now virtual objects (such as A, B, and L) can be 
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placed in the active space in front of the human 
participant by using active-space Indexing method to 
find the approximate location of the human 
participant and then placing A, B and L relative to H. 
Environment E could also be wrapped around all of 
these, as shown in Figure 7. E could be another 
projected image of some other active space, or 
another active space could be defined in that place 
behind the human participant as E. The idea is that 
world of many active spaces can be populated by 
synthetic scenes and synthetic objects as active 
spaces provides us one way to define virtual and 
realobject in the same 3D space. Once these objects 
are placed, raytracing can be used to combined 
overall scene.  In Figure 7, we have tried to show the 
mixed-reality scene in active-space merging both 
synthetic and real objects together so that idea of 
raytracing can be applied to render images with real 
participant enclosed inside their active space, and E, 
represented by active-space of its own in turn. 
Extending the idea of multiple active spaces we can 
now expand the 3D space to larger areas as well as 
define the 3D-space recursively, e.g. one active space 
can contain several other active spaces. The faces of 
active space containing human participant H could be 
samples by multiple cameras in outside-in manner so 
that approximate intensities on the surface on the 
active-space can be used during ray tracing as was 
done in ASET [Dau90]. 

 
Figure 7: Mixed Reality Setup.  Light source L has 
been placed in front of human participant H.  Ray 
tracing camera is shown with C and IP (See also 
Figures 1 and 2). A and B are synthetic objects.  Note 
E is environment which could be another Active 
space Index Mixed Reality Setup or can be 
green/blue screeded real camera-captured natural 
scene. 

Proposal to merge moving Active-Spaces 
and multiple scales of grids 
Both Scan&Track and DSZ methods are based on 3D 
grid data structures. In DSZ, a voxel’s six faces 
helped us define 12 different directional distance 

measures which we can safely skip along the 
direction of the ray. In the Scan&Track system active 
spaces are the 3D-grids or real world where we can 
embed other active-spaces or even synthetically 
generate virtual world objects. As the objects move 
the grid-spaces can be managed such that light-
effects can be collected in the voxels as an 
approximation method as we have explored this idea 
in [Dau90] where primary rays, rays starting from 
point C in Figure 1 and secondary rays at first level 
called T1 and R1 or even second level T2 and R2 are 
checked for intersection with real objects to create a 
some level or correctness.  However, at some level, 
say level 3 onwards, secondary rays may start to 
consider that the object occupies the whole voxel 
which it passes through, thus discarding any 
intersection checks for level 3 or more secondary 
rays. Our motivation in [Dau90] was to avoid the 
actual intersection where such approximation could 
suffice. Here we are proposing that external facing 
active spaces faces can be approximated by camera 
images which capture the human participants actions, 
and the image’s r,g,b values can suffice as intensity 
value to combine with other effects during ray 
tracing process.  This needs to be further 
investigation in future. 

Scene changes and updates 
One of the challenges for ray tracing has been that 
any movement of objects or light source, even if 
minor, can severely impact the final image.  Spatial 
data structures need to be completely updated if such 
events occur.  Also, any changes in the shape or the 
objects such as explosions can severely affect the 
whole data structure during ray tracing forcing us ton 
first manage those updates to objects before 
rendering can occur. We think that such updates in 
the grid method can be managed by hierarchical 
embedding of one active-space in another or 
extending the active-spaces of multiple voxel size. 
As the objects move, some voxels may be vacated by 
the object and other will be occupied based on the 
movement of the object itself. By mapping both 
synthetic object and real-objects in active-spaces and 
their grids allows us one way to manage as both the 
real and imaginary worlds can be combines using 
number of active-spaces. Active spaces with high 
activity, handling major explosions, can be isolated 
and can be label as “under construction” where the 
walls of that active space would be considered 
“approximate” while under construction thus giving 
time to synchronize itself to “available again” while 
that active space completes whatever it was “under 
construction” for.  

6. Summary 
  

ISSN 2464-4617 (print) 
ISSN 2464-4625 (online)

Computer Science Research Notes - CSRN 3301 
http://www.wscg.eu

WSCG 2023 Proceedings 

https://www.doi.org/10.24132/CSRN.3301.2 8



Main idea here is that both virtual worlds and real 
worlds are in appropriate scale merged using a 
variety of active-space grids holding both synthetic 
and real object at an appropriate scale. 
Labelling a particular active space under construction 
is similar to real-life, for example when we see 
“under construction” sign—we know that experience 
will usually improve in future.  More processor 
resources could be allocated to fix the restructuring 
of the active space to manage fragments of data in 
case of explosion, or movement due to scaling. 
translation and rotation which object may go through.  
Rendered frames which are labeled “under-
construction” may also appear to notify the user that 
their experience will improve later. 

7. CONCLUSION AND FUTURE 
RESEARCH 
Using distance transformation, we developed a faster 
method for ray tracing called the directed safe zones 
(DSZ) where the direction of incoming and outgoing 
ray from a 3D voxel can be classified based on which 
face of the voxel the ray emerges out of or goes into. 
We also used rays to develop a triangulation method 
to first find the voxel which contains a 3D point P 
when point P’s image imprint (Im1, Im2, Im3) is 
known. This led to calculating the location of point P. 
In this paper, we proposed that active spaces could be 
distributed in real-world of human participants and 
these worlds can be places with synthetic objects by 
adding them to the active spaces so that synthetic 
objects and active-spaces can raytraced, hopefully 
avoiding the mismatch of scale when synthetic and 
real-worlds are combined in Mixed Reality 3D 
applications.  In our case, we are proposing that such 
scenes can be raytraced. 
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ABSTRACT
Field of View (FOV) Nano-CT X-Ray synchrotron imaging is used for acquiring brain neuronal features from
Golgi-stained bio-samples. It theoretically requires a large number of acquired data for compensating CT recon-
struction noise and artefacts (both reinforced by the sparsity of brain features). However reducing the number of
radiographs is essential in routine applications but it results to degraded tomograms. In such a case, traditional
segmentation techniques are no longer able to distinguish neuronal structures from surrounding noise. Thus, we
investigate several deep-learning networks to segment brain features from very degraded tomograms. We focus on
encoder-decoder networks and define new ones addressing specifically our application. We demonstrate that some
networks wildly outperform traditional segmentation and discuss the superiority of the proposed networks.

Keywords
X-Ray nano-tomography, segmentation, deep-learning, brain imaging.

1 INTRODUCTION
Field-Of-View (FOV) Nano-CT X-Ray synchrotron
imaging provides 3D images of biological samples at
about 300nm by computed tomography (CT). In this
study, bio-samples are mouse brains stained with a
Golgi solution targeting neuronal connectome (neuron
cells, axons, dendrites, ...). Since the whole organ is
much larger than the scanner FOV, each brain is cut in
several blocks (sized ≈ 3× 3× 5 mm3). Each block
is introduced in a rod transparent to X-Rays and is
positioned on a 3-Axis translational + Z-Axis rotational
sample-holder. Numerous FOV CT acquisitions are
measured in a sequence (cf. Fig. 1(a-b)) for imaging
the whole sample rod. Each FOV acquisition is a set
of Nθ radiographs (2560× 2160 pixels). According to
rod dimensions, scanning resolution and the overlap
required between adjacent FOV 3D tiles, the overall
rod scan is composed of ≈ 360 CT acquisitions.

Each FOV CT acquisition is processed by a CT algo-
rithm to reconstruct a 3D volume (i.e. tomogram sized

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

25602 ×2160 voxels) imaging the inner features of the
sample [Tof96, NW02]. For instance, Fig. 1 (c) shows
acquired radiographs (strong absorption reveals Golgi-
stained neuronal features), and Fig. 1 (d) is a 3D vi-
sualisation of a reconstructed tomogram. Once all to-
mograms have been reconstructed, the next data pro-
cessing step consists of segmenting the brain features
from the background (empty regions, non-stained parts
of the brain) in order to perform further 3D analysis
and visualisation of the mouse neuronal connectome. In
that context, it is obvious that tomographic reconstruc-
tion and segmentation steps are of great significance
since both high-quality and accuracy are required in to-
mograms to segment for achieving such a whole brain
analysis.

However overall data acquisition of a whole brain needs
to be performed as a routine application [SLH+23],
thus requiring to drastically reduce both acquisition and
CT reconstruction time. This limitation is practically
addressed by reducing the number of acquired radio-
graphs in CT acquisition, resulting to a degraded 3D to-
mogram. Such tomogram can no longer be segmented
using traditional methods. Thus in this paper we in-
vestigate deep-learning based on encoder-decoder net-
works since it has been already demonstrated that they
are well adapted to segmentation and / or denoising
problems. We first introduce our overall data process-
ing sequence and the positioning of our investigation in
section 2 and we preface encoder-decoder based seg-
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Figure 1: (a) Sample rod with several FOV areas. Translation steps (∆) calibrated to optimize overlaps (Ω). (b)
Acquisitions by X/Y-Axis translations: illustration of two FOV scans in blue and green. A unique full-scan (c) per
sequence provides high-quality tomogram (d) and binarisation (e) by traditional segmentation. Degraded full-scan
(f) provides degraded tomogram (g). The pair {(g),(e)} = (input, target) training dataset (h). All other sequence
scans done in very sparse configuration (i), providing 3D volumes (j), that are processed by the trained network
(k). Expected output (l) is a high-quality segmentation from degraded tomograms.

mentation methods in section 3. In section 4 we design
two networks more suitable to our use-case and explain
our design choices according to our data. Before con-
cluding, all networks are experimented in section 5 and
we discuss why our networks design specificities lead
to better results compared to the state-of-the-art tech-
niques.

2 EXPERIMENTAL DATA PROCESS-
ING

We present in this section the overall data processing
sequence developed in this study and the positioning of
investigated deep-learning methods (cf. Fig. 1).

Traditional tomographic reconstruction is the Filtered
Back Projection (FBP), widely used in both medical
and industrial CT scanners and appreciated for its easy
implementation and fast computation [Han81]. How-
ever, FBP is very sensitive to the noise in the acquisi-
tions and the tomogram quality depends on the number
of radiographs (cf. image degradation with the num-
ber of radiographs on Fig. 2). Indeed, according to
Shannon-Nyquist theory, FBP requires at least Nopt ≈
2000 radiographs to optimally reconstruct slices sized
N2 = 25602 pixels [PGF+05]. In our case, Nθ = 2000
leads to an excessive irradiation damaging bio-sample,
but we can safely measure 1800 radiographs (denoted

full-scan in the following) without noticeable accuracy
losses on the tomograms. However, due to the huge
number of acquired data (≈ 360 FOV acquisition / rod,
and ≈ 40 rods / mouse brain), both acquisition and data
processing times have to be drastically decreased. The
most practical solution consists of reducing the number
of radiographs (fast-scan).

Such a fast-scan - i.e when Nθ << Nopt - leads to an-
gular sampling problem which can be addressed thanks
to iterative CT reconstructions (IR-CT). This domain
of research has been amazingly fruitful and addressed
for decades [HNY+13, HL89, GG96, And89, JW03,
KS01]. Numerous IR-CT methods have been pro-
posed [DMND+00, ZWZ+18, RFK+14], including ra-
diograph ordering optimizations [Kol05, KB98, EF99],
multi-scale / multi-grid methods [MKL+16] or GPU-
based implementations [SKKH07, RXT07, ZHZ09].

Furthermore, FOV tomography (also denoted in-
terior / region-of-interest / local tomography)
can be addressed by dedicated IR-CT meth-
ods [ZNG08, HGD+10, LHW+15, PM17, SKR+14].
Despite their efficiency, IR-CT techniques are sparsely
deployed in routine applications because of both their
complexity and their computation time (×10 to ×100
FBP requirements). This latter limitation makes them
ultimately unrealistic to be used in our project.
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Nθ 100 300 600 900 1800

Dice 0.02 0.84 0.93 0.96 1.00 (ref.)

Figure 2: Reconstructed slices from acquisitions with 900 to 100 radiographs, compared to reference (ref.) full-
scan image (Nθ = 1800). Noise and artefacts increase when scanning becomes faster. Dice is obtained by adaptive
Renyi entropy based segmentation (compared to segmentation result from full-scan).

Golgi-staining leads to high contrasted features (fore-
ground) on full-scan reconstructed slices (cf. bright
features on Fig. 1(d)). Thanks to such a sample prepa-
ration, empty regions of the brain are very low in-
tensity and almost confounded with empty space (i.e.
both can be considered as background). In that con-
dition, a traditional (binary) segmentation such that an
adaptive Renyi entropy method [San04, KR14, SRR08,
FZL+17] conveniently extracts neuronal features even
if they are widely unbalanced (less than 3% of a to-
mogram are neuronal connectome in our case). Unfor-
tunately, traditional segmentation accuracy directly de-
pends on the tomogram quality, and thus significantly
decreases when a fast-scan is processed. As illustrated
on Fig. 2, we have for instance experimented that about
30% (resp. 50%) of the segmented features are lost
when the segmentation is processed from a tomogram
reconstructed with 300 (resp. 100) radiographs (com-
pared to the segmentation result obtained from full-scan
tomogram).

Alternatively to traditional approaches, we investigate
deep-learning networks for accurately segmenting de-
graded tomograms. Our bio-sample acquisition pro-
duces massive CT data from a sequence in which all
FOV CT scans are exactly measured in the same condi-
tions and on the same sample. This high repeatability
is particularly suitable for deep learning. We thus apply
the following data processing protocol (cf. Fig. 1): i)
only one full-scan FOV CT (c) is acquired per sequence
to obtain a high-quality tomogram (d) and its corre-
sponding high-quality segmentation (e) ; ii) the full-
scan is degraded (remove radiographs) to reach very
sparse scanning configuration (f) ; iii) the resulting de-
graded tomogram (g) is combined to the segmentation
(e) to provide the pair (input, target) feeding the in-
vestigated neural network training ; then, iv) all the
other FOV regions are acquired in fast-scan conditions
(j), providing degraded tomograms (j) which are seg-
mented using the trained network. One may note that
the training dataset is automatically obtained thanks to
the full-scan combined with a traditional data process-

ing pipeline, leading to an overall processing sequence
which is fully automated.

3 RELATED WORKS
Several efficient Convolutional Neural Networks
(CNN) have been proposed to address segmentation
task. The first network architecture has been proposed
by Long et al. [LSD15]. It is a Fully Convolutional Net-
work (FCCN) able to achieve a semantic segmentation
of natural images. However in these primary works,
pixel classification is considered inadequate to achieve
accurate segmentation since pixel localisation, which
is essential, is ignored. Thus Ronneberg et al. have
proposed a new architecture called U-Net [RFB15]
to address this limitation. U-Net is a CNN based on
encoder-decoder operations: i) the encoder compresses
the input data into a latent-space representation, and,
ii) the decoder aims at predicting the output from the
latent-space representation [BKC17].

The U-Net design is one of the most well-known ar-
chitecture for segmentation. A lot of variants have
been proposed to address several applications, such
as segmentation of Drosophilya cells in microscopy
images [RFB15] or road recognition in natural im-
ages [ZLW18], for instance. U-Net network also ad-
dress 3D segmentation thanks to 3D convolutional lay-
ers. For example, Cicek et al. [ÇAL+16] have designed
a 3D U-Net with a ReLU activation function to segment
kidney in confocal microscopic images.

The reason why U-Net and its variants are suitable for
medical image segmentation is that its structure can si-
multaneously combine low and high level information.
The low-level information aims at improving accuracy
while the high-level information helps to extract com-
plex features [LSLZ21]. Classical U-Net architecture
is based on a binary cross-entropy (BCE) [RFB15] loss
function suitable for balanced classes. In our study
case, class distribution is very imbalanced so that using
such a loss function could lead to roughly classifying
background only. A DICE loss function is more dedi-
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U-Net [RFB15] V-Net [MNA16] RED-
CNN [HZRS16]

RED-
Net [MSY16]

Original Application Segmentation Segmentation Denoising Restoration
Original Dimension 2D 3D 2D 2D
3D Capabilities Yes Yes Yes Yes
Activation function ReLU PReLU ReLU ReLU
Sampling function
(encoder path)

Maximum
Pooling

Convolution Convolution Convolution

Sampling function
(decoder path)

Transposed
Convolution

Transposed
Convolution

Transposed
Convolution

Transposed
Convolution

Skip connectors between
encoder & decoder

Vector
concatenation

Vector
concatenation

Scalar sum Scalar sum

Feature map
size variations

Yes Yes No No

Number of floors 4 + Bottleneck 4 + Bottleneck − −
Total number of
Convolutional layers

28 23 10 10 to 30

Loss function (C) BCE (G) DICE (A) MSE (B) MSE
Other experimented loss (F) DICE - (D) DICE (E) DICE

Table 1: Encoder-decoder characteristics. Notations (A) to (G) are refers to discussion Table 5.

cated to our use-case since it only scores estimated fore-
ground pixels. This U-Net variant, denoted V-Net, has
been first proposed by Milletari et al.[MNA16]. An-
other major design difference between U-Net and V-Net
consists of using convolution layers instead of pooling
layers to down/up-sample between each level of the net-
work.

Residual Networks[HZRS16] are deep learning
networks mainly made of convolutions and skip
connections. Their architecture is based on a deep
succession of convolutional layers which have empiri-
cally showed an accuracy gain over shallower networks
when coupled with skip connections. These skipped
connections take places between two not successive
layers to address the vanishing/exploding gradients
problem by adding a shallow residual mapping to a
deeper layer input. Our investigation also focuses on
RED-CNN and RED-Net which are residual networks,
but also encoder-decoder such as the previously
introduced U-Net and V-Net. RED-CNN (Residual
Encoder-Decoder Convolutional Neural Network) has
been developed for low-dose CT imaging. It has been
demonstrated in [HZRS16] that such a network is par-
ticularly efficient for preserving structural information
while reducing noise. Despite RED-CNN has been
proposed for segmenting tomograms reconstructed
from a large amount of low-dose X-Ray radiographs,
we investigate this network since the noise / artefacts
it deals with are quite similar to those observed on our
degraded tomograms. We also focus on the capabilities
of the RED-Net network which is a very deep fully
convolutional encoder-decoder network for image
restoration. Since denoising is part of the very de-

graded CT tomogram segmentation problem, RED-Net
architecture could provide some ideas to address
our task. Usually, RED-Net performs ten to thirty
successive convolutions (depending on the version),
and is also coupled with skip connections. A summary
of the characteristics of all the state-of-the-art networks
(U-Net, V-Net, RED-CNN, RED-Net) explored in this
study is provided in the Table. 1.

4 OPTIMAL ENCODER-DECODER
NETWORKS

In addition to the encoder-decoder networks detailed in
section 3, we introduce in this section two new encoder-
decoder networks specifically addressing the segmen-
tation of very degraded brain tomograms (Fig. 3). We
justify our architectural choices in accordance with our
data and the other networks architectures. Each level of
the encoder path is composed of a succession of con-
volutional layers + batch normalization + PReLU acti-
vation function ; maximum pooling (network I) or con-
volutions with strides (network H) are applied between
each down-sampling step. Symmetrically, the decoder
part is composed of a succession of transposed convolu-
tional layers with concatenations of symmetric encoder
feature maps. The final up-sampling step of the decoder
is finalized by a sigmoid function coupled with a binary
threshold in order to achieve the segmentation.

On top of that, batch normalization is added to speed
up the training process enabling a higher learning
rate [IS15], while PReLU activation function gen-
eralizes the traditional rectified unit and improves
network fitting with nearly zero extra computational
cost [HZRS15]. We investigated on two variations
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Our Application Segmentation of widely
unbalanced data in very
noisy tomograms

Act. function PReLU
Sampling function
(encoder path)

Batch normalization +
(H) Convolution
(I) Maximum Pooling

Sampling function
(decoder path)

Transposed Convolution

Skip connectors Vector concatenation
Number of floors 4
Total number of Convo-
lutional layers

18

Loss function Sigmoid + DICE +
Threshold

Figure 3: New investigated networks architecture and summary of their principal characteristics.

of this architecture assuming: i) network (I) with
maximum pooling will maximize Recall (Table. 4);
ii) network (H) with convolutions will maximize
Precision (Table. 4). Finally, the network minimizes
a DICE loss function at the end since it has been
already demonstrated it is suitable for accounting
on very imbalanced foreground data. However, this
minimization is completed with a sigmoid + threshold
in order to achieve the binary segmentation. Finally,
the overall networks can be designed to work in 2D
to perform a segmentation slice by slice, or directly
in 3D. Thus both designs have been implemented and
results are discussed in the following section.

Second we experiment several level of pre-filtering over
the training data to verify the consideration of imbal-
anced background during the training. All networks
investigated in this paper are trained with: i) no filter-
ing (i.e. all patches are considered), ii) > 0 filter (only
the patches containing at least one foreground pixel are
used), and, iii) > 5% filter (only the patches containing
at least 5% of foreground pixels are used).

Prediction results are given as an illustration on Table 2
for our network (I), but similar behavior is observed for
all networks. It leads to a performance superiority for
trained networks excluding patches without any data of
interest, slightly better than the classic not filtering pro-
cess, but highly better than the 5% filtering. Consider-
ing the reduced amount of training data from a higher
filtering rate, we investigated on this potential bias. Pre-
diction results of the filtering process with a same num-
ber of training data are given Table 3. The ranking be-
tween the processing methods remains the same with
still a huge gap between > 0 and > 5% filtering meth-
ods and a superiority of the > 0 filtering over the no
filtering method. Training on too much background
(no filtering) lowers the features of interest over back-
ground ratio while eliminating too much foreground
(> 5% filtering) lowers the absolute features of interest
information to train on. The > 0 filtering method take
the fullest information while increasing the features of

interest over background ratio leading to higher perfor-
mances.

5 DISCUSSION
In this section, we first compare our proposed networks
to the state-of-the-art encoder-decoders through their
segmentation performances from very degraded brain
CT tomograms. Notice that all networks are trained
using the optimal pre-filtering explained in previous
section. Then, since network design can be consid-
ered in 2D or in 3D, we compare both design to es-
timate the quality gain of 3D (which is computation-
ally widely more gloutonous, thus requiring HPC or
GPU-box computers) over to 2D (rapidly achievable on
a general purpose computer).

Metric comparisons are based on the standard confu-
sion matrix composed of true positive (t p), true nega-
tive (tn), false positive ( f p) and false negative ( f n) ratio
compared to ground truth. We also discuss the results
using the Precision, Recall, Dice and Jaccard metrics,
reminded in the Table 4. Precision (ratio of correctly
segmented voxels among all predicted foreground) and
Recall (ratio of correctly segmented foreground vox-
els compared to ground truth) are complementary: a
high Precision coupled with a high Recall means a high-
quality prediction of the network. Conversely, if one of
them is not high enough, the prediction quality down-
grades. Dice and Jaccard values are mentioned since
they state the similarity and the diversity between pre-
dictions and ground truth.

As already mentioned, in all our experiments: i) full-
scan are processed with 1800 radiographs while fast-
scans only contain 100 radiographs ; ii) FBP is used for
all CT reconstructions, and, iii) an adaptive Renyi en-
tropy based segmentation is used from high-quality to-
mograms to obtain the training target and ground truths
to be compared with network predictions.

5.1 Networks comparison
Prediction results are given on Table 5 for networks
trained on fast-scans containing only 100 radiographs.
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Filters nb patchs TP FP FN TN P R D J
no filter 9680 18020 2280 10361 3066939 0.887 0.634 0.740 0.587
> 0 7294 21261 3703 7120 3065516 0.852 0.749 0.797 0.663
> 5% 257 25118 222378 3262 2846842 0.101 0.885 0.182 0.100

Table 2: Processing filtered data (maximum data)

Filters nb patchs TP FP FN TN P R D J
no filter 257 17979 14646 10402 3054573 0.551 0.633 0.589 0.418
> 0 257 17764 10697 10617 3058522 0.624 0.626 0.625 0.455
> 5% 257 25118 222378 3262 2846842 0.101 0.885 0.182 0.100

Table 3: Processing filtered data (reduced data)

Precision ↑ Recall ↑ Dice ↑ Jaccard ↑

P =
t p

t p+ f p
R =

t p
t p+ f n

D =
2∗ t p

2∗ t p+ f p+ f n
J =

t p
t p+ f p+ f n

Table 4: Definition of Prediction, Recall, Dice and Jaccard metrics.

Methods TP FP FN TN P R D J

Trad 28381 3067457 0 1762 0.009 1.0 0.018 0.009

(A) RED-CNN (MSE) 0 0 28381 3069219 0 0 0 0
(B) RED-Net (MSE) 0 0 28381 3069219 0 0 0 0
(C) U-Net (BCE) 0 0 28381 3069219 0 0 0 0

(D) RED-CNN (DICE) 0 0 28381 3069219 0 0 0 0
(E) RED-Net (DICE) 0 0 28381 3069219 0 0 0 0
(F) U-Net (DICE) 19194 2451 9186 3066769 0.887 0.676 0.767 0.623
(G) V-Net (DICE) 20132 3380 8249 3065839 0.856 0.709 0.776 0.634

(H) Our Network (conv) 18715 2212 9665 3067008 0.894 0.659 0.759 0.612
(I) Our Network (maxP) 21261 3703 7120 3065516 0.852 0.749 0.797 0.663

Table 5: Encoder-decoder performances overview (tomogram reconstructed with 100 radiographs)

In that case, the traditional segmentation performances
lead to a nearly white-only pixel prediction. Among
the nine encoder-decoder networks, five are not effi-
cient and perform a black pixel only prediction: i) Net-
works (A) with BCE loss and (B) & (C) using MSE
loss which are weak against hugely imbalanced clas-
sification tasks; ii) (D) RED-CNN and (E) RED-Net
which are customized with a DICE loss but are primar-
ily designed for denoising and restoration thus justify-
ing their inefficiency to our use-case. The four work-
ing encoder-decoders are (F) U-Net customized with
DICE, (G) V-Net, and our networks, (H) and (I), which
lead to a DICE score of 0.759 to 0.797 (resp.) com-
pared to the 0.018 for the traditional method. Each of
the four networks is built using vector concatenation as
skip connectors between encoder and decoder, coupled
with feature map size variations and a DICE loss func-
tion. Note that it is not the case for any of the networks
which does not work (i.e. (A), (B), (C), (D) and (E)).

Investigating on the design specificities of the four net-
works linked to their performance ranking, we were
not able to highlight some evidence. Especially we ex-

pected: i) (F) and (I) networks with maximum pool-
ing to maximize Recall; ii) (G) and (H) networks with
convolutions to maximize Precision; iii) (H) and (I) net-
works with fewer floors to be ranked better as they man-
aged to process more information in the network.

5.2 2D versus 3D DL segmentation
We investigate now our deep learning segmentation
model using independent slices (2D segmentation of
slices) and 3D (tomogram segmentation). As high-
lighted in Figure 4 and on the Table 6 metric compar-
ison between 2D and 3D designs, there is a huge per-
formance gap between 2D and 3D processing for our
particular task. Processing 3D volumes brings shapes
continuity, which should explain the performance su-
periority. Indeed, considering the tomogram as a whole
results in 3D patches decomposition in the network
model. Such a volumetric representation propagates the
3D morphological context of the features to segment
through the latent space of the network, which would
not be the case if the tomogram were considered slice
by slice.
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Dimension TP FP FN TN P R D J

2D 25577 15043 31457 3025523 0.629 0.448 0.523 0.354

3D 39630 4679 17404 3035887 0.894 0.694 0.782 0.642
Table 6: Tomogram processing (3D model) against independent slice processing (2D slice-by-slice segmentation)

(a) (b)
Figure 4: Comparison of 2D model result (a) and 3D model result (b) compared to ground truth (Yellow=TP,
Red=FP, Green=FN, Black=TN).

6 CONCLUSION
Being able to reconstruct whole brain network from
degraded tomograms remains a challenge as the tradi-
tional algorithms are not able to produce useful results.
We have investigated several models of deep learn-
ing methods and proposed new approaches. From this
whole set of experiments we can observe that encoder-
decoder performances highly overcome traditional seg-
mentation for 100 radiographs fast-scan processing and
such models are good candidates to achieve our ad-
dressed task: providing a good quality segmentation
from degraded tomograms reconstructed with a limited
number of radiographs. More with a small number of
layers the best networks are able to manage 3D images
and allow to extract information coming from the whole
brain conformation. Future works will investigate post
processing methods to reconstruct the brain neuronal
structures, for example by introducing graph concept
into the deep-learning network designs in order to con-
nect positive pixels, i.e. to directly recover neuronal
structures instead of the subset of voxels composing it.
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ABSTRACT
The traditional image classifiers are not capable to verify if samples belong to specified classes due to several rea-
sons: classifiers do not provide boundaries between in-class and out-of-class samples; although classifiers provide
separation boundaries between known classes, classifiers’ latent features tend to have high intra-class variance;
classifiers often predict high probabilities for out-of-distribution samples; training classifiers on unbalanced data
results in bias towards over-represented classes. The nature of the class verification problem requires a different
loss function than the ubiquitous cross entropy loss in traditional classifiers: input to a class verification function
includes a suggested class in addition to an image. As opposed to outlier detection, space is transformed to be
not only separable, but discriminative between in-class and out-of-class inputs. In this paper, class verification
based on a euclidean distance from the class centre is proposed and implemented. Class centres are learnt by
training on a centre loss function. The method’s effectiveness is shown on a self-checkout image dataset of 194
food retail products. The results show that a two-fold loss function is not only useful to verify class, but does not
degrade classification performance - thus, the same neural network is usable both for classification and verification.

Keywords
Self-checkout images, class verification, centre loss, outlier detection.

1 INTRODUCTION

Real-world computer vision tasks include a need to
verify claims that an image contains a claimed type of
object. A popular research area of class verification is
face verification ([1], [15], [18], [14], [21], [5], [13]),
where a class represents a person. In face verification,
the computer vision task is to verify if a person in an
image is the same person he/she claims to be. The
negative samples are usually ID of another person than
in the image. Another popular research area in class
verification is predicting image authenticity, given
an image and a class in that image ([8], [11]). The
negative examples are usually images generated by
conditional generative adversarial networks (GAN).

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

In food retail self-checkouts, a computer vision task
attempts to check if a product in an image is the same
product as a customer’s chosen one. Negative samples
are images of products other than the customer’s choice.

The class verification task is a binary classification task
that takes two inputs: an image and a label ([21], [2]).
A label is one of the trained classes. An image contains
one of the following: a) an object of the same class
as the label b) an object of a different trained class
than the label or c) out-of-distribution input (OOD -
any object of the unknown class or no object at all).
The goal of the class verification task is to separate
a) ("Correct") from the rest ("Incorrect") - whether an
object in an image belongs to the claimed class or not.
Class verification does not need to distinguish between
b) and c) - whether an object in an image is of any
other known class, or an unknown class, or does not
contain an object at all.

The class verification task differs from other classic
computer vision tasks - classification and detection.
Multi-class classification algorithms predict the dis-
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tribution of probabilities only among a list of known
classes. An image containing an object of an unknown
class passed to a classification neural network leads
to unpredictable results, whereas the class verification
task requires it to be rejected as "Incorrect" no matter
what label is passed as input. Passing an image
containing a known class’ object to a classifier is
likely to yield a higher probability for the correct
class. Still, the probability boundary that separates
correct class from incorrect is unknown. Thus, clas-
sification networks cannot be used for verifying class
identities directly. Detection networks usually consist
of two steps: 1) predicting object patches with the
highest objectness probabilities (whether an object of
a known class exists) and 2) predicting probability
distributions of the patches between the known classes
(classifying). Thus, detection algorithm errors in
predicting objectness are penalized differently from
errors classifying known objects. Nevertheless, class
verification tasks are indifferent to the existence of
objects other than the claimed class. Training detection
networks require labels with bounding boxes around
the objects, but class verification tasks are indifferent
to object location within images - both during training
and inference. Detection networks usually classify
image crops having the highest objectness scores in a
similar way as classification networks: they distribute
class probabilities among the list of known classes.
Therefore, a similar lack of boundary between correct
and incorrect classes in detection networks makes them
directly unusable to verify classes.

Despite the lack of proper loss function for verifying
classes in image classification and detection neural
networks, their ability to extract image features has
been widely demonstrated [25], [19], [10]. Knowledge
transfer is widely used between different tasks. There-
fore, the backbones of neural classification or detection
neural networks are likely useful in class verification if
the loss function is changed.

Class verification task relates to conditional outlier
detection task ([16], [17]). Outlier detection algo-
rithms draw a boundary between in-distribution and
out-of-distribution samples, and judge new samples
based their relation to that boundary. However, outlier
detection tasks do not make an explicit attempt to
transform space in such a way that all samples (of a
single class) are placed nearby.

Class verification task has a wide variety of applica-
tions. In the context of face verification, the suggested
class comes from a presented ID, which must be
confirmed by class verification. In the context of
self-checkouts, the suggested class is a customer’s

chosen product from a picklist menu, which must be
confirmed by class verification.

2 RELATED WORKS
Images are multi-dimensional data points that must be
reduced in dimensionality prior to applying machine
learning techniques. The most common by far are con-
volutional neural networks. [24], [4] use a fully con-
nected layer of a classifier.

Outlier detection estimators judge samples by
learnt boundary between in-distribution and out-of-
distribution samples. Boundary shapes differ by
method: robust covariance [17] learns ellipsoid-,
one-class SVM [7] learns hyperplane-, isolation forest
[6] learns any-shaped boundaries. This research uses a
simple hypershere-shaped boundary. However, our loss
function pushes latent space variables of any class to
the same point ("class centre"), thus a centre-enclosing
hypersphere-shaped boundary suffices.

The class prototype is a generalization of multiple data
samples of a single class. Multiple research attempts
have been made to derive a class prototype given a set
of data samples. [9] uses the term "class prototype
in a semantic space", which is category vectors (one
per category). They construct the category vectors by
using auxiliary textual information about the classes of
interest. We do not use any textual or other information
about the classes to train category vectors - mostly
because discriminative textual information is not easily
obtainable for the country-, chain-, or store-specific
classes of self-checkout products.

A typical task of class verification is a well-researched
face verification. Siamese network in [18] effectively
learns a distinction function - whether two images be-
long to the same class (person) or not. It consists of two
identical networks with shared weights and a distinction
layer that measures the euclidean distance between em-
beddings of a fully connected layer. A similar concept
is employed in Triplet Loss [14], except it uses three im-
ages to calculate a loss function: an anchor, a positive
(same class/persons’) and a negative (another person’s).
The Anchor+Positive pair is trained to output an op-
posite value than the Anchor+Negative pair. Both dis-
tinction function-based methods - Siamese and Triplet
- require reference images (or their embeddings) during
inference. Although that’s usually satisfiable when a
number of images per class is small, using big training
datasets faces several challenges: first, different refer-
ence images lead to different verification results; sec-
ond, inferring against multitude of reference images is
rarely feasible due to performance and storage reasons.
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Research in artificial intelligence safety attempts to ver-
ify if the input is consistent with known (in-distribution)
samples. Deep Verifier Networks (DVN) [2] use an
autoencoder’s latent layer’s activations to estimate the
density of known samples. Samples with latent activa-
tions inconsistent with the density model are rejected
as adversarial. DVN does not attempt to model latent
space where intra-class samples are clustered together.
Thus DVN does not derive class prototypes. Since our
"adversarial" samples are images of other than the de-
clared class, we suggest that deriving a class prototype
is meaningful.

Another way to verify class is to derive a class proto-
type during training and then compare an input sam-
ple against the prototype during inference. The Dis-
criminative Feature Learning [21] derives a class cen-
tre using a neural net’s latent layer’s activations. They
use a two-fold loss function: one member is a stan-
dard classifier’s cross-entropy loss; another is the eu-
clidean distance from a class prototype’s centre. Class
centres are updated in every iteration, thus "learned".
Training such a two-fold loss function pushes the la-
tent layer activations closer together for samples of the
same classes. The first member of such a loss function
- cross-entropy - ensures that different class centres are
separable, i.e. do not regress to the same point. They
perform extensive experiments to pick the best weight
between the summands of the loss function. In this arti-
cle, authors use the same two-fold loss function (Eq. 1)
in the experiments. In addition, authors perform experi-
ments on the best size of the latent layer. Discriminative
Feature Learning focuses on verification and only uses
cross-entropy loss to separate class centres but does not
provide classification results. We recognize that classi-
fication results are as important as verification results,
thus provide both and compare classification-only ver-
sus classifier-plus-verifier results.

The loss function of class-prototype-based methods
measure the distance between class prototype’s and a
sample’s embeddings. SphereFace [13], ArcFace [5]
measure the angular distance between class prototype’s
and sample’s embeddings, then modify cross-entropy
loss function to use angular distances. They show
better discrimination of inter-class features than regular
cross-entropy. Their unifold loss function does not
allow to adjust classification vs. verification relative
importance, but this research’ loss function (Eq. 1)
allows it using λ hyperparameter. Since this research’
primary focus is verification, and authors only include
cross-entropy loss in order to preserve class separa-
bility, i.e. not to regress all class centres to the same
point, it is important to adjust this relative importance.

3 METHODS

3.1 Dataset

Authors used the same dataset of retail products in the
self-checkout environment as in their other research ar-
ticles [3] and [4]. The dataset contains 194 different
food retail products that do not usually carry barcodes.
Thus, they need to be identified using different methods
at the time of checkout. The training dataset was bal-
anced by data augmentation and contained roughly 10K
different images per class, most being augmented varia-
tions of original images. Neither the testing nor training
set included out-of-distribution samples - samples of
unknown classes. All the negative samples (i.e. "Incor-
rect" selections) were generated by labelling an image
with one of the available classes other than the correct
class. Out-of-distribution samples were not included
due to difficulties in collecting them. Authors recog-
nize that including out-of-distribution samples might be
helpful in further research.

3.2 Architecture Details

Authors started architecture experiments with their own
individual class classifier’s backbone that is explained
in detail in [3]. The classifier’s backbone contains 7
convolutional and 2 dense blocks. Each block contains
a Convolutional or a Dense layer, followed by a Batch-
Norm layer, followed by a ReLU activation. Each con-
volutional layer is followed by a MaxPool layer. It was
shown to perform in other research papers [3] and [4]
on the same self-checkout dataset. Presumably, this im-
plies that the architecture is fit to carry enough infor-
mation through the network layers about the classness
of sample images. In addition, the architecture contains
little parameters (3.2mln) compared to leading architec-
tures on big sets like ImageNet - CoCa [22] (2100mln),
ViT-G/14 [23] (1843mln), EfficientNet [20] (11mln and
up).
In addition to the original classifier, the authors added
a Center Loss layer (explained below) and an Extra
Dense layer. The final model architecture is shown in
Fig.1. Experiments were performed, and results were
reported using different sizes of the Extra Dense layers.
Training without the Extra Dense layer did not saturate
the loss function.

Figure 1: Model architecture
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3.3 Center Loss layer
The Center Loss (CL) layer takes two inputs: activa-
tions ∈ Rm∗cnt (m - number of minibatch samples; cnt
- count of neurons in the extra dense layer) and image
labels (m one-hot vectors). It has an internal parameter
of class centres ∈ Rn∗cnt (n - number of classes). The
output of the CL layer is the difference vector ∈ Rm∗cnt

between samples’ corresponding class centres and sam-
ples’ activations of the extra dense layer.

3.4 Loss function
The class verification task’s loss function should return
a high value when the image does not contain an object
of the claimed class and a low value when it does.
Authors suggest a concept of a class centre (or a class
prototype) - virtual data points in latent space, one per
class. The design of the loss function was twofold:
first, the intra-class proximity had to be developed;
second, the inter-class difference had to be preserved.
Such a loss function allows verifying if the sample
belongs to the class based on its distance from other
samples of that class.
The entire loss function (Eq. 1) is a weighted sum of
Cross Entropy loss and Center loss, having a relative
weight hyperparameter λ .

L = LS +λ ∗LC (1)
where:

L−Total Loss
LS − Cross Entropy Loss of Softmax
λ − Center Loss weight (hyperparameter)
LC − Center Loss

Cross Entropy loss (Eq. 2) preserves differences be-
tween classes. Without Cross Entropy loss, the centres
of all classes are likely to regress to one point. Cross
Entropy loss does not minimize differences between
various samples of the same class.

LS =−
m

∑
i=1

log
eW T

yi
∗xi+byi

∑
n
j=1 eW T

j ∗xi+b j
(2)

where:
LS −Cross Entropy Loss of Softmax
m−Number of samples
n−Number of classes
xi − i-th sample’s activations extra dense layer
yi − i-th sample’s label
W ∈ Rcnt∗n −Weights, last dense layer
b ∈ Rn −Biases, last dense layer
cnt −Count neurons, extra dense layer (hyper-p)

Center Loss (Eq. 3) aims to minimize the distance
between various intra-class samples. A concept of
the class centre is introduced: it is an average vector
of all samples in that class of the extra dense layer’s
activations. The sample’s distance from the class centre
is calculated as L2 norm of the difference between the
sample’s and the class centre’s vector. Although other
distance types than Euclidean are available, authors
limited this research to L2 only.

LC =
1
2

m

∑
i=1

∥xi − cyi∥
2
2 (3)

where:
LC −Center Loss
m−Number of samples
xi − i-th sample’s activations of the extra dense layer
yi − i-th sample’s label
cyi −Center of the yi-th class

Whereas centre loss attempts to minimize the distance
between a "class centre" and samples of that class, it
does not attempt to maximize inter-class distances. Al-
though it is possible extending the loss function to pun-
ish low inter-class distances would result in an even
better separation of classes, authors left it out of this
research.

3.5 Training Details
The Center Loss layer did not have any trainable pa-
rameters updateable by gradient descent. Yet, the in-
ternal parameter of class centres was updated in each
iteration: only centres of the classes represented by the
samples in a minibatch were updated, whereas unrepre-
sented class centres were left untouched. Class centres
were updated as shown in Eq. 4.

Center =Center+α ∗ (Activations−Center)
(4)

where:
Center− center of a a sample’s class ∈ Rcnt

Activations− extra dense layer’s activations ∈ Rcnt

α − center’s learning rate (hyperparameter)
cnt − count of neurons extra dense layer (hyper-p)

Authors trained for up to ten epochs with a patience cri-
teria of five epochs (i.e. training was stopped and best
weights restored if the five last epochs of training did
not improve the validation loss function value). Train-
ing on a relatively big training set of two million images
(about 10 thousand per class) usually saturated in the
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first 1-2 epochs. Therefore a maximum of 10 epochs
was never reached. The criteria for the best weights
selection and early stopping was total validation loss,
which is the sum of Softmax layer loss and Centre loss.
Adam [12] optimizer with a default learning rate of
0.001 was used.
Authors had to choose a proper λ value (relative weight
of Centre loss vs Softmax’ loss). The value was chosen
0.1 from previous experiments [21]. Finding the best
value of λ was left out of scope of this paper and needs
to be investigated in further research.
The training was executed on a GPU Nvidia Tesla
V100-SXM2-32GB. The training duration of 1 epoch
on about two million images varied between 45 and 55
minutes.

3.6 Testing Details
For every test image, authors measured the distance
from every class centre. That gave m∗n measurements
(m - dataset size; n - number of classes), of which m
were positive ("Correct" selections) and m ∗ (n − 1)
were negative ("Incorrect" selections). The results
were calculated by giving weight (n−1) to the positive
measurements so that the "Correct" and the "Incorrect"
classes were balanced. The test set did not contain
any out-of-distribution (OOD) samples, i.e. samples
outside the known list of classes.

4 RESULTS
The main result in Table 1 shows class verification
Equal Error Rate (EER, or Error Rate@False Posi-
tive Rate=False Negative Rate) and Receiver Operating
Characteristic’s Area Under Curve (ROC AUC). Au-
thors exclude neuron counts before near-saturation was
reached.

Neuron Count EER ROC AUC
2048 0.073 0.978
1536 0.073 0.978
1024 0.076 0.976
768 0.073 0.979
512 0.076 0.974
256 0.110 0.956

Table 1: Equal Error Rate (EER) and ROC Area Under
Curve (AUC) for various neuron counts in Extra Dense
layer

Figure 2 displays ROC curves for various distances
from centre thresholds and for various number of
neurons in the extra dense layer. ROC Area Under
Curve saturates when the Center Loss layer reaches
approximately 512-768 neurons.

Figure 2: Receiver Operating Characteristic (ROC)
curves for various numbers of neurons in the extra
dense layer

Figure 3 shows ROC AUC’s experimentally found
dependency on the number of neurons in Extra Dense
layer. AUC climbs steeply until it saturates at about
512 neurons. An increase in neuron count above 512
does not improve AUC.

Figure 3: ROC Area Under Curve (AUC) dependency
on the number of neurons in the extra dense layer

Figure 4 depicts the accuracy of the individual class
classification. The original classifier performed at
73.2% accuracy on the validation set. Authors ex-
pected that an additional component of Center Loss
in the Loss function would decrease the accuracy of
individual class classification. However, the graph
shows approximately the same individual classification
accuracy when the Extra Dense layer contains at least
8 neurons: 73.2%±0.8%.

Figure 5 shows the relative importance of the Loss
function summands: LS (Softmax’ cross-entropy loss)
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Figure 4: Classification accuracy dependency on the
number of neurons in the extra dense layer

Figure 5: Loss (Softmax and Center) relative values and
dependency on number of neurons in the extra dense
layer

and LC (CL layer loss). The Softmax’s cross-entropy
loss gains minimum value at approximately 8-16
neurons in the Extra Dense layer, then stays at about
the same rate upon adding more neurons. This relates
to the fact that classification accuracy also saturates at
about the same 8 to 16 neurons. Center Loss obtains
its minimum values between 8 and 128 neurons, then

Figure 6: Figure 6: Distance distribution of CL layer activations from the same (Correct) vs other (Incorrect) class centres

rises steeply outside this range, mainly due to rising
dimensionality of space where distances are calculated.

Figure 6 depicts sample distance distributions for the
selected number of neurons in the Extra Dense layer.
The separation between distances from samples’ own
class centres ("Correct" classes) versus from other class
centres ("Incorrect" classes) increases with the increase
of neurons in the Extra Dense Layer until saturation
is reached. The mean distance of both - Correct and
Incorrect - increases with the number of neurons.

Figure 7 shows sample images and their distances from
selected class centers. Threshold at Equal Error Rate
(Thr.@EER) mark separating line between positive
(below the line) and negative (above the line) verifi-
cation result, when False Positive Rate equals False
Negative Rate.

4.1 Architecture experiments
Authors performed experiments without the Extra
Dense layer shown in Figure 1. With Extra Dense
excluded, training did not saturate the loss function
and did not achieve satisfiable separation in distances
between "Correct" and "Incorrect" classes.
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Figure 7: Sample images and their distances from selected class centers

6 CONCLUSIONS
Our work reinforces the value of using the Center Loss
function to verify sample’s belonging to a class. In a
self-checkout products dataset we received 92.7% veri-
fication accuracy (at Equal Error Rate). Authors discov-
ered that adding a centre loss function to discriminate
class features did not negatively affect classification ac-
curacy: 73.2%±0.8% (vs 73.2% without Center Loss).
Thus the same neural network can be used both for clas-
sification and verification without sacrificing accuracy.
We showed a minimum number of neurons is neces-
sary for both classification accuracy and class verifica-
tion accuracy to saturate. Once saturated, adding more
neurons does not improve classification or verification
accuracy.
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ABSTRACT
More information leads to better decisions and predictions, right? Confirming this hypothesis, several studies
concluded that the simultaneous use of optical and thermal images leads to better predictions in crowd counting.
However, the way multimodal models extract enriched features from both modalities is not yet fully understood.
Since the use of multimodal data usually increases the complexity, inference time, and memory requirements
of the models, it is relevant to examine the differences and advantages of multimodal compared to monomodal
models. In this work, all available multimodal datasets for crowd counting are used to investigate the differences
between monomodal and multimodal models. To do so, we designed a monomodal architecture that considers the
current state of research on monomodal crowd counting. In addition, several multimodal architectures have been
developed using different multimodal learning strategies. The key components of the monomodal architecture are
also used in the multimodal architectures to be able to answer whether multimodal models perform better in crowd
counting in general. Surprisingly, no general answer to this question can be derived from the existing datasets.
We found that the existing datasets hold a bias toward thermal images. This was determined by analyzing the
relationship between the brightness of optical images and crowd count as well as examining the annotations made
for each dataset. Since answering this question is important for future real-world applications of crowd counting,
this paper establishes criteria for a potential dataset suitable for answering whether multimodal models perform
better in crowd counting in general.

Keywords
Crowd Counting, Multimodal Learning, RGB-T, Transformer

1 INTRODUCTION

One of the biggest challenges of crowd counting in real-
world applications is dealing with varying lighting con-
ditions. Since crowd counting can be very important
for event security and crowd monitoring, good perfor-
mance independent of lighting conditions is essential
for real-world applications. Especially at night, lighting
is often poor, resulting in less contrast and information
in optical images and thus reducing the accuracy of pre-
diction models. In this case, thermal images are more
suitable because they do not rely on visible light. On
the other hand, optical images can contain more infor-
mation during the daytime compared to monochrome
thermal images due to their color information. In addi-
tion, the environment may heat up during the day, re-
sulting in lower contrast in thermal images, as human
body temperature is almost constant. Overall, the use
of both modalities seems to be symbiotic and to lead
to better results compared to the use of a single modal-
ity. Using multiple modalities to train a model has led
to state-of-the-art results in many cases. In particular,
with the rise of transformers [Vas17], where inputs are
transformed into homogeneous tokens, using multiple
modalities such as text or images in a model has be-

come easier. In the area of monomodal crowd count-
ing, the use of transformers has not been fully explored.
To our best knowledge, with the exception of one work
[Tia21], previous research has focused only on convo-
lutional networks. The use of transformers has tremen-
dous potential, as previous work [Zha16] [Li18] has of-
ten achieved better results when improving the extrac-
tion of multi-scale features. Although existing work
[Liu21] [Pen20] concludes that the use of optical and
thermal imagery leads to better crowd counting predic-
tions, it is not yet fully understood how such models
internally work and how they extract enriched features
from both modalities.

Apart from the lack of understanding of how multi-
modal models work internally, it is not entirely under-
stood whether the multimodal approach leads to better
crowd counting results in general or only under certain
conditions. Further research with potential influencing
factors such as illumination, distance to the crowd, or
number of people per image is needed to gain more cer-
tainty about whether multimodal crowd counting leads
to better predictions in general. For this reason, in this
paper we investigate the impact of using optical and
thermal images simultaneously in crowd counting.
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To investigate the impact of using optical and ther-
mal images simultaneously in crowd counting, we de-
signed a monomodal and several multimodal architec-
tures consisting of the same key components. When
we designed the monomodal model, we took into ac-
count the latest developments in the field of monomodal
crowd counting. In addition, we have developed three
multimodal models that incorporate different strategies
of multimodal learning. To allow a comparison be-
tween the monomodal and the multimodal architec-
tures, all key components of the monomodal architec-
ture are also part of the multimodal architectures. The
goal of this comparison is to find out whether multi-
modal models lead to better crowd counting results in
general or only under certain conditions. Since this
comparison led to interesting findings, we further an-
alyzed all the datasets used to compare the models.
To this end, we examined the relationship between the
brightness of optical images and the number of individ-
uals in the image. We also randomly selected a subset
of each dataset and examined how individuals were la-
beled in the images from both modalities.

In examining the differences between the monomodal
and the multimodal architectures, we found that exist-
ing datasets have a bias toward thermal images. This
does not allow us to determine whether multimodal
crowd counting leads to better results in general or only
under certain conditions. For this reason, we have de-
scribed criteria for a dataset suitable for investigating
the research question.

2 RELATED WORK
Monomodal Crowd Counting: Crowd counting has
been studied for decades. While a few works have used
thermal images for crowd counting, most works have
used optical images to examine crowd counting. As in
other areas, the use of deep learning models [Wan15]
[Fu15] has led to more accurate predictions in crowd
counting. In recent years, the use of a density map-
based approach for crowd counting has become preva-
lent. Many recent works have addressed the question of
how to deal with scale variations in images. In partic-
ular, techniques such as multi-column models [Zha16]
or dilated convolutions [Li18] have been used to extract
multi-scale features from the image. Since such tech-
niques aim to increase the receptive field of a network,
it was no surprise that state-of-the-art results could be
achieved by using a transformer encoder [Vas17] to ex-
tract features [Tia21].

Multimodal Crowd Counting: Multimodal learning
is becoming increasingly relevant in the field of crowd
counting. So far, the use of optical and thermal images
[Liu21] [Pen20] [Tan22] [Gu22] as well as the use of
optical and depth images [Lia22] [Lia19] has been in-
vestigated. However, depth images provide only a lim-

ited depth range (0 ∼ 20 meters), making them unsuit-
able for many real-world crowd counting applications
[Liu21]. Also, when using depth images, there is still
the problem that less information is available in poorly
illuminated scenes. For this reason, we will focus on the
use of optical and thermal images in this paper. While
all work concludes that the additional use of thermal
images leads to better predictions in crowd counting,
it is not fully understood under what circumstances it
is beneficial to complement optical images with ther-
mal images to obtain better predictions. Previous work
has focused primarily on constructing a novel model ar-
chitecture that outperforms the state-of-the-art in multi-
modal crowd counting. While this approach proves the
effectiveness of the models created, it does not allow us
to fully understand how complementary information is
extracted from both modalities.

Multimodal Crowd Counting Datasets: Similar to
different multimodal models, two different datasets
[Liu21] [Pen20] consisting of optical and thermal
image pairs have been published in recent years.
The dataset published by Peng et al. [Pen20] was
acquired with a drone and contains 3,600 image pairs.
Furthermore, this dataset contains information about
distance (scale of individuals), illumination and crowd
count per image pair. The other dataset, which was
published by Liu et al. [Liu21], contains 2,030 image
pairs. The image pairs of this dataset were taken from
a normal perspective. Information on the number of
individuals and lighting is available for each image
pair.

3 EFFECTIVENESS OF MULTI-
MODAL CROWD COUNTING

To allow a comparison between monomodal and mul-
timodal architectures, we first developed a monomodal
architecture. This monomodal model takes into account
recent advances in the field of monomodal crowd count-
ing and its main components are reused in subsequent
multimodal architectures to allow a fair comparison.
Since the constructed monomodal architecture is heav-
ily inspired by recent advances in monomodal crowd
counting and does not incorporate any new strategies,
we only used one monomodal model for comparison.

3.1 Monomodal Architecure
The monomodal architecture designed in this work is
inspired by the work of Tian et al. [Tia21] as well as
the implementation of the work realized in [Wan21a].
The CCTrans model designed by Tian et al. [Tia21]
achieves state-of-the-art results on multiple monomodal
crowd counting benchmarks [Zha16] [Wan21b] [Idr18].
Our monomodal architecture is shown in Fig. 1. In-
stead of Twins [Chu21], which was used by Tian et al.
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Figure 1: The architecture of our monomodal model,
which is inspired by the work of Tian et al. [Tia21]
as well as the implementation of the work realized in
[Wan21a]. The input image is first transformed into
tokens. From these tokens, features are extracted by
a hierarchical transformer-based backbone. The hierar-
chical feature maps are then aggregated and finally used
by the regression head to predict the crowd count. The
parameter d indicates the dilatation rate used.

[Tia21], we used PVTv2 [Wan21c] as the transformer-
based backbone in our architecture. By empirical anal-
ysis, we found that the PVTv2 architecture leads to bet-
ter results for us. More specifically, for our monomodal
architecture, we used the PVTv2 B0 variant, which al-
lows shorter training time and requires less computa-
tional resources. However, this leads to slightly worse
results compared to other PVTv2 variants with more pa-
rameters. This was acceptable to us, as our primary goal
was not to construct a novel architecture with state-of-
the-art results. Furthermore, we adopted the pyramid
feature aggregation and regression head of Tian et al.
[Tia21], but used the convolution kernel sizes used in
[Wan21a]. Again, through empirical analysis, we found
that these kernel sizes led to slightly better results for
us.

3.2 Multimodal Architectures
After the monomodal architecture was designed, three
different multimodal architectures were designed that
incorporate different strategies of multimodal learning.
As mentioned before, the key characteristics of the
monomodal architecture are also incorporated in the
three different multimodal architectures. The idea be-
hind this is that when using the same weight initializa-
tion (prior) and the same model properties (which con-
strain the hypothesis space), better results can only be
explained by more information provided by the addi-
tional modality (data). In this work, we chose to use

early and late fusion as two simple multimodal strate-
gies. These have also been used in previous work on
multimodal crowd counting [Liu21] [Pen20]. In addi-
tion, we apply a more advanced deep fusion strategy us-
ing the Information Aggregation and Distribution Mod-
ule (IADM) of Liu et al. [Liu21] which has been shown
to be effective for multimodal crowd counting.

Early Fusion Model: With the early fusion strategy,
modalities are fused at the beginning of the model. For
this purpose, the constructed monomodal model was
adapted to support 6-channel inputs by changing the
amount of filters in the first layer. Thus, the multimodal
early fusion model has the same number of parameters
as the monomodal model.

Late Fusion Model: In contrast to the early fusion
strategy, the fusion of modalities takes place at the end
of the model with the late fusion strategy. The idea here
is that features of both modalities are first extracted in-
dividually. Thus, except for the final layer (1× 1 con-
volution), both modalities are investigated with the con-
structed monomodal model individually. Then, the ex-
tracted feature maps from both individual columns are
concatenated. Based on the concatenated feature maps,
a density map is then finally predicted by a 1× 1 con-
volution. Hereby, the late fusion model requires around
twice as many parameters as the monomodal model and
the early fusion model.

Deep Fusion Model: In contrast to the early fusion and
late fusion architectures, the multimodal information
exchange in the deep fusion architecture takes place
during feature extraction. For this purpose, a third col-
umn is added to the architecture, which extracts the
complementary information of both modalities. In par-
ticular, this is done by using the IADM of Liu et al.
[Liu21]. Through the IADM, information is exchanged
between the modality-specific columns and the cross-
modality column. However, this only takes place dur-
ing feature extraction in the backbone, as shown in Fig.
2. Of all the models used in this work, this architecture
requires the most parameters.

3.3 Evaluation

To evaluate the performance of the monomodal model
and the three multimodal models, we used the mean
absolute error (MAE) and the root mean squared er-
ror (RMSE). Both of these measures are widely used
in crowd counting. The use of these measures allows
comparison of our results with the results of other work.
The mean absolute error and root mean squared error
are defined as follows:

MAE =
1
N

N

∑
i=1

|yi − ŷi| , (1)
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Figure 2: The architecture of our deep fusion model.
To extract complementary information and enable ex-
change between modality-specific and modality-shared
columns, we use the IADM of Liu et al. [Liu21]. In
their work, it was shown that the use of the IADM is
effective for multimodal data.

RMSE =

√
1
N

N

∑
i=1

(yi − ŷi)2 , (2)

where N is the number of image pairs, yi is the ground-
truth number of individuals in image pair i, and ŷi is the
predicted number of individuals for image pair i.

3.4 Training
Overall, our training approach is heavily inspired by the
training approach chosen by Tian et al. [Tia21]. The B0
variant of the PVTv2 architecture was initialized with
pre-trained weights in all experiments. We used ran-
dom cropping with a cropping size of 256 for both di-
mensions and horizontal flipping with a probability of
50% as augmentation strategies. In addition, AdamW
[Los19] was used as the optimizer and a batch size of
8 was chosen for training. The learning rate was 1e−5
in all experiments, but was increasingly regulated by a
weight decay of 1e−4. Bayesian loss [Ma19] with a
sigma value of 8 was used as a loss function. The mod-
els were trained for 60 epochs in all experiments.

3.5 Results
The results for all constructed models on both datasets
are shown in Tab. 1 and Tab. 2. Three aspects in par-
ticular caught our attention, which we describe in more
detail below.

Discrepancy between optical and thermal images in
both datasets. One of the first things we noticed is that
the monomodal model performs much better on thermal
images than on optical images, as can be seen in Tab. 1
and Tab. 2. This holds true for both datasets. Neverthe-
less, the discrepancy is larger for the RGBT-CC dataset

Modality Architecture MAE RMSE
RGB Monomodal 26.48 55.28
T Monomodal 15.19 28.27
RGB-T Early Fusion 14.92 25.86
RGB-T Late Fusion 13.83 25.16
RGB-T Deep Fusion 14.32 24.64
RGB-T BL + IADM [Liu21] 15.61 28.18
RGB-T TAFNet [Tan22] 12.38 22.45

Table 1: Performance of the different architectures on
the RGBT-CC [Liu21] dataset. The use of thermal im-
ages leads to dramatically better results compared to
optical images. Moreover, the multimodal approach
leads to better results than the monomodal approach.

Modality Architecture MAE RMSE
RGB Monomodal 10.40 16.44
T Monomodal 6.70 10.20
RGB-T Early Fusion 7.41 11.43
RGB-T Late Fusion 7.01 11.18
RGB-T Deep Fusion 7.20 11.45
RGB-T MMCCN [Pen20] 7.27 11.45
RGB-T MFCC [Gu22] 7.96 12.50

Table 2: Performance of the different architectures on
the Drone-RGBT [Pen20] dataset. Surprisingly, us-
ing thermal images solely with the monomodal ar-
chitecture led to the best result for the Drone-RGBT
dataset. In contrast, using optical images solely with the
monomodal architecture leads to considerably worse
results.

than for the Drone-RGBT dataset. Since we used the
exact same model and training approach, these results
raise the question of whether thermal images are more
suitable for crowd counting in general. Before inves-
tigating this question, we first wanted to gain a better
understanding of both data sets. The investigation is
described in more detail in Section 4.

The monomodal model performs better than the
multimodal models for the Drone-RGBT [Pen20]
dataset. Contrary to our assumption that the multi-
modal approach of using optical and thermal images
would lead to better crowd counting predictions, us-
ing thermal images solely led to the best result for
the Drone-RGBT dataset. This result further affirmed
our motivation to gain a better understanding of both
datasets. To our best knowledge, we have achieved
state-of-the-art results for the Drone-RGBT dataset us-
ing the monomodal architecture.

IADM [Liu21] seems to be less effective with trans-
former encoders. Comparing the three multimodal
models, the late fusion model achieves the best results
on both datasets. The deep fusion model, although
more complex and shown to be effective by Liu et al.
[Liu21], performs worse in our study than the late fu-
sion model. Since Liu et al. also compared the IADM
to a late fusion model, the most obvious explanation for
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this is the use of a transformer encoder in our work. Liu
et al. did not use a transformer encoder in their work.
Nevertheless, a more detailed investigation beyond this
work is needed to better understand why the IADM is
less effective when used with transformer encoders.

4 ANALYSIS OF EXISTING MUL-
TIMODAL CROWD COUNTING
DATASETS

To understand more profoundly whether thermal
images are better for crowd counting in general, or
whether the characteristics of the datasets used lead to
better results on thermal images, we used two different
approaches.

4.1 Relationship Between Brightness and
Crowd Count

First, we investigated the relationship between the
brightness of optical images and the number of indi-
viduals. We suspected that many optical images in
both datasets were taken in poorly illuminated environ-
ments, which could be the reason for the discrepancy
between thermal and optical images. This would also
be in line with our main motivation to use multimodal
data. Since the two metrics we used consider the
counting error and are sensitive to outliers, we thought
it is relevant to investigate the relationship between
brightness and crowd count. To measure the brightness
of an optical image, we used the following equation:

Brightness =
∑

W∗H
i=1 Ri +Gi +Bi

3∗W ∗H
, (3)

where W is the width and H is the height of the optical
image. Ri, Gi and Bi represent the three color values of
pixel i. The relationship between brightness and crowd
count for both datasets are shown in Fig. 3 and Fig. 4.

The RGBT-CC [Liu21] dataset is unbalanced re-
garding brightness and crowd count. The RGBT-CC
dataset contains many images with very low brightness
and high crowd count, as can be seen in Fig. 3. In
comparison, the images in the Drone-RGBT dataset are
much brighter on average and the overall distribution
between brightness and number of individuals is much
more balanced, as shown in Fig. 4. Since both met-
rics are sensitive to outliers and many optical images
with very low brightness (low information) have a high
crowd count in the RGBT-CC dataset, we assume that
this explains the bigger discrepancy for the RGBT-CC
dataset between optical and thermal images.

This finding has serious implications on our research
question. Since this imbalance of the dataset likely af-
fects all trained models and results in higher activations
for thermal input, we believe that the research question
cannot be thoroughly investigated with the RGBT-CC
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Figure 3: Scatter plot showing the relationship between
the brightness of optical images and crowd count in the
RGBT-CC dataset. It can be seen that the RGBT-CC
dataset is unbalanced in terms of brightness and crowd
count. Many images with very low brightness have a
high crowd count.
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Figure 4: Scatter plot showing the relationship between
the brightness of optical images and crowd count in the
Drone-RGBT dataset. The relationship between bright-
ness and crowd count appears very uniform compared
to the distribution of the RGBT-CC dataset.

dataset. In particular, we assume that many optical im-
ages with low brightness (low optical information) and
a high crowd count (high error) will cause the model to
pay more attention to thermal images as the counting
error is propagated back into the network during train-
ing. In this way, it is difficult to verify whether multi-
modal crowd counting leads to better results in general,
since a certain condition (low brightness, high crowd
count) has a great impact on the training of the model
as well as the metrics. Nevertheless it is important to
say that images with low brightness and high crowd
count are not a problem, but are important and desirable
for training a robust crowd counting model. However,
we are concerned about whether our research question
can be fairly investigated due to an inherent correla-
tion between the number of people and brightness in
the RGBT-CC dataset.
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4.2 Annotation Sample Analysis

Our second approach to better understand both datasets
was to perform a sample analysis of how the annota-
tions were made. Since both datasets contain two dif-
ferent modalities recorded with two different cameras,
we wanted to understand if images of both modalities
were synchronized and how perspective changes were
handled (because the cameras were probably next to
each other during the recording). We decided to per-
form the sample analysis of how the annotations were
made since both datasets provide shared annotations for
both modalities. To this purpose, we randomly selected
10% of the image pairs per dataset and visualized the
annotations in the images of both modalities to verify
how the individuals were labeled in each image.

Only thermal images were used to label individuals
in both datasets. By randomly selecting 10% of all
image pairs per dataset and visualizing the annotations
for both modalities, we found that both datasets used
only the thermal image to label individuals. Examples
of both datasets showing that only thermal images were
used to label individuals are provided in the Appendix
in Fig. 5 and Fig. 6.

All image pairs of the Drone-RGBT dataset were
taken at night. We have seen that the optical images in
the Drone-RGBT dataset are on average brighter than
the optical images in the RGBT-CC dataset. However,
by looking at the annotations for each image pair in
the Drone-RGBT dataset, we perceived that all images
were taken at night. To gain more confidence in this
perception, we looked at all the optical images in the
Drone-RGBT dataset. In this way, we found that all
image pairs in the Drone-RGBT dataset were taken at
night. Nevertheless, many images were taken in envi-
ronments with much artificial light, therefore the optical
images are on average brighter than those of the RGBT-
CC dataset. The fact that all images were taken at night
adds a new perspective to the results obtained with the
Drone-RGBT dataset. This leads to the assumption that
optical images do not provide additional information at
night and that a monomodal approach with thermal im-
ages leads to better results. Further research beyond this
paper is needed to validate this assumption.

For image pairs in the RGBT-CC dataset, individu-
als were sometimes visible in one modality but not
the other. Liu et al. [Liu21] have already stated in their
work that optical and thermal images in the RGBT-CC
dataset are not strictly aligned because they were cap-
tured with different sensors. However, when examining
the annotations, we found that not only were the im-
age pairs not strictly aligned, but sometimes individuals
were visible in one modality but not the other. Exam-
ples for this are provided in the Appendix in Fig. 7.

5 CRITERIA FOR A MULTIMODAL
CROWD COUNTING DATASET

Because both datasets have some weaknesses that make
it difficult to draw general conclusions about the effec-
tiveness of multimodal crowd counting, we decided to
set criteria for a suitable dataset. Overall, the image
pairs should be taken evenly throughout the day. In this
way, the variability of the two modalities gets exten-
sively covered. Ideally, this would even take into ac-
count different seasons and climate zones. Also, the
crowd count per image pair should be independent of
when the image was taken. This allows for an equal
influence of both modalities on the multimodal model
during training, as no modality receives more attention
due to a higher counting error. When labeling individ-
uals, both modalities should be considered so that later
models can learn to extract the information from both
modalities and incorporate it into the prediction (even
when one modality contains little information and the
other contains much). Furthermore, the images for both
modalities should be taken simultaneously. In this way,
the images of both modalities are aligned as precisely as
possible, which allows the use of the same annotations
for both modalities.

6 IS MULTIMODAL CROWD COUNT-
ING BETTER IN GENERAL?

The goal of this work was to find out if the simultaneous
use of optical and thermal images leads to better pre-
dictions in crowd counting in general. We found that
existing datasets have a bias toward thermal images,
making it difficult to draw general conclusions about
the effectiveness of multimodal crowd counting. The
results on the Drone-RGBT dataset indicate that solely
using thermal images at night results in better predic-
tions than a multimodal approach. Since the RGBT-CC
dataset contains both daytime and nighttime images, the
better predictions with multimodal data seem to indi-
cate that the multimodal approach leads to better re-
sults during the daytime. However, these assumptions
are by no means proven, but could serve as hypothe-
ses for future research. Furthermore, we encourage the
creation of a multimodal dataset in order to be able to
investigate such hypotheses. We have provided criteria
for the creation of such a dataset in the previous Sec-
tion 5. However, it remains an open question whether
multimodal crowd counting (including technical chal-
lenges like perspective distortion and synchronization
between modalities) is the perfect approach. It could
also be the case that two monomodal models produce
better results than one multimodal model. For example,
one monomodal model could be used with optical im-
ages during the day and another with thermal images at
night.
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7 CONCLUSION
In this work, we found that existing multimodal crowd
counting datasets have a bias toward thermal images.
For this reason, we outlined criteria for a balanced
dataset. To our best knowledge, we also obtained
state-of-the-art results on the multimodal Drone-RGBT
dataset. Interestingly, for this we used solely thermal
images and the monomodal model constructed in this
work. Considering the results of this work, we encour-
age the creation of a multimodal dataset that meets
the criteria outlined in this paper. In this way, we can
understand more profoundly whether the simultaneous
use of optical images and thermal images leads to
better predictions in crowd counting in general.
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APPENDIX

Figure 5: Illustration of the annotations (yellow squares)
of the RGBT-CC [Liu21] dataset for both modalities. It
can be seen that the annotations were created based on
the thermal images. For better understanding, examples
of inaccuracies in the annotation of the optical images
have been encircled. The thermal images are also encir-
cled in the corresponding places, but the annotations are
correct there.

Figure 6: The annotations of the Drone-RGBT [Pen20]
dataset are shown in yellow squares. It can be seen that
the annotations were made on the basis of the thermal
images. For better understanding, individuals have been
encircled who are easily recognizable in the optical im-
age, but have not been annotated. In the thermal image,
on the other hand, it can be seen that precisely these in-
dividuals are difficult to recognize, which is probably
why they were not annotated.

Figure 7: Two examples from the RGBT-CC dataset where a person is visible in one modality but not the other. It
can be seen that this is due to the time-delayed capture of the images from both modalities.
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ABSTRACT
Lung segmentation is an initial step to provide accurate lung parenchyma in many studies on lung diseases based
on analyzing the Computed Tomography (CT) scan, especially in Non-Small Cell Lung Cancer (NSCLC) detec-
tion. In this work, Coordinate-UNet 3D, a model inspired by UNet, is proposed to improve the accuracy of lung
segmentation in the CT scan. Like UNet, the proposed model consists of a contracting/encoder path to extract
the high-level information and an expansive/decoder path to recover the features to provide the segmentation.
However, we have considered modifying the structure inside each level of the model and using the Coordinate
Convolutional layer as the final layer to provide the segmentation. This network was trained end-to-end by using
a small set of CT scans of NSCLC patients. The experimental results show the proposed network can provide a
highly accurate segmentation for the validation set with a Dice Coefficient index of 0.991, an F1 score of 0.976,
and a Jaccard index (IOU) of 0.9535.

Keywords
Lung segmentation, NSCLC, Unet, Coordinate Convolutional, Deep learning

1 INTRODUCTION

Lung cancer is a major disease that accounts for more
than one million deaths [33], and Non-Small Cell
Lung Cancer (NSCLC) accounts for 85% of all lung
cancers[11]. Early detection of lung cancer could
reduce the mortality rate and increase the patient’s
survival rate during treatment operations. In most
techniques to capture the image of the cancer patient,
Computed Tomography (CT) scan is an effective med-
ical screening that can be used for the diagnosis and
detection of lung cancer. As CT acquisition represent
a large volume of CT scans with millions of voxels,
manual diagnosis and analysis of lung diseases is a
difficult task and time-consuming even for experienced
radiologists. Thus, automatic computer-aided diagno-
sis (CAD) for lung CT is a powerful solution to help
radiologists. As usual, CAD involves several steps, of
which accurate segmentation of the lung is the first step
towards the success of the entire CAD system.

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

In order to response to clinician demands, lung segmen-
tation algorithms have been proposed and have contin-
ued to emerge. However, obtaining accurate lung seg-
mentation remains a challenge. In general, lung seg-
mentation algorithms are grouped into two categories:
(1) traditional image processing algorithms and (2) arti-
ficial intelligence (AI) based algorithms. In traditional
image processing, algorithms consider image value,
shape, and spatial information to provide lung segmen-
tation. However, most of these methods are compu-
tationally expensive, difficult to create representative
training features. In recent years, artificial intelligence-
based approaches, for example, machine learning and
deep learning, have become popular. These methods of-
fer better accuracy under certain ill-defined conditions.

Over the past decade, deep learning methods have been
at the forefront of computer vision [12, 7], showing
significant improvements over previous methodologies
on visual understanding. They are generally becoming
a universal solution for image processing applications,
with fewer pre-processing steps, but provide better re-
sults than other algorithms. Besides classification and
object detection tasks [18, 27], segmentation is another
success story of deep learning methods in computer vi-
sion. These methods (e.g., the FCN model [21] or Unet
model [5]) mention labeling the pixels in the image into
several categories. Generally, these models consist of
two paths: an encoder path to extract and capture the
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image’s features from a low to a high level and; a de-
coder path to expand and reconstruct the image features
to provide the segmentation map.

In this work, we proposed another 3D architecture that
was inspired by UNet model [5], named Coordinate-
UNet 3D, for accurate lung segmentation from a 3D
volume of CT scan of a NSCLC patient. Our model
had the same structure as the original Unet model [5].
However, we have modified the core inside each level of
the encoder and the decoder paths. Our model achieved
an accurate segmentation (a Dice score of 0.99) based
on a small set of 3D images of NSCLC patients. The
highlighted points of our method are summarized as
follows:

• The proposed model inputs lung CT volume (3D)
and outputs the segmentation of lung parenchyma
without any post-processing operation.

• The proposed model can provide the results in a
short time.

• The proposed model is effective for lung segmenta-
tion. Its performance is very stable. It can also be
applied to detect nodules in the CT scan of the lung.

This paper is organized as follows: The following sec-
tion discusses the related works on lung segmenta-
tion approaches. Section 3 presents the methodology
which details the Coordinate-UNet 3D architecture and
the studied datasets. The experimental results will be
shown in section 4, and some concluding remarks will
be stated in section 5.

2 RELATED WORKS
In normal lung CT scans, it is easy to distinguish the
lung parenchyma and the non-lung region because the
intensities of these regions are very different. However,
this task becomes a difficult task when considering ab-
normal CT images such as the CT scans of NSCLC pa-
tients. Therefore, lung segmentation could be a chal-
lenge in many studies about lung diseases [8, 35, 26].

As discussed, initial approaches for lung segmenta-
tion consider the characteristics of the image or based
on the shape knowledge by using the traditional im-
age processing technique such as thresholding based on
the grey-level, adaptive thresholding technique, region
growing, image registration [4] or the others [34]. How-
ever, these methods are computationally expensive, and
it is difficult to generalize the learning features.

In medical imaging applications, Convolutional Neural
Networks (CNNs) models can be used to analyze lung
CT scans [2]. Their applications vary from detecting
the lung pathology segmentation [2], or classifying the
lung region [2, 37] to segment the lung volume [31].

Figure 1: The architecture of the Coordinate-UNet 3D

In the approaches to provide whole volume of lung seg-
mentation, most of applications have chosen to consider
independently each slice of CT volume: Ravindra Patil
et al. [28] and Brahim A. S. et al. [31] proposed dif-
ferent modifications on UNet model to provide the seg-
mentation of slices in CT volume. Lei Geng et al. [10]
presented a combination of VGG-16 [30] and dilated
convolution to provide the lung segmentation. Swati P.
Pawar et al. [29] have proposed a conditional gener-
ative adversarial network to encode the features from
the slices of CT image. Then, the encoder and decoder
were used to extract the multi-scales features and to
give the lung segmentation, respectively. In whole 3D
approach, Negahdar et al. [25] have proposed a vol-
umetric segmentation network based on V-net [24] for
3D volumetric medical segmentation.

3 METHODOLOGY
In this section, we describe the architecture of the
Coordinate-UNet 3D model and the hyper-parameters
related to the training process. Then, the studied
dataset used to train and validate Coordinate-UNet will
be presented in detail.

3.1 Network architecture
In recent years, the UNet architecture [5] has been pro-
moted as a good model for medical image segmenta-
tion. Generally, the UNet model [5] consists of two
paths: a contraction path and an expansion path. The
contraction path is like a classical CNN to extract low
to high level features from an input representation. On
the other hand, the expansive path consists of bottom-
up sampling of the feature map followed by bottom-up
convolution layers to reconstruct the features at differ-
ent scales of the input. A concatenation is done between
the convolution layer in the contraction path and the up-
convolution of the expansion path to obtain more accu-
rate labeling. At the end of the model, a convolution
layer is used to map the features to the desired number
of classes.
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Depending on the requirements of the applications, the
depth and layers at each level of the models are differ-
ent. Figure 1 shows the structure of the Coordinate-
UNet 3D model. Our model is inherited from the Unet
model [5], but we have modified the UNet structure to
adapt to our problem: (1) each level of contracting and
expansive path contains two CGPD blocks (described
in the next section); (2) the number of channels of the
input is doubled before reducing the space to the next
level; (3) a coordinate convolutional layer (CoordConv)
[20] (instead of the classical convolution layer) is added
at the end of the model to provide the segmentation
map. Table 1 details the input/output images at each
level of Coordinate-Unet 3D model.
Figure 2 illustrates the layers in a CGPD block. Each
CGPD block consists of one Convolutional layer, one
Group normalization (GN) layer [36], one PreLU
activation function [13], and one Dropout layer [32].
Firstly, the GN is used instead of Batch normalization
(BN) [14] because BN increases the error rapidly
caused by inaccurate batch statistics estimation when
the batch size becomes smaller; while GN divides
the channels into groups and computes within each
group the mean and variance for normalization. GN’s
computation is independent of batch sizes, and its ac-
curacy is stable in a wide range of batch sizes. Second,
the PreLU activation function [13] is used instead of
ReLU activation function [23] to make the leakage
coefficient a parameter that is learned along with the
other network parameters. Finally, the Dropout layer is
added to avoid over-fitting.

Figure 2: Layers in a CGPD block

As shown in the figure 1, each level of the contracting
path includes two CGPD blocks, and the number of in-
put channels is doubled at the second block before ap-
plying a max pooling layer to reduce the spatial size of
the input and sending it to the next level of the model.
At the expansive path, every level consists of an up-
sampling layer that halves the number of feature chan-
nels, a concatenation with the correspondingly cropped
feature map from the contracting path, followed by two
CGPD blocks to provide the information context of the

feature map. At the end of the expansive path, a Coord-
Conv layer (figure 3) is used to map the features to the
desired number of classes.

Figure 3: CoordConv layer [20]

As mentioned in [20], CoordConv is an extension of
the standard convolution layer. It has the same func-
tional signature as a convolution layer but accomplishes
the mapping by first concatenating extra channels to
the incoming representation. These channels contain
hard-coded coordinates. The CoordConv layer keeps
the properties of few parameters and efficient computa-
tion from convolutions but allows the network to learn
to keep or to discard translation in variance as is needed
for the task being learned. This is useful for coordinat-
ing transform based tasks where regular convolutions
can fail. Because of the presentation of this layer, we
give the name Coordinate-UNet 3D for our architecture.

3.2 Evaluation metrics
The evaluation of 3D lung parenchyma segmentation is
based on the comparison between ground-truth and out-
putted segmentation from the model. For quantitative
analysis of the predicted segmentation, several perfor-
mance metrics are considered, including Dice score co-
efficient (DSC), F1-score, Jaccard similarity (IOU) and
Matthews correlation coefficient (MCC) [3].
DSC is expressed as in Eq. 1 according to [6]. Here,
GT and SP refer to the ground truth and predicted seg-
mentation, respectively.

DSC =
2∗ (|GT |∩ |SP|)
|GT |+ |SP|

(1)

The IOU score is represented using Eq. 2 according to
[15].

IOU =
(|GT ∩SP|)
|GT ∪SP|

(2)

The MCC score is computed according to Eq. 3.

MCC =
T P×T N−FP×FN√

(T P+FP)(T P+FN)(T N +FP)(T N +FN)
(3)

where TP, FP, TN, and FN are True Positive, False Pos-
itive, True Negative, and False Negative rates, respec-
tively.
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Level Input Output Level Input Output
(c×w×h×d) (c×w×h×d) (c×w×h×d) (c×w×h×d)

Encoder path Decoder path
Input - 1×256×256×48 Output 32×256×256×48 1×256×256×48
Level 0 2×256×256×48 32×256×256×48 Level 0 96×256×256×48 32×256×256×48
Level 1 32×128×128×24 64×128×128×24 Level 1 192×256×256×48 64×128×128×24
Level 2 64×64×64×12 128×64×64×12 Level 2 384×64×64×12 128×64×64×12
Level 3 128×32×32×6 256×32×32×6 Level 3 768×32×32×6 256×32×32×6
Level 4 256×16×16×3 512×16×16×3 Level 4 512×16×16×3 512×16×16×3

Table 1: The dimensions of input/output features at each level of proposed model.

3.3 Experimental data
Coordinate-UNet 3D was trained and validated
on 3D CT images of NSCLC patients. Images
were obtained from 2 sources: NSCLC-Radiomics-
Interobserver1 dataset [16] consisting of 21 CT scans,
and a local dataset consisting of 66 CT scans. Each
image has a variable size from (512× 512× 60) to
(512×512×600) pixels. All images were reformatted
from standard DICOM to Neuroimaging Informatics
Technology Initiative (NIfTI) format created by the
National Institutes of Health [19]. The NIfTI file held
the 3D image matrix and diverse metadata. Figure 4
shows a 3D image for volumetric measurements of
lung parenchyma across three axes.

Figure 4: 3D volume of lung with XYZ axes.

Data splitting and pre-processing:

The images from 2 datasets were divided into two sets:
train/validation and testing set. The train/validation set
consists of 21 images from Interobserver1 dataset [16]
and 41 images from the local dataset. The testing set
consists of remaining 25 images of the local dataset.
During the training process, the 62 images were divided
into two sets corresponding to the training and valida-
tion process with a ratio of 0.8 : 0.2.

According the guideline of CT imaging, a CT scan con-
sists of pixel spacing, axial slice thickness and view in
the z axis with various scans. Therefore, the input im-
ages are uniformly pre-processed to minimize the vari-

ability within the database. In this work, the input im-
ages go through the three following steps for preparing
the images:

1. The image intensity of each slice was first truncated
in the range of [-1200, 600].

2. Z-normalization was performed on each slice of 3D
image.

3. The CT scans were cropped to focus on lung region
and converted to 256×256×48 pixels.

Data augmentation
Due to the limitation of the number of samples in the
training set, we used online and offline augmentation
operations to increase the number of images in the train-
ing set. Offline augmentation means that we generate
multiple augmented versions from an original image
and add them to the dataset, while online augmentation
operations are performed during the training process. In
our work, we applied warping and flipping operations
to generate two new versions from one image. Figure
5 shows an augmented example in our dataset. After
the offline augmentation, we obtained 62 x 3 = 186 im-
ages for the training and validation processes. In addi-
tion to offline augmentation, online augmentation was
performed like other segmentation approaches such as
spatial flipping and image shearing.

Figure 5: A slice in a 3D studied image with its
augmentation. From left to right: original slice, flipped

slice, and deformed slice.

4 EXPERIMENTS AND RESULTS
Coordinate-UNet 3D was implemented on Pytorch-
lightning [9]. The model has been trained in 500
epochs with Dice loss (Dice loss = 1−DSC). The
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Adam optimization [17] has been used with an initial
learning rate of 10−4 and reduce to 10−6 by using
cosine annealing schedule [22]. An early stopping has
been employed to monitor the validation loss to avoid
overfitting.

The proposed model was firstly trained in one fold with
80% of data and validated on 20% of data. The ob-
jective was to find the best hyperparameters for our
model. After adjusting the hyperparameters, we trained
the model on 5-fold cross-validation to ensure the sta-
bility of the model. Then, we computed the average of
the scores outputted from 5 folds. Table 2 shows the
average scores obtained on the validation set by using
different kinds of final layer: CoordConv (the second
row) and the traditional Convolutional layer (the third
row). We see that the model can provide a very accurate
lung parenchyma segmentation with both two kinds of
Convolutional layers. Moreover, the outputted scores
of CoordConv are higher than the traditional Convolu-
tional layer. It provides a high Dice score, the other
scores (IOU, F1, MCC) are smaller than Dice but re-
main in a high accuracy rank.

Score Dice index IOU F1 MCC
CoordConv 0.9907 0.9535 0.9761 0.9705
Convolution 0.9202 0.9383 0.9643 0.9236
Table 2: The performance of Coordinate-UNet model on

validation set

These scores showed that the Coordinate-UNet 3D
model has a good performance on the validation
set. Then, the trained model was used to predict the
segmentation of the testing images. The outputted
segmentation was evaluated by calculating the dice
score between prediction and the ground truth. Then,
the average Dice score of 25 testing images was
considered. We have obtained an average Dice score of
0.776 for all 25 images. Figure 6 and 7 illustrate the
two examples in the testing set: one good and one worst
predictions. From left to right, each one represents
the ground truth and the segmentation generated by
our network. The top row shows the segmentation
of a slice in the image, the bottom row illustrates the
3D-segmentation.

Figure 8 shows the number of CT scans in several con-
sidered ranges of C-index scores. We see that our model
worked effectively to provide good segmentation for
most of the images in the test set (17 out of 25 CT scans
obtain Dice scores greater than 0.75). Even in the im-
age with the worst Dice score (figure 7), we see the
segmentation of the lung parenchyma is correct, with
the predicted segmentation producing only a minor er-
ror outside the lung region. This area really affected the
dice score, but it was not that significant. Indeed, we
want to see if the model can provide the segmentation
of the lung parenchyma.

Figure 6: A good prediction in the test set (yellow =
ground truth, green = prediction). Top: Segmentation

of a slice in 3D image. Bottom: Lung parenchyma
segmentation in 3D

Figure 7: A worst prediction in the test set (yellow =
ground truth, green = prediction). Top: Segmentation

of a slice in 3D image. Bottom: Lung parenchyma
segmentation in 3D

The performance of the model on the testing dataset
is good, but this is far from the results on the valida-
tion set. The hypothesis is the difference between the
training and testing datasets. It is worth noting that the
model was trained on a combination of the CT scans
from two datasets. After checking the data, we see that
21 images from the Interobserver1 dataset [16] do not
have the bronchi, while the bronchi are present in the
local dataset.

It is not fair to compare our results with other results be-
cause we are on different approaches [28, 31, 10]. How-
ever, Coordinate-UNet 3D model can segment lung
parenchyma with very satisfactory performance and
have the potential to locate and analyze lung lesions. It
was employed to segment the lung parenchyma in other
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Figure 8: The number of predictions in each range of
Dice score

datasets: NSCLC-Radiomics [1], which were used in
another work to provide the segmentation of the tumor
inside the lung.

5 CONCLUSION
In this work, we presented Coordinate-Unet 3D model
to provide the lung segmentation. We have obtained an
accurate segmentation with 0.99 Dice coefficient index
for the validation set. However, the average Dice score
on the test set has decreased a little bit. The problem
has been found as a difference between the training and
testing datasets. Basically, the prediction error is not
so high, it can be solved by applying an algorithm to
remove the small object in the segmentation map. The
advantage of the method is the fact that can work with
a whole 3D volume of the CT image and it can be ap-
plied to a wide area of different medical image segmen-
tation task. Our objective is to generalize the approach
to apply it to another task, for example, to perform lung
tumor segmentation. This work has opened some ques-
tions that we can address in future work. (1) Concern-
ing the data, we tried to reduce the bias between the
images in the datasets, as well as limit the loss of data
during the normalization process. (2) Analyze the ef-
fect of the presence of bronchi in the CT images by
considering two groups of input images with and with-
out the presence of bronchi. (3) This is an intermediate
stage in our pipeline which provides the segmentation
of NSCLC tumors, it is interesting to compare the re-
sults of the whole pipeline with other methods.
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ABSTRACT
In recent academic literature Sex and Gender have both become synonyms, even though distinct definitions do
exist. This give rise to the question, which of those two are actually face image classifiers identifying? It will be
argued and explained why CNN based classifiers will generally identify gender, while feeding face recognition
feature vectors into a neural network, will tend to verify sex rather than gender. It is shown for the first time how
state of the art Sex Classification can be performed using Embedded Prototype Subspace Classifiers (EPSC) and
also how the projection depth can be learned efficiently. The automatic Gender classification, which is produced
by the InsightFace project, is used as a baseline and compared to the results given by the EPSC, which takes the
feature vectors produced by InsightFace as input. It turns out that the depth of projection needed is much larger
for these face feature vectors than for an example classifying on MNIST or similar. Therefore, one important
contribution is a simple method to determine the optimal depth for any kind of data. Furthermore, it is shown how
the weights in the final layer can be set in order to make the choice of depth stable and independent of the kind of
learning data. The resulting EPSC is extremely light weight and yet very accurate, reaching over 98% accuracy for
several datasets.

Keywords
Sex and Gender Classification, Subspaces, Embedded Prototype Subspace Classification, Face Recognition.

1 INTRODUCTION

Sex or Gender classification is one important task in
the field of face recognition (FR) and it will be shown
how this can be done efficiently using Embedded Pro-
totype Subspace Classification (EPSC) [Has22, HV21,
HLV19, HL20, HV21], which has already been proven
to be able to classify datasets of various kinds, such as
digits, words and objects.

Another important contribution to EPSC in this paper,
is to show how the projection depth can be learned and
how the weights in the final layer can be set in order
to make sure that the algorithm is stable and that the
results are always reliable, regardless of how the depth
parameter is set for unknown data to be classified.

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

1.1 Sex or Gender?
Sex and Gender has increasingly become synonyms and
the recent research papers about how to use FR to de-
termine whether there is a male or a female in the im-
age, generally use the word Gender, just as many other
academic papers tend to do in their titles [Hai04] nowa-
days. However, there is a distinct difference between
the words Sex and Gender, and the Council of Eu-
rope gives several definitions on one of their websites
[oE23]. To make a long story short, Sex generally refers
to "biological differences between males and females",
while Gender is presented as a "social, psychological
and cultural construct".

In this paper the question about sex and gender will be
handled in a very simple way, by just using the labels
"Male" and "Female" provided in the datasets. Hence,
the classification has already been done in some way,
and then the task is for any computer algorithm to de-
termine the class based on cues such as face geometry,
facial hair etc, as explained in the following sections.
The main question is which cues to use and whether
humans use other cues than Machine Learning (ML)
algorithms for sex and gender classification. It will be
argued that when using face feature vectors (FFV) from
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FR, they are predominantly based on the geometry of
the face, regardless of facial expression and outer at-
tributes such as facial hair, makeup or hair-cuts, which
otherwise could reveal the gender of the person at hand.

1.2 Cues
Hoss et al. [HRGL05] found that high masculinity in
male faces, but not high femininity in female faces, fa-
cilitated sex classification when showing face images
to both adults and children. And they also found that,
independently of masculinity/femininity, attractiveness
affected not only the accuracy of the sex classification,
but also the speed.

Interestingly, Bruce et al. [BBH∗93] found that cues
from features such as eyebrows, and skin texture, play a
more important role when humans are deciding whether
faces are male or female, than cues from such things as
hairstyle, makeup, and facial hair. Moreover, O’Toole
et al. [OPD96] found that female observers were more
accurate at classification of sex than were male ob-
servers, on both Caucasian and oriental faces.

Obviously, humans use different cues to determine sex
and gender, both outer attributes but also the geometry
itself, which is related to masculinity and femininity.

1.3 Geometry or Attributes?
The main question then is, which of those two concepts
will FR algorithms pick up on? A Convolutional Neu-
ral Network (CNN) will probably pick up on both fa-
cial attributes, such as hairstyle, facial hair but also on
geometrical aspects such as size of chin and nose, etc.
The reason is simply, because they are all visual cues
present to different degrees in face images.

It is quite obvious that Sex could have an impact on all
these cues, while Gender, i.e. a persons own perception
about gender, cannot change the geometrical aspects,
since they are predominantly the results of a persons
sex. However, depending on a persons Gender they
have indeed power to change the other attributes, such
as facial hair, makeup and haircut, which the surround-
ing world would perceive as typically female or male
(or neither).

FFVs on the other hand are constructed so that the FR
software can be used to recognise a person, regardless
of the aforementioned outer attributes, which might re-
veal the persons gender. Hence, the FFV are more sta-
ble in that sense, and therefore obviously tend to pick
up on the geometry, which is more related to Sex. So
for this reason, the title contains the word Sex Classifi-
cation, rather than Gender Classification. Nonetheless,
as stated before, most researchers will understand both
as determining whether the person present in the image
is a male or a female.

2 RELATED WORK

Burton et al. [BBD93] compared the human ability
to determine sex of persons showing the face only,
wearing swimming caps to conceal their hair (outer at-
tribute), compared to a computer approach based on
the face geometry, and found that humans could reach
an accuracy of 96% and that the computer was at the
time approaching human performance of 94% accuracy.
These experiments from 30 years ago underlines the
importance of face geometry for determining sex.

Golumb et al. [GLS90] devised "SexNet", which was a
neural network, working on aligned and scaled face im-
ages, and had an average error rate of 8.1% compared to
humans, who averaged 11.6% on that particular dataset.
Hence, this network would pick up on both the geome-
try and outer facial cues like facial hair.

Mäkinen and Raisamo[MR08] gives an overview of dif-
ferent gender classification methods with a varying ac-
curacy between 76.87% and 86.54%, on the FERET
[PWHR98] and IMM [NLSS04] datasets.

Gong et al. [GLJ20] proposed a group adaptive clas-
sifier for face recognition, which is designed to cus-
tomize the classifier for each demographic group, and
automatically learns where to use adaptive kernels in a
multilayer CNN. They obtained an accuracy for FR of
98.19% using a 5-fold cross-validation on 8 groups of
the Racial Faces in the Wild (RFW) dataset [WDH∗19].
However, the accuracy for gender classification was
only 85%.

Gil and Hassner [LH15] achieve an accuracy of
86.8% using deep CNN’s on the Adience Benchmark
[EEH14], on which others have reached up to 91%
[SBLM17].

Acien et al. [AMVR∗19] used the Labeled Faced in the
Wild (LFW) dataset [HRBLM07], which will be used
also in this paper. They achieved a 94.8% accuracy us-
ing VGGFace and 89.01% using ResNet50, where a
separate layer was added in both networks to classify
gender. It can be noted that the dataset is ethnically
mixed between Caucasians, Asians and Blacks.

Sumi et al. [SHIA21] gives an overview of several
other works for gender classifcation, where no algo-
rithm reaches over 97% accuracy. They report them-
selves an average training and test accuracy of 90% and
83.5%, respectively on the Nottingham Scan Database,
which will also be used in this paper.

Both Liu et al. [LLWT15] and Ranjan et al. [RPC16]
report results from several implementations trying to
classify gender on the CelebA dataset, which is another
dataset that will be used in this paper. The accuracy
spans from 90% up to 98% depending on which method
is being used.
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2.1 3D Faces
Interestingly, Abbas et al. [AHM∗18] proposed a set of
facial morphological descriptors, based on 3D geodesic
path curvatures between two key landmarks in 3D
faces, obtained from 3D scanning. Hence, it would
only pick up on geometry and not on outer facial cues,
like facial hair. They achieved a gender classification
accuracy of 88.6% using a combination of geodesic
distances between landmarks and the new geodesic
path features.

Gilani et al. [GRS∗14] investigated how the the human
cognitive system uses geometric features in perceiv-
ing the degree of masculinity/femininity in 3D faces.
Their results suggested that humans use a combination
of both Euclidean and geodesic distances between bi-
ologically significant landmarks of the face for deter-
mining gender. Gilani and Milan [GM14] used this ap-
proach on 3D scanned faces and obtained an accuracy
of 99.32

It should be noted though that the proposed method can
not be easily compared to 3D methods, since only 2D
face images are used from FR software. However, the
important lesson here is that geometry was concluded in
both mentioned papers as an important cue for differing
between masculine and feminine faces.

3 BACKGROUND
The main advantage of EPSC compared to many deep
learning based methods [Sha18] is that EPSC is shal-
low to its nature, with no hidden layers, and therefore it
does not require powerful GPU resources in the training
process. Recently, the main idea of backpropagation
used by most neural network based approaches, was
questioned by Geoffrey Hinton [Hin22] who proposed
another alternative in the The Forward-Forward Algo-
rithm. Interestingly, the EPSC does not use backprop-
agation at all and learns only from the feature vectors
using PCA, and from the embedding of feature vectors,
using dimensionality reduction techniques like t-SNE,
UMAP or SOM [HV21]. Consequently, subspaces are
created from each cluster [KLR∗77, OK83], which con-
stitutes a set of neurons that are specialised on identify-
ing the class variation captured in that cluster. However,
in this paper, only one set of neurons, i.e. subspace, will
be used for each class, as it turns out to be more efficient
for the purpose of sex/gender classification.

Obviously, EPSC does not always outperform the
state-of-the-art deep learning approaches when it
comes to accuracy. However, Both learning and
inference will generally be much faster, due to its
simplicity and compactness. Moreover, both the
learning and classification processes are inherently
easy to both interpret [Kri19, CPC19] and explain
[ADRS∗19, GSC∗19, CPC19], as well as they are easy

(a) Detected face (white box) with
landmarks (red dots)

(b) Face after alignment

Figure 1: Illustration of automatic face detection and
alignment using landmarks.

to visualise. Furthermore, Deep learning does not
always solve a problem better than classical machine
learning algorithms [DDD∗23]. Hence, there are sev-
eral reasons to look at fast, and sustainable computing
alternatives.

4 FACE FEATURE VECTOR EXTRAC-
TION

In this paper the InsightFace [Ins23] pipeline is used,
which is an integrated Python library for 2D and 3D
face analysis. InsightFace efficiently implements a rich
variety of state of the art algorithms for both face detec-
tion, face alignment and face recognition, such as Reti-
naFace. [DGZ∗19]. It allows for automatic extraction
of highly discriminative FFVs for each face, based on
the Additive Angular Margin Loss (ArcFace) approach
[DGXZ19].

Face detection algorithms have come a long way since
the simple, but efficient Viola-Jones detector [VJ01].
As an example, Figure 1a shows RetinaFace can
perform automatic face detection that find the white
bounding box of the face. Red landmarks are computed
that can be used to align the face as shown in 1b.

The FFV, also known as embedding, will have length
512 when using InsightFace and the provided buffalo_l
model, which is the default model pack in latest version
of InsightFace. Other approaches such as DeepFace
[TYRW14], CosFace [WWZ∗18] FaceNet [SKP15],
SphereFace [LWY∗17], or [WZLQ16, SJ19], just to
mention a few, could also have been used to produce
FFVs for the proposed approach, as well as some of
the ones mentioned in section 2.

5 DATASETS
In the automatic FR process, images where faces were
not properly recognised or images with more than one
face where removed. The remaining face images, i.e.
an image containing one face and producing an FFV
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to be processed further, were kept as shown in table 1.
This process is referred to as the automatic selection
in the following description of the datasets. For some
datasets, it was required that several face images of
the same person, covering several ages (decades) where
chosen, while for others no such selection was done. In
this way, quite different datasets are at hand and can be
evaluated. Since the datasets used often are subsets of
the original dataset, they will be referred to as explained
below.

5.1 AgeDB
The AgeDB dataset [MPS∗17] contains 16,516 images.
Of those, 9826 face images were extracted so that each
person depicted had about 36 face images on average
covering at least three different age decades. Moreover,
it was required that each person included should have
at least 30 face images. This will ensure that there are
several face images of the same person at different ages,
or decades, and not only for one. Hence, it will make
it possible to verify that the sex classification works for
different ages.

5.2 CASIA
Since the CASIA-WebFace [YLLL14] is rather large as
it contains around 500k images, a much smaller subset
was extracted containing 65579 face images, which is
still quite large compared to some of the other datasets
used. Nevertheless, a similar approach was used as for
AgeDB, resulting in more than 50 face images per per-
son on average.

5.3 LFW
The Labeled Faces in the Wild (LFW) dataset
[HRBLM07, LM14] contains 13,233 images, with
5749 different individuals. It is unbalanced as 1680
people have two or more images and the remaining
4069 have just a single image in the database. After
FR, 10792 face images where selected automatically.
No further selection was done, i.e. no requirements of
age groups.

5.4 CelebA
The CelebA dataset [LLWT15] contains 202,599 im-
ages of 10,177 persons. The automatic FR extraction
resulted in 200,096 face images where kept. No further
selection was done.

5.5 UTKFace
The UTKFace datset [ZYQ17] contains 23,709 images,
where 23,685 face images where kept after the auto-
matic FR extraction. This set contains a wast age range
from 0 to 116 years old, making it rather challenging
for sex classification. Moreover, there are quite many
images with watermarks, that could influence the face
recognition. Anyhow, no further selection was done.

Table 1: Databases used, with the total number of face
images, number of women and Men.

Database Total Women Men
AgeDB 9826 4071 5755
CASIA 65579 24077 41502
LFW 10792 2410 8382
CelebA 200096 116985 83111
UTKFace 23685 11308 12377
NSD 100 50 50

5.6 NSD
The Nottingham Scans Dataset (NSD) was included as
it is rather different from the other dataset, but also be-
cause it has been evaluated before [SHIA21]. It only
contains 100 face images, all of different persons. How-
ever, it is totally gender balanced, with 50 face images
of each sex. As can be seen from the table, the other
datasets vary quite a lot when it comes to this aspect,
which will affect the accuracy, both when it comes to
training as well as classification.

6 SUBSPACE CLASSIFICATION
Subspace Classification in pattern recognition was in-
troduced by Watanabe et al. [WP73] in 1967 and
was later further developed by Kohonen and others
[WLK∗67, KLR∗77, KO76, KRMV76, OK88]. The
following mathematical derivation follows from Oja
and Kohonen [OK88] and Laaksonen [Laa07].
Every face image to be classified is repre-
sented by a FFV x with m real-valued elements
x j = {x1,z2...xm},∈ R, such that the operations take
place in a m-dimensional vector space Rm. In this
paper m is equal to the FFV length, i.e. 512. Any set
of n linearly independent basis vectors {u1,u2, ...un},
where ui = {w1, j,w2, j...wm, j},wi, j ∈ R, which can
be combined into an m× n matrix U ∈ Rm×n, span a
subspace LU

LU = {x̂|x̂ =
n

∑
i=1

ρiui,ρi ∈ R} (1)

where,

ρi = xT ui =
m

∑
j=1

x jwi, j (2)

Classification of a feature vector can be performed by
projecting x onto each subspace LUk . The vector x̂ will
in this way be a reconstruction of x, using n vectors in
the subspace through

x̂ =
n

∑
i=1

(xT ui)ui (3)

=
n

∑
i=1

ρiui (4)

=UT UxT (5)
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Figure 2: Illustration of the neural net that constitutes
one of two subspaces forming the EPSC for Sex Classi-
fication. Neurons compute the response ρ from weights
w, using the quadratic response function (·)2. In the
second layer, the weights ω and the linear response
function (·) are used.

By normalising all the vectors in U, the norm of the
projected vector can be simplified as

||x̂||2 =(UxT ) · (UxT ) (6)

=(UxT )2 (7)

=
n

∑
i=1

ρi
2 (8)

Therefore, the feature vector x, which is most similar
to the feature vectors that were used to construct the
subspace in question LUk , will thereby have the largest
norm ||x̂||2.

The parameter n discussed above is the projection depth
that will be learned, which is discussed in section 7.

In order to construct subspaces, a group of prototypes
need to be chosen for each subspace, which is done
by the embedding obtained from some dimensional-
ity reduction method such as t-SNE [MH08], UMAP
[MH18] or SOM [Koh82]. However, for classification
of sex, it was found that one subspace per class was suf-
ficient, and hence all feature vectors for males are used
to construct one subspace, and all feature vectors for
females are used for the second subspace.

In general, subspace classification can be regarded as
a two layer neural network [HLV19, OK88, Laa07],
where the weights are not learned using time consum-
ing backpropagation. Instead, all weights are mathe-
matically defined through Principal Component Analy-
sis (PCA) [Laa07]. The resulting Neural Network for
one subspace in the EPSC is shown in Fig. 2. The
output of the two subspaces are then compared via the
argmax function do determine which class, male or fe-
male, is at hand.

The neurons compute the response ρ using the
quadratic response function (·)2, commonly referred
to as an activation function. The mathematics of
subspaces defines it to be quadratic, since it is deduced
from computing the norm as in equation (8). The
weights ω in the final layer should, according to the
definition of the dot product, all be set to 1. However,
it will be shown how it can be changed to make the
classification more stable. For the same reason, the
response function in the final layer is by definition
linear, which still makes sense because it is the output
to argmax.

7 LEARNING THE PROJECTION
DEPTH

As stated earlier, the variable n in equation (1) is the
projection depth. It tells how many dimensions in the
subspace that are actually used when computing the
projected vector x̂ in equation (3).

The projection depth needs to be determined for each
type of classification task, and will somehow depend
on number of classes and the data at hand. As an ex-
ample, it was reported to be 28 for MNIST [HLV19]
and 6 for the Esposalles word dataset [Has22]. Experi-
mentally it was noted that rather large values for n was
necessary for sex classification, and it depended quite a
lot on which of the aforementioned datasets were used
for training. The obvious way to learn the depth, is to
vary it from 1 to m and find the optimal accuracy. Here
m = 512 for the face feature vectors obtained from In-
sightFace.

Since the projection into the subspace can be regarded
as a reconstruction of the input vector using the vectors
in the subspace, it can be generally be observed that us-
ing a few vectors, i.e. small depth, gives more errors in
the subspace reconstruction. On the other hand, using
too many vectors, i.e. large depth, help in generating
a near perfect reconstruction, making it impossible to
suggest which subspace gives the strongest response.

Therefore, it is reasonable to deduce that the initial
vectors in the PCA are more important than the sub-
sequent ones, and therefore different weights ω could
be applied. Referring to Fig. 2, let σ be the response
output function from every subspace projection LU,
then a closed-form solution of each σ is computed as
a weighted sum, presented in the following equation:

ωi = 1−
(

i−1
n

)2

(9)

where i varies from 1 to n. This decaying or dampen-
ing function generated the best results in general. The
quadratic decay makes sure that the initial dimensions
will use an ω closer to one, while the very last dimen-
sions will use an ω closer to zero. Hence, the negative

ISSN 2464-4617 (print) 
ISSN 2464-4625 (online)

Computer Science Research Notes - CSRN 3301 
http://www.wscg.eu WSCG 2023 Proceedings

https://www.doi.org/10.24132/CSRN.3301.7 47



effect of near perfect reconstruction is avoided as the
trailing dimensions are hardly used at all.

The main reason for doing this is not only that the
classification accuracy actually increases, but rather to
avoid using a preset projection depth that accidentally
would cause near perfect reconstruction for some
datasets. Hence, the best projection depth for different
kinds of datasets could be chosen with the reassurance
that it will always be reliable and never cause the
accuracy to drop substantially. All these claims will be
proven in the next subsection where the experiments
are explained.

7.1 Experiments
First three sets where chosen for learning, AgeDB, CA-
SIA and LFW. Since the EPSC does not perform back-
propagation, no epochs are performed. Instead the
learning is simply performed by dividing the set for
training into one cluster for all males and another one
for all females. Only one subspace for each class is then
created using PCA, since it was experimentally noted
that not much was gained by dividing these subspaces
further using, for an example t-SNE as proposed ear-
lier [HLV19]. Then the projected depth is learned by
finding the optimal depth using the validation set.

Two different approaches were deployed for computing
the best projection depth. The first approach divided
each set into a learning set (60%) and a validation set
(40%). Here the datasets where split on person, so that
the same person where only present in one of the splits.
Furthermore, it splits on sex so that there are both 60%
of the males and females in the set for learning and 40%
of each sex for validation,

The second approach was simply to learn from one of
the three sets and validate on each of the other sets.
Hence, using the three aforementioned datasets as train-
ing sets, and validations sets, one at a time, six different
permutations are possible.

In each experiment, the optimal depth for sex classifi-
cation using the FFVs as input to the EPSC, was deter-
mined. The proposed dampening function in equation
(9) to set the weights ω was used and then 100 runs
where performed using bootstrapping on three datasets
at a time, as shown in table 2, where 60% was used as
sets for training and the remaining 40% as validation
sets. The result can be compared to table 3, where the
average accuracy for the validation set, when comput-
ing the sex with the provided model from InsigtFace.
The tables shows the accuracy for the two classes, and
the Macro Average Arithmetic, which is just the mean
of the two classes. This is done to avoid the effect of
the the fact that several of the datasets are heavily im-
balanced and that could have a large impact on methods
that are better to find one sex than the other. The MAA

Table 2: Average accuracies for 100 runs using boot-
strapping with a 60/40 split and depth=360.

Database Women Men MAA
CASIA 0.9995 0.9976 0.9986
AgeDB 0.9995 0.9907 0.9951
LFW 0.9900 0.9913 0.9907

Table 3: Accuracy for different datasets when the gen-
der is classified by the face recognition model.

Database Women Men MAA
CASIA 0.6824 0.7037 0.6930
AgeDB 0.8018 0.7293 0.7655
LFW 0.5651 0.6924 0.6288

Table 4: Optimal Depth for different datasets running
100 times using 60/40 split and bootstrapping. The
mean optimal projection depth is 359.

Split CASIA AgeDB LFW Mean
60/40 361 373 342 359

is generally defined as the arithmetic average of the par-
tial accuracies of each class:

MAA =
∑

N
i=1 ACCi

N
(10)

where N = 2 for gender classification, as it the datasets
have only two genders labeled. Hereby we avoid any
discussions about what is actually gender, and how it
relates to biological sex and perceived gender.

In the first approach it was chosen to compute the the
MAA for sex classification using the Bootstrapping
method [Koh95, KW96], with stratification because the
data is imbalanced, which means that the bootstrap
sample is taken from the whole set by using sampling
with replacement. The experiments where conducted
100 times for each data split, varying the permutations
randomly.

The results of the experiments are shown in Fig. 3 and
are shown as a so called shaded bars graph, where the
MAA is shown as a red curve with its shaded error
(standard deviation) for ω = 1. It can noted that for high
projection depths near perfect reconstruction is reached
and the MAA drops rapidly. While for the blue curve,
using equation (9) for computing ω , the curve flattens
out. The latter ensures that the projection depth can be
set to high values, without the dangers of reaching near
perfect reconstruction.

The optimal projection depth for the different datasets
are reported in table 4. The optimal depth was com-
puted when using ω in equation (9). The mean value is
359, which would still give a close to optimal MAA for
all three datasets.
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(a) CASIA

(b) AgeDB

(c) LFW

Figure 3: Macro Average Arithmetic for different depth
of projection with shaded error (standard deviation),
comparing dampening function ω (blue) for weights
and using 1 as weight (red). Note how the former helps
lifting the curve for larger projection depths in all three
datasets

Table 5: Optimal Depth for different datasets for train-
ing and validation. The mean of all permutations, ex-
cept those on the diagonal, is 360.

Dataset AgeDB CASIA LFW
AgeDB 249 393 382
CASIA 328 395 352
LFW 375 328 347

Figure 4: Macro Average Arithmetic for the mean of
the 6 permutations of datasets with different depth of
projection with shaded error (standard deviation), com-
paring dampening function ω (blue) for weights and us-
ing 1 as weight (red). Note how the former helps lifting
the curve for larger projection depths on average for the
datasets.

In Table 5 the optimal depth for all 6 possible permu-
tations of training and validation sets is reported. Since
using the same set for training and validation yields
much better results, the results on the diagonal were
not used when computing the mean equal to 359.6667.
Once again ω was set as in equation (9).

Fig. 4 tells the mean of all six experiments, and clearly
shows that the use of the dampening function for ω lifts
the MAA curve and gives better accuracy than for ω =
1.

The conclusion from both types of experiments is that
a projection depth can safely be set around 360 for sex
classification using different datasets for learning.

8 RESULTS
After concluding that 360 turns out to be a good value
for the projection depth in the experiments, using dif-
ferent validation sets, the MAA was computed using
this projection depth on different datasets for leaning
and testing. Table 6 compares the MAA for using the
EPSC approach and what accuracy is obtained by us-
ing the gender classificaion model provided by Insight-
Face. It can be noted that EPSC produce state of the art
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Table 6: MAA for Classificaion of Sex, using one dataset for learning and another one for testing.
Database AgeDB CASIA LFW CelebA UTKFace NSD
AgeDB 0.9994 0.9921 0.9822 0.9596 0.8847 0.9900
CASIA 0.9960 0.9994 0.9860 0.9769 0.9007 0.9900
LFW 0.9963 0.9977 0.9976 0.9737 0.9065 1.0000
CelebA 0.9966 0.9989 0.9885 0.9893 0.9152 0.9500
UTKFace 0.9974 0.9979 0.9897 0.9813 0.9488 1.0000
InsightFace 0.7593 0.6959 0.6640 0.6887 0.5700 0.5807

results for sex classification and also outperforms the
deep learning model.

9 DISCUSSION
The question about a persons Sex is easier to understand
than Gender since the former is something that usually
is assigned at birth, even if it sometimes can be a dif-
ficult task because of different disorders. The latter on
the other hand can be chosen later in life. Nonethe-
less, as stated before, these two words have become
synonyms and are also used as such such in this paper.
However, it is closer at hand to talk about Sex classifi-
cation for the method presented in this paper. The rea-
son is that since FFVs are used, which are more closely
related to the geometric features in a face, and there-
fore theoretically should be invariant to facial hair, hair
style, makeup etc. Hence FFVs captures the geome-
try, which depends on genetics, rather than facial hair,
hair-style, makeup etc, which all can be chosen. In any
case, no political stance is taken in this paper about this
matter. Furthermore, most datasets do not reveal on
what grounds the sex or gender was chosen, so there is
no other choice than trusting the labels and classify on
them. However, the proposed algorithm, will lean to-
wards classifying Sex rather than Gender, while many
CNN based algorithms might pick up on both geomet-
ric features as well as outer features such as facial hair,
hair-style and makeup, since these are the things that
are visible in the face images.

The EPSC achieves state of the art classification on hard
datasets. The way the dampening function is formu-
lated in equation (9), which is used to set the weights
ω is one important contribution in this paper. It makes
the projection depth variable n less sensitive, and makes
the EPSC reliable compared to not using the dampening
function.

Looking at at the results in table 6 one can note that
the proposed approach, using FFVs as input to EPSC
performs close to or precede the state of the art. Acien
et al. [AMVR∗19] [HRBLM07] achieved a 94.8% ac-
curacy using VGGFace on the LFW dataset, while the
EPSC achives well over 98%.

For the CelebA dataset, both Liu et al [LLWT15] and
Ranjan et al. [RPC16] reported the results from several
implementations with an accuracy spanning from 90%

up to 98%. The table shows that the EPSC is close to
98% or over depending on what dataset was used for
learning.
It should be noted though that some methods used a
split from the same dataset for training, validation and
testing. Hence, the results cannot be compared straight
on, but rather gives an indication on how well the pro-
posed algorithm works compared to the state of the art
algorithms. Furthermore, the learned projection depth
could be set differently depending on the data at hand,
but here it was chosen to learn it from three datasets.
Learning from the same dataset when doing some kind
of cross validation tend to give even better results as
shown in table 2. Nevertheless, the overall results are
promising for taking on any challenging dataset using
the EPSC.
Initially it was supposed that an age balanced dataset
would improve the overall classification, and therefore
subsets of the AgeDB and CASIA was created. Even
subspaces for each age group was created and tested.
However, no great improvement was noticed. In the fu-
ture, it should be tested whether, the approach by Gong
et al. [GLJ20] could be used by dividing the learning
data into groups, creating a subspace for each race and
sex. Nonetheless, several of the datasets used contain
a mix of races already, and it seem to work very well
anyway.
Interestingly, the UTKFace dataset has the lowest accu-
racies when it comes to testing, but often yields the best
accuracy when it is used as the set for learning. One
reason for it being hard to classify, is that it contains
quite many small children. They are hard to tell, even
for humans, whether they are boys or girls.
The second hardest set to classify was CelebA and sim-
ilarly it is the second best for learning, with one excep-
tion and that is when classifying on the NSD. Neverthe-
less, it seems like curating a set, requiring different age
groups, did not help much. Better is to use a set with a
great variation from the start. Also, even if CelebA is
much larger than UTKFace, the latter performed better,
perhaps because it is more gender balanced.

10 CONCLUSION
The proposed improvements to the EPSC, including
how to learn projection depth and the improved damp-
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ening function, makes EPSC reliable and stable for sex
classification of face images. The face feature vec-
tors from face recognition software, do include geomet-
ric information that can be used to determine sex and
will not be affected by outer cues, such as facial hair,
makeup and hair-style, which might be picked up by
CNN based approaches, since they capture whatever is
visible in the images. The results show close to state
of the art performance, and even precede many of the
algorithms published.
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ABSTRACT
Virtual reality art is reshaping digital art experiences, especially with the recent release of multiplayer 3D art
applications, but may elicit different first impressions across different age groups which can impact their uptake.
In particular, popular colour pickers based on HSV colour spaces may appeal differently to younger and older
adults. We investigate first impressions of colour selection when shown with a discrete picker or a continuous
HSV picker via an online survey with 63 adults and 24 older adults. We found that the discrete picker was seen as
having more positive hedonic qualities overall; there were no differences between perceptions of adults and older
adults. We discuss the implications of our findings for colour selection tools in virtual reality art-making.

Keywords
Colour selection, Colour picker, Colour palette, Virtual reality, VR art, Creativity tools

1 INTRODUCTION
First impressions are crucial in determining the like-
ability and thus adoption of a design [Gro16]. Given
that a tool’s aesthetics influences the user’s perception
of its utility and formation of the user’s persistent atti-
tude towards the tool [HT06, JWTY16, YKW22], it is
critical to understand how features impact users’ under-
standing, emotions, and expectations the first moment
they are perceived. While there is a substantial body
of research on virtual reality (VR) and its use for art
making [HBM23], there are limited studies that explore
factors that influence the first-impressions of VR art ex-
periences.

Virtual reality can provide rich visual experiences
and transferable skills [WFS97] as well as control
over dynamic environments and measurements of
responses [SR01]. Thus, it has been utilised for art
and performance in hobbyist and therapeutic contexts,
across age groups [Uge21]. A core function in digital
painting is selecting a colour from a colour palette.

Most colour pickers in digital painting combine contin-
uous and discretised subsets of 3D colour spaces such
as HSV (Hue, Saturation, Value) and RGB (Red, Green,
Blue). Novel colour pickers such as Brushwork’s 2021
application [Sun22] offer discretised colours that can
be mixed. A study of older artists found that some had
reservations in engaging with VR art, and when they
did, they had a passion for selecting the ‘right’ colour
but had challenges in using the HSV picker to do so
[AWL21]. It is not yet known how initial perceptions
of discretised and HSV pickers impact impressions of
VR art, in particular across age groups.

In this study, we investigated the first impressions
of VR art colour pickers. We expand on prelimi-
nary results previously published as a conference
poster [AWL22]. Our research question is:

What are perceptions of a discretised colour
picker and HSV colour picker for adults (<60
years) and older adults (60+ years)?

2 RELATED WORK

2.1 Colour Selection in VR
Virtual reality art applications tend to feature colour
pickers using different representations of the HSV
colour space (Figure 1). Examples are Tilt
Brush [Til20], Mozilla A-Painter [Ser20], Gravity
Sketch [Ben18], and ANIMVR [NVR21b]. Brush-
work [Bar21] uses a different approach and employs a
discretised colour space.

The Tilt Brush colour picker contains a colour circle
depicting hue and saturation and a vertical scroll bar
on the right to adjust the brightness. The A-painter
colour picker is similar. It also contains a colour cir-
cle for hue and saturation selection, and surrounding it
is a brightness slider and fields that show the current
selected colour and colour history.

The Gravity Sketch colour picker is three dimensional.
The circular section displaying hues and saturation can
be pushed inwards and outwards in order to change the
intensity. The colour circle is surrounded by twelve
3D blocks representing pure hues, and there are other
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Figure 1: From left to right and top to bottom: Colour picker from Tilt Brush (Credit to: Juegos) [Jue20], Colour
picker in Mozilla’s A-Painter (Credit to: Fernando Serrano) [Ser20], Colour picker in Gravity Sketch (Credit to:
xR.design) [xR.wn], Colour picker in ANIMVR (Credit to: NVRMIND) [NVR21a], Colour picker on Brushwork
(Credit to Harry Barker) [Bar21]

smaller circles surrounding the hues displaying the re-
cently selected colours. There are four circles on top of
the colour picker that enable users to choose different
shading methods for rendering the colour.

In ANIMVR, the square box in the middle adjusts the
colour’s brightness and a vertical scroll bar on the right
adjusts the colour’s hue and saturation. The opacity of
the colour can be adjusted by dragging the opacity bar’s
cursor, which is right above the colour box. Above the
opacity bar is the background colour bar.

Brushwork has brushes with two modes. The first brush
mode allows users to paint a different colour on the
existing layer of paint while the second mode allows
the user to mix colours together. When in the first
mode, users can pick up and hold the colour palette and
brushes at any angle to paint. The Brushwork’s colour
picker offers a relatively small selection of colours,
however the second mode allows users to change shade
of colours through mixing.

As shown by this review of popular tools, the HSV
picker is a common paradigm for digital painting colour
picker, however it may not be appropriate for all
types of users. Selecting a specific colour in HSV
colour spaces can be challenging for novices due to not
understanding the underlying colour model and hav-
ing difficulties in finding a colour within the colour

space [AWL21, LM04]. Furthermore, colour may ap-
pear differently in the application than in the colour
picker because of simultaneous contrast [EF12]. Typi-
cal colour pickers represent individual colours on a very
small space which may be as small as the size of a sin-
gle pixel. This small target makes it difficult to identify
specific colour in 2D or 3D colour spaces [PY17]. Dis-
cretised colour pickers can help to solve some of the us-
ability challenges with HSV pickers [ALL+20]. How-
ever, it is not known how initial perceptions of colour
pickers differ, which can influence adoption of an ap-
plication when first seeing it.

2.2 Therapeutic Uses of VR Art
Art therapy is a popular complementary therapy to treat
a wide variety of health problems [JRWB22]. VR art-
making has been investigated as an approach to make
art therapy more accessible and better address patients’
needs. The presence, immersion, point of view, and per-
spective within the virtual environment, along with vir-
tual materials and unreal characteristics give VR much
potential for the practice of art therapy [HRS18]. VR
art-making has been found to be enjoyable, engaging
and therapeutic for older adults with dementia and de-
pression [PDHR17] and for older adults with neurocog-
nitive disorders [WCWS+13].
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Tilt Brush was evaluated in the context of art making
programs in an art therapy studio [AWL21] with older
adults with physical and/or cognitive impairments. The
field study showed that artists tend to draw inspiration
from natural scenes and materials in their art-making.
In standard digital colour selection tools, the types of
natural colours that artists chose for traditional paint-
ing were not immediately visible. Additionally, the
field study also found that participants were unable to
find their desired colours (i.e., brown, black, white, and
bright blue). This motivates research on the usability
of discrete pickers, which was investigated by Alex et
al. who found that participants used different colours
when painting with the discrete versus HSV pickers,
however they found no differences in usability between
them [ALL+20].

3 METHODS
In this study, we were interested in investigating partic-
ipant’s perceptions and first impressions of the colour
pickers. These aspects of VR art applications could be
customised based on different populations, and thus we
want to better understand whether first impressions of
older adults differ from adults in order to better cus-
tomise these applications in the future. We hypoth-
esised that older adults might have different impres-
sions of the discrete picker and HSV picker compared
to adults.

3.1 Design of the Stimuli
The VR art-making application was built using
Unity3D software. Because popular tools such as
Tilt Brush [Til20], Mozilla A-Painter [Ser20], Gravity
Sketch [Ben18], and ANIMVR [NVR21b] all contain
a space to select hue and saturation with a function to
adjust the brightness, we selected an HSV picker that
offers similar basic functions. It has a round circle for
selecting hue and saturation and a triangle in the mid-
dle to adjust the brightness. The cube below the cir-
cle shows the colour selected by user. The HSV picker
was downloaded from the Unity Asset Store (Figure 2
(right)). We also utilised the discrete picker from Alex
et al. [ALL+20]. Discrete picker allows its users to
select a colour with a single step without the need to
adjust hue and saturation/intensity. It contains seven
groups of small colour wheels. These wheels consist of
the three primary colours (i.e., yellow, red, blue), three
secondary colours (i.e., orange/brown, purple, green),
and greyish colours (black to white). The circle in the
middle shows the colour selected by the user (Figure 2
(left)).

We created four videos [VRA21] displaying identical
scenes of VR art-making (Figure 3). Two of these
videos used the discrete picker and two the HSV colour
picker, with similar times spend on the colour selection

process. For each colour picker we added to one of the
videos an additional 13-second footage of an artificial
companion (AC). The evaluation of the artificial com-
panion will be reported in another paper. This resulted
in four near-identical videos showing:

1. the discrete picker without the AC

2. the discrete picker with the AC

3. the HSV picker without the AC

4. the HSV picker with the AC.

The two videos without the AC were 4m 03s long and
the two videos with the AC were 4m 17s long.

In this paper we will report our findings for partici-
pants’ perception of the colour pickers. The effects
of artificial companions are discussed in previous re-
search [ALW20, AWL22].

3.2 Survey
To answer our research question, we conducted an
online survey using Qualtrics. We selected a survey
methodology in order to gather first impressions from a
larger and more diverse audience than could be reached
in another manner. The online survey comprised a pre-
video demographic questionnaire, one of two recorded
online videos, and a post-video questionnaire. The on-
line survey took approximately 15 - 25 minutes to com-
plete. The post-video questionnaire consisted of three
major sections: the first was on VR art-making in gen-
eral, the second on the colour picker and the third on
the AC.

The first section on general art-making consisted of 15
closed-ended questions on general perception of the VR
art-making and one open-ended question to obtain qual-
itative feedback. The section on first impressions of the
colour pickers contained 14 closed-ended questions and
one open ended question. The first question (closed-
ended) assessed the participant’s satisfaction with the
range of colours in the colour picker. The remainder of
the closed-ended questions were semantic differential
scales grouped into three subgroups: Pragmatic Quality
(PQ), Hedonic Quality (HQ), and APPEAL [HST08]
(Table 1). PQ refers to the participants’ thoughts on the
effectiveness of the colour picker in fulfilling its main
task (i.e., painting). HQ refers to participants’ sense of
how stimulated they were by the colour picker. AP-
PEAL refers to participants’ general evaluation of the
colour picker. The single open-ended question in the
second section gathered qualitative feedback on partic-
ipants’ perceptions of the colour picker. Beyond these
subgroups, there was an additional semantic differen-
tial item Social/Isolating. The single open-ended ques-
tion in the second section gathered qualitative feedback
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Figure 2: Two colour pickers: Discrete picker (left), HSV picker (right)

Figure 3: All participants watched the same drawing scenes: successive brushstrokes creating a kiwi bird and a
sunflower.

on participants’ perceptions of the colour picker. The
third section contained seven closed-ended questions
and five open-ended questions. This section was only
made available to participants who were randomly al-
located to watch videos with the AC present. In this
paper, we only report the results of the VR art-making
colour pickers.

3.3 Analysis
The statistical analysis was conducted using the SPSS
statistics software. We did a factor analysis, reliabil-
ity analysis, analysis of variance (ANOVA), and multi-
variate analysis of variance (MANOVA) to analyse the
data. The factor analysis grouped the semantic differ-
ential items into three groups: PQ, HQ, and APPEAL.
We scored each group by averaging its items.

We read all the quotes from the survey and created affin-
ity diagrams. We used affinity analysis [Ash20, HB97]
to group the quotes from the survey based on ‘similar-
ity’.

3.4 Participants
To recruit a wide variety of participants including adults
and older adults, we distributed invitations to partici-
pate via email and social media to multiple organisa-
tions all over the world including stroke organisations,
universities, and other organisations (e.g., SeniorNet,
retirement homes etc.). In the invitation, we let par-
ticipants know they could complete the survey with the
assistance of a caregiver.
A total of 87 participants participated (Table 2). Partici-
pants comprised 24 older adults aged 60 and above with
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Scale item Anchors
PQ 1 Comprehensible Incomprehensible
PQ 2 Supporting Obstructing
PQ 3 Simple Complex
PQ 4 Clear Confusing
PQ 5 Controllable Uncontrollable
HQ 1 Interesting Boring
HQ 2 Exciting Dull
HQ 3 Impressive Nondescript
HQ 4 Original Ordinary

APPEAL 1 Pleasant Unpleasant
APPEAL 2 Attractive Unattractive
APPEAL 3 Motivating Discouraging
APPEAL 4 Desirable Undesirable

Table 1: Semantic differential items for Pragmatic
Quality (PQ), Hedonic Quality (HQ), and general eval-
uation (APPEAL) [HST08]

DISCRETE HSV
Adult 27 36
Older Adults 16 8

Table 2: Number of participants who watched discrete
or HSV picker video

a mean age of 69.9 years, 62 adult people aged 16 - 59
years with a mean age of 33.2 years and one participant
did not provide his age.

42 participants identified as male, 43 participants iden-
tified as female, one participant identified as non-
binary, and one participant did not provide an answer.
We are missing two pieces of demographic data from
the survey as one participant did not provide his age
and another participant did not provide a gender.

4 FINDINGS
A reliability analysis found high values for PQ (α =
.926), HQ (α = .943), and APPEAL (α = .964), in-
dicating a high internal consistency among the seman-
tic items within the group. The MANOVA analysis
showed that the colour picker had a significant effect on
HQ (F(1, 86) = 5.35, p = .023), with the discrete picker
garnering higher scores, but not PQ (F(1, 86) = .077, p =
.781) and APPEAL (F(1, 86) = 2.47, p = .120). Figure 4
illustrates the results. Overall, there were no differences
between adults and older adults. Therefore, our hypoth-
esis that older adults might have different impressions
of the discrete picker and the HSV picker compared to
adults is rejected. We conducted an ANOVA to examine
the satisfaction with the range of colours in the colour
pickers and found no statistical differences between the
discrete picker and the HSV picker. We grouped par-
ticipants’ open-ended comments into three subthemes
which we explain next.

4.1 Colour Pickers’ Colour Ranges
There was a mix of satisfaction with the discrete
picker’s colour range. Most participants were satisfied
with the range of colours in the discrete picker, with
comments such as: “[It] has all the colour types avail-
able [P9]”, “There is a wonderful choice of colours
[P18]”, “Sufficient range of colours [P37]”, “There
seem to be enough colours to use [P80]”, “All the
colours are there [...] plenty of choice [P85]”. One par-
ticipant mentioned that there is a reasonable choice of
colours, but stated: “Undoubtedly, I would eventually
want a colour not on there, but it looks like a reasonable
selection of colours nevertheless [P3]”. Some partici-
pants were dissatisfied with the range of colours in the
discrete picker. One participant commented: “It should
be variables and options to choose more color [P38]”. It
seems like the discrete picker may have enough selec-
tion for many but not all users. Two other participants
felt unable to answer the question. P14 stated: “I don’t
know much about colours”.

There were many participants who were satisfied with
the range of colours in the HSV picker. Those who
commented about that said, “All the colours of the
rainbow seem to be there [P47]”, “RGB colour wheel
is pretty much every colour [P61]”, “Looks beautiful
with complete rainbow colours [P63]”, “Has almost all
colours that’s needed to create stuffs [P65]”, “[...] most
of the colours are available [P69]”, “Enough colours to
work with [P70]”.

There were some participants who were dissatisfied
with the range of colours in the HSV picker. One of
them stated, “[...] When there are too many colors,
one faces a paralysis of choice [P79]”. Another par-
ticipant had the opposite reaction, that the HSV picker
was, “[...] very limited [P40]”. P40 may have misun-
derstood the HSV, as happened in Alex et al.’s study
[AWL21], where participants thought the colour picker
only contained the colours that were immediately vis-
ible and did not imagine all the variations of satura-
tion were available. The fully saturated colours around
the HSV picker wheel might attract users with strong
colour preferences. Two participants commented on the
colour preferences for HSV picker such as, “I like the
strong colours [P55]”, “Like the color [P73]”. These
comments indicate that they were attracted to vibrant
colours which may be more eye-catching relative to the
desaturated colours in the discrete picker.

4.2 Design Satisfaction
Participants commented on the design of the colour
pickers. Participants commented on the colour arrange-
ment within the discrete picker: “They are well mixed
perfectly arranged colours [P10]”, “The colours are
well organised and beautifully done [P22]”, “The mix-
ing of colours are in order I must say it’s complete
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Figure 4: Discrete picker (DIS) versus HSV picker

[P26]”, “Complete and well-arranged [P31]”. One par-
ticipant mentioned the discrete picker is “very compre-
hensive [P15]”. P13 suggested that it will be better if
it is bigger. We cautiously interpret P13 as referring to
the size of the colour picker wheels and propose that
it may be beneficial to be able to magnify particular
wheels. Three participants provided comments on what
they disliked about the discrete picker. P16 said that
“it looks mediocre”, P38 stated that “The quality of the
colour picture is low density and look unattractive”, and
P86 mentioned that “Lots of colours muddled together.
How would I choose a colour?”. Another felt unable to
comment on the design: P56 said that he has no expe-
rience and needed to use it in order to be able to com-
ment.

Participants also gave mostly positive and some nega-
tive reviews on the design of the HSV picker. “RGB
ring and shade/tint triangle is mostly understandable
for anyone exposed to modern digital art tools [P41]”,
“The colour picker seems pretty straight forward to use
[P49]”, “It looks standard to me. I think it is adequate
for what a screen can display [P46]”. These comments
seem to indicate that some participants have experience
and are already quite familiar with the HSV picker. Two
participants were dissatisfied with the HSV picker. P79
said, “There are other ways to pick color, not just a
color wheel” and P59 commented: “The HSL colour
picker, while a traditional mainstay in professional art
applications, seems out of place in the three dimen-
sional world of VR. It also requires understanding of
how it operates, and that the outer ring and inner tri-
angle are linked, before it can be used effectively [...]

the colour picker is unsuitable for VR, and potentially
daunting for inexperienced artists who have not seen or
used it before. A novel colour picker, specifically de-
signed for use in three dimensions so that all available
colours can be seen at once, around the user, would be
better suited for VR”.

4.3 Customisation
Multiple participants desired customisation. After see-
ing the discrete picker, P21 stated that, “I’d want a cus-
tomised palette chooser where you can roll your own”.
P80 and P85 asked if it is possible to mix colours.
Two participants who had seen the HSV picker sug-
gested customisation features. P41 suggested having
a way to store previously-picked colours that could be
retrieved easily. The other participant suggested “[to
have] an option to be able to choose from a colour
palette [...]” and “[...] a way to save colours used in
the art [...] [P61]”.

5 DISCUSSION
We conducted a quantitative survey study to rigorously
assess initial perceptions of virtual reality colour pick-
ers within VR art. We were particularly interested in
how older adults’ perceptions might differ from adults’
perceptions. We found that the discrete picker scored
higher overall for its hedonic qualities of being more
interesting, exciting, impressive and original compared
to the HSV picker, and there were no differences across
age groups.
In our study design, participants were randomly allo-
cated to one of four near-identical videos. The strength
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of this study design is that we can attribute causal ef-
fects to the manipulated variables. As each participant
only sees a single stimulus, there are no order effects or
transfer effects. The study design is intended to have
some similarities to the experience of first perceptions
of new applications, where people tend to see images,
videos or advertisements before being able to try a tool
themselves. These first impressions are an important
step toward deciding whether to try a new application
or not. We argue that assessing initial perceptions is
worthwhile as negative initial perception may introduce
barriers that may not be known if a user is funneled into
initial use. A drawback of our study design is that par-
ticipants do not experience all the options, and so can-
not comment on the differences and their preferences.
Further, initial perceptions may differ from perceptions
after a period of usage. The discrete picker’s higher he-
donic qualities may be due to its novelty, colour wheels,
or other aspects of its design. The semantic differen-
tial items could be administered after a period of art-
making to see how first impressions and usage impres-
sions are related, and whether habituation to the design
impacts perceptions.

The discrete picker is 2-dimensional whereas the HSV
enables traversal through 3-dimensional colour space
with a second colour selection step. Some initial im-
pressions of the HSV were based on the visible colours
— it was intriguing that the vibrant, high saturation
colours of the HSV picker’s wheel attracted some peo-
ple’s attention. A weakness of the 2-dimensional design
is that it does not utilise the full potential of virtual re-
ality. This presents a dilemma on complexity. Even
2D colour pickers may be difficult to understand for
novice users, as shown by some of the comments we
received. To a novice, the colours displayed around the
HSV colour wheel look may appear limited as the HSV
picker seems to contain only fully saturated colours.
Three dimensional colour pickers would take advan-
tage of the immersive environment however they may
be even more difficult to understand.

People who are novices in digital art may require sim-
pler tools [AWL21] whereas those with understanding
of colour spaces can be offered complex 3-dimensional
tools. Simple tools will be unlikely to satisfy expert dig-
ital artists who are accustomed to more choice. For in-
stance, some of our participants mentioned the limited
range of colours in the discrete picker. Others men-
tioned a potential paralysis of choice using the HSV
picker because there are too many colours. Thus, our
findings are in line with [LM04, ALL+20]: the discrete
picker may be more suitable during a novice period of
digital art, whereas the HSV picker is more suitable for
experienced users who like to explore more colours. We
recommend that digital art applications have the ability
to evolve the sophistication of the toolset as the artist

becomes more familiar with the toolset, so that the com-
plexity grows as the user is better able to utilise it.

6 LIMITATIONS
Our study has several limitations. Since our study was
accessible to everyone self-selection bias is present. It
is possible that users participating in the research are
more curious, interested in VR, and open to new ideas,
and hence findings might not be representative.

Since we assigned participants randomly to each video,
the demographics of participants watching each video
was not evenly distributed. For example, we had 16
older adults watching videos with the discrete colour
picker, but only eight participants watching videos with
the HSV colour picker. This also resulted in small sam-
ple sizes for some conditions.

Some participants in our online survey might suffer
from impairments (cognitive and physical, e.g., stroke)
and perceptions and expectations might be different
from those of a healthy user.

7 CONCLUSION AND FUTURE
WORK

This research investigated perceptions of VR colour
pickers on the VR art-making experience from a wider
range of potential users. Compared to the HSV picker,
the discrete picker had higher hedonic qualities: it was
seen to be more interesting, exciting, impressive, and
original. Qualitative feedback suggested that the dis-
crete picker may be more suitable for novice users who
do not have knowledge in 3D colour space, while ex-
perienced users would appreciate the range of colours
offered by the HSV picker.

In future work we would like to test the different colour
pickers with participants using them for VR art appli-
cations and investigate how initial perceptions and ac-
tual experiences differ. For example, participants might
be unaware that pointing towards a location with a VR
controller is for many users harder than when using a
mouse, e.g., due to slight hand tremours and not being
able to rest the hand on a surface.

More work is needed investigating the tool’s accessi-
bility and usability such as adding customisation func-
tions to the colour picker. For example, creating a func-
tion that allows users to blend or mix colours or switch
colour pickers (e.g., discrete or HSV) and a magnifier
tool for the discrete colour picker to make it easier to
select a specific colour. We also would like to have an
option to enable or disable colour selection with a sin-
gle controller to support accessibility.

We observed in previous research that for many older
adults art-making is a social experience [AWL21]. We
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would like to expand the tool to support social inter-
actions, e.g., users discussing colour choices and their
affect on the art piece.

Music is a powerful motivator, can improve mood, and
support creativity [EASG20]. We hope to integrate mu-
sic into the art making process both as background mu-
sic and by visualising the music and enabling users to
interact with it [TWM19].
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Figure 1: Comparison between our models and some standard SRGAN models. (Zoom in for best view)

ABSTRACT
The aim of blind super-resolution (SR) in computer vision is to improve the resolution of an image without prior
knowledge of the degradation process that caused the image to be low-resolution. The State of the Art (SOTA)
model Real-ESRGAN has advanced perceptual loss and produced visually compelling outcomes using more com-
plex degradation models to simulate real-world degradations. However, there is still room to improve the super-
resolved quality of Real-ESRGAN by implementing recent techniques. This research paper introduces StarSR-
GAN, a novel GAN model designed for blind super-resolution tasks that utilize 5 various architectures. Our model
provides new SOTA performance with roughly 10% better on the MANIQA and AHIQ measures, as demonstrated
by experimental comparisons with Real-ESRGAN. In addition, as a compact version, StarSRGAN Lite provides
approximately 7.5 times faster reconstruction speed (real-time upsampling from 540p to 4K) but can still keep
nearly 90% of image quality, thereby facilitating the development of a real-time SR experience for future research.
Our codes are released at https://github.com/kynthesis/StarSRGAN.

Keywords
Blind super-resolution, adaptive degradation, dual perceptual loss, multi-scale discriminator, dropout degradation

1 INTRODUCTION

The field of image super-resolution (SR) aims to re-
construct a high-resolution (HR) image from a low-
resolution (LR) counterpart, which is a challenging task
due to the many-to-one mapping involved. The com-
puter vision research community has devoted signifi-
cant attention to SR, and deep learning algorithms have

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

been successfully applied to this problem. These tech-
niques utilize neural networks to train an end-to-end
mapping function, such as the SRCNN [Don16], which
involves deep convolutional neural networks (CNNs)
that generate high signal-to-noise ratio (PSNR) val-
ues. Still, the output is often excessively smoothed and
needs more high-frequency features.

Researchers suggest using generative adversarial net-
works (GANs) [Goo14] for image SR tasks to over-
come these limitations. A super-resolution GAN com-
prises a generator network and a discriminator network.
The generator takes LR images as input and aims to
create images that resemble the original HR image. At
the same time, the discriminator distinguishes between
"fake" and "real" HR images. However, these methods
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assume an ideal bicubic downsampling kernel, making
them unsuitable for real-world situations.

In contrast, blind SR aims to recover images with un-
known and complicated degradations. Existing tech-
niques can be classified as explicit or implicit mod-
elling based on the underlying degradation process. De-
tailed modelling approaches frequently utilize the con-
ventional degradation model, including blur, downsam-
pling, noise, and JPEG compression. However, real-
world degradations need to be simplified to be de-
scribed by a simple combination of these factors. Cur-
rent research has focused on emulating a more practical
degradation process [Wan21] or designing an improved
generator [Wan19]. The performance of the discrimi-
nator, which guides the generator to generate superior
images, has received relatively little attention. There-
fore, it is essential to acknowledge the importance of
the discriminator, much like a loss function.

In this paper, we intend to further enhance the percep-
tual quality of super-resolved images by extending the
robust Real-ESRGAN [Wan21] algorithm:

• We utilize the Star Residual-in-Residual Dense
Block (StarRRDB), which was inspired by ESR-
GAN+ [Rak20] and had a higher capacity than the
RRDB employed by Real-ESRGAN [Wan21].

• We obtain a performance breakthrough for our SR
models by combining the Multi-scale Attention
U-Net Discriminator with the present StarRRDB-
based generator inspired by A-ESRGAN [Wei21].

• We replaced the standard high-order Real-ESRGAN
degradation model with a DASR-inspired [Lia22]
efficient Adaptive Degradation Model.

• We use ResNet Loss in addition to VGG Loss, and
this Dual Perceptual Loss approach, inspired by
ESRGAN-DP [Son22], acquires more sophisticated
perceptual characteristics.

• We attempt to apply Dropout Degradation tech-
nique, inspired by RDSR [Kon21] to improve the
generalization ability from appropriate usage of
dropout benefits.

• We construct StarSRGAN Lite, a CNN-oriented
compact version that can reconstruct images
about 7.5 times faster than StarSRGAN and
Real-ESRGAN.

Due to several modifications, our StarSRGAN achieves
higher visual performance than Real-ESRGAN, mak-
ing it more applicable to real-world applications.

2 RELATED WORK
2.1 Super-Resolution Methods
In blind image SR problems, deep CNNs are frequently
used before implementing the GAN architecture. These
techniques have achieved a remarkable peak signal-
to-noise ratio (PSNR) due to the robust modelling
capability of CNNs. However, since these PSNR-based
approaches use pixel-wise specified losses such as
mean squared error (MSE), the output is often overly
smoothed, necessitating additional high-frequency in-
formation. In practice, most methods assume a bicubic
downsampling kernel, which may not be effective for
real-world images. Furthermore, current studies aim
to incorporate reinforcement learning or GAN before
image restoration.

Blind SR has been widely researched, with numerous
studies focusing on degradation prediction and condi-
tional restoration. The two processes can be performed
separately or in tandem, often iteratively. These tech-
niques rely on predefined degradation models, which
may only consider synthetic degradations and fail to
perform well with real-world images. Furthermore, in-
accurate degradation models can result in unwanted ar-
tifacts in the reconstructed images.

Recently, SOTA research has proposed a perceptually-
driven approach to improve GANs by more accurately
simulating the perceptual loss between images. For
instance, ESRGAN [Wan19] and ESRGAN+ [Rak20]
have introduced a viable perceptual loss function
and generator networks based on RRDB that can
convincingly create HR images. Another method,
Real-ESRGAN [Wan21], has introduced a high-order
degradation model to make even more realistic images,
achieving impressive results on the NIQE benchmark.
However, these methods depend on a computationally
complex backbone network and cannot handle images
with varying levels of degradation. Therefore, DASR
[Lia22] has introduced a degradation-adaptive frame-
work to address this issue, creating an effective and
efficient network for real-world SR challenges.

Our work has incorporated several benefits from vari-
ous designs to produce a comprehensive solution.

2.2 Degradation Models
Blind SR approaches often rely on the classical degra-
dation model, which may not fully represent the com-
plex degradation in real-world images. Recent tech-
nique, such as Real-ESRGAN [Wan21], incorporate a
broader range of degradation types and parameters into
the modelling process to address this issue. These ap-
proaches increase the model’s ability to enhance the
perceptual quality of challenging LR inputs. However,
the sampling of degradation parameters in these meth-
ods can be imbalanced, which limits their ability to gen-
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Figure 2: In Star Dense Block, residuals are added every two layers.

erate fine features, particularly for inputs with average
degradations.

This study implements an adaptive degradation model
that balances the degradation space by dividing it into
three frequency-balanced levels. This balanced space
optimises the model at different levels and provides a
more accurate representation of real-world images.

2.3 Discriminator Models

There have been significant efforts to improve the
discriminator model to synthesize high-quality HR
images. Two critical challenges in achieving photo-
realistic HR images are the need for a broad receptive
field for the discriminator to distinguish between the
synthesized and ground truth images, which requires
either a deep neural network or a big convolution ker-
nel. Additionally, a single discriminator may struggle
to provide input on global and local characteristics,
leading to potential incoherence in the synthesized
image, such as distorted wall textures.

pix2pixHD [Wan17] proposed a unique multiple dis-
criminator architecture to address these challenges. The
first discriminator takes downsampled synthetic images
as input, has a broader receptive field with fewer pa-
rameters, and focuses on comprehending the global
perspective. The second discriminator uses the entire
synthesized image to learn the image’s specifics. An-
other study [Sch20] employed a U-Net-based discrim-
inator architecture to GAN-based blind SR challenges,
preserving the global coherence of synthesized images
while offering per-pixel input to the generator.

Our discriminator model combines the advantages of
both designs, enabling the discriminator to learn edge
representations, enhance training stability, and provide
per-pixel feedback to the generator.

2.4 Image Quality Assessment Methods
In recent years, GAN has been widely utilized for
restoring low-quality images (e.g., deblur, denoise,
super-resolution). Some researchers have focused on
assessing images using Image Quality Assessment
(IQA) methods. Some synthetic textures look natural
due to the GAN approach, making them difficult for
humans to distinguish yet easy for machines to detect.

Attention-based Hybrid Image Quality Assessment
Network (AHIQ) [Lao22] aims to quantify the human
perception of image quality and has the potential for
generalizing unknown and complex samples, notably
GAN-based distortions. AHIQ won first place in Full-
Reference (FR) Track for the NTIRE2022 Perceptual
Image Quality Assessment Challenge [Nti22].

Multi-dimension Attention Network for No-Reference
Image Quality Assessment (MANIQA) [Yan22] uses
the multi-dimensional attention network for perceptual
assessment. MANIQA placed first in the No-Reference
(NR) Track of the NTIRE2022 Perceptual Image Qual-
ity Assessment Challenge [Nti22].

Since no real-world GT exists for SR images, NR-
IQA is preferable to FR-IQA for SR visual compari-
son. Nonetheless, in this study, we use both AHIQ and
MANIQA, as well as some classical metrics like PSNR,
SSIM, NIQE, and LPIPS. The objective is to determine
if StarSRGAN models can achieve new performance
levels in many measures.

2.5 Perceptual Loss Methods
Since the groundbreaking SRCNN [Don16] was pre-
sented, applying deep learning to tackle the SR problem
has garnered increasing interest. In addition to a signif-
icant boost in visual quality, it also features a greater
variety of optimizations and enhancements.

Further research [Joh16] claimed that smoothing the re-
constructed image was as simple as improving the MSE
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or PSNR of the pixel space ratio between the GT image
and the reconstructed image. In order to enhance the
reconstruction effect, the perceptual loss was suggested
to minimize the feature space error between the GT im-
age and the rebuilt image.
Based on the concept of SRGAN [Led17], ESRGAN
[Wan19] employed a range of strategies to enhance the
texture features further. In terms of perceptual loss, they
recommended using the output before the activation of
the convolutional layer to gain additional feature infor-
mation, with the error of the feature space before acti-
vation being the object to be reduced.
Discussing perceptual loss is essential for enhancing
the reconstruction outcomes, particularly the realism of
details. This work uses a unique dual perceptual loss
function as a combination of ResNet [Kai16] loss and
VGG [Sim15] loss to achieve the reduction of unnatural
artifacts produced by the perceptual-driven technique.

3 PROPOSED METHODS
3.1 Adaptive Degradation Model
Recently, a high-order degradation model has been pro-
posed to generate LR images more closely approximate
real-world conditions. The model executes the same
degradation operation multiple times and has advanced
from simple bicubic down-sampling to include shuf-
fling and second-order pipelines.
In this research, we incorporate numerous image degra-
dation procedures, including blurring (both isotropic
and anisotropic Gaussian blur), resizing (both down-
sampling and up-sampling with area, bilinear, and bicu-
bic operations), noise corruption (both additive Gaus-
sian and Poisson noise), and JPEG compression.
Inspired by the DASR [Lia22] approach, our architec-
ture is designed to be adaptive to a wide range of real-
world inputs and handle a subspace of images with dif-
ferent degradation levels. We divide the entire degrada-
tion space D into three levels: [D1,D2,D3], with one
of these randomly chosen to produce LR-HR image
pairs during training. The probability distribution for
selecting the levels is [0.3, 0.3, 0.4]. D1 and D2 use
first-order degradation with small and large parameter
ranges, while D3 uses second-order degradation. We
use isotropic and anisotropic Gaussian kernels for the
blur operation with a probability of [0.65, 0.35]. If an
isotropic blur kernel is supplied, we set σ1 = σ2. In the
second degradation stage of D3, we skip the blur opera-
tion with a 20% probability and use sinc kernel filtering
with an 80% probability, following the approach used
in Real-ESRGAN. We scale the image to the appropri-
ate LR size, a quarter of its original size.

3.2 Network Architecture
StarSRGAN. The core block of ESRGAN enables the
network to be very scalable and more straightforward

to train. The Star Dense Block we suggested is replac-
ing the Dense Block to increase the network’s capac-
ity. Figure 2 depicts an extra level of residual learning
within the Dense Blocks to expand the capacity without
increasing complexity. After two layers, a residual is
added to each block. This novel architecture produces
images with improved perceptual quality by utilizing
feature exploitation and exploration.

StarSRGAN Lite. The lightweight version of StarSR-
GAN focuses on delivering faster reconstruction times
while maintaining acceptable visual quality. Like
its predecessor, the model seeks to capitalize on the
Multi-scale Discriminator, Attention U-Net Discrimi-
nator, Dual Perceptual Loss, Dropout Degradation, and
Adaptive Degradation. ESPCN [Shi16] influences the
network design, a super-resolution CNN which brings
asymptotic real-time performance. Figure 3 depicts the
architecture of StarSRGAN Lite.
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Figure 3: Architecture of StarSRGAN Lite with
corresponding kernel size (k), number of filters (n),
and stride (s) indicated for each convolutional layer.

3.3 Attention U-Net Discriminator
Taking inspiration from A-ESRGAN [Wei21], we have
developed an Attention U-Net Discriminator structure,
depicted in Figure 4, that aims to enhance the qual-
ity of the reconstructed image while increasing the ef-
ficiency of image reconstruction. The structure com-
prises a downsampling encoding module, an upsam-
pling decoding module, and multiple Attention Blocks.
The Attention and Concatenation Blocks are designed
following the A-ESRGAN architecture. To perform se-
mantic segmentation of 2D images, we adapted the At-
tention Gate, initially scheduled for 3D medical images
as described in [Okt18]. Furthermore, we incorporated
Spectral Normalization regularization [Miy18] to stabi-
lize the training process.

3.4 Multi-scale Discriminator
StarSRGAN has a Multi-scale Discriminator architec-
ture consisting of two identical U-Net discriminators.
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Figure 4: Architecture of Attention U-Net Discriminator with corresponding kernel size (k), number of feature
maps (n), and stride (s) indicated for each convolutional layer.

The first discriminator D1 accepts an original scale im-
age as input, and the second discriminator D2 accepts a
2× downsampled image as input.
The output of the U-Net discriminator is a W ×H ma-
trix, with each member representing the probability that
the pixel it represents is True. We utilize the Sigmoid
function to normalize the output and the binary cross-
entropy loss to determine the overall loss of one dis-
criminator. Assuming C is the output matrix, we define
D = σ(C), xr is ’real’ data, and x f is ’fake’ data.
Consequently, we define the loss of one discriminator
as

LD =
W

∑
w=1

H

∑
h=1

(−Exr [log(D(xr,x f )[w,h])]

−Ex f [1− log(D(x f ,xr)[w,h])])

(1)

Because we have multi-scale discriminators, we will
sum the loss of all the discriminators to get the over-
all loss as

LTotal = λ1LDnormal +λ2LDsampled (2)

where λ1 and λ2 are coefficients. We can also derive
the generator loss from a single discriminator as

LG =
W

∑
w=1

H

∑
h=1

(−Exr [1− log(D(xr,x f )[w,h])]

−Ex f [log(D(x f ,xr)[w,h])]

(3)

where x f represents the output of the generator G(xi).

3.5 Dual Perceptual Loss
By training a deep neural network, we address the SR
problem. According to the theory given by Dong et al.
[Don16], the following is the goal of optimization:

min
θ

1
n

n

∑
i=1

L
(
G
(
ILR
i ;θ

)
, IHR

i
)
, (4)

Where ILR
i ∈RC×H×W and IHR

i ∈RC×H×W represent the
i-th LR and HR sub-image pairings, respectively, in the
training set. G

(
ILR
i ;θ

)
is the representation of the up-

sampling network. θ is the parameter to be optimized
within the neural network. L is the loss function that
can be represented as:

L = λ lcontent +η ladversarial + γlpercep (5)

where lcontent is the content loss of the pixel-wise 1-
norm distance between images reconstructed by the
generator and GT images, ladversarial is the loss derived
from the mentioned Multi-scale Discriminator, lpercep
is the Dual Perceptual Loss we implement. λ , η , and γ

are the coefficients of balancing different loss terms.

SRGAN [Led17] proposed defining the VGG loss
based on the ReLU activation layer of the pre-trained
VGG-19 network. ESRGAN [Wan19] redefined the
VGG loss after the convolutional layer and before the
activation layer to gain additional feature information.
This study uses the VGG loss specified in [Wan19],
as the L1 Norm function is utilized to determine the
Manhattan Distance between the reconstructed image
features and the GT image features:

lV GG/i, j =
1

Ci, jWi, jHi, j

Ci, j

∑
z=1

Wi, j

∑
x=1

Hi, j

∑
y=1∣∣∣Φi, j

(
GθG

(
ILR))

x,y,z −Φi, j
(
IHR)

x,y,z

∣∣∣ (6)

where Φi, j represents features acquired by the j-th con-
volution (before activation) in the VGG network before
the i-th max-pooling layer. In the VGG network, Ci, j,
Wi, j, and Hi, j are the dimensions of their respective fea-
ture spaces.

Based on the concepts of SRGAN [Led17], the ResNet
loss is defined based on the ReLU activation layer of
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Table 1: Quantitative comparison with SOTA methods on common test datasets using standard IQAs for SR (4×).
LPIPS/NIQE ↓: the lower, the better. PSNR/SSIM/MANIQA/AHIQ ↑: the higher, the better. Note that MANIQA

and AHIQ are the current SOTA IQA methods. The best and second performance are marked in red and blue.
Discussion: The unusual city textures on Urban100 are generally intricate and should consider further fine-tuning

for particular usage. Models using real-world emulated data synthesis failed on Manga109 (Japanese comic)
dataset, as prior predictions. Thanks to the Adaptive Degradation Model have helped StarSRGAN solve this

problem partially. StarSRGAN has a slightly lower performance on Set14, which contains many drawing pictures.

Method
DIV2K Set5 Set14

PSNR SSIM LPIPS NIQE MANIQA AHIQ PSNR SSIM LPIPS NIQE MANIQA AHIQ PSNR SSIM LPIPS NIQE MANIQA AHIQ
Original HR 80.00 1.0000 0.0000 3.2342 0.6542 0.6289 80.00 1.0000 0.0000 3.2122 0.6338 0.6353 80.00 1.0000 0.0000 5.7318 0.5807 0.6402

SRGAN 25.71 0.7076 0.1808 3.0079 0.5256 0.4847 30.64 0.8361 0.1080 4.3067 0.5084 0.5359 19.94 0.4688 0.2566 2.5155 0.5106 0.4865
ESRGAN 24.94 0.6827 0.1471 3.1900 0.5616 0.4938 29.92 0.8258 0.1117 3.9433 0.5396 0.5461 18.60 0.4209 0.2039 2.3251 0.5329 0.5203

Real-ESRGAN 24.23 0.6646 0.2637 3.1461 0.5728 0.5112 26.06 0.7806 0.1901 3.6883 0.5794 0.5524 18.00 0.4186 0.3578 3.6056 0.5979 0.5233
A-ESRGAN 23.12 0.6032 0.3110 2.9722 0.5398 0.4217 23.95 0.6980 0.2060 2.8405 0.6046 0.4730 18.12 0.3476 0.4927 2.7213 0.6017 0.5245

FeMaSR 22.10 0.6178 0.2236 4.9289 0.5383 0.4426 24.22 0.7202 0.1943 4.4306 0.6101 0.5054 17.49 0.3872 0.3314 3.6338 0.5884 0.4968
Swin2SR 25.65 0.7164 0.4282 5.8883 0.4346 0.4319 28.53 0.8629 0.2855 6.9146 0.5123 0.5681 19.94 0.4756 0.2556 2.6782 0.5689 0.5307

StarSRGAN 25.53 0.7232 0.1365 3.2513 0.6151 0.5529 29.60 0.8576 0.0905 3.3224 0.6195 0.6160 19.22 0.5167 0.2035 3.2480 0.5932 0.5661
StarSRGAN Lite 24.36 0.6708 0.2588 4.3514 0.5016 0.4128 28.19 0.7995 0.1731 3.7280 0.5249 0.5309 17.91 0.4572 0.2780 4.6240 0.5284 0.5011

Method
BSD100 Urban100 Manga109

PSNR SSIM LPIPS NIQE MANIQA AHIQ PSNR SSIM LPIPS NIQE MANIQA AHIQ PSNR SSIM LPIPS NIQE MANIQA AHIQ
Original HR 80.00 1.0000 0.0000 3.3586 0.8206 0.6761 80.00 1.0000 0.0000 1.8932 0.7743 0.6395 80.00 1.0000 0.0000 3.0512 0.7282 0.7055

SRGAN 20.39 0.6455 0.2679 2.8920 0.6461 0.3503 18.98 0.6557 0.1617 1.6539 0.6303 0.49381 22.58 0.6822 0.1398 2.4046 0.5991 0.5039
ESRGAN 20.26 0.6187 0.2391 2.5170 0.6684 0.3795 18.06 0.6223 0.1435 2.4639 0.6753 0.5204 22.70 0.6735 0.1239 2.4314 0.6266 0.5252

Real-ESRGAN 19.35 0.6127 0.3183 4.6826 0.6815 0.4029 17.75 0.5966 0.2205 4.9107 0.7068 0.4643 20.26 0.6262 0.2203 4.6752 0.6883 0.4366
A-ESRGAN 18.52 0.5729 0.3242 3.4259 0.6583 0.3374 17.77 0.5546 0.2643 1.9287 0.6461 0.4133 20.26 0.5567 0.2757 3.1648 0.6239 0.4398

FeMaSR 19.38 0.6044 0.3193 4.3513 0.6486 0.3586 16.78 0.5580 0.2274 4.2489 0.6234 0.4429 19.28 0.5960 0.2127 3.6849 0.5838 0.4522
Swin2SR 20.97 0.6577 0.4307 3.8591 0.6103 0.3986 20.01 0.6782 0.3591 4.6336 0.5821 0.4864 22.29 0.7138 0.2724 4.5726 0.5663 0.4616

StarSRGAN 20.35 0.6496 0.2302 2.8900 0.7127 0.4508 19.94 0.7167 0.1045 1.9064 0.7299 0.5538 24.61 0.8065 0.1456 3.0859 0.6943 0.5626
StarSRGAN Lite 20.36 0.5736 0.2912 3.1389 0.6124 0.3396 20.50 0.6736 0.2941 3.6585 0.6035 0.4790 22.46 0.7195 0.1919 3.1200 0.6128 0.4994

the 50-layer pre-trained ResNet network presented in
[Kai16]. Since the ResNet network structure differs
from the VGG network, each feature space is speci-
fied by a unique block. ResNet-50 architecture is di-
vided into four stages, each containing several bottle-
neck layers. The extracted perceptual features use the
output value of the bottleneck layer at each stage, and
the ResNet loss can also be expressed as:

lRES/m,n =
1

Cm,nWm,nHm,n

Cm,n

∑
z=1

Wm,n

∑
x=1

Hm,n

∑
y=1∣∣∣βm,n

(
GθG

(
ILR))

x,y,z −βm,n
(
IHR)

x,y,z

∣∣∣ (7)

where βm,n represents features obtained by the n-th bot-
tleneck layer (after activation) at the m-th stage. Cm,n,
Wm,n, and Hm,n are the dimensions of their respective
feature spaces in the ResNet network.

Finally, the Dual Perceptual Loss lpercep function under
the two perceptual losses is expressed as:

lDP = lV GG +
1
µ

ζlV GG,lRES lRES, (8)

where the ResNet loss lRES is weighted dynamically
and the weight value is 1

µ
ζlV GG,lRES , µ is a nonzero con-

stant. The ζlV GG,lRES can be expressed as:

ζlV GG,lRES =
lV GG + c
lRES + c

(9)

Where c is a small positive constant when its job only
prevents the denominator from becoming zero, there-
fore, 1

µ
ζlV GG,lRES is only a value that fluctuates with

the ratio of lV GG to lRES. Consequently, 1
µ

ζlV GG,lRES is
regarded as the weight value under the ResNet loss,
which can only alter the update range of network pa-
rameters and not the update direction.

3.6 Dropout Degradation
In high-level vision tasks, dropout is intended to reduce
the overfitting problem. However, it is rarely used in
low-level vision tasks such as image SR. As a tradi-
tional regression problem, SR behaves differently for
high-level tasks and is sensitive to the dropout process.
RDSR [Kon21] dropout research demonstrates that ap-
propriate dropout utilization benefits SR networks and
improves generalizability. In our study, we employ this
approach primarily for observational purposes.
In particular, we add the dropout layer before the final
output layer. According to the results of our experi-
ments, this technique improves network performance in
a multi-degradation condition.

4 EXPERIMENTS
4.1 Implementation
To better compare the functionality of various mech-
anisms, including: Adaptive Degradation Model
(Adapt-Deg), Attention U-Net Discriminator (Attn-
Unet), Multi-scale Discriminator (Multi-Disc), and
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Table 2: Upsampling benchmark and inference performance of Real-ESRGAN and StarSRGAN models.
System specification: Ubuntu 22.04 LTS, AMD Ryzen 5 5600X, NVIDIA GeForce RTX 3080 Ti, CUDA 12.1

Method
Upsampling Benchmark (FPS) Performance

360p to 1080p 480p to 1440p 540p to 4K 720p to 5K 1080p to 8K Image Quality Inference Time
Python C++ Python C++ Python C++ Python C++ Python C++ NR-IQA FR-IQA PyTorch NCNN

Real-ESRGAN 2.85 6.94 1.63 3.97 1.29 3.14 0.73 1.78 0.30 0.73 100% 100% 100% 100%
StarSRGAN 2.59 6.42 1.56 3.81 1.24 3.02 0.69 1.72 0.28 0.69 107% 112% 94% 95%

StarSRGAN Lite 21.32 53.68 11.67 28.43 9.36 22.79 5.44 13.59 2.48 6.14 89% 93% 739% 753%

Table 3: Quantitative comparison of StarSRGAN variations on common test datasets for SR (average IQA).
LPIPS/NIQE ↓: the lower, the better. PSNR/SSIM/MANIQA/AHIQ ↑: the higher, the better. Note that MANIQA

and AHIQ are the current SOTA IQA methods. The best and second performance are marked in red and blue.
Discussion: The dropout degradation technique needs to be more predictable when implement on SR models.

Some models even have better NIQE than the HR. The IQA may not be accurately sufficient for blind SR tasks.
Method Adapt-Deg Attn-Unet Multi-Disc Dual-Loss Drop-Out PSNR SSIM LPIPS NIQE MANIQA AHIQ

Original HR 80.00 1.0000 0.0000 3.4135 0.6986 0.6543
Real-ESRGAN 20.94 0.6166 0.2618 4.1181 0.6378 0.4818

StarSRGAN V1 23.43 0.6893 0.1361 2.5619 0.6320 0.5073
StarSRGAN V2 ✓ 24.56 0.7152 0.1220 2.7378 0.6422 0.5154
StarSRGAN V3 ✓ ✓ 24.38 0.7065 0.1226 2.7281 0.6582 0.5442
StarSRGAN V4 ✓ ✓ ✓ 24.43 0.7185 0.1211 2.8669 0.6590 0.5333
StarSRGAN V5 ✓ ✓ ✓ ✓ 23.21 0.7117 0.1518 2.9507 0.6608 0.5504

StarSRGAN+ V1 ✓ 23.12 0.6769 0.1361 2.6444 0.6368 0.5483
StarSRGAN+ V2 ✓ ✓ 23.86 0.7144 0.1475 2.4271 0.6458 0.5681
StarSRGAN+ V3 ✓ ✓ ✓ 23.60 0.7035 0.1187 2.3328 0.6421 0.5705
StarSRGAN+ V4 ✓ ✓ ✓ ✓ 23.60 0.7031 0.1206 2.3468 0.6403 0.5673
StarSRGAN+ V5 ✓ ✓ ✓ ✓ ✓ 24.75 0.7142 0.1255 2.2946 0.6444 0.5357

StarSRGAN Lite V1 19.97 0.5452 0.3684 4.0249 0.5317 0.3410
StarSRGAN Lite V2 ✓ 22.49 0.6524 0.2340 3.8435 0.5344 0.4287
StarSRGAN Lite V3 ✓ ✓ 21.68 0.6385 0.2373 3.4966 0.5546 0.4489
StarSRGAN Lite V4 ✓ ✓ ✓ 22.08 0.6373 0.2350 3.6288 0.5578 0.4732
StarSRGAN Lite V5 ✓ ✓ ✓ ✓ 22.30 0.6490 0.2479 3.7701 0.5639 0.4605

StarSRGAN Lite+ V1 ✓ 18.40 0.5688 0.2960 3.6561 0.5161 0.3842
StarSRGAN Lite+ V2 ✓ ✓ 20.30 0.5609 0.2472 3.7053 0.5635 0.4518
StarSRGAN Lite+ V3 ✓ ✓ ✓ 18.73 0.5693 0.2491 3.9238 0.5614 0.4487
StarSRGAN Lite+ V4 ✓ ✓ ✓ ✓ 19.65 0.5646 0.2363 4.9272 0.5813 0.4569
StarSRGAN Lite+ V5 ✓ ✓ ✓ ✓ ✓ 19.93 0.5714 0.2532 5.1208 0.5197 0.4221

Dual Perceptual Loss (Dual-Loss), we build 5 different
StarSRGAN models corresponding models, including:

• StarSRGAN (V1): nearest similar to Real-ESRGAN
but using the novel Star Dense Block.

• StarSRGAN V1 + Adapt-Deg (V2): using the Apda-
tive Degradation Model instead of the High-order
Degradation Model.

• StarSRGAN V2 + Attn-Unet (V3): using the Atten-
tion U-Net Discriminator instead of U-Net Discrim-
inator.

• StarSRGAN V3 + Multi-Disc (V4): using the Multi-
scale Discriminator instead of Single Discriminator.

• StarSRGAN V4 + Dual-Loss (V5): using the Dual
Perceptual Loss instead of Single Perceptual Loss.

Similarly, we also have 5 StarSRGAN Lite models
(from V1 to V5), representing corresponding variations
of StarSRGAN in compact architecture.
To observe the benefit of the dropout degradation
(Drop-Out) technique, we also conducted a separate
similar experiment with dropout layers, denoted by the
plus sign (e.g. StarSRGAN+, StarSRGAN Lite+).
We trained 5 StarSRGAN, 5 StarSRGAN+, 5 StarSR-
GAN Lite, and 5 StarSRGAN Lite+ models on DIV2K
[Nti17a] and Flickr2K [Nti17b] datasets. The train-
ing HR size is set to 256. We train our models on an
NVIDIA A100 GPU with a batch size of 32 by us-
ing Adam optimizer. We train the StarSRNet mod-
els for 2000K iterations with a learning rate 2× 10−4

while training the StarSRGAN models for 1000K it-
erations with a learning rate 1× 10−4. We also adopt
the Exponential Moving Average (EMA) for more reg-
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Figure 5: Visual comparisons of standard SR models with StarSRGAN models in 4×. (Zoom in for best view)
Discussion: The logo on the truck and the carving of the lock were recovered precisely on StarSRGAN. The

image quality reconstructed by StarSRGAN Lite stays caught up with other models. All models deliver pleasant
details and textures on the parrot feathers and the bell tower. Artifacts are also hard to be spotted on every model.

ular training and better performance. StarSRGAN and
StarSRGAN Lite are trained with a combination of L1
Loss, Perceptual Loss, and GAN loss, with weights
[1,1,0.1], respectively. Models which implement the
Multi-scale Discriminator are composed of two dis-
criminators, Dnormal and Dsampled , which have the input
of 1× and 2× down-sampled images as the input. The
weight for GAN loss of Dnormal and Dsampled is [1,1].
Our implementation is based on the BasicSR [Wan22].

4.2 Datasets
Previous studies have typically evaluated blind image
SR models using synthetic LR images manually
degraded from HR images. However, these images
may not accurately represent the LR images resulting
from real-world degradation processes, which often
involve complex combinations of multiple degradation
processes. Additionally, no publicly available datasets
contain LR images from real-world sources. As an
alternative, we have used real-world images scaled
up by a factor of 4 for testing purposes. We employ

real-world images from 5 classical benchmarks to
evaluate our approach, including Set5, Set14, BSD100,
Urban100, Manga109, and the modern DIV2K Valida-
tion dataset [Nti17a]. These datasets contain images
from diverse categories, such as portraits, landscapes,
and structures. A reliable SR model should perform
well on most of these standard datasets.

4.3 Compared Methods
We examine the proposed StarSRGAN and StarSR-
GAN Lite models with the SRGAN [Led17], ESR-
GAN [Wan19], Real-ESRGAN [Wan21], A-ESRGAN
[Wei21], FeMaSR [Che22], and Swin2SR [Con22]
models. The architecture of StarSRGAN V1 is the
nearest similar to the architecture of Real-ESRGAN.
More specifically, Residual Dense Block has been
replaced with the novel Star Residual Dense Block,
which can help evaluate the effectiveness of StarSR-
GAN even with a slight modification. On the other
hand, StarSRGAN Lite models aim to reduce the
reconstruction time of super-resolution. Therefore,
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Figure 6: Visual comparisons of StarSRGAN variations with an upsampling scale of 4×. (Zoom in for best view)
Discussion: If we pay close attention, we can observe that the StarSRGAN V5 delivered more tiny details on the
petals. The chimneys and the windows also look more similar to the HR. Every model reconstructed the fur of the
tiger with outstanding quality. The coat color was also better restored on StarSRGAN V5 than on StarSRGAN V1
or Real-ESRGAN. The images enhanced by StarSRGAN Lite models are acceptable compared to its predecessor.

in addition to comparing perceptual quality, we also
compare reconstruction time in frame rate (expressed in
frames per second or FPS) between the Real-ESRGAN
and StarSRGAN, and StarSRGAN Lite models.

4.4 Experiment Results
Table 1 compares StarSRGAN with other SR models
on several standard test datasets for SR. The results in-
dicate that the classical IQAs like PSNR, SSIM, and
NIQE are no more suitable for SR evaluation. Pre-
vious research claims that to achieve high PNSR, the
model tends to generate over-smooth results. The base-
line model, SRGAN, usually obtains a better SSIM in-
dex than more advanced models. Moreover, some mod-
els even have a better NIQE score than the HR, making
this measure the most unpredictable IQA in this work.
On the other hand, the measurements that come from
MANIQA and AHIQ are anticipated and reasonable.
Models with real-world emulated data synthesis per-
form poorly on illustration. Fortunately, StarSRGAN

with Adaptive Degradation Model has partially solved
this issue. Unnatural city-featured textures like win-
dows, roads, and bricks tend to be more complicated to
reconstruct than other textures. Fine-tuning models on
extra training data is promising to sort out the problem.

Through upsampling benchmark results shown in Table
2, we can find that StarSRGAN has traded off its in-
ference time to achieve better image quality compared
to Real-ESRGAN. In the opposite direction, StarSR-
GAN Lite sacrifices its image quality to gain impres-
sive performance in reconstructed time. Specifically,
the lightweight architecture has brought real-time per-
formance with more than 20 FPS when upscaling from
540p to 4K with C++ optimized executable file.

Table 3 shows that even our most straightforward varia-
tion, StarSRGAN V1, outperforms the Real-ESRGAN
method in most metrics. Variations applied Dropout
Degradation technique are not steady enough, and fur-
ther research should be conducted. From visual com-
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StarSRGAN Lite+ V4 StarSRGAN Lite+ V5

Original HR StarSRGAN Lite V1 StarSRGAN Lite+ V1 StarSRGAN Lite+ V2 StarSRGAN Lite+ V3
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Original HR StarSRGAN Lite V1 StarSRGAN Lite+ V1 StarSRGAN Lite+ V2 StarSRGAN Lite+ V3
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StarSRGAN Lite+ V4 StarSRGAN Lite+ V5

Figure 7: Further observation of StarSRGAN+ models applying Dropout technique. (Zoom in for best view)
Discussion: We can easily observe that Dropout Degradation brings unstable performance on StarSRGAN Lite

models. On the contrary, the technique adequately integrated with StarSRGAN without apparent conflicts.

parison (some examples are shown in Figure 6 and Fig-
ure 7), we observe that our methods can recover sharper
edges and restore better texture details. Although, it is
hard for human-eye to distinguish because both Real-
ESRGAN and StarSRGAN bring excellent perceptual
quality. Note that the StarSRGAN V5 models have
been selected for comparison in Table 1 and Table 2.

5 CONCLUSIONS
The present study introduces two novel GAN-based
models, StarSRGAN and StarSRGAN Lite, for blind
SR tasks. StarSRGAN integrates advancements from
5 previous research works and yields new SOTA
performance, surpassing the leading SR method,
Real-ESRGAN, by 10% on both SOTA No-Reference
IQA and Full-Reference IQA methods (MANIQA and
AHIQ). StarSRGAN Lite, a lightweight version of
StarSRGAN, also inherits improvements from its pre-
decessor and offers real-time inference performance,
processing upsampled frames from 540p to 4k at over
20 FPS when executed on a C++ optimized executable
file. Several directions for further enhancement of

StarSRGAN architectures are recommended. For
instance, retraining the models with newly released
datasets such as DIV8K or Unsplash. Additionally,
other activation functions such as SiLU and GELU,
could be a better alternative for the familiar ReLU.
Super-resolving only interested objects and disregard-
ing unnecessary regions like the background could
improve StarSRGAN inference performance. Applying
Video SR techniques and leveraging spatiotemporal
data could also be a promising direction for further
research. Currently, StarSRGAN models support only
the 4× upscale factor, and other upscale factors such as
2×, 8×, and 16× are also necessary. Another approach
is employing an image classifier to distinguish between
real-life and unreal images and choosing the most
optimized for each case. Better batch size and more
iterations could be explored with more robust hard-
ware. In conclusion, these directions could facilitate
the development of future research.
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ABSTRACT 
eXpressive B-Spline Curve (XBSC) is a resolution-independent and computationally efficient technique for 
vector-based stroke modeling and rendering with the flexibility in defining and adjusting the shape and other 
parameters of the stroke. It generalizes the existing Disk B-Spline Curve (DBSC) geometric representation, which 
itself is a generalization of the Disk Bézier curve. XBSC allows flexible shape and color manipulation and 
rendering of strokes with asymmetrical shape control and rich color management. These properties make XBSC 
suitable for modeling freeform stroke shapes and animation, specifically in squash and stretch, a common 
technique to bestow elasticity and flexibility in shape changes. During the squash and stretch animation 
computation, we constrain the shape of the XBSC stroke to conserve its area. To achieve this, we apply the 
simulated annealing algorithm to iteratively adjust the XBSC while maintaining its area. We show several 
drawings, rendering and deformation examples to demonstrate the robustness of XBSC. 

Keywords 
XBSC, DBSC, B-spline, Vector Graphics, Diffusion Curve, Deformation, Simulated Annealing, Computer 
Animation. 

1. INTRODUCTION 
A vector-based stroke means outlining a shape 
with some line thickness and color. Such stroke is 
resolution-independent and can be scaled without 
losing image quality. An example is the Disk B-
Spline Curve (DBSC) [Sea05a, Wu21a], which 
enables varying thickness on a B-Spline curve by 
storing a radius parameter at each control point. 
For example, in Fig 1, each stroke in the Chinese 
calligraphy, painting, and portrait can be 
represented by a single DBSC. With conventional 
representations such as B-Spline and line segment, 
the strokes must be defined using several discrete 
lines or polygonal approximation to form the close 
regions. Modifying such a close region would not 
be as simple as modifying a DBSC stroke. 
However, DBSC is symmetrical about its skeleton 

and has only one stroke cap style (i.e., semi-circle). 
XBSC addresses these limitations by extending the 
DBSC representation in both shape modeling and 
color management. 

 
2. RELATED WORK 
Several stroke representations, such as parametric 
curves [Sio90a, Pud94a], elliptical arcs [Com15a], 
line segments [Str86a], and raster image [Whi83a], 
have been proposed. These representations allow 
translation from physical to digital medium. 
However, the abovementioned representations 
have their respective disadvantages. Raster image 
representation is resolution-dependent, which 
results in large amount of data and is not editable. 
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Figure 1. Chinese calligraphy (left), 

Chinese painting (center), Portrait (right). 
Image from [Wu21a]. 

Permission to make digital or hard copies of all or part of 
this work for personal or classroom use is granted without 
fee provided that copies are not made or distributed for 
profit or commercial advantage and that copies bear this 
notice and the full citation on the first page. To copy 
otherwise, or republish, to post on servers or to 
redistribute to lists, requires prior specific permission 
and/or a fee. 
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Boundary-based method may cause mismatch 
between the upper and the lower boundary curves. 
Hsu's method requires complex calculation of the 
offset distances. Interval B-spline equation is only 
𝐶𝐶0 continuous causing difficulty in studying 
differential properties. To represent a non-zero-
width stroke shape, typically existing solutions 
(including Poisson Vector Graphics [Hou18a] and 
Generalized Diffusion Curves [Orz13a, Jes16a] 
represent its shape with multiple curves that form 
the stroke region. 
To address these shortcomings, DBSC was 
proposed. DBSC is a culmination of previous 
works in stroke drawing based on B-Spline 
representation. For example, stroke representation 
with a centerline and thickness [Hsu94a], using a 
B-spline as stroke skeleton [Pha91a], and interval 
B-spline as strokes [Su02a]. DBSC itself has also 
undergone development over the years. For 
example, intersections between DBSCs [Ao18a], 
brush shape modeling and in between drawing 
generation using DBSC [Sea05a, Sea05b]. Owing 
to its properties, DBSC has also been used to draw 
digital Chinese calligraphy [Wan16a, Fu16a]. 
Based on the DBSC formulation, a DBSC has 
symmetrical shape along its skeleton, which limits 
its capability in modeling a freeform shape. Thus, 
XBSC, which is a generalization of DBSC by 
enabling asymmetrical shape, was proposed 
[Sea22a]. Owing to its properties, XBSC allows 
flexible shape and color editing, compact stroke 
representation, asymmetrical shape control, and 
exciting color management. As a result, XBSC is 
suitable for drawing and representing freeform 
shapes. Fig. 2 demonstrates the differences in 
modeling and rendering between DBSC and 
XBSC. Using the same B-spline skeleton, XBSC 
can produce more wide-ranging shapes compared 
to DBSC. DBSC would require the artist to shape 
the skeleton in a complex manner to achieve the 
same drawing as XBSC. 

 
Shape deformation is an important topic in 
computer graphics [Gon13a]. Moreover, the 
conservation of area during deformation is 

necessary to simulate realistic elastic 
deformations. Shape deformation is typically an 
expensive calculation. We investigated different 
deformation techniques in both 3D [Por03a] and 
2D [Che98a] and decided to advance a step further 
with area/volume conservation along with 
deformation. Diziol et al. [Diz11a] proposed a 
volume-conserving deformation method. 
However, it is not intuitive to use it in an 
interactive application as it is not possible to 
specify deformation constraints. 
Compared to our preliminary paper on XBSC 
[Sea22a], the main contributions in this paper are 
the incorporation of color diffusion, stroke 
deformation with area preservation, and user 
interaction design to draw and manipulate an 
XBSC stroke. 

3. PROPOSED SOLUTIONS: 
EXPRESSIVE B-SPLINE CURVES 
(XBSC) 
 

Definition 
The basic XBSC curve enables users to change the 
radii and color defined at each control point. It also 
enables user to change the shape of its end 
sections. The XBSC equation is defined in the 
following equation: 

       𝑋𝑋(𝑡𝑡) = �  
ℎ𝑋𝑋1(𝑡𝑡), 𝑡𝑡 < 𝑘𝑘0

∑ 𝑁𝑁𝑖𝑖,𝑝𝑝(𝑡𝑡) 𝑷𝑷𝑖𝑖 ,𝑛𝑛
𝑖𝑖=0 𝑘𝑘0 ≤ 𝑡𝑡 ≤ 𝑘𝑘𝑚𝑚

ℎ𝑋𝑋2(𝑡𝑡), 𝑡𝑡 > 𝑘𝑘𝑚𝑚
     (1) 

where 𝑁𝑁𝑖𝑖,𝑝𝑝  is a B-spline basis function with degree 
𝑝𝑝 and 𝑷𝑷𝑖𝑖  is the 𝑖𝑖-th control point. 𝑷𝑷𝑖𝑖 =
〈𝒙𝒙𝑖𝑖; 𝑟𝑟𝑖𝑖1; 𝑟𝑟𝑖𝑖2; 𝒄𝒄𝑖𝑖1; 𝒄𝒄𝑖𝑖2;𝜑𝜑〉 comprises 𝒙𝒙𝑖𝑖 which are the 
spatial coordinates of the control point, 𝑟𝑟𝑖𝑖1 and 𝑟𝑟𝑖𝑖2 
which are the radii of the two sides of the XBSC 
skeleton, 𝒄𝒄𝑖𝑖1 and 𝒄𝒄𝑖𝑖2 which are the colors of the two 
sides of the XBSC, and 𝜑𝜑 which is a color function 
used to control the transition between colors. Its 
default is linear and can be changed to radial. We 
define ℎ𝑋𝑋1(𝑡𝑡) and ℎ𝑋𝑋2(𝑡𝑡) to be the cap functions for 
both stroke ends (with the parameter 𝑡𝑡 before and 
after the knot values 𝑘𝑘0 and 𝑘𝑘𝑚𝑚). 

Details 
Referring to Eqn. 1, assume that 𝑁𝑁𝑖𝑖,𝑝𝑝(𝑡𝑡) is the 𝑖𝑖-th 
item of the basis function of a B-spline curve 
whose degree is 𝑝𝑝, and knot vector 𝑻𝑻 =
{𝑡𝑡0,  𝑡𝑡1, … ,  𝑡𝑡𝑚𝑚}, then 𝑚𝑚 = 𝑛𝑛 + 𝑝𝑝 + 1. When an 
XBSC is drawn with 𝑛𝑛 + 1 control points with a 
specified degree 𝑝𝑝, the knot vector 𝑻𝑻 is 
automatically computed. By default, 𝑝𝑝 = 3. Fig. 3 
shows an XBSC whose radii of the two sides of the 
XBSC skeleton are defined independently and two 

 

Figure 2. DBSC with symmetrical outline 
and uniform coloring (left) and XBSC with 

non-symmetrical outline and diffused 
coloring (right). 

ISSN 2464-4617 (print) 
ISSN 2464-4625 (online)

Computer Science Research Notes - CSRN 3301 
http://www.wscg.eu WSCG 2023 Proceedings

https://www.doi.org/10.24132/CSRN.3301.10 74



different end caps. This allows wider flexibility in 
shape drawing compared to DBSC such as brush 
and ink pen drawings. 
In terms of stroke cap, XBSC allows other stroke 
cap shapes beyond the semi-circle cap as defined 
in DBSC. This enables simulating various drawing 
styles as shown in Fig. 4. As for the color, XBSC 
uses Diffusion Curve (DC) [Orz13a] which allows 
more expressive coloring compared to DBSC. 

 

 
Computation of color dispersion in DC is based on 
a physics calculation technique used to calculate 
an electrical potential field. DC calculates color 
potential field instead of calculating electrical 
potential field by solving Poisson equations. In 
DC, thin curves serve as boundary values and the 
color for both sides of the curves are transformed 
to Laplacian values in the Poisson equations. In 
XBSC, the envelops are considered as DCs and 
color of both sides of DCs correspond to external 
(e.g., canvas) and internal (within stroke) colors.  
Using the RGB format, we calculate the dispersion 
separately for each color channel by using 
diffusion. The RGB values are converted into 
vectors, and we represented the partial derivatives 
of the Poisson equation in matrix form: 

𝑨𝑨𝒙𝒙 = 𝒃𝒃       (2) 
with 𝒃𝒃 being the divergence of the color gradient 
of each pixel in the XBSC image, 𝑨𝑨 is a diagonal 
matrix representing the partial derivative 
coefficient, and 𝒙𝒙 is the color of each pixel to be 
solved, which will give the color for every pixel 
throughout the canvas and stroke. 
In Fig 4, the internal colors are the mix of red and 
green, with the black color as external color to 
match the canvas background. The internal colors 
determine the colors within the XBSC stroke. The 
external or outer colors are used to match colors 
outside of the XBSC stroke. The outer colors are 
used to match the canvas or background color, it 
can also be used when drawing multiple XBSC 
strokes next to each other to make sure the colors 
blend properly. Finally, the outer color is used 
when one draws XBSC stroke within another 
XBSC stroke. 
DBSC can be applied to animation by keyframing 
its control point properties such as position and 
radius. Thus, in the user interface, the user adjusts 
the control points directly in each keyframe. An 
animation aspect that has not been tackled in 
DBSC is constraint-based deformation. In this 
paper, we apply deformation on the strokes with 
constraint on its area and it is generally known as 
squash and stretch. Other constraints, such as 
fixing a particular control point, is possible. To 
realize the deformation, we use simulated 
annealing [Kir83a] as the optimization algorithm. 
Given an initial stroke configuration, the user 
adjusts its skeleton and recompute the XBSC radii 
by using simulated annealing. The user may also 
constrain some radii. Hence, the constraint in the 
optimization is the skeleton shape and radii of 
some control points, and the outputs are the radii 
of the other control points that are not set as 
constraints. 

User Interactions 
To illustrate the ease of drawing and 
expressiveness of XBSC strokes, we designed the 
user interactions and develop a visualization tool, 
which we refer to as eXpressiveDrawing. Fig. 5 
shows the step-by-step process of creating an 
XBSC stroke, which has a default degree of 3. The 
number of control points can be any value with a 
minimum of 4. The user first draws the required 
number of control points, followed by deciding the 
radii and colors to use for each control points. 
Finally, the caps at both ends of the stroke are 
decided by the user. Each end cap is an XBSC, and 
its shape can be either a point, flat line, semi-circle, 
or general shape. Some of these end caps are 
shown in Fig 6. 

 
Figure 3. An XBSC with four control 

points 𝑷𝑷𝒊𝒊, 𝒊𝒊 = 𝟎𝟎. .𝟑𝟑, with radii 𝒓𝒓𝒊𝒊𝟏𝟏 and 𝒓𝒓𝒊𝒊𝟐𝟐 
respectively, and end caps 𝒉𝒉𝑿𝑿𝟏𝟏(𝒕𝒕) and 𝒉𝒉𝑿𝑿𝟐𝟐(𝒕𝒕). 

 

 

 

Figure 4. Different caps at the left side of a 
same stroke. Flat (top), Pointed (middle), 

Circular (bottom). 
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As shown in Fig. 7, a window will pop up at the 
cursor location where a control point position is to 
be added. The window allows a user to change the 
key attributes of the control point. As the user 
changes the colors and radii, they will be visually 
reflected as colored circles, depicting intuitive 
changes in both colors and radii at the same time. 
If the user decides not to add the current control 
point to the current curve, he will click the 
“Cancel” button. Additionally, color and radius 
attributes are usually similar between neighboring 
control points. As a result, the design of the pop-
up window in eXpressiveDrawing adheres to a 
scheme where the initial value of the attributes will 
be the same as the last confirmed control point. 
At each control point, there will be two other 
colors which control the color of outer sides of an 
XBSC for diffusion computation. Since it is less 
frequently used, it is defaulted to null. If needed, a 

smaller color picker button is implemented to open 
another window for color selection. Keeping the 
narrative for the base case to a minimum lead to 
clean and simple operation of the user interface 
under normal circumstances. 
In eXpressiveDrawing, a single right click will 
group all ungrouped control points in the canvas 
into a single curve. In Fig. 8, the outlines of a 
stroke are formed from four control points. The 
white color curve in the middle represents the 
central skeleton of the stroke. The order of the 
control point in the curve depends on the order that 
the user draws the control point. For example, the 
last control point created by the user right before 
the right click will be the end control point of the 
XBSC. 
The two concentric circles around the control 
points represent the color and size for each envelop 
of the XBSC curve. The user can drag the circles 
to decide the width of the envelop and change the 
colors using the interface shown in Fig 7. 

 

Fig. 8 shows the results of four control points with 
different concentric circles forming an XBSC 
accordingly Furthermore, eXpressiveDrawing is 
designed to be interactive. When the user changes 
the properties of control points like the color and 
radius, the changes will be reflected instantly on 
the outline of the stroke. 
Many artists use existing images as reference or 
inspiration when creating their own drawings or 
paintings. This can help them to accurately depict 
certain elements or details, or to capture a certain 
mood or atmosphere. In the window menu shown 
in Fig. 9, eXpressiveDrawing provides users with 

 
Figure 5. Steps to drawing an XBSC. 

Draw required 
control points

Decide the 
radii

Decide the 
color of 

control points

Decide the 
stroke end 

caps

Perform 
diffusion

 

 

 
Figure 6. The red color lines are the end 

caps, the white lines are the XBSC 
skeleton. A flat end cap (top), a semi-circle 
cap (middle), a general shape cap (bottom). 

 
Figure 7. Interface for adding a control 

point in eXpresiveDrawing. At the left, the 
white dot depicts the position of the control 
point, the two other circles depict the colors 

and radii of the two sides of the XBSC. A 
pop-up window in the middle allows user to 

set the colors and the radii. 
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the functionality of loading an image file as a 
background. The user can then freely create a 
stroke outline on top of the background image. 

 

 

4. EXPERIMENTAL RESULTS 
Shape Modeling and Rendering 
With XBSC, we can create a variety of shapes 
using the two radii on both sides of the skeletal B-
spline curve. The color also follows the same 
principle and formula as the radii resulting in a 
gradual change and flow of color. The XBSC 
allows colors to diffuse along the curve. Adding 
diffusion properties allows the color to blend 
completely without the clear divide in the middle.  
We recreated the eye example in Fig. 9 from 
[Orz13a] to illustrate the ease of drawing with 
XBSC. The skeletons of the XBSC lines are shown 
in Fig. 10 (top). The eyelid, the eyeball and the 
white of the eye are each created using an XBSC 
stroke. The color is defined on each control point 
of the skeleton, after diffusion, the image of the eye 
is rendered as shown in Fig. 10 (bottom). 
Fig. 11 shows an example of a drawing with 5 
XBSCs to form an apple. 

Shape Deformation 
The extended capabilities of the XBSC to control 
the radii of the shapes drawn allows us to perform 
Shape Deformation. By altering the radii and 
moving the control points, the size and shape of 
any drawings can be quickly altered from one form 
to another without any constraints. However, to 
create realistic deformation, a user may want to 
constrain the shape of the deformation to preserve 
the area of the shapes during the deformation 
process. Since this shape deformation is done by 
changing the radii of the control points, it can only 
deform a single XBSC stroke to preserve the area. 
As the area is computed for a single XBSC stroke, 
multiple XBSC strokes need to be deformed 
separately. 

 

  

  

 
Figure 8. Four control points (top) and an 

XBSC curve formed from the control 
points (bottom). The white line depicts the 
skeleton, and the green and purple lines 

depict the envelops of the XBSC. 

 

 

Figure 9. Tracing the outline of an eye 
based on background image, which was 

taken from [Orz13a]. 

 

  

 

 
Figure 10. Zoomed-in view of XBSC 

skeletons of an eye drawing with control 
points (top), the drawing before diffusion 

(middle) and the final rendered result 
(bottom). 

 

 

Figure 11. Five XBSCs form an apple 
outline (left) and rendered (right). 
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To calculate the surface area, we tessellate the 
XBSC into a triangle mesh, see Fig. 12. We 
compute the area of each triangle using cross 
product of two of its edge vectors. The area of the 
triangle mesh is obtained by summing the areas of 
all the triangles in the mesh. Using the same 
method, we also calculated the areas of the end 
caps of the XBSC. 

 
With the area calculated, by using a simulated 
annealing optimization formula, we iteratively 
enable the XBSC to change the radii to obtain a 
new area to approximate the previous area. The 
previous area and the new area are saved, and the 
user can decide which control points should not be 
changed through the entire iteration of the formula. 
This provides user with some control over the 
resulting shapes. The users can decide the number 
of iterations, the rate of change for the radii and 
which radii to remain unchanged. As it is 
impossible for the user to determine the exact 
changes for each radius, a random value that 
ranges from 0.0 to 1.0 will be chosen and will 
multiply the rate of change previously determined 
by the user. These values will be added or deducted 
from the radii. The area will be recalculated using 
these new radii and compared to its previous area. 
Using the acceptance probabilities of simulated 
annealing and depending on how close this new 
area is compared to the previous area, the program 
will either keep these radii or revert to the previous 
radii values. With each iteration, the changes in the 
radii will alter the area of the current shape to 
closer to the previously decided saved area. How 
close the area value depends on the number of 
iterations and the difference between the previous 
area and the new area. 
Furthermore, users may draw XBSC markings in 
the inside of an XBSC object or shape. When the 
object is deforming, the deformation will also 
affect the markings accordingly. The markings’ 

control points are tied to the closest point on the 
deforming XBSC (i.e., either side of its envelop or 
its skeleton). Hence, when the main XBSC object 
deforms, their inner marking control points change 
along with it. Fig. 13 shows an example of such a 
deformation. Having reduced its height, the vase 
deforms while maintaining the same area and its 
markings change accordingly. 

 
Fig. 14 shows another example of the vase being 
stretched and squashed to illustrate the ease with 
which constant area (but not the same shape) can 
be maintained in an animation. 

 
Computational Cost 
The computational cost of drawing an XBSC 
without shape deformation and color diffusion is 
only marginally more than drawing a B-spline 
curve with similar quality. The shape deformation 
computes the change of the radii of the XBSC. It 
takes around 1 second for 100 iterations, which is 
not too high. Using the biconjugate stabilization 
method to solve Eqn. 1, the diffusion computation 
takes around 2 seconds to complete a 700x700 
image. This is the most compute intensive task. 

5. CONCLUSION 
We have discussed the properties of XBSC and its 
use in modeling and rendering shape and 
deformation. From our investigation we show that 
by using XBSC artists have more freedom of 
drawing expression not only in terms of shape and 
color, but also in terms of shape deformation. As 

 

 
Figure 12. A section of a triangulated 
XBSC. Top and bottom curves are the 
envelops and central red curve is the 

skeleton of the XBSC. 
 

  
Figure 13. A vase object being deformed 
(left to right). The blue markings on the 

vase are constrained with the same 
deformation. 

 

    . 

Figure 14. Vase being stretched and 
squashed while maintaining the same area. 

The original vase (middle), the stretched 
vases (left), the squashed vases (right). 
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mentioned before, deformation is currently limited 
to a single stroke, which can be improved to enable 
multiple stroke deformation. XBSC has potentials 
in the future and there are rooms for improvement. 
For instance, applying GPU-based Poisson 
equation solver to accelerate the diffusion curve 
computation, keyframing the deformation to 
produce coherent and smooth deformation 
animation, and applying XBSC in 3D space. 

6. ACKNOWLEDGMENTS 
This research is supported by the Ministry of 
Education, Singapore, under its Academic 
Research Fund Tier 1 (RG 22/20). Any opinions, 
findings and conclusions or recommendations 
expressed in this material are those of the authors 
and do not reflect the views of the Ministry of 
Education, Singapore. 

7. REFERENCES 
[Ao18a] Ao, X., Fu, Q., Wu, Z., Wang, X., Zhou, M., 

Chen, Q., Seah, H.S. An intersection algorithm for 
disk B-spline curves. Computers & Graphics. 70, 
99–107, 2018. 
https://doi.org/10.1016/j.cag.2017.07.021. 

[Che98a] Cheng, S. W., Edelsbrunner, H., Fu, P., & 
Lam, K. P. Design and analysis of planar shape 
deformation. In Proceedings of the Fourteenth 
Annual Symposium on Computational geometry, 
pp. 29-38, 1998. 

[Com15a] Company, P., Plumed, R., Varley, P.A.C. A 
fast approach for perceptually-based fitting strokes 
into elliptical arcs. Vis Comput. 31, 775–785, 2015. 
https://doi.org/10.1007/s00371-015-1099-6. 

[Diz11a] Diziol, R., Bender, J., Bayer, D. Robust real-
time deformation of incompressible surface 
meshes. In: Proceedings of the 2011 ACM 
SIGGRAPH/Eurographics Symposium on 
Computer Animation. pp. 237–246. Association for 
Computing Machinery, New York, NY, USA, 
2011. https://doi.org/10.1145/2019406.2019438. 

[Fu16a] Fu, Q., Wu, Z., Ying, X., Wang, M., Zheng, 
X., Zhou, M. Generating chinese calligraphy on 
freeform shapes. In: Gavrilova, M.L., Tan, C.J.K., 
and Sourin, A. (eds.) Transactions on 
Computational Science XXVIII: Special Issue on 
Cyberworlds and Cybersecurity. pp. 69–87. 
Springer, Berlin, Heidelberg, 2016. 
https://doi.org/10.1007/978-3-662-53090-0_4. 

[Gon13a] González Hidalgo, M., Torres, A.M., Gómez, 
J.V. (eds.) Deformation models: tracking, 
animation and applications. Lecture Notes in 
Computer Vision and Biomechanics, vol. 7. 
Springer, New York, 2013. 

[Hou18a] Hou, Fei, Qian Sun, Zheng Fang, Yong-Jin 
Liu, Shi-Min Hu, Hong Qin, Aimin Hao, and Ying 
He. Poisson vector graphics (pvg). IEEE 
Transactions on Visualization and Computer 
Graphics 26, no. 2, 1361-1371, 2018. 

[Hsu94a] Hsu, S.C., Lee, I.H.H. Drawing and 
animation using skeletal strokes. In: Proceedings of 
the 21st Annual Conference on Computer Graphics 
and Interactive Techniques. pp. 109–118. ACM, 
New York, NY, USA, 1994. 
https://doi.org/10.1145/192161.192186. 

[Jes16a] Jeschke S. Generalized diffusion curves: An 
improved vector representation for smooth-shaded 
images Comput. Graph. Forum, vol. 35, no. 2, pp. 
71–79, 2016. 

[Kir83a] Kirkpatrick, S., Gelatt, C.D., Vecchi, M.P. 
Optimization by simulated annealing. Science. 220, 
671–680, 1983. 
https://doi.org/10.1126/science.220.4598.671. 

[Orz13a] Orzan, A., Bousseau, A., Barla, P., 
Winnemöller, H., Thollot, J., Salesin, D. Diffusion 
curves: a vector representation for smooth-shaded 
images. Commun. ACM. 56, 101–108, 2013. 
https://doi.org/10.1145/2483852.2483873. 

[Pha91a] Pham, B. Expressive brush strokes. CVGIP: 
Graphical Models and Image Processing. 53, 1–6, 
1991. https://doi.org/10.1016/1049-9652(91)90013-
A. 

[Por03a] Portells, M.M., Mir, A., Perales, F. Shape 
deformation models using non-uniform objects in 
multimedia applications. In: Perales, F.J., 
Campilho, A.J.C., de la Blanca, N.P., Sanfeliu, A. 
(eds) Pattern Recognition and Image Analysis. 
IbPRIA 2003. Lecture Notes in Computer Science, 
vol 2652. Springer, Berlin, Heidelberg, 2003. 
https://doi.org/10.1007/978-3-540-44871-6_61 

[Pud94a] Pudet, T. Real time fitting of hand-sketched 
pressure brushstrokes. Computer Graphics Forum. 
13, 205–220, 1994. https://doi.org/10.1111/1467-
8659.1330205. 

[Sea05a] Seah, H.S., Wu, Z., Tian, F., Xiao, X., Xie, B. 
Artistic brushstroke representation and animation 
with disk b-spline curve. In: Proceedings of the 
2005 ACM SIGCHI International Conference on 
Advances in Computer Entertainment Technology. 
pp. 88–93. ACM, New York, NY, USA, 2005. 
https://doi.org/10.1145/1178477.1178489. 

[Sea05b] Seah, H.S., Wu, Z., Tian, F., Xiao, X., Xie, B. 
Interactive free-hand drawing and In-between 
generation with DBSC. In: Proceedings of the 2005 
ACM SIGCHI International Conference on 
Advances in Computer Entertainment Technology. 
pp. 385–386. ACM, New York, NY, USA, 2005. 
https://doi.org/10.1145/1178477.1178561. 

[Sea22a] Seah, H.S., Tandianus, B., Sui, Y., Wu, Z. 
Expressive B-spline curves: A pilot study on a 
flexible shape representation. In: Muramatsu, S., 
Nakajima, M., Kim, J.-G., Guo, J.-M., and Kemao, 
Q. (eds.) International Workshop on Advanced 
Imaging Technology (IWAIT) 2022. p. 87. SPIE, 
Hong Kong, China, 2022. 
https://doi.org/10.1117/12.2626063. 

ISSN 2464-4617 (print) 
ISSN 2464-4625 (online)

Computer Science Research Notes - CSRN 3301 
http://www.wscg.eu WSCG 2023 Proceedings

https://www.doi.org/10.24132/CSRN.3301.10 79

https://doi.org/10.1016/j.cag.2017.07.021
https://doi.org/10.1007/s00371-015-1099-6
https://doi.org/10.1145/2019406.2019438
https://doi.org/10.1007/978-3-662-53090-0_4
https://doi.org/10.1145/192161.192186
https://doi.org/10.1126/science.220.4598.671
https://doi.org/10.1145/2483852.2483873
https://doi.org/10.1016/1049-9652(91)90013-A
https://doi.org/10.1016/1049-9652(91)90013-A
https://doi.org/10.1007/978-3-540-44871-6_61
https://doi.org/10.1111/1467-8659.1330205
https://doi.org/10.1111/1467-8659.1330205
https://doi.org/10.1145/1178477.1178489
https://doi.org/10.1145/1178477.1178561
https://doi.org/10.1117/12.2626063


[Sio90a] Siong Chua, Y. Bézier brushstrokes. 
Computer-Aided Design. 22, 550–555, 1990. 
https://doi.org/10.1016/0010-4485(90)90040-J. 

[Str86a] Strassmann, S. Hairy brushes. In: Proceedings 
of the 13th Annual Conference on Computer 
Graphics and Interactive Techniques. pp. 225–232. 
ACM, New York, NY, USA, 1986. 
https://doi.org/10.1145/15922.15911. 

[Su02a] Su, S.L., Xu, Y.-Q., Shum, H.-Y., Chen, F. 
Simulating artistic brushstrokes using interval 
splines. In: Proceedings of the 5th IASTED 
International Conference on Computer Graphics 
and Imaging. pp. 85–90. Citeseer, 2002. 

[Wan16a] Wang, M., Fu, Q., Wang, X., Wu, Z., Zhou, 
M. Evaluation of Chinese calligraphy by using 
DBSC vectorization and ICP algorithm. 

Mathematical Problems in Engineering. 2016, 1–
11, 2016. https://doi.org/10.1155/2016/4845092. 

[Whi83a] Whitted, T. Anti-aliased line drawing using 
brush extrusion. In: Proceedings of the 10th Annual 
Conference on Computer Graphics and Interactive 
Techniques. pp. 151–156. ACM, New York, NY, 
USA, 1983. 
https://doi.org/10.1145/800059.801144. 

[Wu21a] Wu, Z., Wang, X., Liu, S., Chen, Q., Seah, 
H.S., Tian, F. Skeleton-based parametric 2-D 
region representation: Disk B-spline curves. IEEE 
Computer Graphics and Applications. 41, 59–70, 
2021. https://doi.org/10.1109/MCG.2021.3069847

 

ISSN 2464-4617 (print) 
ISSN 2464-4625 (online)

Computer Science Research Notes - CSRN 3301 
http://www.wscg.eu WSCG 2023 Proceedings

https://www.doi.org/10.24132/CSRN.3301.10 80

https://doi.org/10.1016/0010-4485(90)90040-J
https://doi.org/10.1145/15922.15911
https://doi.org/10.1155/2016/4845092
https://doi.org/10.1145/800059.801144
https://doi.org/10.1109/MCG.2021.3069847


Training Image Synthesis for Shelf Item Detection reflecting
Alignments of Items in Real Image Dataset

Tomokazu Kaneko, Ryosuke Sakai, Soma Shiraishi
NEC Visual Intelligence Research Laboratories

211-8666, Kawasaki, Kanagawa, Japan
{tomokazu-kaneko, rsakai_zzkot, s-shiraishi}@nec.com

ABSTRACT
We propose a novel cut-and-paste approach to synthesize a training dataset for shelf item detection, reflecting the
alignments of items in the real image dataset. The conventional cut-and-paste approach synthesizes large numbers
of training images by pasting foregrounds on background images and is effective for training object detection.
However, the previous method pastes foregrounds on random positions of the background, so the alignment of
items on shelves is not reflected, and unrealistic images are generated. Generating realistic images that reflect
actual positional relationships between items is necessary for efficient learning of item detection. The proposed
method determines the pasting positions for the foreground images by referring to the alignment of the items in
the real image dataset, so it can generate more realistic images that reflect the alignment of the real-world items.
Since our method can synthesize more realistic images, the trained models can perform better.

Keywords
Object detection, Training data synthesis, Retail item recognition, Automatic annotation

1 INTRODUCTION
Image-based retail item recognition contributes to the
efficient operation of stores. For example, monitoring
item shelves with surveillance cameras can provide out-
of-stock detection or planogram analysis services. The
automatic method to create item image databases from
shelf images has also been proposed in [6]. For these
applications, item detection models are required to lo-
calize the position of items in the captured images.

Training data annotated with the bounding box of the
item position is required to train item detection models.
However, the annotation cost is high due to many items
being densely aligned on the shelves. The SKU-110K
[9] is a public dataset for item detection, but it only
contains images taken in a specific country or region,
which means it cannot support items sold locally.

The cut-and-paste method [4] is a method for synthe-
sizing large amounts of training data for object detec-
tion. The cut-and-paste method can generate various
patterns of images at a low cost by pasting foreground
images onto background images. Therefore, by past-
ing images of local items onto the background shelf im-

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

age, the training dataset for local item detection can be
generated without shooting the items on shelves in real-
world stores.

Conventional cut-and-paste methods paste the fore-
ground image at a random position in the background
image. Such random pasting methods are effective
when objects appear in random positions in the image.
However, in the case of shelf item detection, the
items are regularly aligned, and there is less occlusion
between items. As items can have complex textures,
irregular occlusion between items due to pasting in
random positions makes the boundaries and textures of
the items too complex and difficult for training.

This paper proposes a new cut-and-paste method that
reflects the alignments of the item positions. The pro-
posed method realistically arranges shelf images by re-
ferring to the positional information of items from a real
image dataset to determine the position to paste them
(Figure 1). Using public datasets as reference datasets,
no additional annotation costs are required, and realistic
training data can be generated at a low cost.

Realistic images contribute to the training of high-
performance detection models. In particular, the
proposed method reproduces the regular alignment of
items on real-world shelves, which allows the correct
boundaries of items to be learned without generating
too complex occlusions. We show that the proposed
method can generate more realistic images, and the
model trained on these images performs better in
evaluation experiments on real store images.

1
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Figure 1: Outline of our approach. The details are explained in Section 3.

2 RELATED WORK
Cut-and-paste methods are proposed for many appli-
cations to synthesize a training dataset since it is low
cost but effective [4, 5, 8, 10, 14, 19, 20, 21]. In these
approaches, foreground images are pasted on a back-
ground image and positions of the pasted images are
annotated automatically. Several papers reported the ef-
fect of the above approaches in industrial applications
[14, 19]. It was shown that the cut-and-paste approach
was effectively applied to an item recognition task for
a self-checkout system. Since these methods determine
positions on which foregrounds are pasted randomly,
they are effective in a situation when target objects are
placed on random positions such as a self-checkout sys-
tem. However, the methods fail to synthesize realistic
images in cases where the target objects are arranged
following a pattern, as in the items on a shelf. The
model, then, fails to learn the relationships between ob-
jects using the data.

There are advanced approaches based on a cut-and-
paste method, which consider the positions on which
the foreground images are pasted [1, 3, 7]. In [7], they
use a depth sensor to estimate the support surface on
which a real object is likely placed , floor and desk in
background images. Foreground images are pasted on
these surfaces, and realistic images are synthesized con-
sequently. However, we need to prepare a depth sensor
to use this approach, and moreover, generated images
do not reflect the positional relationship between ob-
jects. The method in [1] also estimates realistic po-
sitions in a background image on which foregrounds

are pasted. Its target is driving scenes, so the suitable
positions to place car images are on the road. Since
there are many driving scene datasets in public and
the road is distinctive, the road estimator can be made
robust through training on RGB images. It becomes
strict when there are many variations of backgrounds
and enough background images cannot be collected.
For generic tasks, the approach in [3] is effective. In
their approach, the context convolutional neural net-
work (CNN) that estimates the context of backgrounds
and foreground images is trained and selects the fore-
ground image that is suitable to paste on each position
of a background. In this way, extra sensors are not nec-
essary, and the estimator can learn the context of the
image from a generic image set. However, since this ap-
proach learns the relationship between foregrounds and
backgrounds, it does not work on the scene like objects
placed densely and the background is covered such as
planogram analysis, and this method also does not re-
flect the positional relationship between foregrounds.

A 3D simulator is another way to synthesize realistic
images. On a 3D simulator, we can place objects any-
where, and using a physics engine, we can simulate sta-
bility or interactions between objects. In fact, 3D simu-
lators are used to synthesize training images for object
detection [2, 11, 12, 13, 15, 18]. In these methods, the
positions of objects in rendered images are annotated
automatically, and therefore, a large amount of training
data is generated. However, to reproduce target scenes
on a 3D simulator, we need 3D models of target ob-
jects and backgrounds. Since preparing 3D models is

2
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Figure 2: Differences between approaches. The ran-
dom approach pastes foregrounds on random positions,
thus, there is no alignment and foregrounds may oc-
clude each other. The alignment reference approach
reproduces a realistic alignment of objects; however,
foregrounds are reshaped unrealistically. In the simi-
larity approach, objects in the same category are placed
in the neighborhood. The aspect ratio approach selects
foregrounds fit to bounding boxes, thus, its aspect ra-
tio does not change so much, and therefore, a realistic
appearance is achieved

expensive, the cost of covering many objects is higher
than that in the cut-and-paste method. This is more crit-
ical in the item detection task for retail stores, in which
hundreds of new products are introduced every week.

3 PROPOSED APPROACH
We propose a novel approach to synthesize a dataset
for shelf item detection based on the cut-and-paste ap-
proach reflecting the alignments of real-world items.
First, in this section, we explain the algorithm to de-
termine positions on which foregrounds are pasted by
referring to the alignment, which is the core idea of our
approach. Then, we explain two specific methods for
foreground selection to synthesize more realistic im-
ages: the first is based on the object similarity, the sec-
ond is based on the aspect ratio of the bounding box and
the foreground image. Finally, we explain how to com-
bine the two methods. The differences between each
approach are summarized in Figure 2.

3.1 Cut and paste referring to object
alignment

Figure 1 shows the outline of our approach. The pro-
posed method uses three datasets. The reference dataset
is an image dataset of item shelves taken in real stores.
The images of the reference dataset are taken at a spe-
cific location, so the items we want to detect do not ap-
pear. The reference dataset is annotated with a bound-

ing boxes representing the item positions. The pro-
posed method uses the annotation data and size infor-
mation (W k

ref,H
k
ref) of each image. If the size informa-

tion is provided as metadata, preparing images of the
item shelf is unnecessary for generating process. The
background images are the image set of empty shelves.
The foreground images are the image set of the items
to be detected in which the foreground area has been
cropped out.
We define the following notations for the background
image set B, foreground item image set A , and bound-
ing box annotations of the reference dataset T as,

B =
{

bk ∈ RW k
bg×Hk

bg×3
}Nbg

k=1
, (1)

A =
{

ak ∈ RW k
fg×Hk

fg×3
,mk ∈ [0,1]W

k
fg×Hk

fg
}Nfg

k=1
, (2)

T =
{

T k ∈ R4×Nk
}Nref

k=1
. (3)

Where Nbg,Nfg,Nref, and Nk denote the number of back-
ground images, foreground images, reference dataset
images, and objects in the k-th reference image, respec-
tively. Furthermore, where W k

bg,H
k
bg,W

k
fg, and Hk

fg are
the width and height of the background image and the
foreground image, respectively, for the k-th image, tak-
ing into account that they may differ from image to im-
age. The foreground image is a transparent image to
be pasted onto the background, where mk represents the
alpha mask of the foreground.
At first, in the pasting process, the proposed method se-
lects one background image bk and one reference anno-
tation T k = {(xk

l ,y
k
l ,w

k
l ,h

k
l )}

Nk
l=1 at random by the uni-

form distribution. Next, the method selects one bound-
ing box tk

l = (xk
l ,y

k
l ,w

k
l ,h

k
l ) ∈ T k and determines the

foreground pasting position by resizing the bounding
box to fit the background image,

(xl ,yl ,wl ,hl) =

(
W k

bg

W k
ref

xk
l ,

Hk
bg

Hk
ref

yk
l ,

W k
bg

W k
ref

wk
l ,

Hk
bg

Hk
ref

hk
l

)
,

(4)

where W k
ref and Hk

ref denote width and height of selected
reference image, respectively. After that, one fore-
ground image (al ,ml) ∈A is selected and resized to fit
into the bounding box,

(ãl , m̃l) =
(

Rwl ,hl (a
l),Rwl ,hl (m

l)
)
, (5)

where Rw,h(·, ·) denotes the function that resizes an im-
age to w×h size. Finally, the method pastes the resized
image at the bounding box position with alpha blend-
ing. This is repeated until there are no more empty
bounding boxes.

Ii j =

(
1−

Nk

∑
l=1

Pxl ,yl (m̃
l
i j)

)
·bk

i j +
Nk

∑
l=1

Pxl ,yl (m̃
l
i j · ãl

i j),

(6)
3
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where i and j denote pixel coordinates of images and
Px,y(·) denotes the offset function, which shifts the im-
age coordinates i and j to the pasting coordinates x and
y.
Images synthesized in this way reflect the alignment in
the real scene, and therefore, they achieve more realistic
appearances than randomly synthesized images.

3.2 Foreground selection based on object
similarity

Real-world shelves have a feature that similar items are
placed in the neighborhood of each other. For example,
items on a beverage shelf may be collected from the
same category, such as coffee, tea, or milk, in which
similarly shaped bottles. To reproduce this appearance,
we propose a method to select similar images when se-
lecting foreground images.
To paste similar images close to each other, the pro-
posed method first selects a bounding box in the neigh-
borhood of the already pasted bounding box tk

l ,

(xl+1,yl+1,wl+1,hl+1) = argmin
tk∈T̄ k

d
(

tk
l , t

k
)
, (7)

where T̄ k ⊂ T k represents the set of bounding boxes
to which the foreground has not yet been pasted, and
d(·, ·) is a function that calculates the distance between
two bounding boxes. We use Euclidean distance
between centers of bounding boxes. The foreground
image is then selected from similar images to image
(al ,ml) which was pasted to the neighboring bounding
box,

(al+1,ml+1) = argmax
(a,m)∈ ¯A

S(a,al), (8)

where ¯A ⊂A represents the set of foreground images
that have not been pasted, and S(·, ·) is a function that
outputs the similarity between the two images. The
proposed method pastes the selected foreground image
onto the selected bounding box position, as described
in Section 3.1.
There are several ways to select a similar foreground.
One way is to select from the same category or prod-
uct code. Another way is to use a feature extractor
and measure the feature similarity of extracted feature
vectors of foreground images. In the following experi-
ments in section 4, we select similar foregrounds by se-
lecting the images of the same product code but viewed
from different angles. This way, we can synthesize the
appearance of the shelf on which the same objects are
placed next to each other facing differently bit by bit.

3.3 Foreground selection based on aspect
ratio

The bounding boxes in the reference dataset have var-
ious aspect ratios, and the aspect ratios change due to

Algorithm 1 Cut-and-paste procedure referring object
alignment, similarity and aspect ratio.

Input: A , bk, T̄ k, p ∈ [0,1]
1: SimilarityFlag← False
2: Last_bbox← [ ]
3: annotation← [ ]
4: for l← 1 . . .len(T̄ k)
5: if SimilarityFlag then
6: Select tk

l from T̄ k by Eq. (7)
7: Select (al ,ml) from A by Eq. (8)
8: else
9: Randomly select tk

l from T̄ k

10: Select (al ,ml) from A by Eq. (9)
11: end if
12: tl ← Reshape tk

l by Eq. (4)
13: (ãl , m̃l)← Reshape (al ,ml) to fit tl by Eq. (5)
14: Paste ãl at position tl in bk

15: Append tl to annotation
16: rand← a random number between 0 and 1
17: if rand< p then
18: SimilarityFlag← True
19: else
20: SimilarityFlag← False
21: end if
22: end for
23: return bk, annotations

the transformation of Equation (4). The foreground im-
age dataset may also contain images with varying as-
pect ratios. Due to these factors, the aspect ratio of the
foreground image changes during the transformation in
Equation (5).

To synthesize a realistic image, the aspect ratio of the
foreground image must not change too much from the
original. The following algorithm selects a foreground
image whose aspect ratio is close to the aspect ratio of
the bounding box. The algorithm first calculates the as-
pect ratio of the bounding box and selects a foreground
image with a similar aspect ratio.

(al ,ml) = argmin
(a,m)∈ ¯A

|r(a)−wl/hl |, (9)

where r(·) is a function to calculate the aspect ratio of
the image. After that, we reshape the foreground image
to fit the bounding box and paste the foreground. This
approach allows the foreground image to be pasted to
fit into a bounding box while preserving its aspect ra-
tio. Thus, the synthesized image becomes more realis-
tic with no extremely reshaped items.

3.4 Inclusion of all approaches
The method containing all of the above approaches is
shown in Algorithm 1. Our method basically selects a
foreground image in accordance with its aspect ratio.
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Random [4] Ours
Figure 3: Examples of synthesized images

After pasting one foreground, the algorithm determines
whether to select a foreground in accordance with sim-
ilarity probabilistically. In this way, two foreground se-
lection processes can be included in one algorithm.

4 EXPERIMENTS
We evaluate the proposed approach on the task of shelf
item detection. The purpose of the proposed approach
is to train a better object detector on synthesized im-
ages. To evaluate from this perspective, we compare
detection scores of object detectors trained on the syn-
thesized images by the baselines and the proposed ap-
proach. To evaluate in a realistic situation, we use shelf
images shot in real stores as the evaluation dataset.

4.1 Training dataset
We prepare a training dataset in addition to the pub-
lic dataset. We add the synthesized dataset to the pub-
lic dataset to train from both real and synthesized im-
ages. This is because there is a domain gap between
real and synthesized images and training only on syn-
thesized images suffers from this gap. Training on both
domains mitigates this adverse effect.

We adopt SKU-110K as the base dataset. Since SKU-
110K does not contain images shot in locale-specific
stores or shot from angles of surveillance cameras,
the model trained only on SKU-110K does not work
well enough in these situations. By adding synthesized
data from foreground images of locale-specific items or
background images of surveillance angles, the trained
models become robust to the uncovered situation.

We use item images shot on a turntable as foregrounds.
This image set contains 39,559 images of 1,000 items.
Each item is captured from multiple orientations by ro-
tating the turntable. We cut out foregrounds by GrabCut
[16] from the captured images. These cut out images of

Front Upper Upper-left average
SKU-only [9] 0.946 0.893 0.712 0.850
Random [4] 0.945 0.880 0.735 0.853

Ours 0.951 0.894 0.755 0.866
Table 1: Detection scores (AP50) of trained models.
SKU-only, Random, and Ours indicate the methods to
synthesize training images. Front, Upper, and Upper-
left indicate camera angles of the evaluation dataset. All
of the scores are the means of three trials of training on
different random seeds.

items are used as the foreground images. We use im-
ages of empty shelves as backgrounds. This set con-
tains 989 images of five types of shelves. These images
are shot from various angles and under various light-
ing conditions. Using the above foreground and back-
ground images, we synthesize a training dataset by each
approach. We synthesize 1,000 images for training by
each approach and add to SKU-110K training dataset
that contains 8,185 real images.

We compare three methods: SKU-only [9], random [4],
and our approach. SKU-only means training on SKU-
110K dataset only. The random approach is the cut-
and-paste method whose pasting position is determined
randomly. In the random approach, we paste 147 fore-
grounds on average on one background image. This
number is the same as the average number of objects
in one image of SKU-110K. With this condition, the
number of foreground objects contained in one training
image is the same among comparison methods. In the
proposed method, we also use SKU-110K as a refer-
ence dataset. We set the parameter p to 0.5, which is the
probability of selecting a foreground by similarity and
pasting it on the neighborhood. To increase the varia-
tion of the appearance of the foreground, for all compar-
ison methods, we randomly rotate the foreground image
with a probability of 0.1 when pasting it.

Figure 3 shows examples of synthesized images. Fig-
ure 3-(a) is synthesized by the random approach, whose
foregrounds are pasted on random positions and fre-
quently occlude each other. On the other hand, in the
proposed approach shown in Figure 3-(b), items are
lined up in accordance with the object alignment in
SKU-110K. The reshaping of foregrounds is realistic,
and the same items shot from various angles are pasted
close together, this reproduces a more realistic appear-
ance of shelves.

We adopt EfficientDet-d0 [17] as a detector model.
Hyper-parameters, training epochs, and the learning
rate, are tuned by the validation dataset that consists of
the SKU-110K test-set and 100 synthesized images by
each method.
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Figure 4: Examples of evaluation images. (a), (b), and (c) show the images taken from the Front, Upper, and
Upper-left angles, respectively. The items in the Upper and Upper-left are deformed compared to the Front image
due to parallax.

Figure 5: Detection results on the front angle data. Green and red bounding boxes represent outputs of the model
with confidence scores more than 0.4. Green bounding boxes have IoU with ground truth more than 0.5, and red
bounding boxes are less than 0.5.

4.2 Evaluation dataset
We use images shot in real stores as the evaluation set
(Figure 4). This image set was shot in two convenience
stores for four days. The target shelves are drinks,
snacks, and instant noodles. There are three variations
of camera angles: front, upper and upper-left, where
each set consists of 32 images.

The detection targets are items on the target shelves,
whose whole body is within the image, and therefore,
items on non-target shelves are not subject to aggrega-
tion. The metric of evaluation is average precision (AP)
of all items in one class.

4.3 Results
The experimental results are shown in Table 1. For all
evaluation sets, the proposed method performs the best.
For the front and the upper angle data, the scores of
random approach decrease relative to SKU-only. This
shows that unrealistic images synthesized by the ran-
dom approach adversely affect the training. On the

other hand, the proposed approach positively affects all
of the targets.

Detection results are shown in Figure 5. One notable
example is the chocolate box on the upper left corner
of Figure 5-(a) and (b). In the random approach, the
chocolate box is recognized as two objects. The ran-
dom approach synthesizes crowded and complex im-
ages as shown in Figure 3. Due to this, the detection
model trained on such images tends to split objects of
complex texture into two different objects. On the other
hand, in the proposed approach, the model recognizes
the chocolate box correctly.

In Figure 5-(c), some noodles stacked in two layers on
the bottom row are detected as one object in the random
method. On the other hand, in our approach they are
detected correctly as shown in Figure 5-(d). This is the
effect of the alignment approach with object similarity,
that is, our approach can detect objects in the scene with
similar objects that are stacked and aligned densely.
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Alignment
reference

Object
similarity

Aspect
ratio Front Upper Upper-left average

Random [4] 0.945 0.880 0.735 0.853
Align only ! 0.943 0.868 0.718 0.843
Align + Sim ! ! 0.946 0.872 0.732 0.850
Align + Aspect ! ! 0.949 0.843 0.701 0.831
Align + Sim + Aspect ! ! ! 0.951 0.894 0.755 0.866

Table 2: Ablation study of our method. Align, Sim, and Aspect denote the approaches described in Section 3.1,
3.2, and 3.2, respectively.

Alignment only Alignment + Similarity Alignment + Aspect
Figure 6: Examples of synthesized images in ablation study.

4.4 Ablation study
We conduct an ablation study of our approach in Table
2. The alignment reference approach without consider-
ing the object similarity and aspect ratio (Align only)
is worse than the random approach. One reason is un-
realistic reshaping of foreground images. This can be
confirmed in results on the front data, that is, the score
of the proposed approach while considering the aspect
ratio (Align + Aspect) is higher than that of the random
approach. However, on the other data, this tendency is
not clear on the upper and upper-left images. This is be-
cause the objects shot from the upper or upper-left an-
gles have reshaped appearance, so there are cases where
it is better not to select foregrounds on the basis of the
aspect ratio. The approach considering object similarity
(Align + Sim + Aspect) is better on all of the evaluation
data.

Figure 6 shows synthesized images by the approaches
in the ablation study. In the alignment only approach,
some foreground images are reshaped extremely and
their appearance is unrealistic. On the other hand, in the
alignment + aspect approach that takes into account the

aspect ratio of the box, the appearance of foregrounds
is not so different from reality and objects are aligned.
In the alignment + similarity approach that takes into
account the object similarity, similar objects are placed
in the neighborhood, which achieves a similar appear-
ance to shelves in stores. As above, each approach has
advantages for realistic synthetization, and combining
all of the approaches, the most realistic image in Figure
3-(b) is synthesized.

5 CONCLUSION
We proposed a novel cut-and-paste method for training
shelf item detection models. The proposed method
determines the pasting positions for the foreground im-
ages, referring to the annotations of a dataset of real-
world shelves images. Furthermore, to generate more
realistic images, the proposed method selects the fore-
ground image with reference to the similarity of the
items and the aspect ratio of the bounding box of the
pasting position. Experiments show that the proposed
method can generate more realistic images of the item
shelves than the conventional random pasting method
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and that the dataset of the images can be used to train
more accurate item detection models.

As the proposed method determines the pasting posi-
tions without specifying the positions of the shelves in
the image, if the positions of the shelves in the refer-
ence dataset image and the background image change
drastically, the items will be placed at locations other
than the shelves. In order to generate a more realis-
tic image where the items are accurately placed on the
shelves, annotations of the shelf positions in the back-
ground image should be prepared, and the pasting posi-
tions should be adjusted based on the annotations. Ver-
ification of such a generation method is future work.
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[13] T. Hodaň, V. Vineet, R. Gal, E. Shalev,
J. Hanzelka, T. Connell, P. Urbina, S. N. Sinha,
and B. Guenter. Photorealistic image synthesis
for object instance detection. In 2019 IEEE Inter-
national Conference on Image Processing (ICIP),
pages 66–70, 2019.

[14] S. Koturwar, S. Shiraishi, and K. Iwamoto. Ro-
bust multi-object detection based on data augmen-
tation with realistic image synthesis for point-of-
sale automation. Proceedings of the AAAI Confer-
ence on Artificial Intelligence, 33(01):9492–9497,
July 2019.

[15] S. R. Richter, V. Vineet, S. Roth, and V. Koltun.
Playing for data: Ground truth from computer
games. In B. Leibe, J. Matas, N. Sebe, and
M. Welling, editors, European Conference on
Computer Vision (ECCV), volume 9906 of LNCS,
pages 102–118. Springer International Publish-
ing, 2016.

[16] C. Rother, V. Kolmogorov, and A. Blake. "Grab-
Cut": Interactive foreground extraction using it-
erated graph cuts. In ACM SIGGRAPH 2004
Papers, SIGGRAPH ’04, pages 309–314, New
York, NY, USA, 2004. Association for Comput-
ing Machinery.

[17] M. Tan, R. Pang, and Q. V. Le. EfficientDet:
Scalable and efficient object detection. CoRR,
abs/1911.09070, 2019.

[18] J. Tremblay, A. Prakash, D. Acuna, M. Brophy,
V. Jampani, C. Anil, T. To, E. Cameracci, S. Boo-
choon, and S. Birchfield. Training deep networks

8

ISSN 2464-4617 (print) 
ISSN 2464-4625 (online)

Computer Science Research Notes - CSRN 3301 
http://www.wscg.eu WSCG 2023 Proceedings

https://www.doi.org/10.24132/CSRN.3301.11 88

kiv
Rectangle



with synthetic data: Bridging the reality gap by
domain randomization. In 2018 IEEE/CVF Con-
ference on Computer Vision and Pattern Recog-
nition Workshops (CVPRW), pages 1082–10828,
2018.

[19] X.-S. Wei, Q. Cui, L. Yang, P. Wang, and
L. Liu. RPC: A large-scale retail product checkout
dataset. CoRR, abs/1901.07249, 2019.

[20] S.-F. Wu, M.-C. Chang, S. Lyu, C.-S. Wong, A. K.
Pandey, and P.-C. Su. FlagDetSeg: Multi-nation
flag detection and segmentation in the wild. In
2021 17th IEEE International Conference on
Advanced Video and Signal Based Surveillance
(AVSS), pages 1–8, 2021.

[21] W.-H. Yun, T. Kim, J. Lee, J. Kim, and J. Kim.
Cut-and-Paste Dataset Generation for Balancing
Domain Gaps in Object Instance Detection. IEEE
Access, 9:14319–14329, 2021.

9

ISSN 2464-4617 (print) 
ISSN 2464-4625 (online)

Computer Science Research Notes - CSRN 3301 
http://www.wscg.eu WSCG 2023 Proceedings

https://www.doi.org/10.24132/CSRN.3301.11 89

kiv
Rectangle



SAIL: Semantic Analysis of Information in Light Fields:
Results from Synthetic and Real-World Data

Robin Kremer
Saarland University

Saarland Informatics Campus
Campus Building C6 3

Germany 66123, Saarbrücken, Saarland
kremer@cs.uni-saarland.de

Thorsten Herfet
Saarland University

Saarland Informatics Campus
Campus Building C6 3

Germany 66123, Saarbrücken, Saarland
herfet@cs.uni-saarland.de

ABSTRACT
Computational photography has revolutionized the way we capture and interpret images. Light fields, in particular,
offer a rich representation of a scene’s geometry and appearance by encoding both spatial and angular information.
In this paper, we present a novel approach to light field analysis that focuses on semantics. In contrast to the
uniform distribution of samples in two-dimensional images, the distribution of samples in light fields varies for
different scene regions. Some points are sampled from multiple directions, while others may only be captured by
a small portion of the light field array. Our approach provides insights into this non-uniform distribution and helps
guide further processing steps to fully leverage the available information content.

Keywords
Light fields, Computational photography, semantic analysis, information content, MPEG-I

1 INTRODUCTION

The objective of enhancing the immersive experience
for visual content has been a long-standing pursuit, dat-
ing back several decades, starting at analog photogra-
phy and progressing over digital cameras to 3D video
[Sch09]. In recent years computational photography
has become one of the most important parts of the com-
plete visual pipeline and is used to optimally use all
available data [Lam03; Lib19; Sam21]. The latest fron-
tier in immersive content is the creation of interactive
experiences that enable users to freely adjust their view-
point in real-time. This type of content can encompass
a range of immersive experiences, from 3 Degrees of
Freedom (DoF), where users can change the direction
of their viewpoint, to 6 DoF content, which allows users
to also move their position in space [MPE18]. To en-
able such interactive applications, it is essential to cap-
ture a scene from multiple viewpoints, which is typi-
cally achieved using light field cameras or light field
arrays. Although the resulting data is also visual in na-
ture, there are several significant differences between
light fields and traditional 2D imaging. One of the

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

Figure 1: Painter scene from InterDigital [Sab17] cap-
tured on a 4 by 4 light field array. Highlighted are three
scene regions (froxels). The displayed diagrams show
the rays assigned to each froxel. As each ray is cap-
tured by a different camera, the color distributions give
insights about the view dependency of the regions.

main being that, properties such as view-dependent ap-
pearances and occlusions caused by scene geometry are
lost in traditional 2D imaging, whereas these effects are
captured in light fields. Although the raw data rate of
light field capture systems can be upwards of ten gi-
gabits per second [Che20], which presents significant
challenges for current processing, network, and stor-
age devices, this additional data provides unique post-
processing options. In contrast to recent work that fo-
cuses on these applications and makes certain assump-
tions about the available data (e.g. everything is Lam-
bertian), this work presents a method for analyzing the
distribution of information in light fields.
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2 RELATED WORK
The underlying theory behind light fields has been es-
tablished for several decades [Ber91; Lev96], similar to
the field of machine learning. However, many appli-
cations only recently became computationally feasible.
Today, a diverse range of light field filters and process-
ing techniques is available.

With MPEG Immersive video (MIV), which is part of
ISO/IEC 23090 MPEG-I, the Moving Picture Experts
Group introduced a standard to store and distribute
highly immersive 3D content. A content database has
been published with scenes captured on a variety of dif-
ferent setups. The general idea is to remove redundancy
by merging all views into one and creating a patch at-
las for occluded regions. In practice, diverse options to
create the atlases are available.

Methods like "Linear Volumetric Focus" [Dan15],
"Calibration and Auto-Refinement for Light Field
Cameras" [Ani21] and "Fourier Disparity layers" [Le
19] are based on traditional algorithms and filters.
These techniques enable a range of effects, such as
adjusting the focal distance and depth of field or
synthesizing new views in real-time. To achieve these
results, certain assumptions are often made, such
as treating the entire scene as being Lambertian or
assuming limited occlusions. If a scene does not adhere
to these assumptions, visual artifacts may occur.

Similar to many other fields, such as image segmenta-
tion or gigapixel compression, machine learning meth-
ods also became a popular choice for light field pro-
cessing. Techniques like "Deepview" [Fly19] and "Im-
mersive Video" [Bro20] use gradient decent optimisa-
tion to represent a scene as a Multi-Plane Images (MPI)
or Multi-Sphere Images (MSI) enabling real-time view
interpolation even for light field videos. However, it
should be noted that the training of these techniques is
computationally intensive and can take multiple tens of
hours per frame. In the work of "Local Light Field Fu-
sion" (LLFF) [Mil19], MPIs are also utilized, but they
employ a single trained network to promote each in-
put view into an MPI (local light field). This signifi-
cantly reduces the total time from capture to view syn-
thesis (roughly 10 minutes), while still enabling real-
time view interpolation.

One of the most disruptive innovations for the field
of light field processing in recent years has been the
emergence of Neural Radiance Fields (NeRFs)[Mil20].
These encode the information of a light field in multi-
layer perceptron (MLP) neural network. Specifically,
the MLP takes both the 3D spatial location and viewing
direction as input and outputs color and volume
density information. In the context of light field theory
this amounts to a continuous representation of the
underlying plenoptic function and thereby enables
synthesis of arbitrary viewpoints. Training NeRFs is

computationally expensive, requiring multiple GPU
hours. Additionally, synthesizing novel views from
the original NeRF implementation is not feasible in
real-time, typically requiring multiple tens of sec-
onds. Although network inference is relatively fast,
volumetric rendering necessitates the use of multiple
samples per pixel, resulting in millions of inferences
required to produce a high-definition view. Despite
these limitations, the visual quality of NeRF-generated
images is exceptionally high and capable of gracefully
handling non-Lambertian and opaque objects. In addi-
tion, scenes represented as NeRFs require significantly
less memory compared to LLFF, and often are even
smaller in size than the original input views.

Numerous techniques have been developed that build
upon the fundamental idea of NeRF, enabling the han-
dling of specific types of scenes and addressing lim-
itations of the original implementation. Mip-NeRF
[Bar21] increases the visual fidelity by sampling coni-
cal frustums instead of rays. This was further developed
in Mip-NeRF 360 [Bar22] to better handle unbounded
360 degree scenes. While methods like "NeRF in the
dark" [Mil21] and "HDR-NeRF" [Hua22] focus on dy-
namic range and noise handling. Other methods like
"Fastnerf" [Gar21] speed up the inference time signif-
icantly rendering 100+ frames per second on modern
GPUs. "PixelNeRF" [Yu21], on the other hand, drasti-
cally reduces the number of input images compared to
traditional NeRF. Works like "Instant Neural Graphics
Primitives" [Mül22] can produce high quality results af-
ter just 5 minutes of training. Recent techniques such as
"Space-time NeRF" [Xia21] and others [Par21; Pum21]
have extended the capabilities of NeRFs to be able to
handle videos.

In summary, since their introduction, NeRFs have
emerged as the most prominent method for processing
light fields and have spawned a new research field
focused on extending their capabilities. While neural
techniques are likely to dominate light field processing,
it is crucial for applications such as codecs, post-
processing and novel view generation to be capable of
real-time operation and to possess an understanding
of the underlying scene properties. As a result, this
paper does not aim to compete with the processing
capabilities of NeRF and its derivatives. Rather, it
seeks to address a more fundamental aspect of the
complete visual pipeline, namely, what information is
captured by a light field array and how it is distributed.

3 THEORY OF LIGHT FIELDS
The theory behind light fields is based around the
plenoptic function, which contains all information
about the propagation of light in a certain space-time
region [Ber91]. A light field is created by sampling
this continuous function at certain positions using
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cameras. As such, only a small portion of the overall
information contained in the plenoptic function is
sampled. Nonetheless, the amount of information
contained within a light field is substantial and allows
for a vast variety of post processing techniques as
described earlier.

Although static scenes can be captured by moving a
camera on a gantry or handheld, the majority of light
fields are captured using multiple cameras that are
rigidly fixed together in a camera array (light field
array) like the "Stanford Multi-Camera Array" [Wil05]
or the light field array from InterDigital [Sab17]. Light
fields captured by these rigs are called "forward-facing"
since all cameras are oriented into the same direction.
The two-plane parameterization (compare Figure 2) is
particularly intuitive, as it closely aligns with the phys-
ical arrangement of the cameras [Cam98]. The first
plane corresponds to the plane on which the cameras
are mounted (a,b-plane / camera), while the second
plane represents the plane on the camera sensors
(u,v-plane / pixel). Due to this close correspondence
to the physical arrangement of cameras, the two-plane
parameterization is a common starting point for a wide
range of light field processing techniques.

Figure 2: In the two-plane parameterization a light ray
is described by it’s intersection with two parallel planes.

One characteristic of the two-plane parameterization,
as well as similar formats like the Direction and Point
Parameterization (DPP) and Two-Sphere Parameteriza-
tion (2SP) [Cam99], is that they present the light field
information in a camera-centric format. Although this
is intuitive, it hides how the captured information is ar-
ranged in a light field. This information distribution
is a crucial difference between light fields and tradi-
tional 2D imaging. Because unlike single-camera imag-
ing, where pixels evenly sample rays from a scene and
capture each visible point exactly once, light fields can
have a non-uniform sample distribution. Some scene
points are visible in all cameras and are therefore sam-
pled multiple times, while others may be occluded for
most cameras and are only sampled by a small subset.
The shape of this distribution plays a pivotal role in de-
termining which post-processing techniques can be ef-
fectively applied to the captured light field data. For
instance, achieving high-quality results with the "Light
Field Superresolution" technique [Bis09] requires a suf-
ficient number of samples per scene region, making the

distribution of captured information a critical factor for
the effectiveness of this and many other methods. Nev-
ertheless, many light field processing techniques rely on
certain assumptions about the distribution of captured
information and deviations from these assumptions can
lead to artifacts as in [Le 19; Dan15]. In the subse-
quent chapters, a scene-centric light field parameteriza-
tion will be explored that enables straightforward anal-
ysis of captured information distribution.

4 THE IDEA OF FROXELS
In order to analyze the distribution of information that
is contained in a light field more easily, a scene centric
parameterization is needed. In order to achieve this, we
make use of the "froxel" concept, which involves dis-
cretizing the view frustum of the light field array into
frustum-shaped voxels [Eva15]. This is accomplished
by populating the view frustum with froxels of specific
sizes, which are designed to match the resolution of the
light field array. By choosing the size of the froxels ap-
propriately, we can achieve a discretization raster that
perfectly matches the array resolution. As a result, if
an object in the scene is moved by one froxel, its image
will shift exactly one pixel on a camera sensor. Unlike
a single camera, which does not capture any informa-
tion about scene depth and therefore does not require
discretization along the depth axis, light field arrays do
capture this information [Ber91]. As a result, the view
frustum of a light field array has to be discretized in all
three dimensions. For the two axes parallel to the cam-
era plane, this discretization scheme is straightforward,
since the region covered by a single pixel increases lin-
early with the distance from the camera (compare fig-
ure 3a). However, the resolution along the depth axis
of the light field array, and thus the size of a froxel,
is dependent on the specific geometry of the array. In
light fields, depth information is captured as the dis-
parity experienced by objects within the scene. As a
result, the disparity is responsible for the depth reso-
lution and, ultimately, the size of the froxels along the
depth axis. Because disparity is inversely proportional
to depth, froxels that are closer to the camera plane have
smaller depth and become larger as they move further
away from the camera. As the largest disparity is ex-
perienced between the furthest cameras in an array, the
size of the froxels is chosen such that moving an ob-
ject one froxel closer or further away from the camera
plane results in a one-pixel change in its position be-
tween these two cameras (compare figure 3b). The ex-
act dimension of the froxels can be calculated with (1)
and (2). Where w f roxel , h f roxel and d f roxel are the width,
height and depth of a froxel at a certain distance Dplane
from the camera plane.

w f roxel = h f roxel =
ppixelDplane

fd
(1)
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(a) The froxel width w f roxel and height h f roxel scale lin-
early with the distance Dplane from the camera plane (a,b-
plane)

(b) The froxel depth is based on the maximum disparity
that the array can capture

Figure 3: The froxel width, height and depth are chosen
to perfectly match the resolution of the light field array

d f roxel = D2
plane/

(
fd · smax

ppixel
−Dplane

)
(2)

It is assumed that all cameras have the same intrinsic
parameters such as fd , which is the focus distance. The
maximum distance between two cameras in the light
field array is denoted as smax and governs the largest
disparity that can be observed at a given depth.

Once the discretization raster is created, each ray cap-
tured in the light field is assigned to the froxel that con-
tains the object from which it originated in the scene.
This origin is calculated by combining the two-plane
parameterization with a depth map. Due to the way the
raster is designed, two rays captured by the same cam-
era can not be assigned to the same froxel. However,
when two rays are captured by different cameras and
originate from the same scene point, they will be as-
signed to the same froxel. This means one froxel can at
most have as many rays assigned to it as there are cam-
eras in the light field array. Froxels that have rays as-
signed to them will be refereed to as non-empty froxels.
Once all rays have been assigned to their respective ori-
gin froxel, the resulting set of non-empty froxels con-
tains all of the information captured by the light field.
The resulting froxel parameterization represents the in-
formation in a scene-centric manner, in contrast to the
two-plane parameterization, which is camera-centric.
The term "scene-centric" refers to the fact that this pa-
rameterization allows for easy analysis of the light field
captured from a specific scene region, as it facilitates a
straightforward examination of how rays and informa-
tion are distributed throughout the scene.

5 OPTIMIZING THE FROXEL REPRE-
SENTATION

As discussed in the previous section, the transformation
from two-plane parameterization to the froxel parame-
terization relies on depth maps to determine the origin
of a captured ray. For the froxel parameterization to be
most effective, it is essential that rays originating from
the same scene point are assigned to the same froxel.
As a result, the accuracy of the depth maps has a sig-
nificant impact on the achievable quality. This is par-
ticularly true, since the froxel sizes are designed to pre-
cisely match the resolution of the light field array.

Thus, the most crucial characteristic of the depth maps
used in the froxel parameterization is good multi-view
consistency, which means that the depth maps of each
camera must assign the same depth to a given scene
point. This consistency ensures that rays captured by
different cameras and originating from the same scene
point are assigned to the same froxel, resulting in an
accurate representation of the underlying scene.

Upon analyzing multiple datasets that contained depth
maps generated using various techniques, it was deter-
mined that while the resulting froxel parameterizations
were acceptable, there remained potential to improve
the meaningfulness. In theory, a wall that is parallel
to the camera plane should result in a plane of non-
empty froxels located exactly at the depth of the wall.
However, in practice, the froxel representations are of-
ten narrowly distributed around the true position of the
wall. To improve the meaningfulness of the parame-
terization and reduce the total number of non-empty
froxels, a consolidation step is employed. This is based
on the idea of reassigning rays from non-empty froxels
with few rays to other froxels that already have more
rays assigned to them. When reassigning a ray to a
different froxel, only the non-empty froxels along the
ray’s original path are considered to avoid altering the
representation too much. By searching for a new froxel
within a few neighboring layers, the consolidation step
can already reduce the total number of non-empty frox-
els significantly.

6 SEMANTIC ANALYSIS
Once a light field has been transformed into the froxel
representation, it becomes significantly easier to ana-
lyze how the captured information is distributed. The
number of rays assigned to each froxel following the
conversion is a good starting point to analyze the in-
formation distribution. Firstly, since the majority of
scenes typically contain a significant amount of free
space, many froxels will remain unoccupied following
the conversion process. Consequently, the froxels that
do have rays assigned to them approximate the hull of
the scene. However, within these non-empty froxels,
there can be substantial differences in the amount of
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information present. For instance, a froxel that cor-
responds to a scene point, which is captured by all of
the cameras in a light field array, should have the same
number of rays assigned to it as there are cameras in
the array. Other froxels that are occluded for part of the
array contain fewer rays. Consequently, the number of
rays per froxel directly indicate how densely the under-
lying scene region is sampled. One approach for visual-
izing this distribution is to use fristograms (froxel + his-
togram) [Her21]. They are created by grouping froxels
according to the number of rays assigned to them and
then generating a histogram based on these groupings
(compare 4a). They provide an initial indication of the
level of uniformity with which a scene is sampled.
Another approach for visualizing the distribution of
samples is to count the number of non-empty froxels
along a ray. If there is more than one, it indicates that
the corresponding scene point is likely occluded in the
current viewpoint and was captured from a different
perspective by a different camera. This allows to easily
locate occluded scene regions that are only visible by a
subset of all cameras in the light field array (compare
figure 5d). This information may be used in various ap-
plications, such as virtual viewpoint rendering or aid in
the generation of atlases.
Analyzing the distribution of rays within a froxel re-
veals additional semantic information. All rays that
are assigned to a single froxel originate from the same
scene point, but were captured from different direc-
tions. Consequently, by analyzing the color distribu-
tion of these rays, it is possible to infer the visual prop-
erties of the underlying object. If the rays within a
froxel exhibit similar colors, this is an indication that
the corresponding object behaves as a Lambertian radi-
ator. On the other hand, if there is a significant amount
of color variation among the rays, this suggests non-
Lambertian behavior [Kop14]. This information is cru-
cial for post-processing, as different techniques may
only be effective for certain types of surfaces. , The
froxel representation also provides a means for quanti-
fying the information captured by a light field, allow-
ing for the comparison of different capture setups. By
analyzing the distribution of froxels and their associ-
ated rays, it is possible to evaluate the level of scene
sampling and coverage achieved by a particular light
field capture setup. To quantify the information con-
tent Itotal of a light field, each ray is assigned a specific
value that reflects its contribution to the overall scene
information. For example, rays originating from a Lam-
bertian surface point may be assigned a lower value
compared to those from non-Lambertian or occluded
regions, as the former contribute less unique informa-
tion. In practice, this is often done by grouping rays
of a froxel together if their color differs by less than a
just-noticeable-difference (JND) [Sha17]. The proba-
bility of a ray pi is then calculated with (4), where nrays

(a) Fristogram (b) Consolidated and classi-
fied fristogram

Figure 4: Fristograms of the painter scene from Inter-
Digital

is the total number of rays in the light field and nclusteri

is the size of the cluster to which the ray belongs. From
this the total information content of the light field can
be calculated with (3) [Sha48].

Itotal =
nrays

∑
i=1

−ld(pi) (3)

pi =
nclusteri

nrays
(4)

This information can be used to optimize the design of
future light field acquisition systems for specific appli-
cations.

To demonstrate the effectiveness of the froxel represen-
tation, the surface properties present in a scene, where
analysed by a simple froxel classification. The pro-
posed technique works by analyzing the color distri-
bution of rays assigned to individual froxels. Frox-
els are classified as non-Lambertian when the standard
deviation of their associated rays surpasses a predeter-
mined threshold, while those whose standard deviation
is below the threshold are considered Lambertian. Ad-
ditionally, a third category of "Outliers" is established
by identifying non-Lambertian froxels that have at least
one ray with a z-score that exceeds a certain value. This
indicates that while the majority of the rays associated
with a froxel have a uniform distribution of colors, there
are a few outliers that do not conform to this pattern.
This can be caused by specular highlights or due to
wrongly assigned rays (compare figure 1).

The semantics acquired through this method can be uti-
lized to direct post-processing procedures in a manner
that minimizes visual artifacts while maximizing the
use of all available information.

7 RESULTS
The developed pipeline was tested on synthetic data
generated in blender, an open source 3D animation soft-
ware, and real-world data sourced from the MPEG-I
content database. The depth maps utilized during de-
velopment were either generated in Blender, exported
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(a) Top left camera view (b) Classified Fristogram

(c) Classified regions.
Blue: Lambertian; Orange:
non-Lambertian; Green:
outlier

(d) Occluded regions. Vi-
olet: no occlusions cap-
tured; Orange: occlusions
captured

Figure 5: Custom Blender Classroom scene, captured
on a 4-by-4 light field array with blender depths

from a NeRF, or provided together with the content. Al-
though our methods are capable of accommodating ar-
bitrary forward-facing light field arrays, the results pre-
sented in this paper are all based on light fields captured
by uniform 4-by-4 arrays to increase conciseness.

Figure 5 displays results generated with high quality
depth maps that were generated in blender. Upon exam-
ining the corresponding fristogram, it is clear that there
is a prominent peak at 16 rays per froxel. This indi-
cates that the majority of the scene was captured by all
the cameras in the 4-by-4 array. Additionally, distinct
bumps can be observed at 4, 8, and 12 rays per froxel,
which correspond to edges in the scene that align with
the arrangement of the cameras in the array, such as
the floating cork board in the foreground. These edges
create occlusions for multiple cameras simultaneously,
resulting in noticeable patterns in the fristogram. More-
over, by including the froxel classes, the fristogram re-
veals that most of the scene behaves in a Lambertian
manner. Examining Figure 5c, it is apparent that the
wall and ceiling are classified as Lambertian, whereas
the table desks with a glossy finish and the reflective
metal chair legs are classified as non-Lambertian. Oc-
clusions that occur in the light field are displayed in
5d. The presence of orange stripes on the edges of ob-
jects signifies the existence of samples that lie behind
the foreground object within the light field. This infor-
mation can be leveraged to reveal occluded areas within
the scene, or even to identify objects that could poten-
tially be completely eliminated during view reconstruc-
tion.

In the shown example of the Classroom scene, the depth
maps were generated within Blender, which allowed for
access to the scene geometry and, as a result, yielded
depth maps of exceptionally high quality. Since such

(a) Top left camera view (b) Classified regions.
Blue: Lambertian; Orange:
non-Lambertian; Green:
outlier

(c) Fristogram before con-
solidation: 2,569,795 non-
empty froxels

(d) Classified fristogram af-
ter consolidation: 942,232
non-empty froxels

Figure 6: Blender BMW scene with depth maps ex-
tracted from NeRF

high quality depth maps are not always available espe-
cially for real world scenes[Luo20; Jan20; Kop21], the
developed methods were also tested on depth maps ac-
quired by other means. Specifically, we showcased the
compatibility of our approach with NeRF by training a
NeRF model, extracting the corresponding depth maps,
and using them into our pipeline.

Upon examining the fristogram of the BMW scene (see
figure 6c) generated from the NeRF depth maps, it be-
comes evident that the shape is markedly different from
that of the Classroom scene. Despite the fact that much
of the scene is visible to all 16 cameras, the majority
of the froxels are assigned fewer than four rays. An in-
spection of the scene reveals that a substantial portion
of it consists of featureless, monotonous background,
which presents inherent challenges in generating depth
maps accurately from visual data [Sch16]. This leads to
bad multi-view consistency, which artificially inflates
the number of non-empty froxels. To address this issue,
we leverage the techniques outlined in Chapter 5 to con-
solidate froxels. This drastically reduced the number of
non-empty froxels and created a clear peak at 16 rays
per froxel. Although, not as pronounced as previously
small peaks at 8 and 12 rays per froxel are also visi-
ble. Looking at the resulting classification (see figure
6b) the background is correctly marked as Lambertian,
while reflective features on the car are identified as non-
Lambertian. This demonstrates that our method is capa-
ble of generating dense froxel representations that hold
significant meaning, even in situations where access to
the scene geometry is not available. Nevertheless, the
information value that can be extracted increases with
the quality of the depth maps.
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Table 1: Information Content
Scene Captured Minimum

Classroom 182,664,675 bits 176,354,697 bits
BMW 178,224,039 bits 176,354,697 bits
Painter 182,190,389 bits 170,124,571 bits

Furthermore, we showcase the potential of the froxel
representation for real-world scenes. As an example,
Figure 7 depicts the Painter scene sourced from Inter-
Digital [Sab17], which was captured using a 4-by-4
light field array. This scene is listed in the MPEG-I con-
tent database and comes supplied with depth maps. An
examination of the fristogram (refer to Figure 7b) re-
veals distinct peaks at 16 rays per froxel indicating that
most of the scene is sampled by all 16 cameras. Peaks at
12, 8, and 4 rays per froxel suggest occlusions that are
roughly aligned to the camera pattern of the light field
array. These regions can be seen in figure 7d. Looking
at the distribution of Lambertian, non-Lambertian and
outlier froxels it becomes evident, that these scene con-
tains many more than the previous two. This is a con-
sequence caused by the limitations of color matching
between cameras and the fact that real objects always
exhibit at least some level of Lambertian reflectance
[Geo07]. Therefore, the classification thresholds could
be adjusted for real world scenes, but for the sake of
comparison, they were kept the same.

Calculating the information content for each scene,
based on the method described in chapter 6, reveals the
additional information captured due to occlusions and
non-Lambertian surfaces. Table 1 displays the result
for the three discussed scenes. The listed minimum
information content would be achieved if all cameras
captured exactly the same information (e.g. a Lamber-
tian wall a depth infinity) and therefore is only depends
on the total number of rays and cameras. The Class-
room and BMW scenes were captured using the same
virtual light field camera, enabling direct comparison
of their results. Notably, the Classroom scene exhibits
a significantly higher information content due to a
larger number of occlusions compared to the BMW
scene.

This semantic analysis can be used to guide further
post processing steps. As an example a surface aware
ray reduction was implemented. This is based on the
idea that a Lambertian surface can be accurately de-
scribed with a single view-independent sample, while
non-Lambertian surfaces require multiple samples. In
practice, the rays assigned to a Lambertian froxel were
filtered using a mean filter, whereas those assigned to
non-Lambertian froxels remained unaltered. The orig-
inal views of the light field were generated using this
reduced set of froxels and compared against views gen-
erated using all rays, as well as ones generated using

Table 2: Impact of ray reduction on visual quality
Classroom BMW

Method all rays one sample Ours all rays one sample Ours
PSNR↑ 30.460 29.400 30.180 36.360 32.890 35.620
SSIM↑ 0.9153 0.8882 0.9076 0.9801 0.9677 0.9778
LPIPS↓ 0.0596 0.0922 0.0689 0.0276 0.0489 0.0357

Ray Count 9.21 M 1.1 M 3.22 M 9.21 M 1.03 M 1.81 M

only one sample per froxel. The results of the pro-
posed ray reduction technique are presented in Table
2. It can be observed that the visual quality achieved
with the reduced set of rays is comparable to that of
the unfiltered representation, while containing signifi-
cantly fewer rays. Although the representation that uti-
lizes only one sample per froxel contains even fewer
rays, it results in notably lower quality.

We evaluated the entire processing pipeline on sup-
plementary Blender scenes, such as "The Wanderer"
by Daniel Bystedt and "Mr. Elephant" by Glenn Me-
lenhorst, yielding consistent results. Obtaining fur-
ther real-world data posed challenges due to the limited
availability of suitable datasets.

8 CONCLUSION
In this paper we demonstrated how the froxel repre-
sentation can be leveraged to perform semantic anal-
ysis of the information contained within a light field.
Specifically, we illustrated methods for quantifying the
sampling density of a captured scene and classifying
surface properties. Rather than challenging methods
like NeRF, that prioritize novel view reconstruction, our
proposed approach instead enables visualization and
quantization of the information distribution. This can
be leveraged to effectively adapt post-processing steps
to the available data. This enables creative profession-
als to understand the types of processing feasible with
the acquired data, while also facilitating efficient light
field encoding. One such application was demonstrated
with a surface property aware ray reduction. Further-
more, we showed that our pipeline is robust against im-
perfect depth maps and can be applied to real-world
scenes. A limitation, that the current pipeline shares
with MPEG Immersive Video (MIV) is the assumption
that the region between the cameras and the scene hull
is free space. While in theory the froxel parameteriza-
tion is capable of handling a more nuanced representa-
tion, this limitation is due to the fact, that the used depth
maps only assign one specific depth to each ray. This
limitation could be overcome by utilizing more com-
plex depth formats and would permit better analysis of
complex visual phenomenons such as fog. Moreover,
the presented method of semantic analysis is compat-
ible with the notion of time, enabling the analysis of
light fields video (e.g. quantify the difference in infor-
mation content captured by sub-framing).
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(a) Top left camera view (b) Classified Fristogram after consolidation

(c) Visualization of the classified regions. Blue: Lamber-
tian; Orange: non-Lambertian; Green: outlier

(d) Visualization of occluded regions. Violet: no occlu-
sions captured; Orange: occlusions captured

Figure 7: Example visualization of the painter scene from InterDigital [Sab17]
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ABSTRACT
Criteria capable of texture spectral similarity evaluation are presented and compared. From the fifteen evaluated
criteria, only four criteria guarantee zero or minimal spectral ranking errors. Such criteria can support texture
modeling algorithms by comparing the modeled texture with corresponding synthetic simulations. Another possi-
ble application is the development of texture retrieval, classification, or texture acquisition system. These criteria
thoroughly test monotonicity and mutual correlation on specifically designed extensive monotonously degrading
experiments.

Keywords
Texture Comparison, Texture Modeling, Texture Retrieval, Texture Classification, Texture Acquisition

1 INTRODUCTION

An automatic texture comparison represents a sig-
nificant but not completely solved complex problem
[Hai14]. Such a method would be advantageous to
support texture model development where a compari-
son of the original acquired and to be modeled texture
with synthesized or reconstructed ones would help
with the optimal model parameter set. There are other
possible applications, such as texture database retrieval
or texture classification or segmentation, etc. Although
there already exist approaches for these tasks, e.g.,
[Har73, Gal75, Law80, Wys82, Man96, Oja02, Hai06],
etc., they do not rank textures according to their visual
similarity. Moreover, most methods are limited to
mono-spectral textures, a notable disadvantage as color
is the most significant visual feature [Hav19].

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

The psycho-physical evaluations [Hai12], i.e., quality
assessments performed by humans, currently represent
the only reliable alternative. Methods of this type re-
quire both time-demanding experiment design setup
and performing, rigorously defined and controlled con-
ditions, and a representative collection of testers, i.e., a
sufficient number of individuals, ideally from the gen-
eral public, naive concerning the goal and design of the
experiment. Therefore such experiments are highly im-
practical and generally demanding, and they cannot be
performed on a daily base, on demand, or even in real-
time. These experiments are also impracticable in the
case of hyper-spectral textures, as not all spectra can
be visualized simultaneously due to the limited trichro-
matic nature of the human perception system.

The criteria mentioned and compared in this paper are
intended for the spectral texture composition compar-
ison, i.e., for a specific subset of the general texture
comparison problem. The textures are compared as in-
dependent sets of pixels where the pixel are treated as
vectors of real vector space while the positions of the
pixels in the textures are not considered. Texture spec-
tral composition comparison deals with the appearance
and amount of pixels that occur in only one of the com-
pared textures and also with the ratio of occurrences of
pixels appearing in both textures.

1
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The objectives of the study are as follows:

• To study the effectiveness of spectral similarity cri-
teria for textural applications.

• To analyze their mutual substitutability.

The rest of the paper is organized as follows. Section 2
briefly reviews existing methods relevant to the texture
spectral composition comparison. Section 3 outlines
experiments used to compare individual methods pre-
sented in section 2. Section 3 presents and comments
achieved results. Section 4 summarizes the paper with
a discussion.

2 TEXTURE SPECTRAL SIMILARITY
CRITERIA

In this section, we briefly survey existing texture spec-
tral composition comparison methods. The straightfor-
ward way is to use an n-dimensional (n-D) histogram
or local one [Yua15], approximating the spectral tex-
ture distribution.

Let A and B are the textures to be compared. We
denote by aρ and bρ the ρ-th bin of the n-D histogram
of the textures A and B, respectively. The range of
the histogram multi-index ρ = ρ1,ρ2, . . . ,ρn depends
on a space C, in which the texture is represented, e.g.,
in the case of the standard 24-bit red, green, and blue
(RGB) color space, the range of all three components
of the multi-index is an integer from 0 to 255.

The most intuitive way is to compute the n-D histogram
block distance, also known as the Manhattan distance or
the Minkowski distance:

∆qH(A,B) =

(
∑

ρ∈C
|aρ −bρ |q

)1/q

, (1)

with q = 1 (histogram difference), q = 2 (Euclidean
distance of histograms), 0 < q < 1 (fractional dissim-
ilarity of histograms) representing the most used vari-
ants. A special case is the maximum distance also
called Chebyshev distance or chessboard distance:

∆∞H(A,B) = (2)

∑
ρ∈C

max{|aρ1 −bρ1 |, . . . , |aρn −bρn |} .

Several other possibilities exist for n-D histogram com-
parison, such as the histogram intersection [Swa91]:

∩H(A,B) = 1−
∑ρ∈C min

{
aρ ,bρ

}
∑ρ∈C bρ

, (3)

the squared chord [Kok03]:

dsc(A,B) = ∑
ρ∈C

(√
aρ −

√
bρ

)2
, (4)

and the Canberra metric [Kok03]:

dcan(A,B) = ∑
C0

|aρ −bρ |
aρ +bρ

, (5)

where C0 =
{

ρ : aρ +bρ ̸= 0
}
⊂C.

The information-theoretic measures like the Kullback-
Leibler divergence [Kul51] can also be used:

KL(A,B) = ∑
C0

aρ log
aρ

bρ

, (6)

with C0 = {ρ : aρ bρ ̸= 0} ⊂ C, or the Jeffrey diver-
gence:

J(A,B) = ∑
CJ

aρ log
2aρ

aρ +bρ

+bρ log
2bρ

aρ +bρ

, (7)

can be also considerecan also be considered for n-D his-
togram comparison as well as a measure based on χ2

statistic [Zha03]:

χ
2(A,B) = ∑

C0

2
(

aρ −
aρ+bρ

2

)2

aρ +bρ

. (8)

The generalized color moments (GCM) [Min98] can
also be useful for texture spectral composition compar-
ison problems. The original definition of the GCM of
the (p+q)-th order and the (α +β + γ)-th degree is:

∆GCMαβγ
pq (A,B) = (9)∫ ∫

⟨A⟩
rp

1 rq
2 [Y

A
r1,r2,1]

α [Y A
r1,r2,2]

β [Y A
r1,r2,3]

γ dr1dr2

−
∫ ∫

⟨B⟩
rp

1 rq
2 [Y

B
r1,r2,1]

α [Y B
r1,r2,2]

β [Y B
r1,r2,3]

γ dr1dr2 ,

where [r1,r2] ∈ ⟨A⟩ represents planar coordinates of
the texture pixel Y A

r , Y A
r1,r2,i denotes a pixel intensity

in the i-th spectral channel of the texture A, similarly
Y B

r1,r2,i where [r1,r2] ∈ ⟨B⟩. GCM can be easily re-
defined for an arbitrary number of spectral channels.
The terms rp

1 and rq
2 are meaningless in the case

of texture spectral composition comparison, and there-
fore both are put equal to one, using GCMs for which
p = q = 0 holds. Moreover, it has been observed that
the best results are achieved if α = β = γ , specifically
using GCMs for α = β = γ < 4 [Hav19].

Another possibility for texture spectral composition
comparison represents cosine-function-based dissimi-
larity, which computes an angle between two vectors.

2
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Figure 1: Textures used for experiments.

Both A,B must have the same number of pixels, a
significant drawback of this criterion. This criterion is
the only one mentioned in this article suffering from
this. All intensity values of corresponding texture
spectral channels of all pixels of the textures are
arranged into vectors A⃗ and B⃗ and the difference is
computed as [Zha03]:

dcos(A,B) =
A⃗T B⃗

|⃗A| |B⃗|
. (10)

Various set-theoretic measures can be considered as cri-
teria as well. Let sets A and B denotes the set
of unique multi-dimensional vectors representing pix-
els occurring in the texture A and B , respectively.
Criteria can be based on methods developed for com-
paring the similarity and diversity of the sample sets,
such as the Jaccard index [Jac01]:

JI(A,B) =
|A ∩B|
|A ∪B|

, (11)

or the Sørensen-Dice index [Dic45]:

SDI(A,B) =
2 |A ∩B|
|A |+ |B|

. (12)

JI and SDI are equivalent in the sense that given a value
for SDI, one can calculate the respective JI value and
vice versa.

Alternative to the existing methods may be a modified
criterion developed for the texture comparison as the
spectral texture composition comparison is its excep-
tional case. It is possible to remove structure term from
the structural similarity metric (SSIM) [Wan04] and de-
fine reduced SSIM [Hav16]:

rSSIM(A,B) = (13)
1

♯{r3} ∑
∀r3

2µA,r3 µB,r3

µ2
A,r3

+µ2
B,r3

2σA,r3σB,r3

σ2
A,r3

+σ2
B,r3

,

where ♯{r3} is the spectral index cardinality, i.e., the
number of spectral channels, µA,r3 is the mean of r3-th
spectral plane of A and σA,r3 is the standard deviation
of r3-th spectral plane of A and similarly for µB,r3
and σB,r3 .

A very accurate method, the mean exhaustive minimum
distance (MEMD), was introduced in [Hav19]. MEMD
can be described as the following algorithm. For each
pixel from A, the most similar pixel from B is found.
This pixel from B can be identified as the most similar
to an arbitrary one from A only once. The evaluation
ends when all pixels from A have their counterparts in
B or all pixels from B are identified as the most similar
pixel for an arbitrary one from A. The similarity can

3
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Figure 2: Example of tested texture (top-left) and its the
most modified (final) versions obtained during fourteen
individual experiments with it.

be expressed by arbitrary metric ρ . The best results
were obtained using the maximum metric. The values
of metrics are summed and then divided by the number
of compared pixels which equals the minimum of the
number of pixels in A and the number of pixels in B
denoted as M, i.e.:

MEMD(A,B) = (14)
1
M ∑

(r1,r2)∈⟨A⟩
min

(s1,s2)∈⟨U⟩

{
ρ
(
Y A

r1,r2,•,Y
B
s1,s2,•

)}
,

where Y A
r1,r2,• denotes pixel at (r1,r2) ∈ ⟨A⟩, similarly

for Y B
s1,s2,• but (s1,s2) ∈ ⟨U⟩, where ⟨U⟩ represents

the set of the planar coordinates of the pixels from B
not identified as the most similar pixel for the pixels
from A evaluated before the pixel at (r1,r2).

This criterion was optimized by applying a quicksort
sorting algorithm on input data [Hav21]. It is also pos-
sible to decrease evaluating time by not including pix-
els with the exact location in both compared textures
if the intensity values are the same in both textures in
the corresponding spectral channels. This optimization
is meaningful when both textures have the same size,
and their difference is expected in the number of pixels,
which is significantly smaller than the texture size. It is
optional for the locations of such pixels to be known in
advance.

3 COMPARISON
All criteria mentioned in the previous section have been
extensively tested on precisely defined experiments.
The basic idea was to gradually modify the original
texture (Figure 1) to resemble the original texture
steadily less. The criterion should be able to track
these changes to rate the more modified versions of
the original texture as less similar to the original. The
evaluation error is the ratio of the number of such
violations of the assumed monotony to the number of

Figure 3: Example of tested texture (top-left) and its the
most modified (final) versions obtained during fourteen
individual experiments with it.

Criterion Error Rank
[%]

∆1H(·) 57.0 8
∆2H(·) 57.1 9
∆0.5H(·) 56.7 7
∩H(·) 57.0 8
dsc(·) 56.3 4
dcan(·) 56.6 6
KL(·) 73.1 11
J(·) 69.5 10
χ2(·) 56.4 5
∆GCM111

00 (·) 0.0 1
dcos(·) 1.1 2
JI(·) 48.8 3
SDI(·) 59.6 10
rSSIM(·) 0.0 1
MEMD(·) 0.0 1

Table 1: Average error over all experiments and all tex-
tures for individual criteria and corresponding ranks.

modified versions of the original texture. It should be
possible to create modifications that are detectable by
the criterion but imperceptible to the human observer.
Criteria that can detect even such changes are another
advantage over psychophysical experiments and also
have possible practical use in areas where maximum
accuracy higher than that achievable by a human
observer is welcome [Lac22]. Based on these require-
ments, adjustments were proposed to add or subtract
the minimum possible value to all intensity values in
selected spectral channels for all texture pixels at once,
e.g., Figures 2,3. So that in the case of RGB color
space, it is possible to modify data in a single channel,
in two channels at the same time, or in all channels
at the same time resulting in 14 experiments. In the
case of used RGB color space, the minimum possible
value that can be added or subtracted equals one, and
the adding or subtracting is stopped when maximum,
i.e., 255, or minimum, i.e., 0, respectively, is reached

4
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criterion ∆1H ∆2H ∆0.5H ∩H dsc dcan KL J χ2 ∆GCM111
00 dcos JI SDI rSSIM

∆1H
∆2H 0,99
∆0.5H 0,99 0,96
∩H 1,00 0,99 0,99
dsc 0,99 0,97 1,00 0,99
dcan -0,99 0,96 1,00 0,99 1,00
KL -0,56 -0,44 -0,68 -0,56 -0,64 -0,66
J 0,71 -0,61 -0,81 -0,71 -0,78 -0,79 0,97
χ2 1,00 0,98 0,99 1,00 1,00 1,00 -0,60 -0,75
∆GCM111

00 -0,66 -0,60 -0,72 -0,66 -0,69 -0,72 0,71 0,73 -0,68
dcos -0,72 -0,65 -0,78 -0,72 -0,75 -0,78 0,76 0,78 -0,73 0,99
JI -0,99 -1,00 -0,96 -0,99 -0,97 -0,96 0,44 0,61 -0,98 0,61 0,66
SDI -0,87 -0,82 -0,92 -0,87 -0,90 -0,92 0,78 0,85 -0,88 0,90 0,94 0,82
rSSIM -0,68 -0,61 -0,74 -0,68 -0,71 -0,74 0,74 0,76 -0,69 1,00 1,00 0,62 0,92
MEMD 0,76 0,70 0,81 0,76 0,79 0,81 -0,75 -0,79 0,77 -0,99 -1,00 -0,71 -0,95 -0,99

Table 2: The color criteria Pearson correlation over all 161 materials.

for any intensity value of any pixel. This additional
requirement is introduced as a prevention against data
overflow or underflow, which could lead to a distortion
of the results in the sense that increasing dissimilarity
from the original texture would no longer be guaran-
teed. The number of textures generated by gradually
modifying the original texture differs for each texture
and depends on the values of the pixel intensities in
the original texture. Examples of generated textures to
compare with the original can be seen in Figures 2,3.

One hundred sixty-one color textures with resolution
64×64 saved as 24-bit RGB portable network graphics
(PNG) files were used as the original textures covering
a wide range of natural and artificial materials. Textures
were obtained from accessible texture databases 1 2, and
they are shown in Figure 1.

4 RESULTS
Input data used in the experiments described in the pre-
vious section led to 78 647 texture-to-texture compar-
isons for each tested criterion. Achieved results are pre-
sented in Table 1. There is an average error over all ex-
periments, and all textures and corresponding ranks are
presented for all tested criteria. It is clear from these
results that although the tested criteria seem to be theo-
retically used for texture spectral composition compar-
ison, they rather fail in this task. All histogram-based
criteria and set-theoretic measure-based ones reach an
error rate of around 50.0% and an even significantly
higher error rate in the case of information-theoretic
measure-based criteria. One of the reasons might be
that our degradation experiments modify non-linearly

1 texturer.com
2 mayang.com

histograms, often in unpredictable manners, while in-
dividual pixels are distorted linearly. But many real-
ist image degradations can be approximated using lin-
ear pixel modifications. On the other hand, four cri-
teria meet the requirements for a credible method for
texture spectral composition comparison as their error
rate is 1.1% (dcos) or even 0.0% (∆GCM111

00 , rSSIM and
MEMD). The target of our paper is not to compare
textures. Thus we do not consider here any geometric
transformations.

Table 2 illustrates Pearson correlation be-
tween all pairs of criteria. The best crite-
ria (MEMD,rSSIM,∆GCM111

00 ,dcos) are mu-
tually highly correlated (rSSIM × ∆GCM111

00 ,
rSSIM × dcos, MEMD × ∆GCM111

00 , MEMD × dcos,
MEMD × rSSIM). Similarly, the histogram criteria
(∆1H(·),∆2H(·),∆0.5H(·),∩H(·)), the squared chord
dsc(·), and χ2 are also correlated.

The highly correlated criteria are thus mutually inter-
changeable.

5 CONCLUSIONS
We properly tested criteria potentially useful for texture
spectral composition comparison and demonstrated
their suitability in a specially designed experiment. The
texture spectral composition comparison represents
a partial solution for assessing the textures’ quality.
Although the criteria do not consider the location of
the pixels in the textures, they can help in numerous
texture analysis or synthesis applications. The best
three criteria - MEMD, generalized color moments,
and our reduced structural similarity metric perform
with zero spectral ranking errors, while the cosine
criterion has a tiny error only. These criteria can be
used mainly as a reliable, fully automatic alterna-
tive to psychophysical experiments, which are more

5
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impractical due to their cost and strict demands on
design setup, conditions control, human resources,
and time. Additionally, psychophysical experiments
are restricted to visualization of the maximum of 3-D
data due to the limited trichromatic nature of human
vision, while the MEMD criterion has no upper limit
for possible spectral bands.
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ABSTRACT
The detection of mirrors is a challenging task due to their lack of a distinctive appearance and the visual similarity
of reflections with their surroundings. While existing systems have achieved some success in mirror segmentation,
the design of lightweight models remains unexplored, and datasets are mostly limited to clear mirrors in indoor
scenes. In this paper, we propose a new dataset consisting of 454 images of outdoor mirrors and reflective surfaces.
We also present a lightweight edge-guided convolutional neural network based on PMDNet. Our model uses
EfficientNetV2-Medium as its backbone and employs parallel convolutional layers and a lightweight convolutional
block attention module to capture both low-level and high-level features for edge extraction. It registered Fβ scores
of 0.8483, 0.8117, and 0.8388 on the Mirror Segmentation Dataset (MSD), Progressive Mirror Detection (PMD)
dataset, and our proposed dataset, respectively. Applying filter pruning via geometric median resulted in Fβ scores
of 0.8498, 0.7902, and 0.8456, respectively, performing competitively with the state-of-the-art PMDNet but with
78.20× fewer floating-point operations per second and 238.16× fewer parameters. The code and dataset are
available at https://github.com/memgonzales/mirror-segmentation.

Keywords
Mirror segmentation, object detection, convolutional neural network (CNN), CNN filter pruning

1 INTRODUCTION
Despite the ubiquitous presence of mirrors and reflec-
tive surfaces in everyday scenes — from indoor rooms
to outdoor buildings — existing computer vision sys-
tems have difficulty detecting them due to their lack of
a consistent distinguishing appearance and the visual
similarity of reflections with their surroundings [Par21].
This results in complications in tasks such as robot
navigation [And18] and three-dimensional scene recon-
struction [Zha18], where approaches to accommodate
the presence of mirrors entail having to augment visual
information from cameras with cues from specialized
hardware, including ultrasonic sensors and dedicated il-
lumination devices [Tin16].

Mirrors and reflective surfaces also pose potential haz-
ards to autonomous driving and driver assistance sys-
tems that rely on stereo vision since they can cause
glare spots, irregularly distorted reflections, and infinite

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

reflections [Zen17]. These challenges are pronounced
given the presence of safety mirrors in road and parking
space junctions, as well as large reflective glass surfaces
in the façades of several high-rise buildings. Hence, de-
veloping systems that can reliably recognize and local-
ize them is critical to autonomous navigation.

While general object detection and segmentation
frameworks have achieved success in various applica-
tions [He17, Zha17], they are unable to satisfactorily
distinguish reflections from the actual objects. Con-
sequently, directly applying them to mirror detection
has yielded subpar results, as the reflections also tend
to get segmented [Yan19]. Meanwhile, salient object
detection techniques may not necessarily tag mirrors as
salient [Yan19, Lin20a].

In this regard, the segmentation of mirrors and reflec-
tive surfaces posits itself as a challenging task that ne-
cessitates tailored approaches. Early works focused on
exploiting contrasts and relationships between the con-
tents inside and outside the mirror [Yan19, Lin20a]. Re-
cently, depth [Mei21], semantic association with sur-
rounding objects [Gua22], and visual chirality [Tan22]
have also been explored to enrich the set of cues.

However, despite their success, designing lightweight
mirror segmentation models remains an unexplored
direction. Most systems have over 100 million parame-
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Figure 1: Existing datasets consist mostly of clear
indoor mirrors. Our proposed dataset focuses on
outdoor mirrors and reflective surfaces of varying

shapes and sizes (first column). Our edge-guided CNN
and its pruned version perform competitively with the

state-of-the-art. This pruned version is also lightweight
and can be deployed to resource-constrained devices.

ters, with MirrorNet [Yan19], PMDNet [Lin20a], and
SANet [Gua22] having 121.77, 147.66, and 105.84
million parameters, respectively. Existing datasets are
also mostly limited to clear mirrors in indoor scenes;
outdoor mirrors and reflective surfaces (e.g., tinted
car windows and building façades) are not well rep-
resented. These may be prohibitive to the integration
of models into resource-constrained devices, such as
drones and autonomous navigation vehicles.

In an attempt to address these gaps, our study seeks to
contribute the following:

• We propose a dataset of outdoor mirrors and reflec-
tive surfaces with 454 images and their correspond-
ing ground-truth masks.

• We modified the architecture of PMDNet [Lin20a]
and extensively tested different feature extraction
backbones and edge-related modules to guide the
segmentation.

• We pruned our best-performing edge-guided convo-
lutional neural network, resulting in a lightweight
model with 1.52 billion floating-point operations
per second (FLOPS) and 0.62 million parameters.
It performs competitively with the state-of-the-art
PMDNet but with 78.20× fewer FLOPS and
238.16× fewer parameters.

2 RELATED WORKS
Early attempts to detect and segment mirrors require the
assistance of specialized hardware [Whe18] or user in-
teraction [Cha17]. The first model to perform the task
given solely an RGB image input is MirrorNet [Yan19].
Using ResNeXt-101 [Xie17] as its multi-scale feature
extraction backbone, content discontinuities inside and
outside the mirror are captured via a dedicated contex-
tual contrasted feature extraction module.
PMDNet [Lin20a] extends this by considering not only
discontinuities but also similarities between the reflec-
tion and the surroundings via a dedicated module con-
nected to the side-outputs of a ResNeXt-101 backbone.
Moreover, an edge detection and fusion module cap-
tures both high-level and low-level features from the
feature maps generated by the backbone. However,
MirrorNet and PMDNet may have some difficulty han-
dling cases where there are insufficient correlational
features or contextual contrast, such as when the reflec-
tion occupies most of the image.
Recent studies have also investigated the integration of
various cues. Adopting ResNet-50 [He16] as its back-
bone, PDNet [Mei21] captures not only RGB features
but also depth. Aside from the limitations posed by the
need for specialized hardware to capture depth, objects
such as doorways may confuse its depth-aware module.
The scene-aware SANet [Gua22] capitalizes on seman-
tic associations, i.e., the observed placement of mirrors
together with certain objects for functional purposes.
Since this approach relies on annotations, low-quality
labels may affect performance. Annotated datasets may
also be expensive to construct and may thus not be read-
ily available for most real-world use cases.
VCNet [Tan22] frames visual chirality [Lin20b], the
change in image statistics upon reflection, as a com-
mutative residual. Similar to MirrorNet and PMDNet,
it utilizes a ResNeXt-101 backbone. While its use of
a visual chirality cue allows its edge detection module
to learn features other than the conventional geometric
properties, it has difficulty excluding small occluding
objects and handling boundaries with complex shapes.
Our work builds on insights from these previous works
and explores another direction by focusing on the con-
struction of a lightweight model that is capable of per-
forming competitively with the state-of-the-art. We
also demonstrate the effectiveness of using EfficientNet
[Tan19] as a promising and less computationally expen-
sive alternative to the usual ResNeXt backbone used in
existing mirror detection and segmentation models.

3 OUTDOOR MIRRORS AND RE-
FLECTIVE SURFACES DATASET

Following previous works [Yan19, Lin20a, Mei21,
Gua22, Tan22], we used two publicly available mir-
ror datasets in our study: MSD [Yan19] and PMD
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(a) (b) (c)

Figure 2: Dataset Statistics. (a) Distribution of the mirror location, with yellow corresponding to higher
frequencies and blue corresponding to lower frequencies. (b) Mirror-to-image area ratio. (c) Color contrast

between the mirror and the surrounding area, as measured by taking the χ2 distance between their RGB
histograms, following [Yan19].

[Lin20a]. MSD consists of 4018 images; however,
most are zoomed-in images of indoor scenes that
exhibit high similarity. PMD aggregates 6016 images
from multiple datasets including ADE20K [Zho17]
and NYUD-V2 [Sil12]. Although the images in PMD
are more varied than those in MSD, outdoor mirrors
and reflective surfaces remain underrepresented.
To help address this limitation, we propose the De
La Salle University – Outdoor Mirrors and Reflective
Surfaces (DLSU-OMRS) dataset. The images were
scraped from Shutterstock using the key phrases
outdoor mirror and street mirror and manually filtered
to remove duplicates and heavily manipulated photos.
Ground-truth masks were produced through manual
segmentation. The DLSU-OMRS dataset contains 454
images, with an average structural similarity index of
28.67%. As characterized in Figure 2 and Table 1, most
mirrors are located near the center and occupy up to
20% of the image. The color contrast [Yan19] of most
images is also below 40%, which suggests that the
contents inside the mirrors are visually similar to their
surroundings, making our dataset more challenging.

4 MODEL CONSTRUCTION
4.1 Model Architecture
Using PMDNet as the base model (Figure 3a), we intro-
duced two modifications in an attempt to improve per-
formance and lower computational costs.
First, we explored seven feature extraction backbones
that were pretrained on ImageNet [Den09]: ResNet-50
[He16], Xception-65 [Cho17], VoVNet-39 [Lee19],
MobileNetV3 [How19], EfficientNetLite4 [Tan19],
EfficientNet-Edge-Large (pruned following the lottery
ticket hypothesis) [Tan19], and EfficientNetV2-
Medium [Tan19]. These were selected in light of their
application in object segmentation [Cha22, Lin22].
Second, we modified PMDNet’s edge detection and fu-
sion module. While PMDNet extracts low-level edge

Num. of Images
One Mirror 338

Multiple Mirrors 116
Num. of Mirrors

By Shape
Triangle 4

Quadrilateral 258
Polygonal (≥ 5 straight edges) 9

Round/Elliptical 160
Irregular 355

By Presence of Occlusion
Present 192

Not Present 594
Table 1: Mirror Shape and Occlusion Statistics. For

images with multiple mirrors, each mirror is
categorized separately by shape and by the presence of
an occluding object. In total, our DLSU-OMRS dataset
has 454 images and 786 mirrors within those images.

features by connecting the side-output of the lowest-
level backbone to a sequence of three convolutional lay-
ers (Figure 3b), our proposed design (Figure 3c) con-
nects it to a boundary extraction module with four par-
allel convolutional layers of varying kernel sizes and
dilation rates, adapted from GDNet [Mei22]; suppose
this module’s output is denoted by flow.

To extract high-level edge features, our design shares
PMDNet’s approach of feeding the highest-level
relational contextual contrasted local module’s output
to a convolutional block attention module [Woo18],
a lightweight module that infers spatial and channel
attention maps; suppose its output is denoted by fhigh.

The intermediate output maps flow and fhigh are then
concatenated and passed to an edge prediction block.
Our edge prediction block expands that of PMDNet,
changing it from a single 3× 3 convolutional layer to
a 1× 1 convolutional layer (with batch normalization
and ReLU) connected to a 3 × 3 convolutional layer.
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(a)

(b) (c)

Figure 3: Model Architecture. (a) Overall architecture (the diagram is adapted from [Lin20a]). Its main
components are the relational contextual contrasted local (RCCL) module, which is designed to extract contrasts

and similarities inside and outside the mirror, and the edge extraction and fusion (EDF) module. (b) Original EDF
module of PMDNet. (c) Our proposed modification to the EDF module. The blue blocks in (b) and (c) are for

low-level edge feature extraction; f 1
backbone is the side-output of the lowest-level backbone, and flow is the

low-level edge feature map. The yellow blocks are for high-level edge feature extraction; f 4
RCCL is the output of

the highest-level RCCL module, and fhigh is the high-level edge feature map. The green blocks combine and
process flow and fhigh for edge prediction.

These aforementioned convolutional layers both have a
dilation rate of 1. Our modified architecture (Figure 3c)
aims to exploit richer edge semantics without adding
significant overhead to the model’s complexity.

4.2 Model Training
Our models were built using PyTorch and trained on
the training partition of the split PMD dataset, which
consists of 5096 images. The input images were then
resized to 352 × 352 and augmented through random
horizontal flipping and jittering the brightness, con-
trast, saturation, and hue by a random value in the in-
terval [0.9,1.1]. They were normalized following the
mean and standard deviation of the images in ImageNet
[Den09]. The batch size was set to 10.

The learning rate was initialized to 1× 10−3 and up-
dated via a polynomial strategy with 0.9 as the power.
The loss function was minimized using stochastic gra-
dient descent with a weight decay of 5 × 10−4 and

momentum of 0.9. The models were trained for 150
epochs, with the exception of those with ResNet (200
epochs) and EfficientNet (140 epochs) backbones.

4.3 Loss Function
We combined three loss functions to supervise the train-
ing of our model. First, intersection-over-union (IoU)
loss was used for the multi-scale mirror maps (i.e., ex-
cluding the final mirror map). Second, a Laplacian-
based loss [Zha19] for emphasizing edges was used for
the boundary map. Third, an additive loss that com-
bines the weighted IoU and the weighted binary cross-
entropy (BCE) loss proposed by [Wei20] was used for
the final (output) mirror map.

Our choice of loss functions differs from the usual ap-
proach in existing mirror segmentation models [Yan19,
Lin20a, Mei21, Gua22, Tan22], which mostly employ
Lovász-Softmax [Ber18] for the mirror maps and BCE
loss for the boundary map.
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A drawback of Lovász-Softmax is its high computa-
tional cost, as noted in our initial experiments and in re-
lated studies [Alo19]. Our use of IoU loss for the multi-
scale mirror maps is more efficient, albeit generally out-
performed by Lovász-Softmax. To compensate for this
while maintaining efficiency, we employed an additive
loss that combines weighted IoU and BCE for the final
mirror map. Unlike ordinary IoU and BCE loss, which
focus only on individual pixels, their weighted variants
draw the model to a larger receptive field [Wei20].

In addition, our use of a Laplacian-based loss function
tailored for emphasizing edges is an alternative strat-
egy to BCE, which is sensitive to imbalanced edge/non-
edge distribution [Den18], a problem that is more pro-
nounced since our edge extraction module is concerned
only with the edges of the mirrors.

To formalize, let Lmirror(M̂i,M) denote the IoU loss be-
tween the ith predicted mirror map M̂i and the ground
truth M; Ledge(Ê,E), the Laplacian-based loss between
the predicted boundary map Ê and the ground truth E;
and Loutput(M̂,M), the additive loss between the pre-
dicted output mirror map M̂ and the ground truth M.
Note that the ground-truth boundary maps were ob-
tained by applying Canny edge detection [Can86] on
the ground-truth mirror maps.

Our final loss function L is given by Equation 1.

L =
4

∑
i=1

wmirror ·Lmirror(M̂i,M)

+wedge ·Ledge(Ê,E)

+woutput ·Loutput(M̂,M)

(1)

The weighting coefficients wmirror (for i= 1 to 4), wedge,
and woutput were set to 1, 5, and 2, respectively, follow-
ing [Lin20a]. These values were empirically found to
yield the best performance from a parameter space of
{(1,1,1),(1,2,2),(1,5,2),(1,5,5),(1,5,7)}.

4.4 Model Compression
To further decrease its complexity, we subjected our
best-performing model to filter pruning via geometric
median (FPGM), a one-shot pruning technique that re-
duces redundant filters by leveraging the geometric me-
dian as a data centrality estimator to capture the mutual
information shared by filters in the same layer [He19].
FPGM has also been applied in previous studies on ob-
ject detection and segmentation [Hao22]. In our work,
we applied FPGM on the convolutional and linear lay-
ers at a sparsity level of 10%.

After pruning, we performed retraining for 20 epochs to
recover lost accuracy; to this end, we adopted a learning
rate rewinding policy [Ren20], which uses the original
learning rate schedule to retrain unpruned weights from
their final values.

4.5 Model Evaluation
We evaluated the performance of our built models on
MSD, the test partition of the split PMD dataset, and
our proposed DLSU-OMRS dataset, which contain
955, 571, and 454 images, respectively.

We employed two evaluation metrics: maximum F-
measure (Fβ ) and mean absolute error (MAE). Given
the ground truth Y (·, ·), the predicted output Ŷ (·, ·), and
an image of width w and height h, the formal defini-
tions of these measures are given in Equations 2 and 3;
β 2 was set to 0.3, as suggested by [Ach09].

Fβ =
(1+β 2) ·precision · recall

β 2 ·precision+ recall
(2)

MAE =
1

w ·h

w

∑
x=1

h

∑
y=1

|Ŷ (x,y)−Y (x,y)| (3)

Moreover, the number of floating-point operations per
second (FLOPS) and the number of parameters were
identified to measure our models’ complexity.

5 RESULTS AND ANALYSIS
5.1 Model Performance
Table 2 compares the performance of our models with
two relevant state-of-the-art systems. VST [Liu21] is
a transformer-based salient object detection model that
can handle scenarios with similar foreground and back-
ground, as is the case for most images with mirrors.
PMDNet is the base model of our work.

Our model that uses an EfficientNetV2-Medium back-
bone and employs our compound loss function and
edge extraction and prediction module (second to last
row of Table 2) registered the top performance across
both metrics on the PMD dataset, as well as the low-
est MAE on MSD. It performed competitively with
PMDNet, achieving a slight edge on MSD and PMD.
While it was slightly outperformed on DLSU-OMRS,
our model has the advantage of having 4.79× fewer
FLOPS and 2.77× fewer parameters.

The pruned version of this model (last row of Table 2)
also performed competitively with PMDNet and regis-
tered the highest Fβ on both MSD and DLSU-OMRS,
slightly outperforming the said baseline by 0.0148 and
0.0033 points, respectively. It also achieved the second-
lowest MAE on both of these datasets. Among our
models, this pruned version has the least computa-
tional complexity, clocking in 78.20× fewer FLOPS
and 238.16× fewer parameters compared to PMDNet.

On another note, although our model with an
EfficientNet-Lite backbone was not able to outperform
PMDNet, its Fβ scores across all three benchmark
datasets were consistently within 0.06 points of the
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Model Computational Complexity MSD PMD DLSU-OMRS
GFLOPS ↓ # of Params ↓ Fβ ↑ MAE ↓ Fβ ↑ MAE ↓ Fβ ↑ MAE ↓

VST [Liu21] 46.36 44.48M 0.4290 0.2739 0.1317 0.261 0.5730 0.2274
PMDNet [Lin20a] 118.86 147.66M 0.8350 0.0816 0.8011 0.0324 0.8423 0.0878
Ours (Compound Loss)
ResNet-50 105.47 129.04M 0.7548 0.1119 0.7650 0.0403 0.7874 0.1011
Ours (Compound Loss + Edge Extraction)
ResNet-50 116.46 130.12M 0.7695 0.1098 0.7524 0.0409 0.8042 0.1025
Xception-65 75.28 129.12M 0.7800 0.0973 0.7566 0.0401 0.7643 0.1164
VoVNet-39 98.25 61.90M 0.7014 0.1196 0.7578 0.0412 0.7868 0.1088
MobileNetV3 6.61 20.76M 0.7515 0.1153 0.7508 0.0427 0.8256 0.1006
EfficientNet-Lite 6.99 15.54M 0.7909 0.1027 0.7769 0.0387 0.8178 0.1048
EfficientNet-

Edge-Large
(Pruned)

17.02 10.42M 0.7682 0.1082 0.7831 0.0349 0.8035 0.1044

EfficientNetV2-
Medium

24.79 53.35M 0.8483 0.0800 0.8117 0.0313 0.8388 0.1032

Ours (Compound Loss + Edge Extraction + FPGM Pruning)
EfficientNetV2-

Medium
1.52 0.62M 0.8498 0.0813 0.7902 0.0364 0.8456 0.0955

Table 2: Performance of the Models. The row labels for our models denote the backbone. Higher Fβ and lower
MAE correspond to better performance. The best scores are given in bold; the second-best scores are underlined.

highest scores. Moreover, it has 17.00× fewer FLOPS
and 9.50× fewer parameters compared to PMDNet.
These results suggest the applicability of the Effi-
cientNet family of networks as a promising and less
computationally expensive alternative to the ResNeXt
backbone used in existing mirror segmentation models.

Figure 4 provides a qualitative comparison of how the
different models handle some challenging cases.

5.2 Performance of the Pruned Model

To quantify the extent to which pruning can be applied
without overly compromising the model’s performance,
we applied FPGM pruning to the best-performing un-
pruned model at different sparsity levels and retrained
the pruned model for 20 epochs following a learning
rate rewinding policy.

As seen in Tables 3 and 4, raising the sparsity from 10%
to 20% decreased the Fβ score by around 0.02 to 0.04
points; further increasing it to 40% already resulted in a
significant drop of around 0.16 to 0.22 points. A visual
example is provided in Figure 5.

Figure 5: Visual Example of Performance Under
Different Sparsity Levels. In this image taken from our
proposed dataset, the performance of the pruned model

noticeably degrades at 30% sparsity and above, as it
already fails to properly distinguish the hung face

mask from the mirror.

Sparsity Level MSD PMD DLSU-OMRS
40% 0.6267 0.6006 0.6876
30% 0.7695 0.7566 0.7963
20% 0.8073 0.7795 0.8211
10% 0.8498 0.7902 0.8456
Unpruned 0.8483 0.8117 0.8388

Table 3: Fβ Under Different Sparsity Levels

Sparsity Level MSD PMD DLSU-OMRS
40% 0.4633 0.4790 0.1485
30% 0.0970 0.0410 0.1039
20% 0.0905 0.0352 0.0940
10% 0.0813 0.0364 0.0955
Unpruned 0.0800 0.0313 0.1032

Table 4: MAE Under Different Sparsity Levels

MSD PMD DLSU-OMRS
Unpruned 0.8483 0.8117 0.8388
Not Retrained 0.8505 0.7858 0.8432
Retrained 0.8498 0.7902 0.8456

Table 5: Fβ of Pruned Model (Sparsity = 10%) Before
and After Retraining

MSD PMD DLSU-OMRS
Unpruned 0.0800 0.0313 0.1032
Not Retrained 0.4185 0.4585 0.4407
Retrained 0.0813 0.0364 0.0955
Table 6: MAE of Pruned Model (Sparsity = 10%)

Before and After Retraining
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Figure 4: Qualitative Comparison on Challenging Cases. CL and EE indicate that the model uses our proposed
compound loss and edge extraction and prediction module, respectively. GT pertains to the ground truth. Salient

object detection models (column B) may not necessarily tag mirrors as salient. Our best-performing model
(column K) can handle some cases that may be challenging even for a state-of-the-art model (column C). These
include images where (i) the object occludes the mirror and, alongside its reflection, occupies a large portion of
the image (rows 1 and 2), (ii) the reflection has a similar color to the mirror’s frame (row 3), and (iii) multiple

mirrors and reflective surfaces are present (row 4). Our pruned version (column L) was able to segment
irregularly shaped mirror shards (row 5), although, in general, it seems to have some difficulty handling cases

where mirrors are separated by only a thin divider (row 6) and where the object and reflection occupy the majority
of the image (rows 1 and 2). Although our best-performing model and its pruned version captured the largest

fraction of the ground-truth mask in row 7, it remains challenging to handle cases where the contextual features
inside and outside the mirror appear continuous (row 8).

Tables 5 and 6 report the performance after pruning the
model at 10% sparsity but prior to retraining. Although
the Fβ score was comparable, there was a significant in-
crease in MAE prior to retraining. This increased MAE
can be attributed to the resulting output maps emphasiz-
ing the mirrors but failing to completely mask out the
surroundings, as seen in Figure 6.

Figure 6: Visual Example of Performance of Pruned
Model Before and After Retraining

5.3 Model Component Analysis

To demonstrate the contribution of our proposed edge
extraction and prediction module, we conducted ab-
lation experiments on our unpruned model (Tables 7
and 8). On MSD and PMD, incorporating our mod-
ule outperformed not including any edge semantics-
related module and utilizing PMDNet’s original edge
detection and fusion module. On DLSU-OMRS, using
PMDNet’s original module resulted in the highest per-
formance, albeit only by 0.0001 Fβ and 0.0114 MAE
points. Visual examples are given in Figure 7.

To investigate the effects of our choice of loss func-
tions, we also measured the performance of our best-
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performing model if simple BCE and IoU loss functions
were used to supervise the training of the boundary and
final mirror maps, respectively. As seen in Tables 9 and
10, our proposed loss function resulted in the best Fβ

and MAE scores on MSD and the highest Fβ on PMD.
A visual example is also provided in Figure 8.

Figure 7: Visual Example of Performance of Ablated
Models. The use of our edge extraction and prediction
module helps in capturing boundaries of small objects
that may otherwise be missed (first row). However, in

certain cases, it may also result in the inclusion of
noise in the predicted mask (second row).

MSD PMD DLSU-OMRS
RCCL 0.8052 0.7957 0.8300
RCCL + EDF 0.8224 0.8001 0.8389
Ours 0.8483 0.8117 0.8388
Table 7: Fβ After Ablation. RCCL and EDF refer to

PMDNet’s relational contextual contrasted local
module and edge detection and fusion module. Our

model modifies the EDF module (Section 4.1).

MSD PMD DLSU-OMRS
RCCL 0.0957 0.0332 0.0956
RCCL + EDF 0.0949 0.0335 0.0918
Ours 0.0800 0.0313 0.1032

Table 8: MAE After Ablation

Figure 8: Visual Example of Performance Under
Different Loss Functions. Using our compound loss
function resulted in the most accurate mirror map in

the image in the first row. Although its use in the image
in the second row increased sensitivity to boundaries
proximate to the reflection’s chest area, the overall

contour of the ground-truth mask was better captured.

Loss MSD PMD DLSU-OMRS
BCE + IoU 0.8352 0.8038 0.8314
BCE

+ Weighted
0.8163 0.8073 0.8470

Laplace + IoU 0.8148 0.7989 0.8553
Ours 0.8483 0.8117 0.8388
Table 9: Fβ Under Different Loss Functions. Ours

refers to our use of a Laplacian-based loss function for
the boundary map and an additive loss function

combining weighted IoU and BCE loss for the final
mirror map (Section 4.3).

Loss MSD PMD DLSU-OMRS
BCE + IoU 0.0949 0.0320 0.0969
BCE

+ Weighted
0.0967 0.0319 0.0995

Laplace + IoU 0.0950 0.0302 0.0881
Ours 0.0800 0.0313 0.1032

Table 10: MAE Under Different Loss Functions

Figure 9: Failure Cases. CL and EE indicate that the
model uses our proposed compound loss and edge

extraction and prediction module, respectively. Some
failure cases, such as the fourth image, may be

confusing even for human observers. Moreover, fine
details such as cracks (second to last image) are

generally not preserved, although the mirror’s overall
contour is correctly captured.

5.4 Failure Cases

Figure 8 shows the limitations of our model. Since our
model exploits contextual discontinuities and similar-
ities, it has some difficulty handling cases where the
contextual features inside and outside the mirror appear
continuous (first image) or where the available contex-
tual features are inadequate due to the mirror occupying
the entire image (last image).

Sharp discontinuities within the mirror (second image)
may also result in the reflection being treated as part
of the predicted mask’s boundary. Some transparent
glass objects may be falsely flagged as mirrors, whereas
small mirrors in the background (third image) and heav-
ily tinted reflective surfaces (fifth image) may be chal-
lenging to recognize.
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6 CONCLUSION
In this study, we propose DLSU-OMRS, a dataset
of 454 images of outdoor mirrors and reflective
surfaces, which are not well represented in existing
mirror datasets. We also modified the architecture
of PMDNet and extensively tested different feature
extraction backbones and edge-related modules to
guide the segmentation. Our best-performing model
uses EfficientNetV2-Medium as its backbone and em-
ploys an edge detection module consisting of parallel
convolutional layers and a lightweight convolutional
block attention module to capture both low-level and
high-level edge semantics.
Our model performs competitively with the state-
of-the-art PMDNet, registering Fβ scores of 0.8483,
0.8117, and 0.8388 on MSD, PMD, and our proposed
dataset, respectively. Compressing this model by
pruning via geometric median resulted in Fβ scores of
0.8498, 0.7902, and 0.8456, respectively, maintaining
competitive performance but with 78.20× fewer
FLOPS and 238.16× fewer parameters.
Future directions include addressing the discussed lim-
itations of our work and extending our approach to fur-
ther realize the applicability of mirror detection and
segmentation models to resource-constrained devices,
such as those for autonomous navigation (e.g., drones).
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ABSTRACT
We introduce a Monte Carlo based real-time diffusion process for shape-based analysis in volumetric data. The
diffusion process is carried out by using tiny massless particles termed shapetons, which are used to capture
the shape information. Initially, these shapetons are randomly distributed inside the voxels of the volume data.
The shapetons are then diffused in a Monte Carlo fashion to obtain the shape information. The direction of
propagation for the shapetons is monitored by the Volume Gradient Operator (VGO). This operator is known for
successfully capturing the shape information and thus the shape information is well captured by the shapeton
diffusion method. All the shapetons are diffused simultaneously and all the results can be monitored in real-time.
We demonstrate several important applications of our approach including colon cancer detection and design of
shape-based transfer functions. We also present supporting results for the applications and show that this method
works well for volumes. We show that our approach can robustly extract shape-based features and thus forms the
basis for improved classification and exploration of features based on shape.

Keywords
Shapeton diffusion, shape analysis, Monte Carlo, colon cancer detection, transfer-function.

1 INTRODUCTION
Much research has been undertaken to incorporate in-
formation for volume data analysis from various param-
eters such as voxel intensity, gradient, curvature, and
size. However, incorporating shape information for vol-
ume analysis still remains a challenge. This is not the
scenario in the case of manifolds, where diffusion based
techniques have become popular for manifold shape
analysis. A successful attempt has been made by Guri-
jala et al. [GWK12] in using the diffusion based method
for shape-based volume analysis, wherein a modified
form of heat diffusion, called cumulative heat diffui-
son (CHD), was introduced. Despite good results, this
method cannot be adopted for real-time analysis due to
the high computational cost. Precisely, the computa-
tional complexity of the heat diffusion process for dis-
crete surface meshes is of the order t×n2, where n is the
number of voxels and t is the number of time steps. In
addition, the heat diffusion is carried out only between
voxels and 1-ring neighboring voxels per time step and
hence the number of time steps required to capture the
shape information increases with the increasing number

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

of voxels. In other words, the rate of heat flow is influ-
enced by the resolution of the data. As a result, the dif-
fusion based methods suffer from the problem of long
running times. In order to address these challenges,
in this paper, we introduce a Monte Carlo based shape
analysis method for volumes which not only obtains ef-
ficient results but also provides a means of real-time
shape analysis, by re-defining the diffusion process us-
ing a new set of particles, which we call shapetons. In
addition, a new definition of time step is introduced.

This paper makes the following contributions. We in-
troduce a new diffusion based shape analysis method
using new particles, called shapetons. The shapetons
are tiny massless particles which are diffused across the
voxels of a volume, in random directions, for a pre-
defined distance per time step, to determine the local
shape information. This is the first time the diffusion
particles (in our case, the shapetons) are diffused across
the voxels separated by some distance, rather than just
between the adjacent voxels. Our method is indepen-
dent of the size of the volume; it only depends on the
number of shapetons. This independence on the resolu-
tion (size) of the data is another important contribution
of the paper. In addition, using probabilistic methods
for shape analysis is in itself a contribution. All the
shapetons can be diffused simultaneously and indepen-
dent of each other. As a result, our method can run in
parallel for all the shapetons. We use the GPU for im-
plementation and the convergence of the shapetons to a
stable value can be monitored in real time, thereby fa-
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cilitating real-time shape analysis. To the best of our
knowledge, this is the first time volume analysis based
on shape with real-time monitoring of the result is be-
ing carried out, thereby achieving orders of magnitude
improvement in the computational cost.
The remainder of the paper is organized as follows.
Section 2 provides background information and reviews
the related literature. Section 3 describes the algorithm
with a detailed description of the shapeton diffusion
process. We discuss how our shapeton diffusion method
can robustly extract the features based on their shape
information in the volume data. The influence of dif-
ferent parameters on the result is analyzed in Section 4.
Section 5 discusses applications of our method in colon
cancer detection and transfer function design and Sec-
tion 6 presents the results of our method. Finally, we
draw some concluding remarks along with the future
work in Section 7.

2 RELATED WORK
Shape has been previously used for volume classifi-
cation. Sato et al. [YSABNSK00] have proposed a
volume classification based on shape where they de-
tect pre-defined shapes such as edge lines and blobs
by measuring the multi-scale responses to 3D filters.
Skeleton based approaches were extensively used to
study shapes and for shape based volume visualiza-
tion. Hilaga et al. [HSKK01] have used skeletons for
shape matching and volume visualization. Pizer et
al. [PGJA03] have proposed a framework of stable me-
dial representation for segmentation of objects, regis-
tration and statistical 3D shape analysis. Several other
attempts using skeletons for shape-based volume clas-
sification were conducted by Correa et al. [CS05] and
Reniers et al. [RJT08]. Motivated by these ideas, Praßni
et al. [PRMH10] have presented a shape-based trans-
fer function using the curve-skeleton of the volumetric
structure. However, in all these works, the shape has
been pre-defined such as blobs, surfaces and tubes. In
contrast, we enforce no shape restrictions. All simi-
lar shapes, irrespective of orientation and scaling are
recognised and at the same time distinguished from
other shapes.
In volumes, the diffusion methods have been ma-
jorly used in the form of photon diffusion in the
volume rendering pipeline [Jen96]. Apart from
this, diffusion based models have also been used
to visualize fire [SF95], air pollution [Wan13], and
rendering depth of field effects [KB07]. None of
these diffusion based approaches have been used
for shape analysis. Diffusion based methods have
been used extensively for shape analysis in mani-
folds [ASC11, BK10, OMMG10, SOG09, VBCG10].
However, these methods cannot be directly extended
to volumes for shape analysis due to the huge com-
putational cost. The only attempt to perform volume

analysis based on shape was made very recently by
Gurijala et al. [GWK12] who introduced a cumulative
heat diffusion approach. Despite the novelty, the
method still has a large computational cost and the
shape analysis cannot be monitored in real-time. Using
our shapeton diffusion approach, we are able to not
only peform shape-based volume analysis but also
monitor the analysis in real-time.
Monte Carlo methods are not new to volume graphics
and visualization [AK90, BSS94, PM93]. They have
been largely used for photorealistic rendering (pho-
ton mapping) [DEJ+99, Jen96, JC98] and ray tracing
(rendering volumetric caustics and shadows) [JLD99,
LW96, PKK00]. Unfortunately, most of these meth-
ods have high computational cost. To solve this, several
variations of Monte Carlo photon diffusion approxima-
tion methods have been proposed for various rendering
applications [DJ05, JMLH01, Sta95]. All these Monte
Carlo based photon diffusion methods are a combina-
tion of a diffusion model and Monte Carlo methods
ala our technique. A GPU-based Monte Carlo volume
rendering approach including scattering, ambient oc-
clusion has been proposed by Salama [Sal07]. How-
ever, none of these methods focus on shape analysis in
volumes. Ours is the first time a Monte Carlo based
method using GPU has been developed for shape based
volume analysis, thereby facilitating a real-time moni-
toring of the shape information.

3 ALGORITHM
The shapeton diffusion process efficiently captures the
shape information in volumes and in addition facilitates
a real time monitoring of this information. The dif-
fusion particles, the shapetons, are able to capture the
majority of the shape information and hence the name
shapetons. Initially, these shapetons are randomly dis-
tributed inside the data. The primary idea of our ap-
proach is that each shapeton is diffused based on the
local shape information in a probabilistic manner. The
probability that a shapeton moves in a particular direc-
tion is based on how much the region in that direc-
tion contributes to the shape information. In continu-
ous space, generally the shape information around each
shapeton can be represented in the form of an uneven
distribution. This is because the local shape informa-
tion around the shapeton is not uniform (varies depend-
ing on the data). The area of this shape distribution
would give a measure of the shape information obtained
around the shapeton. A random number is used to se-
lect a fraction of the area. This fractional area indicates
the shape information obtained in that direction and in
turn the probability for the shapeton to move in that di-
rection. In other words, the probability of shapeton dif-
fusion is based on the ratio of the area of a sub-region
to the area of the total shape distribution. The differ-
ence between our method and previous diffusion based
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methods such as the cumulative heat diffusion (CHD) is
that, ours is a particle-based (shapetons) diffusion pro-
cess while the latter is not. During the diffusion process
the shapetons are moved inside the volume, across the
voxels, for a pre-defined distance in each time step. As
a result, the shapetons have the freedom to move any-
where inside the volume and not just between the 1-ring
neighboring voxels. Therefore, the rate of shapeton dif-
fusion is not affected by the resolution of the data and
is independent of the size of the data. In the remain-
der of the paper, please note that all the pre-defined
distance values are chosen by considering a [0,1] nor-
malized space of the volume data. Hence, the distance
value will always lie in the interval [0,1]. Initially, all

Figure 1: v1,v2,v3,v4,v5,v6 are the 1-ring neighboring
voxels of the source voxel v0 and w1, w2, w3, w4, w5 and
w6 are the corresponding edge weights respectively.

the shapetons are randomly distributed inside the vox-
els. The initial distribution of the shapetons does not
influence the final result. Only the steady state result
is considered for shape analysis. The steady state re-
sult will smooth out the differences and is not affected
by the initialization of the shapetons. We will discuss in
detail about the steady state later. The shapetons are dif-
fused inside the volume based on the local shape infor-
mation. In order to describe the direction along which
the shapetons travel in each time step, two angles are
used, namely the longitudinal angle and the latitudi-
nal angle. We now describe the elaborate process of
shapeton diffusion in detail. In general, any voxel is
surrounded by six adjacent voxels in a volume. Thus,
for any shapeton s inside a voxel (say v0), there are six
adjacent voxels (say v1, v2, v3, v4, v5 and v6).

The edge weights w1, w2, w3, w4, w5 and w6 between
the voxel v0 and its adjacent voxels, as shown in the
Figure 1, are determined using the VGO [GWK12], de-
fined by Equation 1. This VGO captures the local shape
information of the volume. There is a parameter p in
the VGO definition that influences the final result. We
discuss the effect of the parameter p in Section 4.5. For
i ∈ {1,2,3,4,5,6}:

wi =V GO(v0,vi) = ∆(v0,vi)+Fv(v0,vi) (1)

where ∆ is the Laplace-Beltrami Operator (LBO) and
Fv is a data-driven operator:

Fv(v0,vi) = 1− p ·hg(v0,vi) (2)

where hg is the half gradient and p is a user defined
value. The half gradient hg of the voxel v0 is given by:

hg(v0,vi) = | I(vi)− I(v0)

res
| (3)

where I gives the intensity of the corresponding voxel,
res is the size of the voxel which accounts for the dis-
tance between the two voxels under consideration.

We use these six edge weights to create a shape distri-
bution diagram around the shapeton, as shown in Fig-
ure 2. This shape distribution accounts for the shape
information around the voxel v0 (the shapeton is in-
side this voxel) and is used to determine the direction
of shapeton diffusion in a probabilistic manner. The
six weights form eight regions where each region rep-
resents an octant of a sphere. We call this octant of
the sphere octavusphere (derived from Latin). There-
fore, the six weights form eight octavuspherical regions
where sets of three weights form a single octavuspher-
ical region, as shown in Figure 2. In spherical coor-
dinates we normally need two angles (say θ and φ ) to
describe the direction of shapeton propagation. The an-
gle θ is measured with respect to the x-axis on the x−y
plane and the angle φ is measured with respect to the y-
axis on the y− z plane. In geographical terms, we refer
to the angle θ as the longitudinal angle and the angle φ

as the latitudinal angle.

Figure 2: The shape distribution around the shapeton
s shown using the edge weights. The probabilistically
estimated angles φ and θ define the direction of the
shapeton propagation.

Since we have to determine two angles probabilisti-
cally, namely θ (longitude) and φ (latitude), two ran-
dom numbers are drawn, one for each of them. We do
it in a step-by-step manner. First, the value of the angle
φ is determined by employing the first random num-
ber. Fixing this value of φ , the value of the angle θ is
then estimated by employing the second random num-
ber. In a given octavuspherical region both φ and θ

vary between 0 and π

2 . The probability of the shapeton
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diffusion should take into account the shape informa-
tion around it, which is indicated by the volume of the
octavuspherical region enclosed by the edge weights.
In other words, the probability of the shapeton to move
in a certain octavusphere is based on the ratios of the
volumes of the octavuspheres to the whole volume. By
employing the first random number over the volumes of
the octavuspherical regions, a particular octavusphere
region is selected and the corresponding value of φ is
estimated. This angle φ splits the selected octavuspher-
ical region into two sub-regions, which are separated
by a sector shown by the green and blue regions in Fig-
ure 2. By employing a second random number over the
area of this sector the final value of θ is estimated. More
details about the steps involved in calculating the longi-
tude and latitude for shapeton propagation are provided
in Appendix 4.

Now that we have evaluated both φ and θ , we have
the final direction for the shapeton to move. Once
the direction of propagation for the shapeton is de-
termined, the shapeton is moved in that direction for
a pre-defined distance. This accounts for one time
step of the shapeton. This process is performed for
all the shapetons independently and simultaneously.
After each time step, all the steps described above
are repeated to calculate the new direction for the
shapetons to diffuse. After each time step, the number
of shapetons inside each voxel is summed up to get
the accumulated density of shapetons. For example,
let st−1(i) be the accumulated shapeton density on a
vertex i before the tth time step and ct be the number
of shapetons that move onto that vertex from its
neighboring vertices during the tth time step. Then, the
new accumulated shapeton density st(i) on that vertex
is:

st(i) = st−1(i)+ ct (4)

The value of ct will either be positive or zero and
never negative since we only consider the number of
shapetons that accumulate in each of the voxels af-
ter each time step and not the number of shapetons
that diffuse away from the voxels. Note that no new
shapetons are added at any stage of the algorithm and
the number of shapetons used for diffusion is always
constant. Only the shapetons diffuse inside the volume
and based on which voxel each of the shapetons are
present after every time step, the corresponding accu-
mulated shapeton density of those voxels are updated.
The accumulated number of shapetons in each voxel in-
dicates the probability of the shapetons to appear at that
location. For all the voxels corresponding to objects
of similar shape, the shapetons have a similar proba-
bility to visit them. Hence, the number of shapetons
within each voxel would be the same for all voxels
corresponding to objects of similar shape. The diffu-
sion of shapetons in volumes is influenced by the VGO

which incorporates the local shape information. Thus,
the shapetons capture the shape information along their
path of diffusion and the accumulated number of the
shapetons inside the voxels quantifies the shape infor-
mation obtained.

4 ANALYSIS
The shapeton diffusion process is an efficient method in
classifying different objects based on their shape. The
shape information is obtained irrespective of the size
and deformation of the objects. However, the amount
of shape information obtained is influenced by a num-
ber of parameters such as the number of shapetons, the
value of the pre-defined distance, and the value of p. In
the remainder of the paper, for all the results, the render-
ing is based on the accumulated number of shapetons in
the voxels for a given number of time steps and the col-
ors are assigned such that a higher shapeton count is
shown in red and the color changes from red to blue
with the decrease in the shapeton count.

4.1 Steady State
Like any Monte Carlo method, the probability of the
shapetons to take a particular path increases as we in-
crease the number of shapetons and hence the rate of
accumulation of shapetons at a particular feature in-
creases. Thus, the shape information is obtained much
faster in terms of the number of iterations with the in-
crease in the number of shapetons. If the number of
shapetons is reduced, it takes more iterations to cap-
ture a specific feature, which otherwise would have
taken fewer iterations using more shapetons. However,
there is a tradeoff. Though the number of iterations de-
creases, the time taken for each iteration (time step) in-
creases with the increase in the number of shapetons.

We say that the shapeton diffusion process has reached
a steady state if the rate of change of the accumu-
lated shapeton density on all the voxels is uniform. For
this, we check if the rate of change of the accumulated
shapeton density on all the voxels after every time step
(∆t = 1) is below a threshold value as follows:

∆s(t) = ∑
i∈V

(st(i)− st−1(i))2 ≤ ε (5)

where ∆s(t) denotes the rate of change in the accumu-
lated shapeton density for all the voxels after t time
steps, V denotes the number of voxels in the volume,
st(i) and st−1(i) are the accumulated shapeton densities
on voxel i after t and t −1 time steps respectively and ε

is the threshold value. In all our datasets, we choose the
threshold value to be 0.05. This threshold value cho-
sen is not an accurate estimation and is chosen exper-
imentally by observing the shapeton diffusion process
on several datasets. As future work, we plan on find-
ing a way to provide a more accurate estimate of the
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threshold value that will be dependent on the dataset.
We check if the condition in Equation 5 is satisfied con-
tinuously in atleast 90% of the last 50 time steps. The
10% leverage is given to account for some unexpected
changes caused due to the probabilistic movement of
the shapetons. The number of time steps after which
all these requirements are satisfied is chosen to be the
point where a steady state is reached.

4.2 Distance Value

(a) (b)

(c) (d)
Figure 3: Effect of the different distance values on the
aneurysm volume data using 400 time steps. Smaller
features such as the narrow blood vessels (shown in the
red circle) are captured using small distance values of
0.001 in (a) and 0.005 in (b) which are absent when
larger distance values of 0.01 in (c) and 0.05 in (d) are
used.

When a shapeton travels a pre-defined distance (defined
by the user), it is said to complete one time step or iter-
ation of the diffusion process. This distance value also
affects the diffusion process of the shapetons and the
shape information captured. When we use a large dis-
tance value, the shapetons travel a larger distance in one
time step. Thus, if we increase the distance value the
diffusion process converges faster in terms of the num-
ber of time steps when compared to a lower distance
value. The smaller distance values cause the shapetons
to move slowly, thereby resulting in more time steps
needed to capture the global shape. However, the catch
here is that we cannot obtain the local features using
a large distance value because most of the shapetons
will travel over the smaller features missing them com-
pletely. Smaller distance values are useful in obtain-
ing and analyzing local features. Therefore, the dis-
tance value is an indication of the shape information
obtained at different scales of the data. Intricate local

shape details are obtained by using a smaller distance
value, while global shape information is obtained using
a higher distance value (with a smaller number of time
steps). It is not that the smaller distance value is unable
to capture the global shape information, it is just that it
takes more time steps to obtain the global shape infor-
mation using a smaller distance value. On the contrary,
a higher distance value is unable to obtain the local fea-
tures despite using more time steps.

Figure 3 shows the results of the shapeton diffusion on
the aneurysm dataset using different distance values for
the same number of 400 time steps. Figure 3(a) shows
the result for a distance value of 0.001; Figure 3(b)
shows it for a distance value of 0.005; Figure 3(c) shows
it for a distance value of 0.01, and Figure 3(d) shows
the result for a distance value of 0.05. For small dis-
tance values even the smaller features such as the nar-
row blood vessels (shown in the red circle) are captured.
As the distance value is increased, only the relatively
larger features such as the aneurysm blob are captured
by the shapetons. The smaller features such as the nar-
row vessels are missing in Figures 3 (c) and (d), where
a higher distance value is used.

4.3 Shape Classification
We now show that our shapeton diffusion method is
indeed successful in classifying different shapes. The
shapetons are diffused based on the VGO in volumes,
which captures the shape information. Hence, the prob-
ability of a shapeton to go in a particular path is influ-
enced by the shape information. The accumulated num-
ber of shapetons per voxel in a shape such as a cube
would be different from a shape such as a sphere since
both of them have different shape and thus bear differ-
ent probabilities for the shapetons to capture them.

Figure 4: Shape classification capability of the shapeton
diffusion approach shown using a synthetic data con-
sisting of a cube, two cuboids of different size and ori-
entation and a sphere.

We use a synthetic data consisting of a cube, two
cuboids of different size and orientation and a sphere
to confirm this. Figure 4 shows the result of using the
shapeton diffusion method on the synthetic data. We
consider a large number of 2500 time steps to make
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sure that a stable state is reached. In each time step,
the shapeton was moved by a distance of 0.01. We can
clearly see from Figure 4 that all the shapes have been
identified and distinguished successfully (shown by
the different colors). The colors are assigned based on
the number of shapetons accumulated. The shapeton
propagation is based on the shape information (VGO)
and hence the number of shapetons accumulated per
voxel is the same in similar shaped objects. This fact
can be observed in Figure 4 where both cuboids have
the same color. In addition, the color of the cube is
almost similar to that of cuboids indicating that they
have almost similar shape. The cube and the sphere
have also been classified as different shapes, thus
asserting that the shapeton diffusion method serves
as a powerful tool in finding objects with similar
shape and distinguishing them from objects with
other shape. An important observation that can be
made from Figure 4 is that both cuboids have been
identified as similar shape irrespective of their size and
orientation. This further confirms that our method can
recognize different shapes independent of their size
and orientation.

4.4 Invariance to Deformations

Figure 5: Objects of similar shape identified success-
fully irrespective of their deformations.

The shapeton diffusion method displays some lucrative
properties such as invariance to deformations. We gen-
erated a synthetic data to establish this property. The
synthetic data consists of a cuboid, a deformed cuboid,
a sphere and a deformed sphere. Figure 5 shows the
result of the shapeton diffusion on this synthetic data.
Again the diffusion process is carried out for a large
number of time steps to ensure a stable state is reached
and all the objects in the volume data are obtained.

You can observe that although the cuboid has been
deformed, the number of shapetons accumulated per
voxel in both the cuboid and its deformed version are
the same and hence both have similar color. Likewise,
the sphere and its deformed version have similar color.
The sphere and the cuboid have also been distinguished
from each other. We used 1000 shapetons for 2500 time
steps to obtain the results. The results in Figure 5 show
that the shapeton diffusion method is successful in iden-
tifying objects of similar shape though they have been

deformed, thus proving that it is invariant to deforma-
tion.

4.5 Effect of p

(a) (b)

(c) (d)
Figure 6: Comparison of choosing different values for
p. (a), (b), (c) and (d) are the results obtained by choos-
ing p = 4, 9, 15 and 20, respectively, on the engine
dataset for 1300 time steps. Internal parts such as the
pipe (shown in the red ellipse), the outer rim around the
pipe (shown in the orange circle) and the beam (shown
in the yellow box) are captured in (b), (c) and (d), re-
spectively. For large values of p in (d) some of the
global shape information is missing (shown in the pink
circle).

The direction of shapeton propagation is guided by the
VGO. VGO has a parameter p which influences the re-
sult obtained. p is a user defined parameter that is used
to decide the boundaries of the objects in a given vol-
ume data. The clarity of the boundary determines how
clearly the different shapes are identified. The parame-
ter p gives the user extra flexibility in deciding the ob-
ject boundaries. A large p value would enhance the lo-
cal shape differences within an object and hence result
in more sub-objects. Therefore, by increasing the value
of p the local internal objects within an object can be
obtained. However, we tend to lose some of the global
shape information for larger values of p. Thus, the final
results obtained might vary both locally and globally
for different values of p based on how well the objects
are distinguished and how sharp the features are. All
these effects of p are shown experimentally using the
engine data in Figure 6.
Figure 6 shows the result of choosing different values
of p on the engine dataset. Figures 6(a), (b), (c) and
(d) show the result when p = 4, 9, 15 and 20, respec-
tively for 1300 time steps with a pre-defined distance
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of 0.05. We can observe that different parts of the en-
gine are captured by using different values of p. In
Figure 6(b) where p = 9, the internal pipe (shown in
the red ellipse) is separated which was not when p = 4
in Figure 6(a). Similarly, when p = 15 in Figure 6(c)
the outer rim around the pipe (shown in the orange cir-
cle) is captured. Finally, when p = 20 in Figure 6(d)
the beam of the engine (shown in the yellow box) is
captured. We can see that by increasing the value of p
more internal parts of the engine are captured as the lo-
cal shape differences between these parts are enhanced.
However, some of the global shape information is miss-
ing (shown in the pink circle) in Figure 6(d). This is
because a high value of p divides the same object into
much smaller sub-parts and because the pre-defined dis-
tance used was relatively high, these smaller sub-parts
are not captured. The same is the reason why the inter-
nal pipe from Figure 6(b) is missing in Figures 6(c) and
(d). In this way, different parts of the engine based on
their shape can be obtained and analyzed using different
values of p. This facilitates a better analysis and under-
standing of the data. As the convergence of shapetons
can be monitored in real time, even though the value of
p is changed, the new result can be obtained very fast.
Thus, based on what features the user wishes to focus
on and what features the user wants to analyze, different
values of p can be selected.

5 APPLICATIONS
5.1 Transfer Function Design in Volumes
The shapetons accumulate all the shape information
over different time steps while diffusing inside the vol-
ume. This information can be used to design a shape-
based transfer function. The user can assign different
colors and opacities to the final accumulated shapeton
count, which forms a 1-D transfer function based on the
shape information.
Figure 7 shows a volume rendered image of a CT
chest dataset with a transfer function designed using the
shape information obtained by our shapeton diffusion
method. We were able to classify different parts of the
data, such as the rib bones (shown in red), the sternum
(shown in dark green), the clavicle bones (shown in ma-
genta), the soapula (shown in fluorescent green), and
small bones of the spinal cord (shown in blue) based
on the shape information. Figure 7 shows all the seg-
mented parts of the CT chest data by using our transfer
function. All the ribs have similar curved shape and
hence have been classified as the same shape indicated
by the same color. Even the small but important part
named xiphoid (greyish blue shown in the black circle),
which is present at the tip of the sternum has been clas-
sified by the shape-based transfer function. The number
of shapetons used was 65000 with a distance value of
0.05. The diffusion process was carried out for 1600
time steps, for a total time of 3.10 sec.

Figure 7: Volume rendering with the shape-based trans-
fer function on the CT chest dataset. The rib bones
(red), the sternum (dark green), the clavicle bones (ma-
genta) and the soapula (fluorescent green) are obtained.
The small bones of the spinal cord (blue), xiphoid
(greyish blue in the black circle) - a small part present
at the tip of the sternum are also classified.

5.2 Colon Cancer Detection
Colorectal cancer is the second leading cause of cancer
related deaths in United States. Polyps are the precur-
sors of colorectal cancer. Polyps are small protrusions
of the tissue that grow out of the walls of the colon.
Early detection and removal of these polyps is impor-
tant for preventing colon cancer. We used our shapeton
diffusion approach to detect the polyps on the colon sur-
face, obtained from a CT scan of the patient’s abdomen
for virtual colonoscopy (VC) [HMK+97].

(a) (b)
Figure 8: Polyp detection inside the colon using the
shapeton diffusion method. (a) Polyp (shown in blue)
detected using our approach; (b) Volume rendering of
the corresponding location inside the colon confirming
the presence of the polyp.

We used real volumetric colon data from VC to show
the effectiveness of the shapeton diffusion process in
polyp detection. The volumetric colon is electronically
cleansed CT data. Figure 8 shows the result of the polyp
detection using our shapeton diffusion method on the
real colon data. Figure 8(a) shows the result obtained
by our method and Figure 8(b) shows the volume ren-

ISSN 2464-4617 (print) 
ISSN 2464-4625 (online)

Computer Science Research Notes - CSRN 3301 
http://www.wscg.eu WSCG 2023 Proceedings

https://www.doi.org/10.24132/CSRN.3301.15 123



Figure 9: Classifying objects based on their shape using our shapeton diffusion approach on (a) hydrogen atom,
(b) visible female hand, (c) CT abdomen, (d) MRI head, and (e) visible female feet volumetric datasets.

dering result of the corresponding location of the polyp
inside the colon. Since polyps have a blob-like shape,
different from the shape of the colon walls, we were
able to successfully detect the polyps using our method.
Figure 8(a) shows one such polyp (shown in blue) de-
tected. We confirmed the position of the polyp by ex-
amining the corresponding location inside the colon
volume data. This result can be seen in Figure 8(b).
It took just 4000 time steps using 65000 shapetons to
achieve this result. The p value was chosen to be 15.
The reason to choose a high value for p is to get a clear
boundary of the polyps. Since a smaller scale is needed
for the polyp detection, a low distance value of 0.005
was chosen. The total time taken was 5.44 sec.

6 RESULTS
We used several datasets to demonstrate the efficiency
of our method. Figures 9 (a)-(e) show the object classi-
ficaiton capability of our approach based on the shape
information for hydrogen atom, visible female hand,
CT abdomen, MRI brain and visible female feet volu-
metric datasets, respectively. In Figure 9(a) both the or-
bitals of similar shape are clearly distinguished from the
nucleus (center) and the orbit (around the nucleus) in a
hydrogen atom as inidicated by different colors. In Fig-
ure 9(c), the shape-based volume exploration of the CT
abdomen reveals various organs such as the kidneys,
liver, pancreas, and vital parts such as the aortic vessel,
spinal cord and pelvic bones using 260000 shapetons
and a pre-defined distance of 0.01. All the internal or-
gans have different shapes and by virtue of our method,
they have been identified successfully. Furthermore, it
has just taken only 2.13 sec using 2600 time steps to ob-
tain this result. In Figure 9(d), we are able to separate

the brain from the cranium and eye sockets in the MRI
head data, using the shape-based transfer function de-
signed by our approach. We used 65000 shapetons for
a pre-defined distance value of 0.01 and 4160 time steps
which accounted for a total time of 2.82 sec. Figures 9
(b) and (e) show that the bones and the joints between
the bones are identified in the visible female hand and
feet data, respectively. While we used 65000 shapetons
and a pre-defined distance of 0.01 in both the cases, the
number of time steps were 460 and 420 with a total time
of 0.34 sec and 0.27 sec for the visible female hand and
feet, respectively.

(a) (b)
Figure 10: Visual comparison of the results obtained for
the visible female hand dataset using (a) Our shapeton
diffusion method and (b) The cumulative heat diffusion
method.

We compared our approach with the cumulative heat
diffusion (CHD) approach [GWK12], in terms of the
running time per iteration and the number of time steps
required to obtain visually similar or even better re-
sults. Table in Appendix 5 shows the comparison re-
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sults using different volume datasets. For the sake of
completion, we also provide a visual comparison of the
results obtained by using our method with that of the
results obtained using the CHD method using the vis-
ible female hand dataset (see Figure 10). Figure 10(a)
shows the results obtained using the shapeton diffusion
approach, while Figure 10(b) shows the result obtained
by using the CHD method. In Figure 10(b), 1000 time
steps were considered while in Figure 10(a) only 460
time steps were considered for a distance value of 0.01.
Since we wanted to capture the local features, a smaller
distance value was used. The same p value of 10 was
used in both the cases. We can clearly observe that vi-
sually better results were obtained using our method
compared to the CHD method. We can also see that
a better distinction of shapes was obtained using our
method even in very local regions, as indicated by the
region in the green box in Figure 10(b). The joints have
been clearly distinguished from the hand bones. Fur-
thermore, the result was obtained in much less time
compared to the CHD approach, further emphasizing
the superiority of our method.

7 CONCLUSION AND FUTURE
WORK

The main contribution of this paper is the real time
shape analysis method in volumes using a Monte Carlo
approach. Tiny massless particles, called shapetons, are
diffused based on the VGO in a Monte Carlo manner.
In addition, a new definition for the time step using a
pre-defined distance is introduced. Unlike the conven-
tional diffusion based methods, this method is indepen-
dent of the size and resolution of the data. The final
accumulated shapeton count after each time step would
capture the shape information and helps in analyzing
the data based on shape. The diffusion process can be
monitored in real time and this facilitates a real time
shape analysis of different features until a convergence
state is reached. Furthermore, we discuss the proper-
ties of our method by presenting results using simple as
well as complex datasets. Important applications of our
method to colon cancer detection and transfer-function
design have also been discussed, along with supporting
results.
The results obtained using our method are influenced
by many parameters such as the number of shapetons,
the distance value, the number of time steps t, and the
value of p. As discussed earlier, there is an optimum
value for the number of shapetons used after which the
time taken to obtain the results increases even though
the number of shapetons is increased. Similarly, the
time step t and the value of p have optimum values to
obtain the best results based on the dataset used. As
part of our future work, we plan to focus on finding a
way to automatically decide the optimum values for all
the parameters in order to obtain the best results.
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ABSTRACT
Real samples are costly to acquire in many real-world problems. Thus, employing synthetic samples is usually the
primary solution to train models that require large amounts of data. However, the difference between synthetically
generated and real images, called domain gap, is the most significant hindrance to this solution, as it affects the
model’s generalization capacity. Domain adaptation techniques are crucial to train models using synthetic samples.
Thus, this article explores different domain adaptation techniques to perform pose estimation from a probabilistic
multiview perspective. Probabilistic multiview pose estimation solves the problem of object symmetries, where a
single view of an object might not be able to determine the 6D pose of an object, and it must consider its prediction
as a distribution of possible candidates. GANs are currently state-of-the-art in domain adaptation. In particular,
this paper explores CUT and CycleGAN, which have unique training losses that address the problem of domain
adaptation from different perspectives. This work evaluates a patch-wise variation of the CycleGAN to keep local
information in the same place. The datasets explored are a cylinder and a sphere extracted from a Kaggle challenge
with perspective-wise symmetries, although they holistically have unique 6D poses. One of the main findings is
that probabilistic pose estimation, trained with synthetic samples, cannot be solved without addressing domain gap
between synthetic and real samples. CUT outperforms CycleGAN in feature adaptation, although it is less robust
than CycleGAN in keeping keypoints intact after translation, leading to pose prediction errors for some objects.
Moreover, this paper found that training the models using synthetic-to-real images and evaluating them with real
images improves the model’s accuracy for datasets without complex features. This approach is more suitable for
industrial applications to reduce inference overhead.

Keywords
Pose Estimation, CycleGAN, Image-to-image, Graph Neural Networks, UNet, Domain adaptation, CUT, Symme-
try Robust Pose Estimation

1 INTRODUCTION

Obtaining a large number of real samples to train a
model is often expensive, making it infeasible for

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

many industrial applications. To address this issue, re-
searchers have proposed training models with synthetic
samples, which are cheaper and easier to produce on
a large scale [Sve21a, Che21a, Sha22a]. However,
synthetic samples cannot simulate every nuance in
the real samples domain, resulting in a domain gap.
Techniques such as domain adaptation and domain
randomization have been proposed to address this
issue. This paper uses domain adaptation techniques
to reduce the domain gap between synthetic and real
samples.

ISSN 2464-4617 (print) 
ISSN 2464-4625 (online)

Computer Science Research Notes - CSRN 3301 
http://www.wscg.eu WSCG 2023 Proceedings

https://www.doi.org/10.24132/CSRN.3301.16 127



Pose estimation has many practical applications,
including robot grasping, virtual reality, and robot
localization. Various contexts have been proposed to
evaluate different working scenarios, such as pose esti-
mation in cluttered scenes [Buk20a, Ste13a, YuX17a],
relative camera pose estimation [Che21b], and
pose refinement [YiL20a]. This article focuses on
multiview probabilistic uncluttered pose estima-
tion of perspective-symmetric objects, as presented
in [Oma21a].

The data capturing environment for this work revolves
around a quality inspection system [Jua18a], which
comprises several cameras distributed along a sphere
that captures objects under inspection in a controlled
environment. The objects are free-falling, and the cam-
eras capture them without occluded faces. However, the
6D pose is uncontrolled, and some keypoints are not
visible from all perspectives. Hence, the algorithm’s
first stage must account for auto-occlusions and par-
tially informative perspectives, which might only allow
the algorithm to narrow down the range of possible so-
lutions. Therefore, each image prediction should be an
estimation of the true 6D pose, and the final model’s
prediction is computed by combining multiple views.

This paper evaluates how different state-or-the-art do-
main adaptation techniques affect probabilistic pose es-
timation, which is also compared against the baseline,
i.e., not handling domain gap. Objects under inspec-
tion might have perspective-relative symmetry axes, al-
though, considering the object as a whole, they might
not be symmetric (see Figure 1). Therefore, the prob-
abilistic pose estimation model must be able to model
and detect those axes internally. The domain adaption
algorithm must not interfere with that model’s capacity.

Furthermore, this article compares pose estimation per-
formed separately in the synthetic and real domains.
Thus, it presents the results in several scenarios:

• Case 0: Training the pose estimation model with
synthetic images and evaluating with real images.

• Case 1: Training the pose estimation model with
domain-translated synthetic images, i.e., synthetic-
to-real images, and evaluating with real images.

• Case 2: Training with synthetic images and test-
ing with domain-translated real images, i.e., real-to-
synthetic images.

The work is organized as follows. Section 2 presents
the pose estimation’s state-of-the-art and several meth-
ods to address the domain gap. Section 3 presents
the datasets evaluated along with the algorithms used,
their structure, and their losses. Section 4 presents the
results achieved by the different domain adaption al-
gorithms for the pose estimation tasks related to the

datasets. Section 4.3 compares and discusses the re-
sults achieved with previous work in pose estimation
and domain adaptation. Section 5 summarizes the arti-
cles’ findings.

2 RECENT SOLUTIONS
2.1 Pose Estimation
Pose estimation is a well-established field that has
been extensively studied [Wad17a, Tom18a, Buk20a].
Recent approaches include per-pixel pose inference,
bounding box detection, prediction refinements, and
direct pose regression. However, many of these
models do not effectively handle symmetries. Some
models manually address symmetries during train-
ing [Wad17a, Buk20a], while others account for
them during metric computation, such as ADD and
ADDS [Tom18a, Bug18a], used in the LINEMOD
dataset [Ste13a]. However, none of these approaches
automatically model an object’s symmetries. There-
fore, we selected the work in [Oma21a], which
proposes a probabilistic multiview approach for pose
estimation. This approach enables the combination of
multiple hypotheses based on uncertainty by modeling
the probability distribution of the object’s rotation,
which may be uncertain from certain viewpoints.

2.2 Addressing domain gap
Domain bias [Csu2017] is a problem that models of-
ten encounter when trained on a single narrow-range
dataset, limiting their generalization capabilities. In-
consistencies arise when models are trained with syn-
thetic images and evaluated with real ones.
To address the difference between synthetic and
real images, the literature primarily focuses on two
approaches: domain randomization and domain
adaptation.
Domain randomization [Sve21a, Tob18a, Tob17a] in-
volves modifying synthetic generation hyperparameters
to increase the diversity of synthetic image generation.
In the context of pose estimation, such hyperparame-
ters may include the position of the cameras, object
textures, lighting, or scene context. Although this tech-
nique attempts to emulate the possible variability in real
scenarios, it does not leverage the information from real
samples and may not address crucial variability that
could impact the model’s generalization capability. For
example,[Sve21a] generates multiple scenarios with cat
and dog models in Unity, with different camera posi-
tions, object textures, and occlusion configurations. It
evaluates the model using the public Kaggle Cats-Dogs
dataset.[Tob17a] employs synthetic training with vari-
ous textures and occlusions to address the task of object
localization for robotic manipulation.
Domain adaptation [Che21a, Sha22a, Jac21a] mini-
mizes the domain gap by decreasing the difference
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between both domains’ images or features. Usually,
this is addressed using image-to-image transforma-
tion between domains, mainly using unsupervised
techniques like autoencoders or GANs. Such ap-
proaches include employing CycleGANs [Che21b] or
Contrastive Unpaired Translation (CUT) [Tae20a].

In [Jac21a], pose estimation and domain adaptation are
addressed from a single-perspective non-symmetric ap-
proach. It asserts that CUT outperforms CycleGAN for
domain adaptation in pose estimation. Domain adap-
tation techniques must keep keypoints along with the
object symmetries intact.

Similar to [Jac21a], this paper evaluates different do-
main adaptation techniques, although it focuses on dif-
ferent symmetric objects. Thus, a slight variation of the
CycleGANs [Che21b] and the CUT algorithm [Tae20a]
are employed to reduce the domain gap in probabilistic
pose estimation.

3 PROPOSED SOLUTION
3.1 Dataset
This paper’s dataset expands some of the datasets pre-
sented in [Oma21a] and published in Kaggle [ITI21a].
We selected the cylinder, which has a perspective sym-
metry but a single valid object-level prediction, and the
sphere, whose perspectives are mostly uninformative,
except for the ones containing the “T”.

The cylindrical object’s bases contain a carved triangle
on one side and a square on the other. The square and
the triangle are aligned to create the object’s reference
point, albeit no camera can see both simultaneously.
Therefore, the pose of the cylinder can only be calcu-
lated by combining the predictions from the cameras
that were able to see both polygons separately. As pre-
sented in Figure 1, any camera that captures some poly-
gon can predict the X-axis orientation. Nonetheless, for
the Y-axis, the cameras that captured the triangle should
return three equally likely Y-axis predictions. In com-
parison, the cameras that captured the square should re-
turn four equally likely Y-axis predictions. Finally, the
combination of all separate Y-axis predictions must re-
turn a single likeliest Y-axis.

The sphere’s only informative keypoint is the carved
“T” on its surface. Most views are unable to see the “T”
due to auto-occlusions. Those views only provide the
information that they cannot see the “T”. Thus, the pre-
diction should be an equally like distribution over the
subspace of 3D rotations that yield perspectives without
the “T”. Nonetheless, any perspective that completely
captures the keypoint should return a unique 6D pose
prediction.

The corresponding 3D CAD files were employed to
generate real objects using a 3D printer. The files de-
scribe a cylinder with 50 millimeters of height and a

diameter of 25 mm and a sphere of 30mm of diame-
ter. Like any other generation process, this procedure
is prone to generate singularities in the object’s texture
that may disclose the 6D pose instead of using the in-
tended keypoints. Pose estimation algorithms can then
overfit these singularities leading to errors in a real en-
vironment. Moreover, even the texture and keypoints
present in the object’s ideal mesh have some variabil-
ity in the real generated objects. A comparison be-
tween ideal and real object captures can be seen in fig-
ure 1. For instance, the printed sphere has a stain on
one side that may affect the pose estimation algorithm
(see Figure 1e). This object provides a more complex
non-uniform texture to evaluate the domain adaptation
algorithm.

The printed objects were captured in an industrial qual-
ity inspection system, presented in [Jua18a], that com-
prises a multicamera environment. Capturing objects
inside this system leads to sixteen camera images per
capture. As the pose estimation algorithm presented
in [Oma21a] leverages multiview images, their individ-
ual predictions are joined to a unique 6D pose predic-
tion in testing phase.

The images from the printed objects contain the object
in many different poses, as the objects are captured free
falling inside a controlled environment [Jua18a]. Thus,
the groundtruth pose for each capture must be manually
labeled. Using OpenCV’s CVAT labeling tool, some
reference keypoints were selected from multiple views.
These keypoints’ correspondence was used to compute
de 6D pose of each launch.

To train the models, this article synthetically simulates
the real environment to capture the 3D CAD files, sim-
ilar to other domain randomization authors [Sve21a].
The real-world objects are captured in a 16-camera
sphere-distributed environment with diffuse white
lighting; thus, the backgrounds are entirely white.
Some sample images can be seen in Figure 1.

This dataset was made publicly available in Kag-
gle [ITI23a] 1.

3.2 Probabilistic pose estimation algo-
rithm

This algorithm takes an image and some cropping-
related information, i.e., pixel coordinate of the bound-
ing box center, and a scaling factor applied to resize
the image to 128×128 resolution. Then, the algorithm
predicts the object’s translation and a probability distri-
bution for the rotation. This probability distribution is
a discretization of the rotation’s SO(3) group R9 space,
which is compressed up to R6. In other words, it pre-
dicts a discretization of the rotation matrices’ X and Y

1 https://www.kaggle.com/ds/2947388
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(a) Synthetic cylinder. (b) Real cylinder. (c) Orientation.

(d) Synthetic sphere. (e) Real sphere. (f) Orientation.

Figure 1: Train and test capture comparison to show the domain gap. The cylinder’s X-axis corresponds to the
object’s longitudinal axis. The Y-axis points from the polygons’ centers to the center of the only side of the
polygon that aligns with some opposite polygon’s side. The sphere’s X-axis is the vector from the object’s centroid
to the “T”. The Y-axis corresponds to the vertical orientation of the “T”. In (c) and (f), red, green and blue axes
correspond to X, Y and Z axes, respectively.

Figure 2: Discretization of the rotations’ axis
space [Oma21a].

axes components. As described in [Oma21a], this can
be done without information loss due to the rotation ma-
trices orthonormality.

These axes, belonging to the R3 unitary sphere, are
discretized sampling N equidistant points. Hence, the
algorithm’s output is a tensor of N × 2 for each im-
age. The space discretization and how each point is
connected as a graph can be seen in figure 2. The
predictions are combined for all the images in a cap-
ture. Finally, this distribution is queried for the likeliest
positions for the X and Y axes; thus, the Z axes can
be inferred. More detail of the algorithm can be seen
in [Oma21a].

The predictions can be unwrapped for visualization pur-
poses. This projection consists of extracting the az-
imuth and elevation of each R3 point (i.e., a rotation
matrix axis) and printing them in an image, being the
intensity of each pixel related to the axis likelihood. We

Figure 3: Prediction when the triangle is visible. The
predicted distributions, i.e., one for the X-axis and one
for the Y-axis, are projected to 2D space for visualiza-
tion purposes. Red color corresponds to the X-axis ac-
tivations and green to the Y-axis activations. It shows a
single activation for the X-axis, as the direction of the
longitudinal axis can be determined, and three activa-
tions for the symmetric triangle rotations.

can visualize each axis in different color channels, i.e.,
red for X-axes and green for Y-axes. Figure 3 shows
the three possible Y-axis clustered activations that oc-
cur when predicting using the triangle due to its sym-
metries. Three equally likely rotations can be predicted
using the likeliest axis of each green y-axis cluster and
the likeliest axis of the red X-axis cluster. All those
three equally likely activations are related to an identi-
cal image representation.

3.3 CycleGAN
To perform cross-domain evaluation, we must address
the problem of the domain gap between training and
testing sets. This paper employs CycleGANs as they
force the image transformation to keep the information
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Figure 4: Cycle consistency from CycleGAN extracted from the original paper [Jun17a]. a) shows the structure of
the network, X and Y being the domains. b) shows the cycle consistency loss for images from the X domain. c)
shows the cycle consistency loss for the images from the Y domain.

when transforming the domain to be able to reconstruct
the original image.

CycleGANs are divided into two different transforma-
tions, each with their corresponding generator G and
discriminator D. Having two different domains dA and
dB, we call GA→B to the generator that transforms from
domain dA to dB, GB→A to the one that transforms do-
main dB to dA, DA to the domain dA discriminator, and
DB to the domain dB discriminator.

3.3.1 Losses

CycleGANs have two losses: a cycle consistency loss
and a discrimination confidence loss. Cycle consistency
loss corresponds to the loss of projecting an image from
one domain to the other and reprojecting it back to the
original domain. This is, being XA images from domain
dA and XB images of domain dB:

X̂A = GB→A(GA→B(XA)) (1)

X̂B = GA→B(GB→A(XB)) (2)

LGCC = ||X̂A−XA||1 + ||X̂B−XB||1 (3)

A visual representation of the process can be seen in
Figure 4.

Confidence loss corresponds to the traditional GAN
loss originating from the discrimination of synthetic
and real images. It is different for the generator LGC
and the discriminator LDC. Thus, these losses are de-
scribed as follows:

LGC = ||DB(GA→B(XA))||2 + ||DA(GB→A(XB))||2 (4)

LDC = ||1−DB(GA→B(XA))||2+
||1−DA(GB→A(XB))||2+
||DA(XA)||2 + ||DB(XB)||2

(5)

The generator networks are updated with the sum of
LGC and LGCC, whilst the discriminators are updated
with LDC.

3.3.2 Generators
As other authors have previously proposed [Tae20a,
Dmi22a], this article uses UNet-like [Ola15a] structure
for the generative network. A pretrained VGG16 per-
forms as the network’s encoder, extracting features at
four different resolutions. Those features are then pro-
cessed and upsampled by a decoder network, similar to
a traditional UNet. The only trainable part of the net-
work is the decoder.
Additionally, slight variations must be considered to
keep the keypoints in place as best as possible. There-
fore, patches of 32×32 were employed to force the net-
work to store the information in an enclosed space. The
image is reconstructed from its patches after each trans-
formation. This process can be seen in Figure 5.

3.3.3 Discriminators
The discriminator also employs a pretrained VGG16
network that returns the features at two different res-
olutions: 32× 32× 256 and 16× 16× 512. At each
resolution, the discriminator extracts trainable features
and predicts their probability of being generated. Those
probability maps are resized to the largest resolution
and averaged.
It is a common practice to add noise to the discrimina-
tor input images to avoid overfitting. Thus, 0.1 inten-
sity uniform noise was applied as a preprocess to the
discriminator images.
In summary, discriminators take noisy 128× 128× 3
images and return a 32×32 tensor with the probability
of an image region being generated.

3.4 Contrastive Unpaired Translation
Contrastive Unpaired Translation (CUT) [Tae20a] is a
domain adaptation technique that learns a transforma-
tion between two domains. It is designed without Cy-
cleGAN’s cycle consistency loss and without repro-
jecting to the original domain. Therefore, it is faster
than CycleGAN and is reported to achieve better re-
sults [Tae20a]. It relies on mutual information maxi-
mization using PatchNCE loss. This loss minimizes the
distance between equivalent image patches in both do-
mains, i.e., comparing the original patch with its trans-
lated version (positive) while maximizing the distance
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Figure 5: Image domain transformation process.

with the remaining image patches (negatives). This pa-
per also studies the inclusion of negatives from other
images but concludes that it hampers training.

4 RESULTS
4.1 Experimental setup
This article’s experiments were designed using Tensor-
flow 2.10. Domain adaptation techniques were trained
using 3000 synthetic images and 160 real images. Ran-
dom rotations were applied to both domain images for
data augmentation. The CUT model was trained us-
ing the code provided by the authors in Github1. It
was trained for 400 epochs, removing the default ran-
dom cropping and scaling and adding random rotations.
Thus, the original 128× 128× 3 image resolution is
kept and there is some data augmentation. CycleGAN
was trained by adding 0.1 standard deviation gaussian
noise to the upsampling decoder inside synthetic-to-real
generator, and data was augmented with random rota-
tions.

The pose estimation models were trained using 256000
synthetic images, validated using 1600 synthetic im-
ages and tested using 880 real images. During train-
ing, random noise, dropout and L2 norm were added to
increase generalization.

4.2 Case results
Three cases are proposed to test the two different do-
main transformations scenarios:

• Case 0 - no domain transformation. The model was
trained with synthetic images, data augmentation,
and regularization added to the model.

1 https://github.com/taesungp/contrastive-unpaired-
translation/. Commit: 7 Jun 2022.

• Case 1 - training with real samples. Training images
are translated to the real domain. The last four train-
ing checkpoints were used to include some variabil-
ity in the domain transformation using CUT models.
Therefore, the same synthetic image results in dif-
ferent real images. CycleGAN model has some em-
bedded randomness while projecting from synthetic
to real domains.

• Case 2 - evaluating with synthetic samples. Real im-
ages are projected to the synthetic domain to remove
production singularities from the object’s texture.

Some domain transformation samples can be seen in
Figure 6. On the one hand, as seen from a visual inspec-
tion, when projecting from the real to the synthetic do-
main (Case 2), images still have some artifacts that do
not belong to the synthetic domain. These include some
modifications in the object’s keypoints (Figure 6e) for
CUT and random dirt (Figure 6f) for CycleGAN. On
the other hand, both domain adaptation techniques per-
form correctly for this task when projecting from syn-
thetic to real domain (Case 1). Moreover, as CycleGAN
has intrinsic randomness, it learned to add some arti-
facts (see the square inside in Figure 6c).

Despite our best efforts, we could not train a valid CUT
domain adaptation model for the sphere dataset. A
sphere image without a “T” is still valid for the discrim-
inator. Thus, these models converge to a state where all
images projected do not keep the “T” keypoint.

For a quantitative comparison, Frechet-Inception-
Distance (FID) [Mar17a] was used to measure which
domain adaptation algorithm performed best. This
score measures the distance between the original
and domain-shifted image distributions. The score’s
magnitude depends on the dataset; thus, different
dataset’s FID scores cannot be compared.
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(a) Real test image. (b) Translated real image
using CUT.

(c) Translated real image
using CycleGAN.

(d) Synthetic equivalent. (e) Translated synthetic im-
age using CUT.

(f) Translated synthetic im-
age using CycleGAN.

Figure 6: Results for cylinder domain transformation.

(a) Real test image. (b) Translated real image
using CUT.

(c) Translated real image
using CycleGAN.

(d) Synthetic equivalent. (e) Translated synthetic im-
age using CUT.

(f) Translated synthetic im-
age using CycleGAN.

Figure 7: Results for cylinder domain transformation.

As seen for the cylinder case in Table 1, CycleGAN
performs better than CUT in Case 1, but CUT outper-
forms CycleGAN in Case 2. This difference is probably
because CycleGAN has higher variability in the real do-
main due to its randomness. However, as stated above,
CycleGAN has proven to be more robust than CUT for
the sphere.

As seen in Table 2, training the network directly with
real images improves the model’s accuracy for the
cylinder dataset. However, the sphere dataset results
show an improvement when the pose estimation model

is trained with synthetic images. A more in-depth
analysis of the results is performed in the following
section.

4.3 Discussion
As stated above, one of the main findings of this work
is that training the model with synthetic-to-real images
or using synthetic images provides different results de-
pending on the object under inspection.

Unlike having to translate incoming images dynami-
cally, the synthetic-to-real training approach has the
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Case Domain adaptation FID
Cylinder Sphere

Case 1 CycleGAN 49.33 47.25
Case 1 CUT 53.13 96.41*
Case 2 CycleGAN 82.45 43.45
Case 2 CUT 64.77 108.37*

Table 1: Frechet-Inception-Distance (FID) between different domain adaptation methods. (*) marks the experi-
ments where the domain adaptation did not yield visually acceptable results.

Validation
Case Domain adaptation Rotation loss (degrees) Translation loss (mm)

Cylinder Sphere Cylinder Sphere
Case 0 & 2 None 0.9±0.05 2.0±0.09 0.7±0.03 1.3±0.06

Case 1 CUT 1.4±0.08 1.5±0.08* 0.7±0.03 1.3±0.06
Case 1 CycleGAN 1.0±0.06 1.2±0.06 0.7±0.03 1.3±0.06

Test
Case 0 None 111.9±7.23 130.9±4.31 2.6±0.14 3.8±0.63
Case 1 CUT 1.9±0.11 158.3±4.57* 2.7±0.14 3.8±0.63
Case 1 CycleGAN 5.2±2.03 10.9±3.05 2.6±0.14 3.8±0.63
Case 2 CUT 23.0±5.45 123.1±5.12* 2.7±0.14 3.8±0.63
Case 2 CycleGAN 23.7±5.82 5.7±0.39 2.7±0.14 3.8±0.63

Table 2: Validation and testing phase pose errors for each case and domain adaptation method. (*) marks the
experiments where the domain adaptation did not yield visually acceptable results. Case 0 and case 2 share valida-
tion results because their validation set is synthetic, although test sets are different, i.e., synthetic and real images,
respectively.

added benefit that no overhead is added after deploy-
ing the model; all overhead devoted to domain adap-
tation is performed during training. Contradicting the
hypotheses presented by [Sha22a], at least for some
objects without high variability textures, these findings
show that training using synthetic-to-real images might
be helpful to emphasize features that are more subtle in
the synthetic domain by translating them to the real do-
main. The synthetic image generation algorithm might
have a limited capacity for generating hyper-realistic
object captures with precise shadows. Thus, an algo-
rithm that projects those synthetic images to a domain
with more perceptible features will improve the model’s
performance.

However, for cases where the textures are more
complex, for instance, high variability textures such
as wood or textures with anomalies, working only on
the synthetic domain improves the pose estimation’s
results. This improvement arises because domain
adaptation and pose estimation techniques trained
on the real domain would require to be fit to a more
challenging texture distribution. The synthetic domain
provides a more accessible working environment for
both models.

Furthermore, as can be seen in Table 2 from the com-
parison of Case 0 with any other case, applying some
domain adaptation method significantly improves the
model’s generalization capacity. In most cases, the do-
main gap between synthetic and real samples cannot

be solved by adding traditional regularization to the
model.
CycleGAN, due to its patch-wise domain transforma-
tion to the original domain, keeps the object’s keypoints
in place better than CUT. This difference leads to a
more robust domain adaptation algorithm for different
objects. However, using CUT improves the model’s
synthetic-real generalization capacity for some objects,
which is reflected in the model’s cylinder test accu-
racy. Not only is it CUT a lighter algorithm, as it only
performs one-way domain transformation, but it also
achieves a better transformation, though less generic.
Thus, as found in [Tae20a], CUT’s PatchNCE loss out-
performs CycleGAN’s cycle consistency in perform-
ing domain transformations to similar features, but the
fact that those features do not require reprojection to
the original domain leads to information loss, which is
highly detrimental for pose estimation.

5 CONCLUSION
Considering the results, the main conclusion is that
domain gap should be addressed somehow to train a
model with synthetic samples to solve the pose estima-
tion task effectively, being CycleGAN and CUT valid
for this purpose. From the baseline, where the model
could not estimate the object rotation, adding some do-
main adaptation technique (either in case 1 or case 2
scenarios) reduced the rotation error below 6º for both
datasets. Additionally, to address the domain gap ef-
fectively, this work found that training in the synthetic
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or real domains depends mainly on the object texture’s
complexity. However, performing domain adaptation in
training phase, i.e., training with real images, reduces
computational costs after deployment. Computational
costs in industrial applications are crucial, and adding
computational costs to the offline training phase has a
lower impact than domain transforming every incoming
image to infer the 6D pose.

Moreover, this paper demonstrates that CycleGAN
largely preserves the keypoint’s positions so that a pose
estimation algorithm can be trained to a reasonable
accuracy. This fact is especially remarkable in this
dataset due to the scarcity of keypoints from which to
extract rotational information. CUT performs a better
feature transformation, as it outperforms CycleGAN
in the cylinder dataset. However, it might not prevent
the loss or modification of keypoints during domain
transformation, which leads to poor results for the
sphere dataset.

As further research, including objects with anomalous
textures to the domain adaptation and pose estimation
algorithms, might provide valuable insight to improve
the algorithms’ robustness.
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ABSTRACT
Tracking errors severely impact the effectiveness of augmented reality display techniques for indoor navigation.
In this work we take a look at the sources of error and accuracy of existing tracking technologies. We derive
important design criteria for robust display techniques and present objective criteria that can be used to evaluate
indoor navigation techniques without or in preparation of quantitative user studies. Based on these criteria we
propose a new error tolerant display technique called Bending Words, where words move along the navigation path
guiding the user. Bending Words outranks the other evaluated display techniques in many of the tested criteria and
provides a robust, error-tolerant alternative to established augmented reality indoor navigation display techniques.

Keywords
Augmented Reality; Robust Indoor Navigation; Display Techniques; Perceived accuracy; Tracking errors;

1 INTRODUCTION
Augmented Reality (AR) device tracking systems are
not perfect and errors can accumulate over time enforc-
ing cognitive compensation of the user [MMC00]. In
this work we compare the robustness of AR display
techniques (interfaces) for indoor navigation to provide
useful navigation information even in the presence of
tracking errors.

AR provides location-aware user experience by overlay-
ing spatially registered, digital information on a screen
for real-time interaction with the physical and virtual en-
vironments [BCL15]. An important application scenario
is pedestrian navigation. With recent advances in user
tracking technologies and sufficient processing power
of modern smartphones, the more challenging indoor
navigation has become feasible [MKH+12].

However, the technology is still in its infancy and re-
liability for an extended amount of time has not been
achieved [YNA+17,FPS+20]. McIntyre et al. stated that
the problem of accumulation errors within a tracking
system will not be solved in the near future [MCJ02].
And 20 years later he is still right. Relying on such a
faulty system results in digital objects being far off their

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without fee
provided that copies are not made or distributed for profit or
commercial advantage and that copies bear this notice and the
full citation on the first page. To copy otherwise, or republish,
to post on servers or to redistribute to lists, requires prior
specific permission and/or a fee.

supposed position. One way to tackle this problem is
to increase the user’s awareness of the tracking imper-
fections using different display techniques [PDCK13],
e.g., by using 3D arrows that can change in color and
shape, or similar feedback. Error visualization generally
improves AR navigation systems but it is challenging to
design suitable visualizations [PDCK13]. Even worse
the system might not be aware of the tracking errors,
lulling the user into false security.
In order to reduce the impact of tracking errors on indoor
navigation instead of only making users aware of it, we
contribute the following: We first define the problem
of uncertain tracking errors in the context of tracking
systems (section 2). Next, we classify AR navigation
display techniques (section 3), and investigate typical
representatives. We present objective criteria to evaluate
AR display techniques with regard to error-robustness
(section 4) and evaluate the representatives (section 5).
In section 6, we propose our own display technique
Bending Words and discuss (section 7) its advantages.

2 RELATED WORK
Pedestrian navigation services have gained attention for
several years now [MRBT03,RC17]. They evolved from
2D paper maps to digital maps on mobile devices to
location-based turn-by-turn instructions [Kim10]. Mod-
ern positioning systems enable AR systems to guide
the user in real-time. These systems require a very
high accuracy to correctly display information and avoid
confusion and misguidance of the user. Yet, there is
still no generally accepted solution for localization sys-
tems [MKH+12], e.g., Adler et al. who analyzed
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and categorized 183 indoor localization techniques pub-
lished between 2010 and 2014 [ASWK15].

A user generally expects accuracy to be perfect or at
least good enough to rely on the displayed information
which is often a mistake and may lead to navigation fail-
ures. Visualization techniques that adapt to the amount
of tracking errors have the power to decrease the impact
of inaccurate tracking solutions [PDCK13]. To under-
stand why tracking solutions are always imperfect it is
important to take a look at the underlying types and
sources of error.

Localization

Localization is the process of tracking a user’s position
or more precisely the position of the device used for
navigation. Applications for localization include pedes-
trian navigation, robotics, dynamic personalized pricing,
product placement, advertisement, fleet management or
intelligent spaces [YNA+17, LLY+15].

Localization systems rely on physical properties of sig-
nals, e.g. speed of light, or other measurable forces, such
as earth’s magnetic field. Sensor and information fus-
ing may improve the overall performance, e.g. Wi-Fi
and magnetic signals [SBS+15] or incorporating a pri-
ori knowledge, such as a map of the environment, to
make the localization systems more robust and accu-
rate [HFH04].

Despite constant improvements in localization tech-
niques, a perfect solution seems almost impossible. De-
velopment times for indoor navigation systems are of-
ten several years and currently might not result in a
widely accepted solution which has the high precision
required to accurately display AR content within the
camera feed [LLY+15, MSTSP+21, GFW21].

The cognitive load posed on the user of indoor naviga-
tion systems correlates with the accuracy of localization.
This effect is especially prevalent in AR applications
where the wrong positioning of visual media within the
camera feed becomes distracting at best or misleading
at worst [MCJ02].

Generally, two types of error exist: Rotational error, the
angular difference between the direction to the assumed
position of the next waypoint and the direction to the ac-
tual next waypoint; and translational error, the distance
between the current position and the assumed position
of the tracking device (Figure 1).

Tracking Systems

Different tracking systems have different sources and
degrees of errors. Signal-based localization techniques
(Wi-Fi, GPS, Bluetooth, etc.) are more prone to er-
rors caused by changes in the environment. Cluttered

rotational error α translational error d

real
goal

real
goal

assumed
goal

real
position

real
positionassumed

position

assumed
goal

α

d

d

Figure 1: Types of error: Rotational errors (left) re-
sult in misleading direction information as the tracking
system’s assumed goal and the real goal differ. Trans-
lational errors (right) result in irritating positioning of
the augmented content due to disparity between the as-
sumed position and the real position as well as assumed
goal and real goal of the tracking device.

Tracking System Accuracy
Ultra-wideband Positioning [YNA+17] 1 cm - 0.3 m
Wi-Fi Based Positioning [YS15] 1 - 10 m
Magnetic Positioning [SBS+15] 1 - 8 m
Global Positioning System [LGD+15] 1 - 10 m
Bluetooth [RLJ+15] 0.5 - 10 m
Vision-Based Positioning [KJ08] resolution dependent
Pedestrian Dead Reckoning [KH15] distance dependent

Table 1: Accuracy of user tracking systems

environments introduce multipath, non-line-of-sight,
and shadowing artifacts that affect either the arrival
time, angle, or strength of a signal reaching the sen-
sor [RC17, YNA+17]. Even the human body affects
tracking accuracy [APM+16].
In Table 1 we provide an overview of several tracking
techniques commonly found in pedestrian navigation
systems and list typical accuracy ranges.
AR applications require a high precision tracking in or-
der to display the virtual content correctly. This makes
vision-based positioning systems currently the only al-
ternative. These systems mostly rely on feature point
tracking with one or more cameras and/or depth infor-
mation [KJ08]. Due to their computational demands
vision-based techniques are often coupled with faster
techniques [BEP15]. While lighting conditions, surface
properties (reflecting/refracting), and occlusion may neg-
atively impact tracking precision [DRMS07], accuracy
of vision-based positioning systems is theoretically only
limited by image resolution.
Other exotic positioning systems utilize sound, light
beacons, FM radio, or RADAR, to localize a user within
a building but are rarely used in practice [YNA+17].

3 AR NAVIGATION DISPLAY
TECHNIQUES

Commonly all AR indoor navigation display techniques
require the following input:

1. The path from the current position towards the goal,
usually provided as a list of 3D coordinates
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2. The geometry of the building, including walls, doors,
stairs, or elevators.

3. The user’s pose that represents their position and
rotation within the building.

Using this information the user gets feedback where to
head next in order to reach their goal.

Besides the technical accuracy of these tracking sys-
tems, the way navigation information is presented has
a strong impact on how accuracy of the navigation sys-
tem is perceived by the user [PDCK13]. Misaligned
or constantly jittering visual elements are distracting at
best or misleading at worst [MCJ02]. Adapting how
these instructions are delivered strongly increases per-
formance of users when navigating through unknown
environments [RC17]. But instead of interface design,
the focus in indoor navigation applications is mostly put
on their localization techniques.

The user’s expectation of the system influences how
they perceive it. If a technique is usually perceived as
very accurate, based on past experiences, an inaccurate
tracking will be overly distracting [MBMH01]. Whereas
a less common technique which makes an imperfect
tracking state less obvious could more easily prepare the
user for the actual experience when using the system
[MMC00].

Extending on Pankratz et al. [PDCK13] we distinguish
three categories of AR navigation display techniques:

1. Discrete information which shows navigation hints
as one or a series of next steps;

2. Guiding information which shows only the direction
towards the next waypoint;

3. Context information which shows also the area
around the user in an exocentric view.

Within these we found several representative techniques,
see Table 2. Examples for the display techniques em-
phasized within the table are shown in Figure 2.

Discrete Information

Discrete Information display techniques provide infor-
mation about the next steps along the path at any time.
A common example is Lines on the Ground that lead
towards the goal. Instead of providing a continuous path,
waypoint markers display only the next corner. These
techniques are prone to tracking errors as they do not
provide much context information to allow the user to
compensate for the error. A typical example are non-
aligned waypoints due to rotational error. A line on the
ground makes it sometimes hard to guess where the sys-
tems wants the user to go if the line is off it’s intended
direction (Figure 2, top left).

Discrete Information Lines on the Ground
Waypoint Marker
Bending Words

Guiding Information Guiding Arrow
Shining Light
Digital Avatar
Haptic Feedback

Context Information Paper Map
World in Miniature

Table 2: Display technique examples. We evaluate
the representatives most resilient against tracking er-
rors (marked in bold) in section 5, and present Bending
Words in (section 6).

Guiding Information

Guiding Information display techniques provide a se-
ries of guiding step-by-step information that are always
limited to the next waypoint. This reduces cognitive
load of the user and thereby positively affects their per-
formance [WLPO94]. One contributing factor is the
egocentric point of view that these display techniques
provide [SCP95].

An example of such a technique is a Guiding Arrow that
is positioned at the user and points towards the next way-
point [LMM16], or a Shining Light cone [MEN15]. This
has the advantage of being perceived as less accurate
than an arrow, which can dictate the users’ expectations
beforehand. The last approach in this category is the
Digital Avatar that guides the user towards their goal by
walking ahead of them [PDCK13].

A somewhat different approach to Guiding Information
display techniques is the design of interfaces for vi-
sually impaired people [ZYZH19]. In this approach
information is mapped to auditory or haptic cues (Hap-
tic Feedback) to guide the user towards the next way-
point using different rates of tone frequencies or vibra-
tions [ZYZH19].

Context Information

Context Information display techniques provide the user
with additional information about their surroundings.
This includes the traditional paper map. Users are shown
the context in which they are positioned instead of direct
navigation hints. By providing landmarks or other iden-
tifiable information about their surroundings, users are
able to orient themselves using these techniques even
without displaying their approximate location [BP13].
The goal of providing contextual information is to under-
stand the connections between places within an environ-
ment and eventually help the user form their own route
memory. This comes at the cost of an increased cogni-
tive load while using the navigation system [RC17].
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0◦ 5◦ 10◦ 15◦ 0◦ 5◦ 10◦ 15◦
Figure 2: Simulated rotational error, increased in 5◦ steps from left to right for each display technique. Top left:
Lines on the ground, top right: Bending Words (section 6), bottom left: Digital Avatar, bottom right: World in
Miniature. As a non-visual technique, Haptic Feedback is omitted here.

A classic example is World in Miniature (WIM). It es-
sentially is a bird-eye view onto a small model of the
building. Self-localizing is made easier by aligning the
orientation of the miniature with the orientation of the
real building and showing a marker for the position of
the user within that model [HFH04, SCP95].

4 OBJECTIVE EVALUATION
CRITERIA

In the following we describe how to evaluate naviga-
tion techniques based on objective criteria. We gathered
these from multiple previous works to provide a com-
prehensive approach to rank display techniques within
the context of creating error-robust indoor augmented
reality navigation. They are not intended to replace sys-
tematic user studies but may be useful for preliminary
investigations beforehand or to complement small-sized
user studies in times where elaborate user studies are
difficult to conduct, e.g. during a pandemic. The cri-
teria are not metrics but instead provide guidelines to
compare two or more display techniques against each
other argumentatively. A score-based comparison was
considered, as it can show variations between methods
better, but due to the lack of calculable measures in
some criteria it was decided against. Assigning each
criterion a weight can be done and should be based on
the individual requirements and target group.
We partition the aggregated list of criteria into two main
categories: visibility (how to present information, sub-
section 4.1) and interaction (how to promote interaction,
subsection 4.2). Each criterion within these categories
was chosen based on the relevance to not only AR in-
terfaces in general, but also to diminish the problem
of uncertainty in tracking. Both technical aspects and
human factors, including familiarity [AZLK12], are cov-
ered.

4.1 Visibility

Visibility describes elements that influence the ability of
a user to perceive the navigation information and process
it. This includes the visibility of elements, how often
and how much of the information is located within the
screen, and how effective it is in guiding the user.

Deviation Range: The deviation range refers to the
range in which a display technique is still perceived as
conveying the right information even though tracking
errors exist [MKD+14]. The more precise the alignment
between the desired position within the world and the
position as shown on the display, the lower the chance
of user failures such as taking a wrong turn or follow-
ing a wrong path [MSS11]. It was shown that target
detection performance decreases notably from precise
(< 7.5◦ rotational error) to partially degraded (< 22.5◦)
to poor (< 45◦) given the increase in error [YWMB01].
Möller et al. also showed that users "perceived [wrongly
estimated orientation] more negatively than a wrongly
estimated location" [MKH+12]. Thus, tolerance against
angular tracking error is an important evaluation factor,
which we call the Deviation Range criteria. The display
techniques can be evaluated and compared using the
above mentioned thresholds in a qualitative manner or
by comparing the overlap between the displayed content
and the next goal on the display.

Path Information Visibility: To help prevent naviga-
tion errors, instructions have to be comprehensively dis-
tributed across the path and must be visible at appro-
priate points in time [RC17, SK00]. An overview of
the upcoming tasks and especially the ability to easily
see the next target location can also increase the perfor-
mance of users [MSS11]. To summarize these effects,
we devised this criterion where one needs to compare
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the amount of displayed path information for each tech-
nique.

4.2 Interaction
The way a display technique promotes interaction with
the user, influences the user experience, but also impacts
the tracking system itself. In the following we will
explain the different criteria related to user interaction
and their relevancy.

Device Orientation: The device orientation is mainly
relevant for non-head-mounted vision-based tracking
devices such as smartphones. The natural way for a
user to hold these devices is at a 45◦ angle towards the
ground [MKD+14]. This limits the number of feature
points visible to the camera which negatively impacts the
performance of a vision-based tracking system. A dis-
play technique should therefore enforce an upright posi-
tion of the tracking device in a subtle and non-disturbing
manner, which increases robustness.

Instant Feedback: Reaction time to changes in the
tracking information of a display technique is an im-
portant factor for overall performance and user experi-
ence [RC17, SG04]. A technique, which updates the
displayed information e.g. only at the next waypoint or
at too large of a translational or rotational error can lead
to deteriorated performance as the user might overshoot
the target. Displaying lengthy animations are problem-
atic for the same reasons.

Environmental Awareness: The awareness of the sur-
rounding environment is an important factor when using
digital navigation aids in general [BP13,MOP+09]. It de-
creases the requirement to use a navigation aid over time
as the user becomes familiar with their surrounding and
it also improves safety to avoid dangerous situations and
obstacles. During times where the positioning system ac-
cumulates too much error to display reliable information,
users can continue their navigation in the right direction
using their acquired spatial knowledge [KAZ04]. A dis-
play technique can increase environmental awareness by
using landmarks as part of the localization method or
by making the environment stand out more. Techniques
that cover too much of the screen or require the user
to constantly look at it decrease environmental aware-
ness. Environmental awareness using different display
techniques is not measurable but needs to be compared
argumentatively.

Multimodality Count: Multimodality Count is a mea-
sure counting the number of natural sensory receptors
being utilized to convey information [GLB05]. In other
words, how many senses does the display technique ad-
dress? The main modalities relevant to current AR appli-
cations and the most researched within that context are:
visual, auditory, and haptic modalities [Liv05, KSS20].
It is important to choose the right combination and num-
ber of modalities for the task at hand: Using more than

one creates a more natural interaction with the system
that grants more flexibility in a mobile situation such
as during navigation [Gri09]. It can also increase the
application’s accessibility by allowing a user to freely
choose their preferred modality [KSS20]. And it can
reduce navigation errors of users, especially in reduced
visibility conditions or if one modality conveys ambigu-
ous information, therefore increasing effectiveness of
the user-computer system [CFBM13].

Familiarity: A familiar display technique can help users
build trust in the navigation information [AZLK12]. Ex-
isting navigation applications have introduced a set of
display techniques that are widely accepted and under-
stood, such as arrows or lines. Using these known forms
can help users understand the system’s intention when
being guided. New, unfamiliar, technologies can some-
times lead to inadequate user experience for users with
no previous knowledge of it and increase the cognitive
load [ASB18]. This criterion is not directly measurable
and depends on previous user experiences, though we
expect differences to be mostly cultural. Therefore, a
ranking using the familiarity criterion must be based on
argumentative comparisons.

5 CRITERIA APPLICATION
To apply the presented evaluation criteria, we chose at
least one representative from each navigation visualiza-
tion category. From the Discrete Information category
we chose lines on the ground as they generally pro-
vide more information than waypoint markers. From
the Guiding Information category we chose the Haptic
Feedback [ZYZH19], as the only non-visual naviga-
tion technique; and the Digital Avatar [PDCK13], as
Guiding Arrow and Shining Light are conceptually only
specialized instantiations of the Digital Avatar. As Paper
Map is a non-digital navigation technique we opted for
World-in-Miniature [SCP95] from the Context Informa-
tion category.

In the following, we briefly describe the implementa-
tions of the techniques. Lines on the ground are im-
plemented as stripes of arrows, that lead from the user
along the path (Figure 2, top left). The walking direction
is indicated by the arrow directions. The entire path
is visible as occlusions from the environment are not
taken into account. World in Miniature (WIM) shows
the surrounding area as a small model within the view
(Figure 2, bottom right). The model, including the user’s
tracked position depicted as a red dot, is fixed in front
of the user, while its orientation is constantly aligned
with the tracked orientation of the real building for an
improved user performance [WLPO94]. Besides model
and user position, the only additional information is the
very next step of the navigation path, displayed as a
yellow dot. The Digital Avatar (Figure 2, bottom left),
is a humanoid robot entity that guides the user towards
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the next waypoint along the path. It walks in front of
them and waits when the user is not moving. Haptic
Feedback links angular difference between current view-
ing direction and next waypoint to vibration frequency
of the tracking device. If the tracking device is pointed
towards the correct direction (the next waypoint is in-
side the green region), it vibrates at the highest rate. If
the next waypoint is in the outer thirds of the screen it
vibrates with a medium frequency. If it is to the left or
right of the screen the slowest vibration is applied to
make the user aware that the system is still running.

5.1 Results
We obtain the deviation range ranking by measuring
the range of rotational error that a display technique
can be exposed to until it no longer overlaps with the
position of the next waypoint. We verified the results
qualitatively by simulating the rotational error in steps
of 2.5◦ (Figure 2 showing every 2nd step).
Lines on the ground shows perceptible mismatch already
at a small rotational error, the Digital Avatar and Hap-
tic Feedback display accurate navigation information
within a 5◦ rotational error. The value for Haptic Feed-
back has been obtained by measuring the range in which
the vibration rates change. Besides the quantitative value
of the deviation range we also include unique character-
istics of the display techniques. E.g., even though the
deviation range of WIM is only 5◦ it can still be used
to identify the next steps by comparing the landmarks
within the model with landmarks of the surroundings.
Concerning the path information visibility Haptic
Feedback provides the fewest information as it only
roughly points towards the next waypoint. Digital Avatar
gives hints on where the waypoint is as a user approaches
it. Because of the lack of occlusion, Lines on the ground
can show more than just the path to the next waypoint,
although information further down the path becomes
more and more disassociated to the environment. WIM
performs best, as it displays the complete environment
as a map and can potentially show the complete path.
Most techniques that rely on displaying spatially reg-
istered information, such as lines on the ground and
Digital Avatar, enforce an upright device orientation of
90◦ which is beneficial for feature tracking. With Lines
on the ground the user has a slight tendency to look down
and follow the arrows. Haptic Feedback is designed to
aid visually impaired people who don’t use visual cues
and therefore tend to hold the device at a more natu-
ral angle of 45◦. The camera then tracks mostly the
floor which has fewer features. Linkage of the displayed
model in WIM with the orientation of the tracking de-
vice [WLPO94] makes a rotation of smaller degrees
more likely to improve visibility of path information,
which has an inverse effect on the device orientation
criterion. WIM also never gives incentives to point the
camera in the direction of travel, making it rank worst.

Instant feedback All techniques except Digital Avatar
update the navigation information or a deviation from
the planned path in real-time. The Digital Avatar is
restricted to human speed to not break the immersion.
Note that this is strongly implementation dependant and
should not be generalized.

Environmental awareness describes the trade-off be-
tween providing information from the navigation tech-
nique and environmental information to avoid obstacles
and to become familiar with the environment over time.
The WIM model shows the best support by providing
context information in form of a model of the surround-
ings. Lines on the ground provides some but lesser
context information in the form of directional changes at
junctions and corners. Haptic Feedback was ranked third
due to its minimum amount of information. We consider
the digital avatar to be the least awareness-friendly tech-
nique, as it not only provides very little path information
and occludes a large area of the screen, but also inher-
ently enforces the user to focus on the avatar instead of
the actual path.

The multimodality count refers to the number of natural
senses addressed. All techniques solely rely on visual
information except haptic feedback, which vibrates the
device and even generates acoustic feedback thereby.
Again, this is strongly implementation dependent.

The familiarity of each technique is based on how often
elements of it are found within other everyday naviga-
tion situations. Digital Avatar implements the common
situation where a user has to follow someone through an
unknown environment. Lines on the ground in a similar
form is broadly used for car and pedestrian navigation
systems. Transferring this to AR preserves this familiar-
ity. WIM resembles the well-known paper maps. Haptic
Feedback is the least common approach as it makes
the assumption that users can correlate an increase in
vibration speed to positive directional feedback.

6 BENDING WORDS
Bending Words is our proposed discrete information dis-
play technique based on optimizing the criteria from
section 4. In its core, this technique takes advantage
of a person’s ability to naturally follow turn-by-turn in-
structions. [Kim10] Yet, it overcomes the problem that
turn-by-turn instructions are usually unable to show the
exact location of the next turn [PB10]. During navi-
gation Bending Words shows a three-dimensional text
containing turn-by-turn instructions and adapts to the
path in front of the user (Figure 2, top right, and Fig-
ure 3) both in terms of position and displayed text. The
displayed text consists of two parts: The action keyword
which is either Go or Destination reached to indicate
if the goal is reached; and the direction keyword which
is one of right/left/straight/up/down to indicate the next
action at the next waypoint.
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Figure 3: Bending Words: From left to right: The text aligns roughly with the path and the foreshortening as well as
the content guide the user. If a new waypoint, e.g. corner, is approached the direction keyword changes and snaps to
the waypoint’s position. Once the waypoint is passed the technique returns to it’s initial setup but always using the
foreshortening effect to gently guide the user towards the next waypoint.

The displayed text is large enough to be easily readable
but small enough to hide as little as possible of the
environment. To improve readability and let the text
stand from the envrionment, we opt for a black text with
white contour.

The text aligns with the navigation path in front of the
user. The action keyword Go is positioned at a small
distance from the user and rotated around the y-axis to
face the user at an angle. Due to the resulting foreshort-
ening effect this indicates a walking direction for them.
The absence of precise directions makes the user aware
that this is only an approximate guidance. The direction
keyword is placed at a larger distance and aligns with
the path similarly as the action keyword. Its rotation is
adjusted to keep a viewing angle that ensures readabil-
ity. The angle adapts so that the foreshortening guides
towards the next corner. When approaching a waypoint
where the directional change would indicate an upcom-
ing corner, the direction keyword snaps to the waypoint
to emphasize this change before continuing along the
path. An example is shown in Figure 3.

The advantage of this technique is that it shows users
where to go and it tells them in text form, too. This
supposedly increases the user’s ability to understand the
system’s intention even if it suffers from low tracking
accuracy. This way the user sees where they are headed
to, based on the position of the words while the words
themselves provide clear instructions in case of unclear
situations.

7 DISCUSSION
In the following we discuss the proposed Bending Words
display technique. Comparing it to the previous four dis-
play techniques, we obtain the ranking summarized in
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Lines on the ground 5 2 3 1 3 2 1 2.43
WIM 2 1 5 1 1 2 3 2.14
Digital Avatar 4 4 1 5 5 2 1 3.14
Haptic Feedback 3 5 3 1 4 1 5 3.14
Bending Words 1 3 1 1 2 2 3 1.86

Table 3: Ranking of the different display techniques
(left) within the selected criteria (top), where lower num-
bers are better.

Table 3. A lower number means a better ranking in the
respective category. The ranking of the baseline tech-
niques has been discussed in section 5, here we only
address the performance of Bending words in compari-
son to these techniques.

The weighting of the criteria should be adapted based
on the goals, given environment or target group. For ex-
ample when developing a solution for people with mild
cognitive impairments, the Familiarity criterion could be
weighed more than Path of Information Visibility. The
exact weights would need to be determined using a user
study. For this work, we weight all criteria equally. In
many criteria, the proposed Bending Words outranks the
other display techniques (Table 3), followed by WIM.

Deviation Range: As the words in Bending Words only
hint towards the next waypoint the text supports a clear
decision making, resulting in strong robustness even
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with a rotational error of up to 10◦ ranking it the highest
among the compared techniques. While the user can
also correct any error when using WIM by comparing
the map with their surroundings, this comes at a slightly
stronger cognitive load though.

Strong translational and rotational errors can also have
more drastic negative effects. The less dramatic effect
would be that the system guides the user against a wall,
in a more dramatic case, which we encountered during
our own tests, Digital Avatar and Haptic Feedback would
guide the user right down the stairs, even though the
correct path continued to the right directly after the stairs.
WIM can make it hard for the user to decide for the
correct path, as the goal is displayed in the map but
not necessarily the path. Even though the placement
of Bending Words may also guide the user towards the
stairs, the textual information always gives the user the
possibility to correct the presented information. E.g. if
Bending Words states “Go right” it is obvious that one
should not go down the stairs as it would state “Go down”
or even “Go down the stairs” instead.

Path Information Visibility: While Haptic Feedback
and Digital Avatar only roughly indicate the current di-
rection, Bending Words and Lines on the ground provide
some contextual information (position of next waypoint,
direction beyond that), and WIM even reveals the whole
surrounding. We deem Bending Words to be slightly
worse than Lines on the ground with this regard but bet-
ter than Digital Avatar as it provides more information
about the next waypoint earlier on.

Device Orientation: Similar to the Digital Avatar,
Bending Words enforces the desired upright orientation
of the tracking device. All other techniques implicitly
enforce a worse orientation towards the ground.

Instant Feedback: Bending Words constantly reflects
updates from the tracking system and quickly corrects
known errors. Therefore, all techniques, except for Digi-
tal Avatar, perform equally well.

Environmental Awareness: An active process of
localization supports the learning process of spatial
knowledge required to independently navigate the build-
ing [Kui16]. Bending Words provides a neat way to give
just enough guidance to stay on track, supporting memo-
rization of the path. Therefore, we rank it slightly better
than Lines on the ground. While we could give more
precise context information, e.g. "Go right at elevator",
this might clutter up screen space. Such extensions to
our basic approach should be evaluated in the future.

Multimodality Count: As all techniques, except for
Haptic Feedback, Bending Words mostly focus on the vi-
sual sense. It would be very simple to include additional
senses, though, e.g. through audio feedback.

Familiarity: One can argue that we are used to tex-
tual instructions e.g. from assembly manuals or street

signs which resemble Bending Words. Though, we are
probably more used to follow other persons, as with the
digital avatar. However, few of us are used to interpret
vibrations as an information channel.

Limitations: Within our study we did not investigate
how display techniques could be combined to improve
the shortcomings of each other. For example, the Digital
Avatar could be combined with an indicator that tells
the user where the avatar is currently waiting for them,
or the non-visual Haptic Feedback technique could be
combined with a visual technique for a similar effect.

Bending Words is also limited by its reliance on turn-
by-turn instructions, which can have adverse effects
on spatial learning [KAS]. Its utilization of 3D space
imposes an additional constraint on the number of words
that can be displayed, further limiting the amount of
instructive information that can be conveyed.

8 CONCLUSION
This article has presented a set of seven objective evalua-
tion criteria for error-robustness in AR indoor navigation.
Based on these, we have introduced a new display tech-
nique called Bending Words that can reduce the impact
of tracking errors within an AR navigation application.
We have evaluated and compared it to four other base-
line techniques. Bending Words ranks best within the
criteria, closely followed by WIM. Bending Words ex-
pands the spatially registered information provided by
an AR display with precise instructions that can be easily
interpreted.

In the future, new display techniques could be con-
structed for each visualization category, using the criteria
presented in this work. It would be interesting to see
how these criteria and other human factors interact with
each other.
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ABSTRACT
We present an approach for visualizing deviations between a 3d printed object and its digital twin. The correspond-
ing 3d visualization for instance allows to highlight particularly critical sections that indicate high deviations along
with corresponding annotations. Therefore, the 3d printing thus needs to be reconstructed in 3d, again. However,
since the original 3d model that served as blueprint for the 3d printer typically differs topology-wise from the 3d
reconstructed model, the corresponding geometries cannot simply be compared on a per-vertex basis. Thus, to be
able to easily compare two topologically different geometries, we use a multi-level voxel-based representation for
both data sets. Besides using different appearance properties to show deviations, a quantitative comparison of the
voxel-sets based on statistical methods is added as input for the visualization. These methods are also compared
to determine the best solution in terms of the shape differences and how the results differ, when comparing either
voxelized volumes or hulls. The application VoxMesh integrates these concepts into an application and provides
the possibility to save the results in form of voxel-sets, meshes and point clouds persistently, that can either be used
by third party software or VoxMesh to efficiently reproduce and visualize the results of the shape analysis.

Keywords
3D Object Comparison, Difference Visualization, Shape Similarity, Digital Twin, Voxel-based Modeling

1 INTRODUCTION
The acquisition, analysis and processing of 3d data
based on depth data is still a current research area, as
examples in the fields of visual computing like digital
construction monitoring [DGJ20] show. This correlates
with the fact that due to advances in augmented real-
ity (AR), 3d sensing, and 3d scanning, many new mo-
bile devices, such as the Samsung S21 Ultra or Apple’s
iPad, have advanced technologies for acquiring 3d data
integrated into their product lineup. In terms of mobile
devices, the technologies used (e.g., SfM, ToF, LiDAR)
primarily serve to enrich a real scene with digital con-
tent, but are also used in the field of 3d reconstruction,
as can be seen in the example of Microsoft’s HoloLens
mixed reality headset or Apple’s LiDAR sensor, which
are used, for example, in the context of digital construc-
tion monitoring and surveying [WWWH21, DGJ21].

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

In addition, more and more affordable and professional
devices or systems in the field of 3d reconstruction are
appearing on the market (e.g., from Shining 3D), which
are suitable for high-resolution and detailed 3d recon-
struction of smaller parts (e.g., gear wheel, EinScan -
SP11) to medium sized objects (e.g., car door, EinScan
HX22). The resulting 3d data by such scanners, for ex-
ample, can be used for a comparison between the 3d ge-
ometry of the planning data and a 3d reconstruction of a
printed object (digital twin) in terms of their shape sim-
ilarity. This allows the localization and measurement
of deviations between these two geometries and could
be used as a non-destructive testing method [WZL+20]
in the field of additive manufacturing processes like 3d
printing.

One of the problems that impacts the overall quality
or functionality of the printed object is the 3d print
warping of individual areas. These deformations are
caused by the material shrinkage due to heating (ex-
pansion) and cooling (contraction) of the material. An-
other source of deformations is the use of support mate-

1 Shining 3D EinScan-SE: https://www.einscan.com/
desktop-3d-scanners-de/einscan-sp/

2 Shining 3D EinScan HX: https://www.einscan.com/
multifunktionaler-3d-scanner/einscan-hx/
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rial that can be wrongly placed or even missing, which
obviously negatively influences the final shape of the
printed object.

The main contribution of this paper is a novel method
for visualizing and highlighting deviations between 3d
printed products and their 3d reconstruction based on a
multi-level voxelization (MLV) of topologically differ-
ent geometries. This approach utilizes volumetric mesh
voxelizations (including interior voxels) as well as vox-
elized mesh hulls (lacking interior voxels), where the
latter allows higher grid resolutions. The MLV also
allows determining a quality measure with statistical
methods. The measurement of found deviations allows
to classify if deviations are within a given tolerance,
while the determined value of the shape similarity re-
flects an overall status of the deviations and could be
used as a threshold value.

The benefit is to visualize differences in an early stage
between the 3d planning data and its 3d reconstruction
of the printed object to avoid follow-up costs in mass
production or special spare parts. Visualizing devia-
tions and critical sections like missing parts or strong
deformations can help in terms of quality assurance as
a non-destructive testing method, but also can help to
adjust the printing settings (e.g., missing support ma-
terial or layer height) and to ensure the correctness of
printed spare parts.

2 RELATED WORK
For visualizing deviations between topologically dif-
ferent geometries via voxel-based representations, re-
lated work in the fields of object registration, voxeliza-
tion, shape analysis and geometric similarity have to
be considered. Efficiently highlighting the results of
shape analysis is a broad field by itself and several ap-
proaches and tools already have been developed (cp.
e.g. [OGBS06]).

In Novotni et al. [MR01] a method is described, where
objects are first superimposed and aligned based on
their center of mass and the eigenvectors before a sim-
ilarity of the 3d objects is determined on the basis of
their geometric properties (geometric similarity). The
determination of geometric similarity was realized via
distance fields to calculate offset-hulls, which provide
information about overlapping areas of two volumes
and are illustrated in the form of distance histograms.

Another method for measuring the similarity of 3d
models is described in Chen et al. [CHL+17], in which
a similarity measurement is performed on the basis of
skeleton trees. For this purpose, the skeleton trees are
created based on the topology of the 3d model’s skele-
ton, so that the topological and geometric properties of
the 3d models are represented and compared using the
tree structure.

Furthermore, in Doboš et al. [DFFW18] a method is
presented that detects differences between 3d models
in the screen space and visualizes them for the user.
To detect differences, various data such as color, depth,
normals and texture coordinates are compared within
screen space.

A method with which 3d planning data for an additive
manufacturing process is analyzed for its geometric and
mechanical properties prior to the manufacturing pro-
cess is presented in Rupal et al. [RMWQ19]. This is
achieved by converting the sliced print data of the 3d
model back into a CAD model in a reverse process to
enable optimization of the print settings.

Furthermore, in the past years neural networks are in-
creasingly used for a geometric comparison of 3d mod-
els, even if they are mostly used for object recogni-
tion and classification in the sense of object similar-
ity [KWL20, NZL+20, LEAM+19]. A comparison of
CAD planning data and its components using machine
learning is described in Bickel et al. [BSSW21]. Here,
the 3d planning data for new components are compared
with the 3d planning data for existing components.

3 CONCEPT
Our proposed concept for visualizing deviations based
on shape analysis and the comparison between the orig-
inal 3d planning data and the 3d reconstruction of the 3d
printed output is based on the following steps:

1. Data acquisition: use 3d planning data to print ob-
jects and scan the printed output to provide a mesh-
based 3d reconstruction

2. Shape analysis: provide similarity indices and voxel
sets for visualization

(a) Pre-processing: positioning (superimposition)
and alignment of the acquired data sets

(b) Multi-level voxelization (MLV): both data sets
are voxelized separately and written to a file

(c) Shape similarity: compute similarity based
on common statistical methods of the resulting
voxel sets

3. Visualization: found deviations are visualized using
a voxel-based or mesh-based representation

Figure 1 contains the pipeline of the whole process
to summarize the complete procedure described in the
next chapters.

4 DATA ACQUISITION
To provide data sets used as input for our prototypical
implementation of the concept, we printed and recon-
structed four objects (teapot, cat, frog, gearwheel). In
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Figure 1: Illustration of the system pipeline.

addition, for one object (teapot) also manipulated plan-
ning data was used as reconstructed data, which made
it easier to intentionally insert errors for testing.

As 3d printer, a Creality CR-10 V3 was used. The
printer filament consisted of (green) PLA (Polylactic
Acid), which is a common and widespread material

used for 3d printing. The objects were printed with a
layer height of 0.28mm at an extruder temperature of
210◦ and a print bed temperature of 50◦.

A model-based 3d reconstruction of the printed objects
was carried out by a Shining 3D EinScan SE scan-
ner and the included Software EXScan3 V.3.0.0 with-
out any further mesh optimizations. This reconstruction
represents the digital twin of the constructed planning
data that was used for the comparison with the 3d plan-
ning data. Figure 2 contains the 3d planning data mesh
as well as the corresponding 3d reconstruction from the
printed object. Both, the planning data and the recon-
struction differ in number of geometric primitives and
their topology. The 3d reconstruction shown on the left
consists of 93,627 vertices and 97,824 triangles. The
planning data on the right consists of 10,206 vertices
and 6,320 triangles.

Figure 2: Topologically different data sets. Left: 3d recon-
struction (93,627 vertices, 97,824 triangles). Right: original
3d planning data (10,206 vertices, 6,320 triangles).

5 SHAPE ANALYSIS
Pre-processing
For our proposed multi-level voxelization and shape
analysis, an initial overlay regarding the position and
orientation of the meshes to be compared is necessary,
since the shape similarity is based on a statistical com-
parison of the different voxel sets resulting from the
voxelization process (superimpositions and deviations,
or intersection and difference sets). If the two objects
are not initially superimposed and aligned, the objects
are geometrically registered with the help of a semiau-
tomatic approach using a principal component analysis
(PCA) based on their center of mass and aligned us-
ing their eigenvectors. In the majority of our test cases,
manual adjustment of the overlay and alignment (see
Figure 3) was required following the application of the
PCA due to differences in topology. As the focus of
this paper is on comparison rather than alignment, this
is sufficient but could be automated in the future.

Multi-Level Voxelization
The voxelization of the 3d planning data and the 3d re-
construction is performed in multiple voxelization steps

3 EXScan: https://www.einscan.com/
einscan-software/exscan-pro-software-download/
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Figure 3: Superimposition and alignment of the planning
data and 3d reconstruction of the printed object.

that differ in their implementation concerning the inter-
section of the voxel with the meshes. This is in rela-
tion with the voxelized results, that either can consist of
voxelized hulls or volumes of the geometry. Regardless
of the chosen voxelization result, the same input data
provided by the Shining 3D EinScan SE is used.

In both cases, the first level consists of a sparse vox-
elization of the mesh hulls. This, on the one hand, is
used as a space partitioning method to divide a prede-
fined local space (e.g., 10cm x 5cm x 10cm) for each
of the two meshes to be compared, resulting in a sparse
3d voxel grid for each mesh, in which a voxel either
overlaps with the mesh or not. On the other hand, a
comparison between the resulting voxel sets provides
first information about critical sections, since there are
deviations detected even at a sparse voxel resolution in
the first level voxelization.

To determine the voxelized hull by an intersection of a
voxel and the mesh, Unity’s physics engine4 was used.
In order to provide the voxelized volume, the intersec-
tion logic is performed via raycasting, where six rays
starting from the center of a voxel check whether they
collide with a surface of the mesh or not. The maxi-
mum number of voxels v ∈ N results from the length
a1, height a2, and width a3 of the local space to be mea-
sured and the parameterized voxel size s ∈ R+, which
divides a1 ·a2 ·a3. In Figure 4 a first level voxelization
of the 3d reconstruction is shown. On the left, the vox-
elization consists only of the object’s hull. On the right,
the result consists of the voxelized hull (gray) and the
volume (blue) of the mesh.

Figure 4: First level voxelization with a sparse grid reso-
lution of 0.5cm of the 3d reconstruction. Left, voxelization of
the mesh hull. Right, voxelization of hull and interior of mesh.

At the second level voxelization, the procedure is re-
peated for each sparse voxel cell. In case of the hull

4 https://docs.unity.com

voxelization, every voxel is divided into a dense 3d
voxel grid and again, an intersection with the mesh and
the voxels is performed with Unity’s integrated physics
engine that provides a high resolution voxelization, de-
pending on the used dense voxel size. For the voxelized
volumes, the intersection is performed using raycasting.
Due to the cubic complexity of the voxelization pro-
cess, the number of voxels, the runtime of voxelization
and comparison, the memory consumption and a subse-
quent real-time visualization depend on the voxel sizes
used for both (sparse and dense) 3d voxel grids and in-
crease with higher accuracy (higher resolution due to
smaller voxel size).
In the worst case, the number of voxels to be processed
is larger than the available main memory. In terms
of memory and runtime, the second level voxelization
benefits from the first level voxelization, since here only
the voxels resulting from the first level are voxelized in
the dense resolution. In addition, each sparse voxel of
the planning data result is compared one by one with
the corresponding voxel of the 3d reconstruction’s vox-
elization result to limit the memory consumption to
those two cells instead of voxelizing all sparse cells at
once.
In detail, the corresponding sparse cells are first vox-
elized using the dense 3d grid and either the physics
or raycast procedure for the voxel-mesh intersection,
which either results in a subset of the hull or volume of
the meshpart enclosed by the sparse voxel. In the next
step, both sparse voxels containing the second level
voxelization result of those two cells are centered and
each dense voxels are compared using the L2-norm de-
tecting their euclidian distances. This determines which
dense voxels intersect with both the planning data mesh
and the reconstructed mesh (intersection set) and those
that do not (difference sets).
Following this, the result in form of the determined
voxel sets (intersection set and or difference sets) are
written into a file and the used memory will be freed
for the next sparse voxel pair. Sparse voxel cells that
are either not overlapping with the planning data or 3d
reconstruction are voxelized in the final step for each
sparse voxel set individually and the second level vox-
elization result is added to the corresponding dense set
(see Figure 5) and also written to the file, which, in ad-
dition, provides a persistent result of the whole process.

Shape Similarity
The determination of the shape similarity is based on
the voxel sets resulting from the MLV. For the 3d plan-
ning data they consist of two voxel sets, one resulting
from the sparse first level voxelization As, and the other
dense voxel set Ad , resulting from the second level vox-
elization. Equivalent to this, the voxelization of the re-
constructed results in Bs for the sparse set and Bd for
the dense set.
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Figure 5: Visualization of the MLV process for the teapot’s
digital twin using a sparse resolution of 0.5cm and a dense
resolution of 0.25mm. Green voxels are superimposed both
with the meshes of the 3d reconstruction and the planning
data respectively (intersection); red voxels do not overlap
(difference set) and violet voxels have already been trans-
ferred to the dense voxel grid and compared in pairs. In a
final step, the difference sets are voxelized.

A comparison between the two sparse voxel sets As and
Bs is based on an overlay resulting in an intersection
set As ∩Bs that ideally corresponds to the union As ∪Bs
with a maximum degree of shape similarity, which also
implies that the number of voxels in As equals the num-
ber of voxels in Bs. If the sets As and Bs have a differ-
ent number of voxels, this results in the two difference
sets As \Bs and Bs \As. Moreover, this already provides
information about critical sections since there are devi-
ations detected between both meshes at the first level
voxelization even without further approximation.

During the analysis of an overlapping voxel pair of
As ∩Bs, all containing voxels of the two voxel sets Ad
and Bd are checked for overlapping, resulting in the in-
tersection Ad ∩Bd and the two difference sets Ad \Bd
and Bd \Ad . Based on the quantity of those dense voxel
sets, a shape similarity is determined by the use of es-
tablished statistical methods providing a similarity co-
efficient using the Dice Index (DI) [ZWB+04], the Jac-
card Index (JI) [FI18], and the Kulczynski Index (KI)
[ZAB+16], where every similarity coefficient is in the
interval [0,1], while a higher value expresses a higher
similarity.

The DI results of twice the quantity of the intersection
set |Ad ∩Bd | and the two difference sets |Ad \Bd | and
|Bd \Ad |.

DI =
2|Ad ∩Bd |

2|Ad ∩Bd |+ |Ad \Bd |+ |Bd \Ad |
=

2|Ad ∩Bd |
|Ad |+ |Bd |

(1)

The JI describes the cardinality of the intersection set
|Ad ∩Bd | and the union set |Ad ∪Bd |.

JI =
|Ad ∩Bd |

|Ad |+ |Bd |− |Ad ∩Bd |
=

|Ad ∩Bd |
|Ad ∪Bd |

(2)

The KI is defined by the intersection set |Ad ∩Bd | and
the two difference sets |Ad \Bd | and |Bd \Ad |.

KI =
1
2
(

|Ad ∩Bd |
|Ad ∩Bd |+ |Ad \Bd |

+
|Ad ∩Bd |

|Ad ∩Bd |+ |Bd \Ad |
)

(3)

Results and Evaluation
All object pairs consisting of the planning data and
the reconstructed meshes to be compared are located
in two predefined local spaces (e.g., 10cm x 5cm x
10cm), which both are divided into a sparse and dense
voxel grid by the MLV using the initially defined sparse
and dense voxel size. Table 1 contains an overview of
the voxel sizes used and the resulting resolution of the
sparse and dense grid. Especially the size of a dense
voxel is relevant here, since it corresponds to the unit
size of a voxel in the voxelized meshes.

Table 2 contains the result of the comparison based on
the voxel sets (hulls) of the 3d reconstruction (A) and 3d
planning data (B). This consists of the determined num-
ber of voxels per mesh, the determined intersection, dif-
ferences and union sets as well as the found shape sim-
ilarity, based on the aforementioned Equations 1 (DI),
2 (JI), and 3 (KI).

It is also worth mentioning, that the first teapot in the ta-
ble represents the shape analysis between the manually
deformed digital twin (teapot without spout and handle,
see Figure 7) and its planning data, whereas the second
represents the 3d reconstruction of the printed teapot.
The other three objects (cat, frog and gearwheel) are
representing additional results from the shape analysis
based on the MLV presented in Chapter 5.

Table 3 contains all objects using a volumetric MLV
compared to the objects in Table 2, in which the vox-
elization results consists of the voxelized hulls. No-
ticeable is the similarity of the results between the DI
and KI. Compared to the DI and KI, the JI results in a
slightly smaller similarity coefficient. The voxelization
of the planning data in the respective resolution is re-
garded as ground truth. A comparison of this data set
with itself results in a shape similarity index of 1.0 con-
cerning all statistical methods used, regardless of the
chosen grid settings. Consequently, no deviations were
identified either.

Comparing the similarity coefficients of Table 2 (vox-
elized hulls) and Table 3 (volumetric voxelization), it
is noticeable that the results based on the hull gener-
ally give a lower value compared to the results based
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on the volumes. In addition, the results are lower ap-
plying a higher resolution using the hulls compared to
the volumes, where the results only slightly differ using
different resolutions.

As test system, a Ryzen 9 3900X CPU with 32 GB
DDR-IV, an NVidia RTX 3080 GPU on a 970 Evo Plus
M.2 SSD, was used. Table 4 shows the required run-
times for the voxelization process including the deter-
mination of the shape similarity for the hulls and vol-
umes of the teapot (second object in Table 2 and first
object in Table 3).

6 DEVIATION VISUALIZATION
The visualization of the detected deviations is based on
the different voxel sets resulting from the MLV. These
are either visualized directly (voxel-based representa-
tion) or the localized deviations are transferred to the
input meshes (mesh-based representation). For both
representations the following simple color scheme ex-
emplarily is used:

BLUE: intersection Ad ∩Bd
RED: difference Ad \Bd
YELLOW: difference Bd \Ad

Voxel-based Representation
The voxel-based representation of all computed devia-
tions is based on the intersection set and both disjoint
difference sets between the voxel sets Ad and Bd , which
can be individually visualized. In Figure 6, the incor-
rect teapot on the left is missing its spout and handle but
also has a larger knob on the cover. It is representing the
3d reconstruction data that has been manually modified
to provide some obvious deviations. The teapot on the
right represents the 3d planning data. As can be seen,
too, both meshes differ in their topology to simulate a
mesh-based 3d reconstruction.

Figure 6: Left: 3d reconstruction with obvious deviations.
Right: 3d planning data.

The found deviations are visualized individually on top
of their corresponding mesh in Figure 7. On the left,
deviations concerning the larger knob of the 3d recon-
struction are shown, which represent an error that is lo-
cated outside of the 3d planning data. In terms of the
planning data, errors are located at the spout and han-
dle but also concerning the smaller knob, as can be seen
on the right. In the middle, the intersection set is shown.

Figure 7: Left: difference set Ad \Bd (red). Center: intersec-
tion set Ad ∩Bd (blue). Right: difference set Bd \Ad (yellow).
The difference sets Ad \Bd and Bd \Ad are superimposed with
their corresponding mesh.

Figure 8: On the left, the union set Ad ∪Bd using the color
gradient in terms of the difference set Bd \Ad is visualized.
In the center, only the difference set Bd \Ad is drawn on top
of the 3d reconstruction. An overlay of the transparent digital
twin and the difference set Bd \Ad to identify deviations inside
the mesh is shown on the right.

A visualization using the voxel-based representation
and a color gradient indicating the strength of the devia-
tion is shown in Figure 8. On the left, the union Ad ∪Bd
is shown, which consists of both difference sets Ad \Bd ,
Bd \Ad and the intersection Ad ∩Bd . In the middle, the
difference set Bd \Ad is rendered on top with the mesh
used as digital twin. Here, the voxels are representing
the missing spout and handle. An overlay of the differ-
ence Bd \Ad on top of the transparent 3d reconstruction
is shown on the right to identify deviations of the mesh.

The voxel color gradient from yellow to red indicates
the strength of the found deviation and is realized by
determining the distances between a dense voxel and
the surface of the corresponding mesh, where the devi-
ations are detected. This is accomplished by using the
normal of the nearest vertex to that voxel as the direc-
tion for a ray starting from the position of the voxel to
determine the intersection with the surface and thus the
distance between the voxel and the mesh. If the ray does
not intersect a surface, the distance between the voxel
and the nearest vertex is used instead. This allows using
a threshold for the detected deviations to determine at
which distance the maximum color intensity for devia-
tions is used (e.g., all deviations greater than 2mm are
colored with a maximum color intensity).

The results of this representation based on the 3d re-
construction of the printed teapot using a dense voxel
size of 1mm are shown in Figure 9. The reconstructed
teapot consists of 97,824 triangles compared to the
planning data with only 6,320 triangles. In this exam-
ple, the deviations detected relatively to the planning
data (Bd \Ad) are superimposed with the reconstructed
mesh (left) and vice versa. The middle contains the in-
tersection set. The objects rendered on the top are using
an orthographic projection and the objects at the bottom
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Sparse Dense

Run Resolution Size Count Resolution Size Count

1 10x5x10 voxel 1.0cm 500 voxel 5x5x5 voxel 2mm 125 voxel

2 20x10x20 voxel 0.5cm 4.000 voxel 5x5x5 voxel 1mm 125 voxel

3 20x10x20 voxel 0.5cm 4.000 voxel 10x10x10 voxel 0.5mm 1.000 voxel

4 40x20x40 voxel 0.25cm 32.000 voxel 10x10x10 voxel 0.25mm 1.000 voxel

5 40x20x40 voxel 0.25cm 32.000 voxel 20x20x20 voxel 0.125mm 8.000 voxel

Table 1: Resolution, voxel size and voxel count of the sparse and dense voxel grids.

Object R |A| |B| |A ∩ B| |A \ B| |B \ A| |A ∪ B| DI JI KI

3.0x1.5x1.9cm

1

2

3

4

5

371

1,454

5,794

23,817

95,800

408

1,618

6,537

26,842

108,047

355

1,430

5,706

23,221

92,712

16

24

88

596

3,088

37

188

831

3,621

15,335

408

1,642

6,625

27,438

111,135

0.930

0.931

0.925

0.917

0.909

0.870

0.870

0.861

0.846

0.834

0.931

0.934

0.929

0.920

0.912

6.4x3.2x4.0cm

1

2

3

4

5

1,873

7,520

30,442

120,966

485,307

1,787

7,264

29,748

119,610

481,469

1,544

5,701

18,314

47,401

105,613

329

1,819

12,128

73,565

379,694

240

1,563

11,434

72,209

375,856

2,113

9,083

41,876

193,175

861,163

0.845

0.771

0.608

0.394

0.218

0.731

0.627

0.437

0.245

0.122

0.845

0.771

0.608

0.394

0.218

9.0x3.2x2.3cm

1

2

3

4

5

1,653

6,775

27,400

110,054

440,181

1,692

6,883

27,371

108,950

435,901

1,525

5,291

15,668

35,577

73,386

128

1,484

11,732

74,477

366,795

167

1,592

11,703

73,373

362,515

1,820

8,367

39,104

183,427

802,696

0.911

0.775

0.572

0.324

0.167

0.838

0.632

0.401

0.193

0.091

0.911

0.775

0.572

0.324

0.167

3.8x5.5x3.0cm

1

2

3

4

5

1,752

7,059

28,353

113,593

454,733

1,783

7,287

29,695

119,734

379,184

1,604

5,919

19,426

48,181

99,767

148

1,140

8,927

65,412

354,966

179

1,368

10,269

71,553

379,184

1,931

8,427

38,622

185,146

833,917

0.907

0.825

0.669

0.413

0.213

0.834

0.702

0.503

0.260

0.119

0.908

0.825

0.670

0.413

0.213

3.8x0.7x3.8cm

1

2

3

4

5

558

2,381

9,692

38,459

154,927

399

2,628

13,472

28,276

145,666

388

2,093

8,715

13,736

33,655

170

288

977

24,723

121,272

11

535

4,757

14,540

112,011

569

2,916

14,449

52,999

266,938

0.810

0.835

0.752

0.412

0.223

0.682

0.717

0.603

0.259

0.126

0.834

0.837

0.773

0.421

0.224

Table 2: Results of the shape analysis based on the different voxel sets (hulls) to define the similarity DI,JI,KI ∈ [0,1].

are rendered with a perspective projection. Figure 10
shows a top and side view of the superimposed differ-
ence set Bd \Ad and the reconstructed mesh using the
color gradient.

The difference sets Ad \ Bd and Bd \ Ad resulting at
a dense voxel size of 0.25mm using the color gradi-

ent are shown in Figure 11. This result represents the
fourth run of the second object in Table 3, where Ad \Bd
consists of 73,565 voxel and Bd \Ad consists of voxel
72.209. Analyzing both difference sets with the use of
the raycast method described in Chapter 5 allows an
identification, whether a voxel is located inside or out-
side of the mesh. This means that the deviation associ-
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Object R |A| |B| |A ∩ B| |A \ B| |B \ A| |A ∪ B| DI JI KI

1

2

3

4

328

2,570

19,842

139,910

397

2,651

20,375

144,518

324

2,570

19,786

139,398

4

0

56

512

73

81

589

5,120

401

2,651

20,431

145,030

0.893

0.984

0.983

0.980

0.807

0.969

0.968

0.961

0.901

0.984

0.984

0.980

1

2

3

4

3,383

27,286

217,708

1,741,196

2,960

24,366

193,982

1,553,114

2,951

24,306

193,309

1,547,720

432

2,980

24,399

193,476

9

60

673

5,394

3,392

27,346

218,381

1,746,590

0.930

0.941

0.939

0.939

0.869

0.888

0.885

0.886

0.934

0.944

0.942

0.942

1

2

3

4

1,998

15,564

124,049

992,360

1,900

15,112

121,030

968,189

1,820

14,518

116,125

928,345

178

1,046

7,924

64,015

80

594

4,905

39,844

2,078

16,158

128,954

1,032,204

0.933

0.946

0.947

0.947

0.875

0.898

0.901

0.899

0.934

0.946

0.947

0.947

1

2

3

4

2,000

16,356

130,248

1,041,852

1,933

15,763

125,852

1,001,092

1,885

15,492

122,836

982,146

115

864

7,414

59,706

48

271

3,016

18,946

2,048

16,627

133,264

1,060,798

0.958

0.965

0.959

0.961

0.920

0.931

0.921

0.925

0.958

0.965

0.959

0.961

1

2

3

4

369

2,779

22,115

178,507

261

2,660

21,240

169,520

256

2,633

21,006

166,079

113

146

1,109

12,428

5

27

234

3,441

387

2,806

22,349

181.948

0.812

0.968

0.969

0.954

0.684

0.938

0.939

0.912

0.837

0.968

0.969

0.955

Table 3: Results of the shape analysis based on the different voxel sets (volumetric) to define the similarity DI,JI,KI ∈ [0,1].

Object Run Hull Volume

1

2

3

4

00:03

00:13

01:02

04:54

00:02

00:13

01:43

15:38

Table 4: Runtime in mm:ss format from run 1 to 4 for the
voxelization process of the teapot resulting in voxelized hulls
or volumes. The results reflect the processing time for the
second object of Table 2 (hull) compared to the first object of
Table 3 (volume).

ated to this voxel relates to the inside or outside of the
mesh. Figure 12 illustrates the context. In the top row,
first the difference set Ad \Bd is visualized. Here, the
red voxels are representing outliers while yellow ones
are representing inliers. Consequently, this has to be
inverted for the differences set Bd \Ad , as shown in the
top right. The intersection set is shown in the middle. In
the bottom row, the dense set Ad (left) and dense set Bd
(right) is shown. In addition, the color gradient is used
from red to magenta for outliers and orange to yellow
for inliers to indicate the strength of the deviation.

Figure 9: In the top row contains an overlay of the difference
set Bd \Ad (yellow), the intersection set Ad ∩Bd (blue) and
the difference set Ad \Bd (red) with transparent digital twin
from above using a orthographic projection. In the bottom
row, the same sets are rendered on top of the transparent 3d
object from the side using a perspective projection.

Mesh-based Representation

Transfering detected deviations from the voxelization
to its corresponding mesh is done via vertex colors that
are associated to the voxel, in which a given vertex is in-
side. Since the elements of the sparse voxel set As ∩Bs
are compared in pairs to enable a more efficient shape
analysis on the second level, the vertices that are in-
side in each of these voxel pairs have to be determined.
Therefore, it is necessary to walk through all vertices
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Figure 10: The left side shows a top view of the difference set
Bd \Ad on top of the transparent 3d mesh using the color gra-
dient to illustrate the strength of deviations. The screenshot
to the right contains a side view of the scene.

Figure 11: Difference sets Ad \Bd (left) and Bd \Ad (right)
resulting at a dense voxel size of 0.25mm (fourth run of the
second object in Table 3). In addition, the color gradient is
used to illustrate the strength of the deviations.

Figure 12: Top row: difference Ad \Bd , intersection Ad ∩Bd
and difference Bd \Ad . Red voxels are representing outliers,
yellow voxels are representing inliers. Bottom row: Ad and
Bd , outliers and inliers are combined with the color gradient.

of the planning data and 3d reconstructed meshes and
check, which vertices are within both sets As and Bs.

To reduce the costs, each sparse voxel of sets As and Bs
has information about the vertices that are associated
with a voxel cell and its nearest neighbors (kernel) via
the vertex indices. This means, that there has only to be
checked, which vertices that are related to this sparse
voxel cell and its neighbors intersects with the voxels
of the dense voxel sets Ad and Bd . This results in an
overall representation of the determined deviations pro-
vided by the high-resolution second level voxelization
and corresponding shape analysis (see Figure 13).

Real-time Visualization
As already mentioned at the end of the Multi-Level
Voxelization Subsection in Chapter 5, the resulting
voxel sets are written to files during the voxelization
and shape analysis process to reduce memory usage,
but also to allow a high resolution voxelization, which

Figure 13: Left: combined rendering of the difference set
Ad \Bd and the reconstructed teapot mesh. Right: determined
deviations transferred to mesh data as final visualization for
fast rendering and easy data sharing.

is performed step by step using the proposed MLV.
Another advantage is that the voxel sets are saved per-
sistently and the shape similarity can be recalculated
whenever the data is loaded without a new comparison.

To alleviate performance issues, rendering the high
resolution voxel sets in a standard Unity application
(where every voxel represents one interactive object), a
prototypical loader using Unity DOTS (Data-Oriented
Technology Stack) that depends on the ECS (Entity
Component System)5 paradigm [MG20], was also im-
plemented. Compared to a standard Unity application,
this results in a significant performance gain, as shown
in Table 5.

DS |A| + |B| VoxMesh VoxViz

2mm 3,345 ∼355.6 fps ∼744.8 fps

1mm 13,658 ∼119.5 fps ∼504.4 fps

0.5mm 54,771 ∼21.7 fps ∼211.6 fps

0.25mm 219,004 ∼4.6 fps ∼65.1 fps

0.125mm 876,082 ∼1.0 fps ∼16.3 fps

Table 5: Comparison of our VoxMesh and VoxViz tools for
real-time rendering of the cat mesh’s voxel sets.

7 RESULTS AND DISCUSSION
In addition to the resolution of the voxelization and the
vertex count of the geometries to be compared, the per-
formance also depends on the selected types of result
presentation. The latter consist of representing the devi-
ations either voxel-based using only one color for each
resulting voxel set (see Figure 9) or two colors for each
difference set determining inliers or outliers with the
option, to also use a gradient to visualize the strength of
the deviations (see Figure 10, 12), or a mesh-based rep-
resentation, where deviations are visualized by color-
ing the mesh at the corresponding locations (see Figure
13). For example, the fourth run of the second object
(reconstructed teapot) in Table 2 using the setup men-
tioned at the end of the Results and Evaluation Subsec-

5 https://docs.unity3d.com/Packages/com.unity.
entities@0.51/manual/ecs_core.html
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tion in Chapter 5 took 04:54 min using one color for
each voxel set, 10:20 min with a enabled gradient and
07:42 min using the mesh-based representation. This
is due to the fact that voxel-based representations using
the gradient and mesh-based representations are con-
sidering the vertices of the meshes for visualization.

Concerning shape analysis and the compared statistical
methods (DI, JI, KI as defined in Section 5) it can be
mentioned, that the results of the DI and KI are mostly
similar, which means that a choice between them using
as a threshold does only matter if the result has to be
very precise. In terms of JI, the results are a little bit
lower compared to DI and KI.

Regarding the shape analysis between the voxelized
hulls and interior volumes (see Table 2 and Table 3),
it can be stated that this results in a higher deviation or
lower shape similarity with decreasing voxel size using
the voxelized hulls. On the one hand, this is in close
correlation with the previous alignment and geomet-
ric registration of the two geometries to be compared,
which also had to be corrected afterwards using a PCA.

On the other hand, the shape analysis is affected by the
uneven surface structures of flat surfaces regarding the
reconstructed meshes, if a high resolution (e.g., voxel
size < 0.5mm) is chosen. With respect to the volumet-
ric voxel sets, the resolution of the voxel grids did not
have a large effect on the shape similarity results, as the
resulting voxel sets only grew strongly in terms of in-
tersection, which was significantly higher compared to
the intersection of voxelized hulls with the same grid
settings.

Errors or deviations that can occur during the scanning
process and the 3d mesh reconstruction are not taken
into account. In terms of scanning, the occurance of
errors is strongly correlated with the used scanning de-
vices (in our case out-of-the-shelf hardware), scan set-
tings and acqusition conditions (e.g., print material and
lighting). For the mesh reconstruction the included
software (ExScan) without any mesh optimizations was
used to avoid deformations based on that opmizations.

The determined deviations are either visualized using
a voxel-based representation or mesh-based represen-
tation. Using the voxel-based representation allows to
visualize missing parts by using the voxelized geome-
try from the counterpart mesh, where this parts exists
(see Figure 7). In addition, a threshold can be used for
a maximum permitted deviation. All deviations smaller
than this threshold are colored using a gradient based
on the distance of the voxel to the next vertex in the
mesh. All deviations above (e.g., deviation > 1mm) are
colored using the maximum gradient.

Another advantage is based on the overlay of the voxel
sets and the transparent mesh, which makes it possi-
ble to identify whether an individual voxel is outside or

inside the object (see Figures 8 and 10). In addition, in-
liers and outliers can also be classified during the MLV
(see Figure 12). Regarding missing parts using our im-
plementation of the mesh-based representation, a visu-
alization of missing parts is only possible for objects,
where this parts exist, by coloring these mesh parts (see
Figure 13).
Our prototypical implementation also allows saving the
center positions of all resulting voxel sets that can be
either used as point cloud input or for reproducing the
voxel sets in other animation software such as Blender
with the use of geometry nodes.6 In addition, the result-
ing voxel sets can also be persistently saved and loaded
using an internal format, but also using the .obj format,
to support a wide range of third party 3d tools.

8 CONCLUSION & FUTURE WORK
In this paper, a concept for visualizing deviations be-
tween topologically different 3d planning data and the
corresponding 3d reconstruction of 3d printed objects
based on a multi-level voxelization was presented and
prototypically implemented as a Unity application.
During the voxelization process, a shape analysis using
statistical methods was performed on the voxelization
result to determine the shape similarity of the planning
data along with its 3d reconstruction. Furthermore,
this included a comparison between the resulting voxel
sets, which either consisted of the voxelized hulls of
the meshes or volumetric data. Determined deviations
are either visualized using a voxel- or mesh-based
representation to easily find errors in the 3d printed
object.
In this context, further work regarding the voxelization
is subject to continuous development and optimization,
which also involves the initial overlay and alignment.
This could be extended, for example, by using the ICP
(Iterative Closest Point) technique. With regards to the
voxelization of the meshes, the process could also be
implemented using Unity’s ECS system, as it is al-
ready used in the context of the result visualization in
our VoxViz tool, which in addition to the associated
increase in performance additionally enables a paral-
lelization of the workflows (like parallelized compari-
son of several voxels of the sparse grid).
For the voxel-based representation a gradient was used
to visualize the strength of found deviations, which has
not been applied yet to the mesh-based representation to
colorize the mesh surface depending on the strength of
the deviations. Since a visualization of the voxelization
result in the 1 to 2 millimeter range can also be per-
formed by mobile devices, an overlay of the voxelized
surfaces with the printed object is also conceivable in
order to illustrate deviations using augmented reality.

6 https://docs.blender.org/manual/en/latest/
modeling/geometry_nodes/index.html
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ABSTRACT
3D landscapes generation is an interdisciplinary field that requires expertise in both computer graphics and ge-
ographic informations systems (GIS). It is a complex and time-consuming process. In this paper, we present a
new approach to simplify 3D environment generation process, by creating a go-between data-model containing a
list of available source data and steps to use them. To feed the data-model, we introduce a formal language that
describes the process’s sequence. We propose an adapted format, designed to be human-readable and machine-
readable, allowing for easy creation and modification of the scenery. We demonstrate the utility of our approach by
implementing a prototype system to generate 3D landscapes with a use-case fit for multipurpose simulation. Our
system takes a description as input and outputs a complete 3D environment, including terrain and feature elements
such as buildings created by chosen geometrical process. Experiments show that our approach reduces the time
and effort required to generate a 3D environment, making it accessible to a wider range of users without extensive
knowledge of GIS. In conclusion, our custom language and implementation provide a simple and effective solution
to the complexity of 3D terrain generation, making it a valuable tool for users in the area.
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1 INTRODUCTION
3D landscape generation is an active topic of research
in the field of computer graphics and GIS. Operational
theater consists in a subset of landscapes used for se-
rious games or military simulations. The goal of op-
erational theater generation is to create realistic repre-
sentations of natural and urban environments based on
real-world data, or GIS data. The integration of GIS
data into 3D landscape generation is a challenging task.
It requires the efficient processing of large and complex
datasets as well as some knowledge of cartography and
coordinates system. Environment generation in the in-
dustry are made by either procedural or sketching [2]
tools. As procedural generation tends to create an arti-
ficial (yet realistic) terrain, as opposed to a terrain de-
picting a real place, it does not fit for operational the-
ater generation. Sketching is more adapted, allowing
human intervention to curate the terrain into something
close to the existing surface it tries to emulate, but it
is a lengthy process. Sketching requires expertise in
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this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

GIS and use of sketching software. In this paper, we
propose a method to reduce time and complexity of op-
erational theater generation by limiting sketching to a
formalized description of the terrain to generate. Sme-
lik et al. [11] gave a relevant overview of the different
elements used to compose a 3D environment, but also
highlighted the lack of methods allowing for the gen-
eration of a complete terrain using all the different el-
ements. In recent literature, this segregation between
natural terrain and urban terrain is still existing. Eric
Galin et al. [3] present a state-of-the-art review for the
different methods of natural scene generation, but with
no insight on how to integrate them in an urban land-
scape. In contrast, Hoang Ha et al. [8] only approach
road network generation and Tang Ming [12] city gen-
eration. Each paper focuses on a specific type of terrain
generation and, when they provide a new way to sim-
plify their specific task, they do not provide an easy way
to interface their work with others of the same type,
in order to generate a complex landscape with natural
and urban terrain alike. Our study-case is the genera-
tion of an operational theater fit for military simulation.
It is a complex task with concrete industrial applica-
tion. Operational theater includes both urban and natu-
ral environment. We address this problem by a flexible
way, generating any type of terrain that can be easily
enhanced by future field-specifics works. The output
at this time is a full 3D scene, merging with geomet-
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Figure 1: Language principle overview

ric processing of geographic data. The new method we
propose rely heavily on the formal description of the
scene to generate, so our first approach was to identify
the different elements that make an operational theater.

This lead to a three-step process represented in figure 1:

• identify sources, ranges and format

• extract, process and merge data

• adapt outputs

We defined a data model and a specific language to gen-
eralize our approach and facilitate user’s interactions.
This language will be embedded in a file and will be
sufficient to create a full operational theater.

1.1 GIS data diversity
The input of our process is mainly GIS data. It involves
handling geospatial ranges, coordinates and references,
data types and associated metadata. Surface coordi-
nates face approximation due to the curved surface of
earth. Geocentric coordinates are inconsistent with al-
titude, as the sea level is not constant and the earth is
not a perfect sphere. This lead to historical disparities
between coordinates systems [4]. It has become even
more complex with new technologies and the number
of digital data formats.

Initiatives have been made to solve this problem. The
Open Geospatial Consortium (OGC) is a major actor in
the interoperability of geographical data. The consor-
tium has introduced many standards, helping to harmo-
nize the use of GIS data and intercompatibility between
them. Webservices such as Web Map Service (WMS)
and Web Feature Service (WFS), are OGC standards.
They allow users to fetch information (maps and fea-
tures) from geographic servers. It is an important part
of multi-format data process, as it decentralizes data
sources. Each Webservice can implement a process for
the data type it uses and requires minimal user’s exper-
tise. Webservices are a reliable bridge between OGC

data formats if the user knows which format they have
access to and which format they want to use.

Even with OGC standard, some tasks are traditionally
performed in specific formats that are not adapted for
a generic operational theater generation. For exam-
ple, describing a city with CityGML is a documented
task [13]. But, if we need to incorporate this city into
a larger environment, CityGML is no longer suitable.
The transformation of CityGML data into another more
suitable format will need processing and expert knowl-
edge. Hopefully, the format is documented and based
on norms.

Our first problem will be to use data in different formats
that are not trivially intercompatible. To do so, we will
need to list the formats and be able to use the right OGC
protocol to translate them. This is depicted in figure 1
as GIS constraint in blue.

1.2 Geometry constraints
Rendering geographical data on screen require their
conversion into geometrical elements. We will first de-
scribe how to construct the operational theater from the
geometrical point of view. An operational theater is
composed of a base, the ground terrain and surface el-
ements, such as vegetation or buildings. The terrain is
a Digital Terrain Model (DTM) [3] with geographic in-
formation superposed on it in most cases. This geo-
graphic elements, studied in [11], can be grouped in
three geometric categories:

• Surface elements, which cover large parts of the
DTM and represent a large homogeneous chunk of
the environment such as sea, farm, forests...

• Discrete elements which are small meshes and usu-
ally represent buildings, individuals trees or particu-
lar geological formations.

• Continuous elements which are linear components,
such as roads or rivers.

The geometry can cover a wide country-sized area.
Even with optimization [5] [15], covering that surface
and retaining details is not trivial. Large operational
theaters, typically covering over 250,000 hectares (50
km × 50 km) with 1 meter to 10 meters precision, re-
quire tiling and level of detail (LoD) or a patch-based
generation method [1]. Tiling refers to the subdivision
of the terrain into smaller areas that can be loaded and
cleared as needed.

LoD refers to the superposition of meshes of various
resolutions to represent the same object, with only one
visible at a time, depending on the proximity between
objects and the viewpoint origin. The use of both LoD
and tiling reduces much of the cost and allows large and
more detailed scenery to be made suitable for rendering.
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Our second problem is to split the GIS elements into the
corresponding geometrical elements, and process them
to create tiling and LoD appropriate for rendering. This
can be generalized as all optimization operations made
on the data, and is displayed in red on figure 1 (Geom-
etry constraint).

1.3 Simulation constraints
Thirdly, there are specific requirements for simulation.
Creating a scenery for 3D mobiles deals with differ-
ent constraints than creating a web application for flood
control [10], [6]. These constraints vary from a simula-
tion to another and can be summarized as:

• Geographical extent, referencing the part of our
world described by the scenery

• Theater accuracy, whether it is exactly the same as
reality or if there is a margin of error on the present
elements

• Metadata, such as soil quality, vegetation density, or
street names

• Specific information requiring computation, such as
an inter-visibility check or ground distance compu-
tations

A user may need an operational theater to comply with
any number of these previously defined constraints.
Modifying any of these constraint parameters calls for
recreating the entire operational theater. It is a time-
consuming operation without an automated generation
process. Therefore, our third problem is to modify pa-
rameters or add new data or method to the operational
theater without having to rethink the entire creation pro-
cess. This impacts the generation process at all levels
and is displayed in yellow in figure 1 (Simulation con-
straint).

These problems are difficult to handle. Users must un-
derstand simulation constraint as well as geometrical
and GIS constraints. Moreover, once an operational
theater is generated, it is not possible to modify it with
new data or add support to a new simulation constraint,
without restarting a new creation from scratch. In the
method we proposed, we shift this difficulty into some-
thing easier to manage: the created landscape is still
static, but the model representing it, written in a human-
readable script, is easy to modify.

2 DATA MODEL
In previous sections, we identified difficulties linked to
the many constraints of operational theater generation.
To address them we present a new approach, based on a
descriptive-oriented language, seeking to explicit sim-
ulations needs and constraints that can be used to auto-
matically create an operational theater.

2.1 Overview
The identified constraints are linked to three main cate-
gories:

• GIS constraints

• Geometry constraints

• Simulation constraints

We consider these constraints as tangled elements
rather than independent elements. We unraveled them
and exposed that GIS constraints never impact the
geometrical output outside construction. With the same
logic, outside the specific data format that was already
accounted as a GIS constraint, geometry constraints
are never used to determine what kind of sources will
be used as base material for the operational theater
generation. Our approach is to propose a description of
these two subsets of constraints (the available data and
the expected output) to get parameterized input and
output, adapted to computer process. Then, we define a
subset of operations allowing to extract and modify the
input to obtain the output. As shown in figure 1, this is
the global structure of our solution.

Sources used are determined from available GIS data
according to a geographical extent and metadata needed
by simulations constraints.

Outputs are determined from geometrical constraints,
limiting data quantity and format, and by simulation
constraints requiring a minimal precision and quality.

2.2 Model specification
Generation methods based on scripting exist in the lit-
erature [12] but are traditionally not used in conjunc-
tion with wide real-world data. To handle these com-
plex data, we took inspiration from L-System [9] and
conceived a theoretical data model that allows data mu-
tation. This abstract model is fed and manipulated by
a scripting language. The language we defined is com-
posed by three core-concepts: Data, Sources, and Oper-
ations. The main idea of the language is to handle these
concepts to create a data model representing an abstract
operational theater before processing.

Data represent all the information needed in the 3D
scenery representation. They can be assigned as vari-
ables to feed operations.

Sources are all the protocols needed to communicate
with external data sources. We collect sources to obtain
raw data or letting a server do requested modifications
on raw data before their acquisition.

Operations encompass all the modifications that can be
done to process some data and result to other ones, as-
signing them to a variable.
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Figure 2: Description language schematic representation

The Data model is the most complex part of our lan-
guage. This is the part where we perform acquisition
and transformation of data sources, so we have usable
and inter-operable data. The Data model allows a global
and abstract representation of scenery while retracing
the origin of all available data, lists all the transforma-
tions and applies them. As described before, these data
can contain metadata about their actual quality or about
their formats, and it’s possible to use these as criteria to
manipulate them. This model is innovative as it allows
a representation of a 3D scenery composed of multi-
ple georeferenced elements and their relative disposi-
tion without being a graphical data.

Operations can make use of external software by spec-
ifying the executable path and the output location. The
commands will be handled as if the executable output
is a data from a specified format coming from a local,
non-mutable, source. It allows extensibility for the lan-
guage, making use of state-of-the-art processes without
having to re-implement them.

3 METHODS
3.1 Language
We proposed the implementation of the previous con-
cepts in a language including the followings elements:

• One or more Source-declaration blocks (formula 2)
that can be either:

– A local source, indicating path, format and all
necessary metadata (formula 3).

– A geoserver source, indicating the connection
address, the protocol (WMS, WFS, WPS) and
optional connection parameters (formula 4).

• One or more data Acquisition blocks (formula 5),
indicating a predeclared source, an identifier (id) for
the newly obtained data and an acquisition parame-
ter if the source allows it.

• Any number of Operation blocks (formula 6) de-
clared with the following information:

– A declared source data id.

– A not previously declared new data id.

– A processing name (already implemented or ex-
ternal command).

– Arguments needed by the operation.

– Any number of nested operation blocks.

• One or more Export blocks (formula 9), containing:

– The format for the output model.

– Constraints linked to this format (such as number
of vertices, texture quality, etc.).

– The list of data to use for model creation.

– A fusion heuristic if the format is implemented
with more than one fusion processes.

Formally, the language specification is as following:

Let D the description language, S a source block, A an
acquisition block, O an operation block, and E an ex-
port block, we define:

D = S+ A [A∪O]∗ E+ (1)

Figure 2 is a schematic representation of this equa-
tion 1.

3.1.1 Sources

Sources blocks noted S are defined as:

S = S1 ∪S2 (2)

S1 = t1 as f cg∗ (3)

S2 = t2 asg∗ (4)

With S1 and S2 respectively a local and distant source.
t is a source type (t1 covers file sources and t2 covers
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geoserver sources), a is an address or a path, f is a file
format, c is a CRS, s is a source id. A specific s id
must be present in only one S block. g is an unspec-
ified argument, it may be used to convey additionals
informations, g is included in the language for the sake
of extensibility. It can be any number of g arguments.
Block S, which stands for Source, describes the data to
obtain and how to obtain them. They are declared in
the header of our description file and can show differ-
ent behaviors depending on the given arguments at the
time of data acquisition.

Sources can depict a folder, local or upon a network (t1),
a requestable database, or a geographical data server
(t2). Geographical data servers can alter data before
serving them. These alterations are defined by the
geoserver standard, and they can be, but are not limited
to: georeferencial rebasement, aggregation of multiple
data on the same bounding boxes and segmentation of
data to obtain only the one inside a defined bounding
box.

This differentiation is made via a specific keyword and
does not impede future implementations of other data
acquisition methods.

S blocks are logically linked to Acquisition block, de-
noted by A.

3.1.2 Acquisition
A = sd bg∗ (5)

s is a source id and d is a data id and b a geographic
bounding box limiting the data to get. A specific source
id denoted by s can be used only if it was previously
declared in a S block. A specific d argument can’t be
reused if already used in a A block. A b argument must
describe a bounding box included in the one declared
in the corresponding s. Block A allows loading the in-
formation described in a source into the data model. It
makes use of all the information specified in the source
and the added arguments g to create a named data d,
which will be viable to modify or export later. The same
S block can be used by multiple A blocks to create dif-
ferent data by specifying various bounding boxes b or
using the arguments to request different server-side data
management.

3.1.3 Operations

Operations blocks noted O are defined as follows:

O = O1 ∪O2 (6)

O1 = od1 d2 g∗ O∗ (7)

O2 = pd1 d2 a f g+ O∗ (8)

Where d1 represents an already existing data (and thus
must be previously declared) that will be used as source

for creating a new data d2. d2 must not have been previ-
ously declared. In O1, an o operation will be declared to
be executed by the interpreter, using an internal process
to modify a d1 data into a d2 data using only this data
and optional arguments depending on specifics o. In
O2, an external process hosted at address p will be ex-
ecuted, its result must be stored in a. Once completed,
the file at the address a is read and loaded into d2, as
if it was a local source of format f . O blocks augment
the data model with newly made data fitting the user’s
needs.

3.1.4 Export

Export blocks denoted E are defined as follows:

E = f d+ (cg∗)∗ (9)

c is used as a geometry constraint to create an ex-
portable version of the data model.

The E blocks, or Export are in charge of producing
the 3D scene or other data format specified by the
user. This part allows the specification of the non-
geographical simulation constraint c. These constraints
are deeply linked to a specific format, and thus, do not
have a place in the data model. These constraints can be
the quality of the 3D meshes created, their sizes, or their
formats. It can also be the used metadata, or simulation-
only data that must be attached to the scenery elements.

We presented a proof of concept for a new method of
landscape generation, incorporating the basic features
required to create a landscape. Our approach includes
the ability to import GIS data, as well as the ability to
use process from external tools, such as GDAL, and
maintain relationships with the source data.

3.2 Implementation
The implemented subset of the language contains the
following elements:

• Data format

– Image for texture purpose, PNG and TIFF

– Raster data, tiff and XYZ

– Vector data, Shapefile and GML

• Operation

– HeightMap mesh creation from XYZ data

– Mapping of terrain mesh and vector features

– Texturing

– Land flattening around vector features

• Output formats
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(a) texture-less terrain (b) textured terrain (c) textured terrain with buildings
Figure 3: Visual examples

– GLTF as 3D mesh

In our proof of concept, we have selected XYZ, TIFF,
GML and Shapefiles as sources data formats. We se-
lected these formats due to their support from GIS
standard libraries such as GDAL [14] and widespread
availability, notably by local organizations such as the
French survey (IGN, from which we get most of the
data). For our test outputs, we have chosen the GLTF
format, backed by Khronos, as it provides an optimized
geometric format for rendering and is straightforward
to write. This choice of formats and processes reflects
a meaningful range of capabilities within the GIS field,
as it covers all steps involved in the creation of a com-
plete terrain. The process starts with data collection and
includes the aggregation of vector and raster data, lead-
ing to the creation of a simulation-ready 3D operational
theater. We have also added some specialized opera-
tions to demonstrate the versatility of our model, its
ability to integrate various data sources, and its align-
ment with the needs of simulations.

The executable running the language is implemented
with C++. The computer executing it has a AMD Ryzen
5 3400G processor with 4 cores and a 16 GB RAM.

This implementation is a showcase, and the opera-
tions can be further optimized with state-of-the-art al-
gorithms. The test case’s goal is to determine the diffi-
culty to produce different operational theaters. We eval-
uate the time used to create a specific theater, and also
assess the visual coherence of the results, the skill level
required to conduct the test case and the ease of modi-
fying it to meet other requirements.

4 RESULTS
To represent elements constituting our scenery, we
chose an indicative and functional-like language, based
on the JSON standard. JSON has the advantage to
be easily interpreted by computers without being too
harsh to read and write by humans.

4.1 Incremental complexity
The figures 6i, 6j and 6k show one of those files. We
can see the all the elements of our language represented
here.

Each letter under bracket (and text color) shows a dif-
ferent step of the test. The same bracket letter (and
corresponding color) is used for figures 3 and 4. The
construction of this file is incremental. The text un-
der brackets "a" (black text) alone is enough to create
a simple texture-less terrain, and adding step by step,
"b" (green) and "c" (blue) will refine it into a textured
terrain with buildings. "d" (red) shows an optional ter-
rain modification to demonstrate the possibility of the
language.

"Sources" in figure 6i that can contain one or more
S Sources as defined previously, here contains a t1
"localAccess" named s SourceHeightmap at address a
"../GrandLyonData.XYZ" with a data format f "XYZ"
and a geographic system c "EPSG:3946". A second
local source with similar parameters named "Source-
Buildings" and a distant source "SourceOrthophoto" are
also present, but we will see them in detail later with an
advanced example.

"Populate" in figure 6j is the first part of the data model
and can contain one or more A blocks. Here it con-
tains the acquisitions of data described by the previ-
ous s, into a new data id d "LoadedHeightMap" (and
respective "LoadedBuildings" and "RequestedOrtho"),
but limiting the acquisition to the range of the specified
bounding box b, expressed in the previously declared
geographic system for or in a new one in the case of
Webservice sources as in "b" blocks.

"Build", first half of figure 6k, can contain any num-
ber of O blocks. Here it contains three operations o.
The first one, under bracket "a", named "HeightMap-
ToMesh", builds a mesh from the previous data d1
"LoadedHeightMap" to the new data d2 "TerrainMesh".
The second, under bracket "b", will similarly create
a new data d2 "TerrainMeshWithBuildings" using the
previously created d1 "TerrainMesh" and the data given
by argument g "LoadedBuilding". The third, under
bracket "d", will similarly apply a new geometrical pro-
cess to the generated data.

"Outputs", second half of figure 6k, must contain at
least one way to export E for the data. It contains
here an f GLTF output from the d "TerrainMesh" (or
"TerrainMeshWithBuild" or "TerrainMeshFlattened"
and "RequestedOrtho" if we go farther into the exam-
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ples) data using arguments g, such as the model size,
bounding box and the output filename.

Sections "a" of this descriptor file show a short genera-
tion script for making an untextured 3D model. This il-
lustrates the language simplicity. The only skill needed
to use it is to be able to express the bounding box coor-
dinate of model integration step in the coordinates refer-
ence system (CRS) declared in source description step.
It is too simple for any real-world use, but it is a base
easy to increment.

Sections "c" show the language capacity to communi-
cate with a geoserver and aggregate sources of different
origins. Data present on the geoserver referenced in fig-
ure 6i are initially under CRS EPSG:3857, but we can
request them in another CRS providing the right argu-
ments in figure 6j. If the data in the geoserver and the
one used to create the terrain model are correct, they
will match and create a textured terrain when declared
together at the GLTF generation in figure 6k. This is
as simple as the previous step and will require no more
skills. The biggest difficulty is to verify beforehand if
the data are not faulty. There is no easy automated way
to do so embedded in the language, and it falls to the
user charge to verify their data sources.

Sections "b" show the language capacity to re-use pre-
viously created element and aggregate complex vector
sources. We declare a vector file containing buildings
in 6i and 6j as done in the first steps. It should be men-
tioned that the data are this time from the same provider
as the ones used for the Heightmap in the black part,
so there was no need to verify if they were coherent
with the already present ones. The fusion of the data
is happening in the build step in 6k. The process "ad-
dBuildingsToMesh" takes a Mesh as source data and a
vectorial feature list as argument and creates a new data
that contains both. The implementation checks if the
data used are of an expected format and issues an er-
ror if they are not. With this step we get a minimal but
simulation ready operational theater we can further sup-
plement by adding roads and rivers delimitations, veg-
etation or any required element by following the same
steps. We see the progression of these three use-cases
in figure 3.

Section "d" shows the model capacity to keep track of
data hierarchy. The process declared is a simple geo-
metrical operation that flattens the ground under given
features. It may seem of no more interest for our ex-
ample than the "b" process, as it takes the same kind of
arguments and produces the same kind of output. But
we only use as input for these process the data created
with the precedent processes. This highlights that data
are keeping a symbolic link to the data that was used
for their creation, and that we can use this hierarchy to
easily reuse data. The process can use the feature list
of id "LoadedBuildings" referenced by "TerrainWith-

Buildings" to flatten the ground without damaging the
buildings, as shown in the wireframe of figure 4.

4.2 External command
The main limitation of this language is the number of
implemented processes that cannot possibly match the
wideness of GIS. That why the language can also use
external processes such as GDAL command line to pro-
cess data. This is a less flexible way to use data, and it
requires knowledge about the external program. The
example shown in figure 5 was obtained by using the
build step in listing 1.

4.3 Gathering results and analysis
These examples demonstrate how to add a complex el-
ement in the operational theater, as well as the commu-
nication and fetching data from geoserver. They also
demonstrate that a small amount of knowledge of GIS
or information processing is required to generate a sim-
ulation ready simple operational theater. Some may still
be needed to understand errors inherent to the sources,
such as a delta between different sources created by
the conversion of CRS or by inaccurate sources, which
are at least not format-specific knowledge. Once the
sources are selected successfully, it is particularly easy
to manipulate the script to display more or less elements
or another geographic area.

Table 1 gathers analyses of the examples. Three addi-
tional tests to the incremental construction have been
made: "Contouring with GDAL" is for the contouring
example (see section 4.2) that displays a smaller area
but with the call to an external process; The "Full large
zone" is expensive to generate, but it is coherent as it
covers a zone 625 times larger than the first example
with the same level of detail. The high triangles count
makes it difficult to display or load in a visual engine;
the "Full zone split into 16 tiles" is, as the name sug-
gest, the same zone but generated with 16 square tiles
instead of only one in the previous example. It is ob-
tained by adding multiple delimitation sections in Mod-
els and Outputs (respectively, figure 6j and figure 6k).
This method enables reduced generation time and eas-
ier load/display.

Listing 1: External process example

" B u i l d " : [
{

" pAdress " :
" . / g d a l _ c o n t o u r −p − i 1 0 . 0 " ,
" o r i g D a t a _ i d " : " HeightMap " ,
" p R e s u l t " : " . / c o n t o u r . png " ,
" f o r m a t " : " png "
" newData_id " : " C o n t o u r i n g "

} , . . .
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(a) featureless (b) with building (c) with geometrical process
Figure 4: Wireframe examples

Acquisition
Time (s) Triangles count (k) Generation time Surface

a (Black) - Base case 4 4,016 1 min 21 s 2 km × 2 km
c (Blue) - Texturing 12 4,016 1 min 31 s 2 km × 2 km
b (Green) - Adding building 10 8,126 2 min 15 s 2 km × 2 km
d (Red) - Geometric operation 10 10,252 4 min 10s 2 km × 2 km
Other - Contouring with GDAL 4 2.048 32 s 500 m × 500 m
Other - Full large zone 24 6,089,800 3 h 15 min 50 km × 50 km
Other - Full zone split into 16 tiles 24 380,600 × 16 1 h 07 min 50 km × 50 km

Table 1: Summary table

5 PERSPECTIVES
As we present this work, we do not implement all the
operations that a user may need. It is a first proof of
concept and the next version is planned to include a plu-
gin system to allow GIS or simulation communities to
add any sources needed from data or operations, and
to upgrade it as new cutting edge algorithms, or with
new data formats. Our objective is to focus in par-
ticular on the integration of 3D tiles formats, a natu-
ral extension of the GLTF we use, allowing georefer-
enced tiling. This is essential, as tiling shows very good
performances compared to non-tiled methods for large
surfaces. We also consider adding conditional branch-

Figure 5: Contouring line by call to an external process

ing structures to the language. Doing so will further
reduce the knowledge needed for the user, by letting
the implementation taking decisions based on formula
or metadata. The conditional system, in addition to
data-quality measurements, may alleviate to some ex-
tent the difficulty of sources selection, by choosing au-
tomatically the best of two sources under an objective
criterion, such as approximation error on the CRS or
comparison with another data marked as "trustworthy".
Another perspective is to add new interfaces. We will
add dynamic information provider to our data model
to communicate the data from the model directly to a
simulation client. This is included in a SaaS (Simula-
tion as a Service) and WebGIS 2.0 [7] approach of the
simulation’s problem that breaks down complex simu-
lation elements into more understandable services. Do-
ing so improves accessibility for nonspecialized users
who will only be confronted to a standard interface and
is not required to understand all the underlying com-
plexities.
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ABSTRACT
Surrounding lighting conditions cannot always be sufficiently controlled during videoconferences, yielding situa-
tions in which disturbing reflections might appear on the participants glasses. In this article, we present a retrained
neural network to convincingly reduce such reflections. For real time performance we propose an asynchronous
processing pipeline accompanied by a head pose-based caching strategy to reuse intermediate processing results.
The implementation as virtual webcam allows the system to be used with arbitrary videoconferencing systems.

Keywords
reflection, glasses, video conferencing, image processing, deep learning, face detection, real time

1 INTRODUCTION
In the last years video conferences have undergone a
huge rise in usage and popularity. Wearers of glasses
often experience reflections in their glasses that distract
their counterparts or could reveal sensible information.
The aim of this work is a reduction of these reflections
in real time. To achieve this we integrate an existing
neural network for reflection removal, that is not real-
time capable, in a real-time context.

Existing techniques for reflection reduction [LLY+23]
from a single input image are currently still far from be-
ing real-time capable, often reporting processing times
of approximately 400 ms. To remedy this, we propose
to reduce the computational load by extracting and pro-
cessing only the relevant part (glasses) of each frame,
and propagating the results to subsequent frames.

We detect the region of interest using a learning-based
face detection. The segment of the image that contains
the glasses is then processed asynchronously by the re-
flection removal network. Based on the current head
pose a reflection mask is applied to the current frame.
Through this optimization the processing time per im-
age is reduced to under 40 milliseconds on commodity
hardware.

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

In Section 2 we introduce the neural network that is
used for the actual reflection reduction and differenti-
ate our approach from other methods. We present the
goals, approach, and realization of the components of
our method in Section 3. An evaluation of the methods
performance on multiple metrics is presented in Sec-
tion 4 before concluding in Section 6.

2 RELATED WORK
Reflection removal has drawn attention during re-
cent years, especially in the field of deep learning
[AST+22]. Reflection-aware guidance (RAGNet)
[LLY+23] is a neural network to remove reflections
from glass surfaces in real or synthetic images of fully
occluded objects or persons behind a glass panel. The
task of reflection removal under these circumstances
is similar to the presented task of reflection removal
from spectacle lenses, but not identical. The main
difference is the partial occlusion of the object and
the curvature of the spectacle lenses. The V-DESIRR
network [PSB+21] surpasses RAGNet in terms of
reflection removal quality and inference time but both
target solely reflections on plain glass. Neither the data
set nor the code of the V-DESIRR network have yet
been made available to the public, preventing its use in
any subsequent research. Another promising approach
was shown by Wan et. al. in [WSL+21] by removing
reflections from images containing partially occluded
persons behind a glass panel. Their approach focused
solely on faces and incorporated specific facial priors.
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The task is quite similar to the presented task, but the
missing open source implementation is again prevent-
ing its application in research. Besides single-image
reflection removal, multi image methods exist such
as [LCL21]. Those methods are not applicable to our
problem as we assume input from a single webcam.
The presented work differs from the aforementioned
works by focusing on the real-time aspect and the
curved surface of glasses.

3 METHOD
In this paper we investigate whether an existing reflec-
tion removal algorithm can be adapted to reduce reflec-
tions on a user’s glasses in real-time. For this purpose
we make use of RAGNet [LLY+23] an open-sourced
current state-of-the-art reflection removal method.
As input we assume a simple RGB image stream
from a 30 Hz live stream or input video of size
1920× 1080 pixels. The output is a video or a video
stream (virtual webcam) with a maximum resolution
of 1920×1080 pixels. We further assume, that there is
only one person in the image and the person is in focus
and decently illuminated.

3.1 Overview
In this section we give an overview of our technique.
The flowchart in Figure 1 shows the per-frame steps of
our proposed procedure, separated in two asynchronous
threads. The main thread reads the input image and
computes the position of significant features in the per-
sons’ face, usually referred to as facial landmarks. If
glasses are detected, the section of the image that con-
tains the glasses (further referred to as glass-section) is
extracted and scaled to a fixed resolution.
The glass-section and landmarks are fed to the the side
thread. There, the RAGNet generates two output im-
ages: the reflection map and the reflection reduced im-
age. The output images as well as the landmarks are
stored in a cache. The RAGNet distorts the original col-
ors of the image and a color correction has to be applied
prior to the storage process [RAGS01].
The main thread detects motion relative to the previous
frame. If no motion is recognized, the previously de-
tected reflection mask is reused. If, otherwise, motion
exceeds a certain threshold, the cache is searched for
previous results of a similar pose. If a matching pose
is found, the cached reflection mask is warped to fit the
current input image and is then applied to it. In favor of
a real time frame rate, the frame is left unchanged if no
matching pose was found in the cache.
For evaluation later on, we also implemented a syn-
chronous mode running the RAGNet on each frame
without motion detection and cache. Because of the
long processing time of the RAGNet this mode is not
real-time capable by itself.

scale glass-section
to defined format

movement
detection

search pose and 
reflection in cache

output

yes

no

reflection reduction
with RAGNet

color correction

and landmarks
glass-section

main thread

side thread

read and scale
input image

face and glasses
detection

face 
with glasses 
detected?

apply cached
reflection mask

storing results
in cache

Figure 1: Asynchronous processing pipeline

3.2 RAGNet
The neural network RAGNet follows a two step ap-
proach [LLY+23]. In the first step the network com-
putes a reflection mask. This mask together with the
original image form the input for the second step, where
the reflection reduced image is generated. One major
task of the second step is to “hallucinate” the content of
the image regions where the brightness of the reflection
is clipped by the image format limits, i.e., in overex-
posed regions. This behavior can be seen in Figure 2.

input image

reflection mask

reduced reflection

Figure 2: RAGNet hallucinates overexposed regions

ISSN 2464-4617 (print) 
ISSN 2464-4625 (online)

Computer Science Research Notes - CSRN 3301 
http://www.wscg.eu WSCG 2023 Proceedings

https://www.doi.org/10.24132/CSRN.3301.20 169



3.3 Glasses detection
As applying RAGNet is computationally costly, we ex-
tract the region-of-interest containing the glasses and
restrict further processing to this region only. The deci-
sion if glasses are present in the computed face is based
on the presence of edges, i.e., frames of glasses, in three
image regions: below each and in-between the eyes (see
Figure 3, right). These facial regions, identified based
on the landmarks [JBAB00, Tia19, Sid21].

The face detection is realized using DLIB [Kin09], a
well established library that robustly handles variations
in pose or illumination. Specifically, the landmarks
shown in Figure 3 (left) are acquired using the DLIB fa-
cial landmark detector [SAT+16, KS14]. The computa-
tion speed of the DLIB algorithms can be improved by
executing them on the graphics card using the CUDA
toolkit [NVI]. The performance can further be im-
proved by downscaling the input image. We empiri-
cally chose the resolution (1280×720 pixels) such that
the rate of correctly identified facial landmarks is nearly
equivalent and subsequent computations are not com-
promised.

The boundaries of the glass-section are determined by
the bounding box of the landmarks around the eyes.
This yields a robust, accurate and fast detection of the
glass-section (see Section 4).

Figure 3: 68 facial landmarks detected with DLIB (left)
and examined facial areas according to [Tia19] (right)

3.4 Refined RAGNet
The following sections describe our task-specific trans-
fer learning to optimize RAGNet towards glasses.

3.4.1 Pretrained weights
The pretrained RAGNet [LLY+23] removes reflections
from images where the content is fully covered by a
glass plane. We found that the quality of the reflection
removal is still acceptable for our scenario, where only
a small part of the image is covered by glass, but the
computation times are far from real-time, even when
focusing on the glass-section only.

The processing time as well as the quality of the
reflection removal depends strongly on the size of
the image. We, therefore, scaled the glass-section to
711×300 pixels to achieve stable yet satisfying results.

3.4.2 Recording of and training with synthetic
data

To improve the performance of RAGNet we addition-
ally trained it with synthesized training data that specifi-
cally resembles our use case more closely than the orig-
inal training data, i.e. persons with glasses. The synthe-
sizing process to create the training data was similar as
proposed in [FYH+17].

To train the RAGNet three images are needed, one that
remarks the ground truth and has no reflections in it,
one that represents the reflections in the image (reflec-
tion mask) and the last one that is the original image
with the reflections in it (see Figure 4). The unpro-
cessed training frames are extracted from a reflection
free video. The glass-sections are then extracted as de-
scribed in Section 3.3 and rescaled to the demanded
size. The reflections are randomly selected from a set
of handcrafted prerecorded reflection templates. Within
reasonable limits, these templates are randomly scaled,
rotated, and intensity-adjusted. In the last step the re-
flections are added to the ground truth and the edges are
smoothed with a Gaussian filter.

With this algorithm a dataset holding 3000 entries was
created and RAGNet was trained for 15 epochs with
the setup recommended by Li et al. [LLY+23]. The
validation was done based on the original loss function
and the mean peak signal-to-noise ratio (PSNR) on 20
validation data set entries. The training after 15 epochs
resulted in improved results, as depicted in Figure 5.

The results of RAGNet trained on the synthesized data
sets did not perform well on real test data. This behav-
ior was expected as it was observed by the authors of
RAGNet too when they used synthetic data originally
[FYH+17]. This could be due to overfitting or too un-
realistic artifacts. To resolve this problem the training
set was extended with real reflection images as follows.

reflection-free image

reflection mask

image with reflection

Figure 4: Example of the synthetic training data

ISSN 2464-4617 (print) 
ISSN 2464-4625 (online)

Computer Science Research Notes - CSRN 3301 
http://www.wscg.eu WSCG 2023 Proceedings

https://www.doi.org/10.24132/CSRN.3301.20 170



pretrained

synthetic training data

Figure 5: RAGNet original and retrained (synthetic)

3.4.3 Recording of stroboscope data
To generate real test data including images with and
without reflection for the same head pose, we used
the following setup. A person in front of a PC screen
watched a program that alternated a full screen output
between plain white and black. During each state, an
image of the person was acquired using a webcam. The
time between the state changes was chosen so that it en-
ables the light to set and the camera to produce a stable
picture but also short enough so that the person’s head
won’t move significantly. As previously mentioned the
training needs a third image per data set. The image
representing the reflection is calculated by subtracting
the reflection free image from the image with reflec-
tions. A set of the stroboscope images is displayed in
Figure 6.

To create viable test data it has to be assured, that the
room where the images are recorded doesn’t contain ad-
ditional reflection sources. The person the images are
taken of is ideally illuminated from above and no back-
ground light is disturbing the image. Otherwise the
whole face would be brighter if the white light of the
screen is turned on. If the light from above is too bright
the reflections on the glasses would not be significant
enough to be seen.

reflection-free image

reflection mask

image with reflection

Figure 6: Example of the stroboscope training data

3.4.4 Training with synthetic and stroboscope
data

To improve the results of RAGNet the data set was
extended by 1095 stroboscope entries and additionally

903 synthetic entries. The data was divided into 60%
training, 20% validation and 20% test data, resulting in
a training set with 2997 entries.

With this dataset the pretrained RAGNet was refined in
the following three steps.

First, the network was further trained for 55 epochs un-
til the loss started to converge. Second, to prevent train-
ing towards a local minimum, for which the first step
of the RAGNet produced a empty reflection masks, we
trained 30 epochs using a modified loss function that
included the reflection mask only, until the RAGNet
produced plausible reflection masks. Third, to miti-
gate errors in the reflection free images, the network
was trained until convergence for additional 70 epochs
with the original loss function, to finish the joint opti-
mization of reflection mask and reflection reduced im-
age generation.

After retraining, RAGNet produced plausible reflection
masks and eliminated reflections better than the original
version of the network when applied to images of faces
with glasses. The inference for a single entry of the
validation set is shown in Figure 7.

Since the reflection reduced images show a shift in their
color distribution, we extend their processing with an
appropriate color correction [RAGS01].

input image

reflection mask

reduced reflection

Figure 7: RAGNet retrained (synthetic + stroboscope)

3.5 Motion detection
To reduce temporal artifacts of the cached reflection
reduction, that become most noticeable during small
head motions, we perform a motion detection, to di-
rectly reuse the previous detection in these cases. Fur-
thermore, the motion detection reduces the frequency
of cache searches.

To detect motion, i.e., changes between successive im-
ages, we compare the current frame with its predeces-
sor via the structural similarity index measure (SSIM)
[WBSS04]. SSIM was chosen because it offers to com-
pute similarity only for the brightness of two images,
and reflections almost always affect image brightness.
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A threshold of 0.95 for the SSIM score was empirically
identified to give reliable results.

We further improve performance by computing the mo-
tion detection only for the eye region (see Figure 8).
The position and size of the region-of-interest around
the eyes is again computed based on the facial land-
marks, including a certain margin around the eyes to al-
low keeping the bounds unchanged for the SSIM com-
putation during slight head movements. It is automati-
cally updated only if the eyes reach the current bounds.

Figure 8: Section around eyes for motion detection

3.6 Asynchronous processing
Even for the size-reduced glass-section the RAGNet
takes 190 ms to process a single frame. Therefore, we
decided to move the RAGNet processing to a separate
thread. The main thread supplies the RAGNet thread
with the current frame and respective landmarks, as
shown in Figure 1. The RAGNet side thread then pro-
cesses the frame asynchronously and generates the re-
flection reduced image and the reflection mask. The
reflection reduced image is then color corrected. The
input images, output images and facial landmarks are
stored in the cache using a ring buffer scheme.

3.7 Pose-based cache search
For each input frame the main thread searches for a fit-
ting similar frame in the cache. The selection is based
on similarity of the facial landmarks of the current and
the cached frames. The search can be executed in 5 ms
for 50 cache elements using this approach.

Excluding mouth and eyes, 35 out of the 68 facial land-
marks are used for per-frame head pose encoding us-
ing a 2-column matrix, storing one position (x,y) per
row (Equation 1). The dissimilarity di between the ith
cached element’s facial landmark matrix Mi and the
current landmark matrix Mcurrent is determined by the
Frobenius norm F of their difference (Equation 2). The
cached element with the smallest di is selected, if it
is below the threshold tnorm (Equation 3), which is an
image size-normalized threshold with user-defined pa-
rameter t. A value of t = 15 was empirically found to
yield a good trade-off between cache hit rate and visu-
ally pleasing output.

M =

 y1 x1
...

...
y35 x35

 (1)

di = F(Mcurrent −Mi) (2)

tnorm = t · image width
1000

(3)

3.8 Cache-based reflection reduction
Mitigating the expensive, thus slow execution of RAG-
Net, cached results of preceding frames that were com-
puted by RAGNet already, are now employed to reduce
reflections on the current input image. As described
above, we retrieve the data of the cached frame that is
most similar to the current frame in terms of the de-
tected head pose, assuming no significant changes in
the background of the videoconference feed, i.e., the
user’s surrounding. To reduce the reflections in the cur-
rent input image, we use the cached reflection mask,
i.e., the difference between the cached input image and
the cached reflection reduced image.

To account for slight differences between the head pose
of the current and the cached frame, the reflection mask
needs to be adjusted accordingly. To this end, the fol-
lowing three approaches for reflection mask adjustment
were tested.

1. Homography transformation based on four facial
landmarks: the outermost points along the eyebrows
(17, 26) and the lower left and right parts of the chin
(6, 10).

2. Affine transformation based on three facial land-
marks: the outermost points along the eyebrows (17,
26) and the lowest point along the contour of the face
at the middle of the chin (8).

3. Correlation: Application of the cached reflection
mask at the location of highest correlation (nor-
malized mean shifted cross correlation) between the
glass-section of the cached frame and the current in-
put image.

Since reflections are no fixed parts of glasses, but may
instead change their position on the surface as the head
moves, they do not necessarily move uniformly with the
glasses. Thus, head motions may still result in some
artifacts in the form of brightness mismatches along the
edges of the cached reflection mask.

From the three tested approaches, correlation leads the
fewest artifacts and is therefore suggested to be used by
default. An exemplary result of the reflection reduction
using correlation is shown in Figure 9.

4 EVALUATION
In the following we evaluate the different components
of our proposed method.
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input image

cached image

cached reflection mask

reduced reflection

Figure 9: Cache-based reflection reduction

4.1 Glass-section detection
The face detection is evaluated on a test dataset of 2400
images. The test images originate from the recorded
webcam streams of four different web meeting partic-
ipants. The quality of the face detection is evaluated
for scaled and unscaled input images in Table 1. The
accuracy does hardly degrade for scaled images and is
sufficiently high.

Unscaled Scaled
Scale factor 1 0,3125
TP1 2372 / 2400 2369 / 2400
Accuracy 98.83% 98.71%

Table 1: Face detection accuracy on scaled images

The glasses detection was optimized on a subset of the
dataset. The quality of the algorithm was evaluated on
the rest of the dataset. As shown in Table 2, the pro-
posed glasses detection method performs similar to the
reference method by Fernández et al. [FGUC15]. It
should be noted, however, that different data sets were
used for validation, because there is no reference im-
plementation available for the comparison method.

Training
set

Test set Reference
method
[FGUC15]

TP 392 /
397

1935 /
1971

2959 /
3000

FP1 0 2 -
FN1 5 34 -
Accuracy 98.74% 98.17% 98,65%

Table 2: Glasses detection accuracy

1 TP: True Positives, FP: False Positives, FN: False Negatives

Since there is no reference glass-section cropping al-
gorithm, our approach is validated against a previously
manually selected image region. We use the excess im-
age area and the missing image area relative to the man-
ually selected area as metrics to determine the quality
of the automatic glass-section cropping algorithm. The
results are listed in Table 3.

Training set Test set
Images 400 2000

Excess area 14,21% 13,79%
Missing area 8,56% 9,55%

Table 3: Automatic eye region cropping

The overall relative error area is sufficiently small for
the subsequent processing stages. The sum of errors
is only sligthly increasing from the training to the test
set. This implies that the algorithm shows a good gen-
eralization and should be applicable to new previously
unseen images.

4.2 RAGNet performance
The different retrained instances of the network are
evaluated quantitatively by comparing their average
PSNR and SSIM [HZ10]. The disjoint test data set
consists of 1000 mixed stroboscopic and synthetic
images. Table 4 shows both metrics for the generated
reflection reduced output images.

Training set Epochs PSNR SSIM
RAGNet original 150 15.24 0.731
Synthetic data 15 23.80 0.880
Synthetic 55 28.86 0.935
+ stroboscope data
Reflection-only 30/70 27.39 0.937
+ joint training

Table 4: Performance per training strategy

The network instance with reflection-only pre-training
followed by full training, has the best average SSIM
score and reaches the second highest average PSNR
value. It is the only network computing a meaningful
reflection mask for our scenario.

The network robustly detects reflections on the con-
strained input data and convincingly reduces reflections
on single images. Even though very bright (clipped to
white) reflections in input images result in visible arti-
facts, their appearance is still reduced noticeably.

Given the RAGNet (in synchronous mode) would run
fast enough, it is only evaluated on individual frames
without incorporating temporal consistency, resulting
in a noticeable flickering. This directs towards future
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research on, e.g., temporal low-pass filtering the reflec-
tion mask output or extending the RAGNet architecture
to include recurrent layers for temporal context.

The reflection reduction works good on the constrained
data set of similar test data. The model has problems
generalizing on unseen footage. This limitation could
clearly be overcome with a more diverse training set.

4.3 Motion detection
The motion detection was subjectively tested for plau-
sibility. The estimated SSIM index correlates well with
the present amount of motion, i.e., the SSIM index
reaches values near one for non-moving persons.

4.4 Asynchronous processing
The temporal coherence and overall reflection removal
quality was verified subjectively. The asynchronous
processing introduces some additional flickering to the
resulting video stream, caused by remaining differences
between cached and current frames. While mismatches
due to peoples motion are limited to small offsets via
motion detection, changes in lighting are implicitly
compensated over time due to the ring-buffered cache.

Regarding the reflection mask adjustment, the homog-
raphy approach yields mediocre results. Even with
careful selected landmarks there were some clearly vis-
ible remaining artifacts when applying the transformed
cached reflection mask. Restricting the degrees of free-
dom by using affine transformations resulted in more
consistent and therefore more pleasing results. Best re-
sults were achieved using the correlation approach, re-
stricting the applied transformation even more, yielding
the temporally most consistent results. This resulted in
an overall visually more pleasing perception.

4.5 Execution time
The real time requirements require a strict optimiza-
tion of the different components. All performance tests
were performed using input videos with a resolution of
1920×1080 pixels on a system with an NVIDIA GTX
960 and an AMD RADEON VEGA 56. The glasses
detection is running on the former while the RAGNet is
running on the latter.

The largest performance improvement could be
achieved by executing the RAGNet asynchronously.
The reduction of the input resolution for the glasses
detection and the movement detection resulted in fur-
ther performance improvements. The mean execution
times for processing a single frame, averaged over 200
frames, is displayed in Table 5. Finally, applying some
common optimizations throughout the pipeline, such as
reducing the number of image copy operations, yielded
a final frame rate of 31.25 Hz.

Optimizations Execution time [ms]
Synchronous 410
Asynchronous 199
Asynchronous & scaled 38
Further optimization 32

Table 5: Average processing time per frame

The composition of the frame processing time for a sin-
gle exemplary frame is shown in Table 6.

Processing Step Execution time [ms]
Read Frame 1
Glasses detection 20
Motion detection 6
Cache search 4
Transfer to current frame 2

Table 6: Processing time per system component

5 DISCUSSION
The model generally strongly depends on the input
video stream. The best results are achieved under good
lighting conditions and for reflections in the upper half
of the glasses.

Generalizability. While using comparatively small
data sets, like in this work, typically implies little gen-
eralizability, building upon the far more diversely pre-
trained RAGNet mitigates this weak point for our ap-
proach. It should therefore also be possible to also re-
duce reflections from light sources other than screens,
e.g. ceiling lamps, and even under different lighting sit-
uations.

Moreover, the restriction of the processing to the glass-
section should further increase generalizability, as the
network does not need to learn (to ignore) arbitrary en-
vironments.

Limitations. Reflections which directly occlude the
eyes sometimes result in worse reflection removal per-
formance with stronger artifacts, as shown in Figure 10.

Figure 10: Artifacts for reflections covering the eyes

While strong variations in illumination will most likely
not break the approach, they might reduce the effective-
ness, resulting in, e.g., brightness or color mismatches.

Since both limitations arise from the limited data set,
it is reasonable to assume that the proposed system can
overcome them by extending the training to a larger and
more diverse data set, which we leave for future work
with a focus on robustness.
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6 CONCLUSION
This paper presents an approach to reduce reflections on
glasses in real-time. We showed that the RAGNet neu-
ral network can be arranged in an appropriate pipeline
to convincingly reduce reflections on glasses. For appli-
cation in live videoconference scenarios, we achieved
real-time capability by reducing the network input size
using the newly introduced glass-section detection and
the proposed asynchronous processing scheme. More-
over, temporal consistency is strengthened via robust
motion detection and color transfer.

While the goal of complete reflection removal was not
achieved, the synchronous mode would result in visu-
ally more pleasing reflection removal on selected in-
puts, but is not real-time capable. The real-time capa-
ble asynchronous mode introduces some artifacts and
flickering. Furthermore, some aspects of the imple-
mentation still offer potential for improvement, e.g.,
for multiple persons or handling of the remaining er-
ror cases, such as reflections largely occluding the eyes.
The method is currently still very resource demanding,
motivating further optimization, e.g., via motion com-
pensation for cached frames.

Also beyond videoconferences, the proposed method
could be a helpful tool for preprocessing videos in ap-
plications that use eye tracking or emotion analysis.
The method could also be reduced in scope, to be used
as a reflection detection.
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ABSTRACT
We present a novel methodological approach for the
interactive editing of big point clouds. Based on the
mathematics of fiber bundles, the proposed approach to
model a data structure that is efficient for visualization,
modification and I/O including an unlimited multi-level
set of editing states useful for expressing and maintain-
ing multiple undo histories. Backed by HDF5 as high
performance file format, this data structure naturally al-
lows persistent storage for the history of modification
actions, an unique new feature of our approach. The
challenges of visually based manual editing of big point
clouds are discussed and a proper rendering solution is
presented. The implemented solution and its features as
consequences of the underlying methodology are com-
pared with two major mainstream applications provid-
ing point-cloud editing tools as well.
Keywords: point clouds, interaction, classification,
data editing, fiber bundle data model, undo history

1 INTRODUCTION
Correct and accurate classification is an essential step
in the LiDAR (Light Detection And Ranging) point
cloud processing. More specifically, the classification
of ALB (Airborne Laser Bathymetry) data focuses pri-
marily on the definition of terrain and water surface
points. The latter is required for the final refraction
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and runtime correction of points lying beneath the wa-
ter surface. According to the summary of [LG17],
morphological (e.g., [Sit01, MWSCC09]) and surface
(e.g., [KP97, LKS00]) based filters and their extension-
s/variants are among others utilized for the terrain de-
tection. All described approaches solely represent au-
tomatically calculated classification results. Consider-
ing 3D data and their interpretation, recent algorithms
cannot replace the human capability of cognitive ab-
straction and anticipation. Thus, a manual inspection
and editing procedure of automatically classified point
clouds is crucial in order to correct erroneous classifica-
tion results if required, and to ensure data quality. The
quality of automated ALB point classification results
strongly depends on the overall raw data quality, which
is mainly influenced by weather and water conditions
during the survey, and on the general morphological
appearance of a project area. A high humidity during
an ALB survey results in increased flaw echo detection,
and such noisy points need to be separated from the ac-
tual points of interest (Fig. 1). Further factors reducing
the quality of the automated classification are:

• the terrain complexity, e.g. high mountainous relief
vs. uniform flatlands [CZWea13];

• a dense vegetation canopy with shadowing effects
reducing the actual terrain coverage [WSB+12];

• high water turbidity limiting water penetration [Man20];

• white water areas impeding water-ground detection;

• water-bottom material consisting of substrates with
increased light absorbing characteristics (e.g., un-
derwater plants, organic matter mixed with bed ma-
terial) hampering water-ground detection[Man22].
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Figure 1: ALB scan strip with flaw echoes (yellow
to orange) and relevant point data (white) that can be
clearly separated by visual inspection.

Thus, the manual correction of the classification can
be highly time consuming depending on these condi-
tions as well as the spatial extent of the project area. To
minimize the manual editing effort on one hand, recent
software development is focused on the improvement of
the automatic classification of ALB data by incorporat-
ing and combining further raw data attributes and de-
rived geometric parameters into the classification pro-
cess (e.g. [SDB+21]) , or utilizing machine/deep learn-
ing approaches for specific classification purposes (e.g.
[HEA+21]). On the other hand, an efficient manual
point-cloud editing toolkit together with a fast and flex-
ible point-cloud visualization and navigation regard-
less of file size are important prerequisites for minimiz-
ing manual correction efforts on classification results.
Manual editing tools are often standard components
of various available LiDAR software packages, such
as Terrasolid by Terrasolid Ltd., RiProcess by RIEGL
LMS, or LAStools by rapidlasso GmbH. In this pa-
per, however, we present the manual point cloud edit-
ing tools integrated in HydroVish, and how we optimize
therewith the general ALB point-cloud processing.

This article’s structure is: Sec. 2 reviews the foun-
dations of the visualization environment, the data orga-
nization model and the underlying file format; Sec. 3
discusses the aspects of user-friendly and versatile se-
lection of regions within a point cloud; Sec. 4 focuses
on persistent storage of an unlimited undo history for
big datasets while sustaining interactive performance;
finally, section Sec. 5 presents a comparison of our im-
plementation with two existing external applications.

2 PREREQUISITES
The work as presented here is implemented in the Vish
Visualization Shell [BRH07], a general-purpose frame-
work for visualization algorithms. Its specialization to
bathymetric datasets, HydroVISH, is used in produc-
tion by AHM GmbH1 for large point clouds acquired
by high-resolution airborne observations.

1 www.ahm.co.at

2.1 Visualization Pipeline & Networks
Haber & McNabb [HM90] described a conceptual visu-
alization process with three basic stages, transforming
raw data into displayable images. These steps occur
in most visualization processes and aim to convert data
into information while maintaining the integrity of the
content with best accuracy.

Modular visualization environments turn these stages
into component parts that can be connected at runtime
such to allow customization for a particular task. This
type of visualization system is very widely used by the
scientific community for its flexibility and programma-
bility. The connections between visualization compo-
nents may be set up via scripts or graphically via a user
interface that allows to build a network representing the
data flow. This approach of “visual programming” does
not require any coding capabilities and is quickly in-
tuitive to end-users. Beyond the underlying data flow
also the control flow — the interaction of a user inter-
face with steering parameters influencing the data pro-
cessing — is important for flexibility and configurable
user experience. For instance, the ability to couple
two buttons with the same hotkey or mouse click per
user-driven configuration allows for personalized pref-
erences on how editing appears most convenient for a
particular experience.

2.2 The F5 Fiber Bundle Data Model
The mathematics of fiber bundles provides a frame-
work to model data for scientific visualization [BP89,
Ben04]. This concept considers data sets based on
the properties of their “base space” versus its “fiber
space”. A fiber bundle is basically a set of points with
neighborhood information and equally-sized data sets
attached to each such point. For instance, a multidimen-
sional homogeneous array constitutes a fiber bundle in
the mathematical sense. The F5 data model [Ben09]
builds upon this concept by grouping all dataset proper-
ties with the same number of elements, thereby defining
“index spaces” . Any suitable dataset is dissected into a
hierarchy of five levels according to its properties:

1. Time (temporal slicing),

2. Grid (geometrical entity),

3. Skeleton (topological property),

4. Representation (coordinates, relationships) and

5. Field (binary representations of numerical values).

An additional optional sixth level allows to split up a
Field into a set of named fragments (chunks of data
contiguous in memory) for easier handling of large
datasets. Each of these fragments may come with its
own size, but all fragments of the same name must be
of identical size within the same Skeleton.
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The bottom line is the ability to handle datasets based
on explicit properties instead of a set of implicit built-
in assumptions: the model answers the question “how
is it?” about a dataset instead of the question “what is
it?”. Algorithms need to be implemented in a way such
to only request relevant properties of a dataset rather
than the “type” of a dataset. This approach allows to
cover a wide range of data categories using the same
software infrastructure. Point clouds are a rather sim-
ple subset of this general framework, but by virtue of
the fiber bundle data model the presented editing frame-
work immediately applies also to other data types such
as triangular meshes or line sets.

2.3 The HDF5 File Format
The hierarchical file format v.5 (HDF5 [HDF23]) is a
general-purpose, self-descriptive open file format de-
signed for high performance computing. It resembles
a “file system within a file” with many features beyond
an actual file system. For instance, structured data such
as multidimensional arrays and user-defined compound
types are supported natively. A wide range of data
compression algorithms is available via a plugin sys-
tem which allows optimization for different application
domains and scenarios. The hierarchical data organiza-
tion as used for the F5 data model from section 2.2 is
very suitable to be directly mapped onto an HDF5 file.

3 ON-SCREEN POINT SELECTION
The point selection tool allows to draw an outline on the
screen which is then projected into 3D space for select-
ing actual points. It provides multiple functionalities:

1. Polygon shape: each mouse click adds another point,
points are connected via straight lines.

2. Free-Hand shape: While the mouse button is pressed,
points are added to the shape while the mouse moves.

3. The shape can be stored and loaded, either as part of
the visualization network which contains the state of
all parameters of the current setup, or explicitly as a
polygonal set of points in various file formats.

4. The shape can be dragged along the screen, similar
to a “brush” in Photoshop™.

The drawing tool provides output actions, which by uti-
lizing the capabilities of the visualization network, can
be configured to perform different data editing actions
according to the choice of the user:

1. Without configuration, drawing an on-screen selec-
tion requires an explicit button to be clicked to se-
lect points. This mode is useful if the user wants
to carefully draw some shape first before applying a
selection.

2. The selection can be performed immediately at each
change of the shape, working for both adding more
points to the outline shape (polygon mode, free-hand
mode), as well as for dragging a fixed shape on the
screen (“brush mode”).

3. The selection can be performed when the outline
drawing is “closed”, i.e. the “last” point of an out-
line has been drawn and the outline is cleared such to
start a new draw operation. This is usually done with
a modified mouse-click, such as alt-mouse or right-
mouse such to differentiate this operation from the
shape drawing. This mode resembles the painting of
polygons or free-hand forms on a white board, but
in this case selects points within the point cloud.

3.1 Masked Editing via “Dots”
An additional level of security is given by displaying
the what-if of a data editing operation, i.e. before ac-
tually performing the data modification immediately.
This mode of editing is similar to utilizing a “selection”
in Photoshop™ in order to limit some filter operation
on a photo to this selected region. Similarly here we
first mark - and visually enhance - the set of points that
are intended for subsequent modification. This mask of
points can be modified, like adding or removing parts
of a selection, before an “apply” action (triggered by a
button in the GUI, a hotkey, or a certain mouse even)
modifies the actual data.

Per-point color attributes are sensitive pieces of infor-
mation that already convey important properties such as
RGB photographic data, height information, labels in-
formation (as elaborated in Sec. 3.2), etc. or an combi-
nation of those. In particular we display dots not as sin-
gular pixels on the screen, but via extended geometries
resembling little spheres. We call these “dots” to dis-
tinguish them from single-pixel display methods. This
“dot” display allows for highly precise study of fine
details in the point cloud with intuitive depth percep-
tion; this is not possible by displaying all data points as
single pixels. We explored several methods on to dis-
play markers on these “dots” without impacting their
ability display of basis attributes, as demonstrated in
Fig. 2. Some of the possible choices may be due to per-
sonal, aesthetic reasons, but there are also constraints
as the choice influences the appearance when zooming
out: as points shrink in screen-space, the marker infor-
mation may get lost once point size approaches a sin-
gle pixel - which is unacceptable when the conveying
the selection information is important. Thus, special
care must be taken for the modified rendering informa-
tion, for instance using a view-distance-dependent frac-
tion of the marker information versus basis information
such that the marker information becomes dominant on
overviews, as demonstrated in Fig. 3. In order to com-
pensate for small dots (in screen-space) such that these
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Figure 2: Displaying selections as per-point attribute
independent of underlying colorization: colorized inner
core, colorized outer rim, colorized sections, transpar-
ent core, transparent sections, size adjustment.

will be rendered more like non-circular dots in an effort
to counter anti-aliasing (which would hide those) we
employ OpenGL’s fwidth() function to consider the
screen-space derivative of a dot’s texture. In the GLSL
shader this compensation works as follows:

i n vec2 S p l a t T e x t u r e ;
i n f l o a t Mask ;
i n vec4 MaskColor , P o i n t B a s e C o l o r ;
un i fo rm f l o a t Thresho ld , MaskRadius ;

f l o a t R2 , T , dR_dPixe l ;

R2 = dot ( S p l a t T e x t u r e , S p l a t T e x t u r e ) ;
dR_dPixe l = fwidth ( R2 ) ;
T = 1.0 −R2 ;
T +=.5 * dR_dPixe l * dR_dPixe l ;
T = clamp ( T , − 1 . 0 , 1 . 0 ) ;

i f ( T <0 .0 ) d i s c a r d ; / / Make d o t s round .

i f ( Mask > T h r e s h o l d &&
R2+ dR_dPixe l > MaskRadius )

c o l o r = MaskColor ;
e l s e

c o l o r = P o i n t B a s e C o l o r ;

MaskColor is the color for the marked regions in
modification points colored by the PointBaseColor
(which may be true RGB colors from observations,
height maps, intensity maps or any other color attribute).

Global parameter MaskRadius allows to fine-tune the
visibility of the mask, a value of 0.5 values masking and
colorization equally. Per-point attribute Mask defines a
value between 0.0 and 1.0 specifying the strength of the
mask; for a boolean mask, those values will be either
0.0 or 1.0; global parameter Threshold determines
at which strength the mask should be displayed at all
(0.5 per default). Selections can therefore be “hard” or
“fuzzy”, which can be useful when e.g. assigning RGB
color values in an airbrush-like manner.

OpenGL point sprites receive texture coordinates in
variable SplatTexture for each pixel in the range
[−1,+1]× [−1,+1]. The code computes a radial dis-
tance from these and discards all fragments beyond a
constant distance, effectively creating round dots on the
screen from the rectangular point sprite. This radius is
adjusted dependent on the size of the point sprite on
screen such that smaller sprites have less pixels cut off,
thus appear larger in relation. The same mechanism is
applied to the section of the dot that is colorized with
the mask indicator - thus smaller sprites are weighted
stronger and appear more prominently. The size of the
sprites per point is determined by the previous geom-
etry shader (code not shown here) based on view dis-
tance; thus more distant dots that got marked remain
visible when zooming out.

Figure 3: A good point-wise selection information
must display information also when “zooming out” in
overview mode.

Just making points transparent does not work eas-
ily within a three-dimensional scene as this would re-
quire depth-sorting of points or an equivalent technique
suitable for millions of objects - very likely impact-
ing performance, so we favored to use techniques with-
out any such overhead. For editing a photo, a mask
can be displayed by some two-dimensional overlay,
but for editing three-dimensional point clouds a sim-
ple per-point overlay is insufficient because points in
the foreground may hide points in the background -
a situation that cannot occur when editing photos. A
possible way to address the visual clutter is achieved
by shifting marked points in screen space towards the
observer, thereby “boosting” their visibility over other
points (similar to OpenGL’s glPolygonOffset()
function), as demonstrated in Fig. 4.

3.2 Label-Constrained Editing
Labelling points by assigning integer numbers (repre-
senting specific meanings) to each point is the result
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Figure 4: “Visibility Boost”: enhance the visibility of
marked dots to avoid visual clutter.

of a classification process to identify objects in raw
data. Manual correction of automatic pre-classification
is enhancing accuracy and providing the essential in-
put data for refined training of machine learning algo-
rithms. With such pre-classified data sets only some
points usually need to be re-labeled; it is thus desirable
to define sets of labels that should be subject to edit-
ing whereas other sets of labeled points shall remain
unmodifiable, as demonstrated in Fig. 5.

Figure 5: GUI element to control label-constrained
editing: visibility checkbox, description, colorization,
integer value, selected assignator, write-property.

3.3 Field-Based Editing
It is rather straightforward to also consider any data
field – i.e., point attributes – for constrained editing,
including per-point scalar values with global or local
threshold or range constraints such as height informa-
tion (“only allow modification of points beyond 834m
elevation above sea level”) or point neighborhood infor-
mation such as planarity [RBC+12] (“only allow modi-
fication of points that reside within a plane given a min-
imal deviation tolerance”).
Geometry-Constrained Editing Geometry is per-
point coordinate information and can be constrained by
an axis-aligned bounding box, or any other formula im-
plementing an inside/outside check of a volumetric re-
gion. In practice, having the ability to define an axis-
aligned bounding box, as demonstrated in Fig. 6, han-
dles the systematic manual traversal of an extended data
volume. Such a selected geometric region can, but does
not necessarily have to, correspond to the geometric
properties of data fragments. An additional geometric
constraint can be defined by specifying a depth range

as seen from the observer, thus effectlively defining a
cross-section for editing.

Figure 6: Example of a bigger point cloud (red bound-
ing box, top) and a smaller tile of this point cloud (blue
bounding box, bottom) in HydroVish. Editing can be
restricted to arbitrary tile shapes with a shiftable box
selection allowing to systematically traverse the entire
volume in regular tiles.

Editing Coordinates Coordinates are another data
field that can be subject to an editing operation, thereby
enabling modification of a point cloud’s geometry, just
as in CAD applications. Furthermore, as long as the
number of point remains constant, also additional prop-
erties of an underlying geometric object are unaffected:
if the connectivity information within a triangular mesh
is not touched, then the point cloud editor is directly
applicable to editing surface geometries as well.
Editing Colors Color information are RGB values
per point; an editor may modify such attributes instead
of integer labels, resulting in the same functionality of a
Photoshop™ painting with a brush on a photo - but now
painting on a three-dimensional point cloud, or even tri-
angular mesh. However, in contrast to modifying label
information a smooth transition from current value to
new value may be desirable in this case, i.e. using a
“soft" instead of a “hard" brush. This feature can be
realized by computing the distance from each point in
a selection to the boundary of the defining brush shape
and weighting the resulting color accordingly.

4 UNDO OPERATIONS
The common approach to undo actions is a global his-
tory of states that allows to go “backward”, and some-
times also to go “forward” (redo operation). Undoing
an undo action is equivalent to a redo action.
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4.1 Three Level Handling
In our context undo/redo operations act on

1. drawing a free-style shape on-screen,

2. applying an on-screen selection to a mask,

3. modifying point attributes by a given mask.

All these operations are inherently independent and
thus have their own undo history. It may be an option to
merge all actions with a time stamp into a global history
such to conform to the “standard” approach. However,
as the application is capable to also perform more than
single editing approach, such as editing entirely inde-
pendent data sets within the same view, mixing such
histories would disable the ability to treat each editing
independently. Even with a single data set, the ability to
undo data modifications immediately, without bother-
ing to go through the masking and lasso history, is ben-
eficial in speeding up practical work. Both the mask-
ing and lasso history are hardly ever needed. The three
types of undo are useful with different relevance de-
pending on the respective editing scenario.

4.2 Fragmented Data & Mixed States
To allow undo and redo operations a history of data
states must be remembered. The “brute-force” aproach
would be to always keep a copy of the entire data set af-
ter each operation. While this is the simplest way to im-
plement a history, it is undesirable for large data due to
performance and memory requirements. A more elabo-
rated approach is to remember only the differences be-
tween two data modification states under the assump-
tion that the majority of data remains unchanged. How-
ever, this comes with an additional computational ef-
fort, and computing differences of the entity of a big
data set is inefficient as well.

In our context of the F5 data model as presented in
Sec. 2.2 all data are split up into fragments such that
each fragment contains only a few million points (out
of hundreds or thousands of millions in its entity). Only
those fragments that are visible as part of an editing op-
eration are loaded into RAM (and eventually the GPU),
all others remain on disk. Consequently, a history of
data modification operations only needs to take those
data fragments into account that are affected by each
operation. An option is then to keep a list of the dif-
ferences of fragments that are modified at each opera-
tion. However, as computing and applying differences
of millions of points does take noticeable computation
time, we decided against using differences, but rather
to keep copies of the involved data fragments before
modification. An undo operation can then be imple-
mented by merely switching pointers to previous data
fragments, avoiding any copy or computational opera-
tion for millions of points and/or their attributes.

For instance, let us denote an editing action as the
transformation of a set of fragments {A,B,C,D,E} to
another state {A’,B’,C’,D’,E’} (out of possibly many
more). A first editing operation modifies fragments
{A,B}, a second editing operation modifies fragments
{C,D,E}. To cover this situation of two operations,
the undo history must remember three states, denoted
hereby as 1 , 2 , 3 :

1 A B
2 A’ B’ C D E
3 C’ D’ E’

Each such state is stored as an “undo field" in the fiber
bundle data model as introduced in Sec. 2.2 (Fig. 7
shows the structure as stored in an HDF5 file). When
editing a fragment, also those fragments from the pre-
vious undo field in the current undo field have to be
copied, even when they have not been edited. This
means that an undo field contains both un-edited as
well as edited data fragments, thus is a mix of edited
and un-edited states. In the example given here, the
undo field 2 is largest as it contains five data frag-

ments, the other two undo fields 1 and 3 require
less memory. An undo operation needs to replace frag-
ments as stored in 3 by the respective fragments as

stored in 2 (but not all fragments in 2 !). A subse-
quent undo operation then needs to replace fragments in
undo field 2 by the fragments stored in 1 , if those
exist. Thus, at each such operation, only the actually
modified fragments are changed, same as when using
differences: even though undo field 2 contains five
fragments, only two or three are replaced in this sce-
nario at each undo operation.

4.3 I/O - Persistent Editing History
The usual approach of handling data is to

• load data from disk to RAM;

• if out of memory, let the operating system swap
RAM data to disk, or utilize internal temporary files
to store RAM information on disk;

• once data modification is finished, save the resulting
data from RAM to exportable file formats;

• during data export, possibly load data from swap
space (OS-provided or temporary files).

Whereas, via using HDF5 and the fiber bundle data
model this functionality is simplified significantly:

• the file is parsed for metadata, only those are loaded;

• data fragments are only loaded when needed;
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• modified data fragments are stored to the HDF5 if
the application runs out of memory or terminates.

Hereby the HDF5 file serves as disk-image of the in-
RAM data structure with no need of computationally
intensive data transformations. This functionality mim-
ics a memory-mapped file but is much more flexible
since the data items can be extended dynamically at
many “branches” of the hierarchically stored data. Via
HDF5 highly performing compression filters such as
LZ4 or ZSTD are available, such that disk space us-
age is minimal while I/O performance is higher than
reading uncompressed data. Some of these high per-
formance compression filters even claim [Alt10, Alt23]
to be designed to unpack data faster than a traditional
memcpy() operation could load them into CPU cache.
In consequence, there is no need for “swap files” or
“temporary files”, and even an explicit “save” opera-
tion becomes superfluous: any data modification is di-
rectly mapped to the underlying HDF5 file in an end-
user ready file format available for further data process-
ing.

/t=0.0/Lake/Points/UTM32N/Labels/Frag[8x16x0] Dataset {273499}
/t=0.0/Lake/Points/UTM32N/Labels/Frag[8x17x0] Dataset {75708}
/t=0.0/Lake/Points/UTM32N/Labels/Frag[9x15x0] Dataset {108860}
/t=0.0/Lake/Points/UTM32N/Labels/Frag[9x16x0] Dataset {980038}
/t=0.0/Lake/Points/UTM32N/Labels/Frag[9x17x0] Dataset {998418}
/t=0.0/Lake/Points/UTM32N/Labels/Frag[9x18x0] Dataset {468318}
/t=0.0/Lake/Points/UTM32N/Labels/Frag[9x19x0] Dataset {901}
/t=0.0/Lake/Points/UTM32N/Labels/Frag[10x15x0] Dataset {143972}
/t=0.0/Lake/Points/UTM32N/Labels/Frag[10x16x0] Dataset {921022}
/t=0.0/Lake/Points/UTM32N/Labels/Frag[10x17x0] Dataset {1004095}
/t=0.0/Lake/Points/UTM32N/Labels/Frag[10x18x0] Dataset {857482}
/t=0.0/Lake/Points/UTM32N/Labels/Frag[10x19x0] Dataset {255736}
/t=0.0/Lake/Points/UTM32N/Labels.Undo-0000/Frag[10x19x0] Dataset {255736}
/t=0.0/Lake/Points/UTM32N/Labels.Undo-0001/Frag[10x19x0] Dataset {255736}
/t=0.0/Lake/Points/UTM32N/Labels.Undo-0002/Frag[10x19x0] Dataset {255736}
/t=0.0/Lake/Points/UTM32N/Labels.Undo-0003/Frag[10x19x0] Dataset {255736}
/t=0.0/Lake/Points/UTM32N/Labels.Undo-0004/Frag[10x19x0] Dataset {255736}
/t=0.0/Lake/Points/UTM32N/Labels.Undo-0005/Frag[10x19x0] Dataset {255736}
/t=0.0/Lake/Points/UTM32N/Labels.Undo-0006/Frag[10x17x0] Dataset {1004095}
/t=0.0/Lake/Points/UTM32N/Labels.Undo-0006/Frag[10x19x0] Dataset {255736}
/t=0.0/Lake/Points/UTM32N/Labels.Undo-0007/Frag[10x17x0] Dataset {1004095}
/t=0.0/Lake/Points/UTM32N/Labels.Undo-0007/Frag[10x19x0] Dataset {255736}
/t=0.0/Lake/Points/UTM32N/Labels.Undo-0007/Frag[9x16x0] Dataset {980038}
/t=0.0/Lake/Points/UTM32N/Labels.Undo-0007/Frag[9x17x0] Dataset {998418}
/t=0.0/Lake/Points/UTM32N/Labels.Undo-0008/Frag[9x16x0] Dataset {980038}
/t=0.0/Lake/Points/UTM32N/Labels.Undo-0008/Frag[9x17x0] Dataset {998418}
/t=0.0/Lake/Points/UTM32N/Mask/Frag[10x18x0] Dataset {857482}
/t=0.0/Lake/Points/UTM32N/Mask/Frag[10x19x0] Dataset {255736}
/t=0.0/Lake/Points/UTM32N/Mask.Undo-0000/Frag[10x19x0] Dataset {255736}
/t=0.0/Lake/Points/UTM32N/Mask.Undo-0001/Frag[10x19x0] Dataset {255736}

Figure 7: Partial listing of an HDF5 file in F5 layout as
described in Sec. 2.2 containing both “labels” informa-
tion and undo history of a fragmented point cloud using
the HDF5 standard tool “h5ls”. Note that fragments of
the same name are of identical size.

The undo history as presented in Sec. 4.2 is stored
as Fields in the fiber bundle model (as introduced in
Sec. 2.2 ) and therefore subject to I/O like all other
data fields. Consequently the undo history is persis-
tently stored in an HDF5 file upon any data modi-
fication action and preserved when the application is
restarted. Any data modification steps can be replayed
days, weeks, years later, based on an HDF5 file con-
taining the full history information. Fig. 7 demonstrates
the effective partial structure of such an HDF5 file de-
scribing a point cloud with labels, undo information
for labels, masking for labels and undo information for

Figure 8: Example of free-style point selection (red
points) and final classification assigned (green points).

masking, based on the previously mentioned five-level
hierarchical data organization. The length of the his-
tory is only limited by available disk space. A length
of 1024 is already overkill in practical applications, us-
ing a length of 8 turned out to be sufficient to cover an
active editing process.

5 RESULTS
In the following, we compare our implementation for
editing point-clouds with that provided by two other
software solutions. Similar to our software (denoted as
3 ), one of the two software solutions is a general and
widely used software toolkit for point clouds (denoted
as 1 ) allowing to import datasets from various origins
including LAS format support. The other one is more
specific and represents a software solution provided by
a sensor manufacturer (denoted as 2 ). We intentionally
omit the actual name of the respective software pack-
ages to avoid marketing issues. The key points of the
comparison are summarized in Table 1.

The comparisons were performed using a desktop PC
equipped with an AMD Ryzen 7 3700X 8-Core Proces-
sor, 3.59 GHz, 64.0 GB RAM, graphic card NVIDIA
GeForce RTX 3070 running under Windows 10 Pro.

5.1 Manual Selection Options
All three software solutions provide similar point se-
lection options but with differences in their actual de-
tails such as naming. A standard selection tool is the
polygon shape. The polygon shape selection must be
performed vertex by vertex, and must be closed manu-
ally at the same place where the selection was started
( 1 ), or is closed automatically by simple right mouse-
button click ( 2 ) respectively is already closed from the
beginning ( 3 ). Further basic selection modes consist
of rectangular selection mode (e.g. 2 ), line selection
mode (e.g. 1 ), as well as a free-style selection mode
( 1 , 2 , 3 ; Fig. 8).
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5.2 Subdivision of Big Point Clouds
To facilitate a quick manual editing progress as well as
maintaining an overview of the editing progress espe-
cially in big point clouds, it is highly beneficial that an
entire dataset can be subdivided into smaller pieces that
can be edited separately from each other. This oppor-
tunity is provided in 1 and 3 but missing in 2 . For
3 , Fig. 6 shows an example of a small tile (bottom im-
age) resulting from the subtiling of a larger point cloud
(top image). In Fig. 9, the active selection progress (red
points) in the small tile from Fig. 6 is indicated.

Figure 9: Active polygonal point selection progress (red
points) in point cloud tile from Fig. 6.

5.3 Manual Classification Assignment
Once points were selected from a point cloud, the clas-
sification has to be assigned (Fig. 8). In one case, this
is done immediately after the selection is finished ( 1 ).
In the other case, the selection can still be edited fur-
ther, e.g. expanding the selection or deselecting points
( 2 and 3 ). The classification is then assigned in a
separate step by the user using a hotkey or button click
in the respective GUI ( 2 and 3 ). All three software
tools provide predefined classification ranges as well
as the opportunity to introduce new classes according
to the user’s need. After assigning a class to a certain
point selection, this selection is no longer maintained in
all three software applications. In case of a mistakenly
class assignment, 3 provides the opportunity of undo
and redo operations at different levels, which are stored
in the corresponding data file, and are still accessible
after classification process is finished. In 1 , single or
multiple mistakenly class assignment(s) can be undone
back in time, but these corrections are not accessible
anymore after finalized classification. In 2 , no undo
operation is available to correct a mistakenly class as-
signment. Here, a renewed point selection and class
assignment is required.

5.4 Display and Navigation
To facilitate the manual editing process of a point cloud,
it is often required that only specific point class(es)
are displayed and the point selection can be restricted
to certain class(es). This is possible in all three soft-
ware solutions evaluated here. In 2 it is further pos-
sible to restrict the display of points to a specified pre-
vious point selection. In 3 , it is possible to simply
set a certain cross-section depth and navigate back and
forth through a point cloud in any desired direction just
by mouse usage. In this case, points outside the de-
fined cross-section depth are not displayed as well as
not selectable for editing. In 1 , a similar 3D navi-
gation in cross-sectional view is possible but requiring
a few more button clicks for specifying the navigation
progress (Fig. 10). In contrast, in 2 it is only possible
to display a cross-section of a certain depth through-
out a point cloud based on an interactive 3D bounding
box definition (Fig. 11 middle). All points inside this
box are displayed afterwards (Fig. 11 bottom). For the
user’s orientation in a point cloud dataset, 2 provides
separated 2D and 3D views. The zoom level of the 2D
view defines the display area of the point cloud in 3D
(Fig. 11). For re-sizing the 3D point cloud display, one
need to adjust the zoom level in 2D first. Both views can
be shown in parallel. In 1 , the point cloud is usually
displayed in several parallel 3D views, e.g. overview of
entire dataset and detailed view from point cloud sec-
tion for editing purpose (Fig. 10). The size of the views
can be adjusted to the user’s specific needs. In contrast
to 1 and 2 , we provide a single, quickly navigable 3D
view of an entire point cloud in 3 (Fig. 12).

Figure 11: Solution [2]: GUI / view of an entire point
cloud (top) and extracted cross-section view (bottom).
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Figure 10: Solution [1]: GUI and 3D overview of
an entire point cloud with indicated location of cross-
sectional view (top). 3D views including detailed and
cross-sectional view from area of interest (bottom).

Figure 12: Solution [3] (ours): GUI and 3D view of
an entire point cloud with marked sub-region (top) and
cross-sectional view of sub-dataset (bottom).

6 CONCLUSION
We presented a systematic approach to allow interac-
tive editing of big point clouds, and provided a com-
parison of our implementation with existing solutions.
The presented methodology is based on the mathemat-
ics of fiber bundles and extends very naturally to var-
ious application scenarios, while providing high flexi-

bility and performance at the same time. The ability
to store the editing history persistently in a data file is
an unique functionality offering high security on data
management and modification accountability. It further
supports data quality management, e.g. tracking classi-
fication errors in the editing history which became ob-
vious during a later processing step such as terrain mod-
eling out of classified terrain points. Manual editing of
a point cloud requires combining multiple user aspects
to be timely efficient. The flexible selection and class
assignment modi in combination with the three-level,
preservable undo/redo options of point editing stages
as well as the 3D navigation and display possibilities
are highly beneficial in this context. This capability
increases the user’s manual correction performance in
general, resulting in shorter editing times in both sim-
ple and complex areas of a point cloud. A big point
cloud requires quick and easy access to smaller sub-
areas of the point cloud such that a regular subdivision
for a systematic aerial editing is highly advantageous
(Fig. 6 and Fig. 12) and improves productivity.

To support our findings, we performed a manual edit
of the same point cloud in 1 and 3 by classifying two
roofs out of the point cloud. The manual editing steps
consist of a polygon-shaped point selection and class
assignment to the first roof, continued by a subsequent
point selection requiring 3D navigation to allow for an
appropriate point selection and class assignment to the
second roof. This editing was carried out by three users
in both software applications, demonstrating a perfor-
mance gain of about 33% for manual editing.
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ABSTRACT
Energy consumption for computing and using hypersurface curvature in volume dataset analysis and visualization
is studied here. Usage in both the base case and when more energy-optimal strategies, particularly computational
(especially for linear algebraic steps) strategies, are the primary foci here and are considered for analysis tasks that
are precursors to visualization. Compilation-based effects on energy usage are a secondary focus. Efforts here are
on Intel x86, which is popular and has power measurement capabilities. Additionally, a first-time visualization of
hypersurface curvature distributions in a brain imaging scenario is exhibited. The work aims to advance under-
standing of computing’s energy footprint and to provide guidance for energy-responsible volume data analysis.
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1 INTRODUCTION

Energy consumption of data processing activi-
ties has recently received increased attention from
policy-makers, data center deployment planners,
and computing researchers. Methods to characterize
computing energy use thus has been one direction
for energy-related research in computing, with char-
acterization still an early-stage technology [Lan23].
In this paper, one of our focuses is characterizing
energy use for certain computations related to analysis
and visualization. Some computing environments,
like recent Intel x86 CPUs (our focus here), have
built-in power-monitoring features that are accessible
for inspection by software developers, making such
characterizations accessible to interested parties. Other
environments do not well-expose their power usage,
making characterization more challenging for them.
(Some reports involving use of external monitoring
systems to measure power consumption do exist (e.g.,
[Lin19]), though, and generic estimators based on
memory and core use also exist (e.g., [Lan21]). ) Some
of the characterizations have involved system-level
considerations, especially for large data centers, with
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those characterizations sometimes employed in setting
purchase specifications. A characterization of server
energy use has been reported by Fuchs et al. [Fuc20],
for example. Additionally, characterizing energy from
manufacturing of computing systems has also been
considered [Gup22]. One other area of investigation
has considered characterizations of competing com-
puting paradigms, such as opportunities using FPGA
computation (e.g., [EM20]). Comparative analyses of
many instances of a class of algorithms have also been
reported (e.g., [Hen20]).
Finally, another research theme has been creation and
examination of strategies that a given type of algorithm
can use to reach its solution in a more energy-optimal
manner. Such approaches offer great promise–they are
perhaps the “most productive...green computing activ-
ity” [Lan21]. They can be pursued either in an end-
device agnostic manner or with focus on a specific com-
puting device. Beckitt-Marshall [BM21], for example,
has examined compiler optimization strategies to deter-
mine best optimization settings to achieve low energy
usage for two file compression approaches, an ambient
occlusion renderer, and several other algorithms on a
widely-used type of CPU. Another strategy has been to
exploit cache properties to reduce energy usage (e.g.,
[Tit15]).
The effort here both characterizes power usage and ex-
plores energy-efficient strategies for a class of volume
data analysis algorithms, hypersurface curvature deter-
mination, and one volume visualization scheme, maxi-
mum intensity projection, run on Intel x86 (one of the
most popular end computing environments for volume
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data analysis). (Hypersurface curvatures are discussed
in more detail in Section 2.) As one of the first such
efforts for the volume data analysis arena, a limited se-
ries of strategies is considered here, although they are
applicable to many other volume data analysis and vi-
sualization approaches.

2 BACKGROUND
This section presents some necessary background. This
includes details about hypersurface curvature (includ-
ing its utility and the mathematics for computing it) and
details about the four hypersurface curvature determi-
nation methods considered in our energy usage experi-
ments (presented later). Finally, some details about the
aims and motivations of the work are presented.

2.1 Hypersurface Curvature
Curvature measures of 3D manifolds (often called hy-
persurfaces [Mon92]) have been found to be very use-
ful descriptors for a variety of tasks, especially in the
fields of geology (where such curvature measures are
useful for identifying faults or fractures [Bra10] and for
visualizing seismic phenomena [Ald14]) and medicine
(where such curvature measures are useful for clas-
sification of tumors [Hir18] and arterial measurement
[Suz18]). For such tasks, the three principal curva-
ture values, denoted κ1, κ2, and κ3 (ordered such that
κ1 > κ2 > κ3), are of value.

Hypersurface curvatures are also useful for surface
reconstruction [Pap07] and for classification of data
points within a volume, where such points can be
classified based on the relative, relative absolute, and
average values of these three principal curvature values
[Hir01].

Formally, hypersurface curvature can be defined as fol-
lows. Let (u,v,w) denote a grid (or sample) point within
a scalar volume (where 0≤u<Nu, 0≤v<Nv, 0≤w<Nw
for a volume of size Nu×Nv×Nw). The value at point
(u,v,w) is then denoted f (u,v,w) with f representing
the underlying function that generates the volume and
fu representing the partial derivative of f in the u direc-
tion. The hypersurface’s three principal curvatures (i.e.,
of f ) are then the eigenvalues of the matrix:

1
l

 fuu fuv fuw
fuv fvv fvw
fuw fvw fww

1+ f 2
u fu fv fu fw

fu fv 1+ f 2
v fv fw

fu fw fv fw 1+ f 2
w

−1

,

(1)

where

l =
√

1+ f 2
u + f 2

v + f 2
w. (2)

Thus, computation of κ1, κ2, and κ3 requires knowl-
edge of the first derivatives, second derivatives, and

mixed partial derivatives of f . Often, the continuous
form of f is unknown, because the data under consid-
eration was acquired via a sensor. In such cases, these
necessary derivatives must be estimated in order to cal-
culate κ1, κ2, and κ3 from Eqn. 1.

2.2 Hypersurface Curvature Determina-
tion Methods

Our studies consider four methods for determining hy-
persurface curvature from volumetric data. These meth-
ods all work by first estimating the necessary deriva-
tives and then computing the hypersurface curvature us-
ing Eqn. 1. These four methods have previously been
comparatively studied on the bases of their accuracy
and run time [Hau21]. Because the methods all differ
in their derivative estimation approach, all four meth-
ods exhibit varying run times, accuracies, and energy
usages. Here, we briefly describe the four methods con-
sidered.

2.2.1 Taylor Exp.-based Conv. Kernels (TE)

One hypersurface curvature determination method,
denoted TE, estimates derivatives using convolution.
Specifically, it uses convolution filters derived from
the Taylor Expansion along each axis to estimate all
the necessary derivatives. Once these derivatives are
known, the three principal curvatures are computed
as the eigenvalues of Eq. 1. The TE approach has
previously been used in determination of both sur-
face curvature [Kin03] and hypersurface curvature
[Hau19], where it was found to be a among the fastest
approaches.

The method’s filters are determined according to a
framework that allows construction of filters with
arbitrary accuracy and continuity. For our experiments
with the TE approach, we used filters with C3 conti-
nuity and fourth order accuracy, following prior works
(e..g., [Kin03]). At these continuity and accuracy
parameters, the first derivative kernel is size 5 and the
second derivative kernel is size 7.

2.2.2 B-Spline-based Derivatives (BS)

The BS hypersurface curvature determination method
uses f as the coefficients of a tricubic B-Spline
[Hau19]. This B-Spline represents a continuous
form that approximates f , and the derivatives of that
continous form, in conjunction with Eq. 1, are used to
determine the principal curvatures.

It is possible to configure the B-Spline in a number of
ways (e.g., with varying numbers of knots or varying
degree). For our experiments , we configured the B-
Spline similarly to other reports–with knot count the
same as input volume dimensions.
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2.2.3 Orthogonal Polynomials-based Convolu-
tion Kernels (OP)

Another hypersurface curvature method, denoted OP,
also uses convolution to estimate the necessary deriva-
tives and then computes the resulting curvatures via
Eq. 1. OP uses convolution kernels derived from or-
thogonal polynomials.

The OP method uses kernels of odd size N that are gen-
erated according to three functions b0(x), b1(x), and
b2(x):

b0(x) =
1
N

, (3)

b1(x) =
3

M(M+1)(2M+1)
x, (4)

b2(x) =
1

P(M)
(x2 − M(M+1)

3
), (5)

with M = N−1
2 . P(M) is:

P(M) =
8
45

M5 +
4
9

M4 +
2
9

M3 − 1
9

M2 − 1
15

M. (6)

From these kernels, derivatives are estimated via:

ai jk = ∑
u,v,w∈m×m×m

f (u,v,w)bi(u)b j(u)bk(u), (7)

where m = {−(N−1)
2 , ..., (N−1)

2 }. For example, the esti-
mate fu would be found using a100.

Aside from one set of supplemental experiments at the
end of Section 4, all of our experiments follow prior
works (e.g., [Hau19]) and use N = 7.

Since convolution with such kernels implicitly does a
least squares fitting [Fly89], OP results match those of
a linear regression-based local surface fitting (without
explicitly performing any linear regression).

2.2.4 Deriche Filter-based Convolution Kernels
(DF)

The DF hypersurface curvature determination method
also uses convolution to estimate derivatives and then
computes curvature via Eq. 1. It uses convolution ker-
nels based on three Deriche Filters ( f̂0 for smoothing
and f̂1, f̂2 to estimate the first and second derivatives,
respectively) [Der90]. f̂0, f̂1, and f̂2 are defined as:

f̂0(x) =c0(1+α|x|)e−α|x|, (8)

f̂1(x) =− c1xα
2e−α|x|, (9)

f̂2(x) =c2(1− c3α|x|)e−α|x|, (10)

where c0, c1, c2, and c3 are scaling factors defined as:

c0 =
(1− e−α)2

1+2e−α α − e−2α
, (11)

c1 =
−(1− e−α 3

)

2α2e−α(1+ e−α)
, (12)

c2 =
−2(1− e−α 4

)

1+2e−α −2e−3α − e−4α
, and (13)

c3 =
(1− e−2α)

2αe−α
, (14)

with α a smoothing term. Monga et al. [Mon92] noted
that smaller values for α are often required when esti-
mating second derivatives compared to when estimating
first derivatives.

Aside from one set of supplemental experiments at the
end of Section 4, we have set α = 1.0, since that same
value for α was used in a prior work ([Hau21]) that
explored the DF method.

2.3 Aims and Motivations
This work is motivated by prior work that considered
accuracy and computational performance of hypersur-
face curvature computation [Hau19].

Energy-efficient algorithm strategies for linear system
solutions has been one focus of prior work. Köhler and
Saak [Kö19], for example, have explored such strate-
gies, including: (1) combining certain evaluation activ-
ities (to save on data transfers); (2) use of a Newton-
type method to compute matrix sign; (3) use of Gauss-
Jordan elimination in lieu of LU-decomposition; and
(4) changing one internal storage scheme to improve
cache utilization.

Our strategies here, described later, also include efforts
aimed at saving on data transfers and improving cache
utilization, including in linear system components of
hypersurface curvature determination.

3 METHODS/STRATEGIES
The strategies to achieve energy efficiency in the hyper-
surface curvature computation, primarily involving im-
provements in linear algebraic computations and com-
piler products, are described in this section.

3.1 Linear Algebra Memory & Computa-
tional Improvements

Hypersurface curvature determination in volumetric
datasets using the methods previously reported in the
literature requires estimation of derivative quantities
in the dataset followed by steps including finding
inverses, determinants, and performing matrix multi-
plication. These operations implement the equations
described above. Standard solver libraries can be used
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to compute those, and we initially used the Armadillo
library [San16] for that. (Later, we report comparisons
versus use of Armadillo.) Armadillo has several
characteristics that are not energy-optimal, though,
for application here. For one, it uses its own internal
format for matrices, which incurs some overhead in
both time and energy consumption. Also, our core
matrices are symmetric (but not necessarily positive
definite). (N.B.: the matrix product is not symmet-
ric, though.) Inspection of the Armadillo library
functions revealed that the inverse and determinant
computation in them did not exploit matrix symmetry
for (non-positive definite) symmetric matrices, which
means that there are redundant computations in the
case of such matrices. Our approach avoids these
redundancies, thereby saving both energy and time.
Our approaches to improve energy efficiency of linear
algebraic-based computations for hypersurface curva-
ture determination involved replacement of Armadillo
with our own realizations that store matrices as standard
arrays and avoid unnecessary computations performed
in the Armadillo code. Some aspects of the savings
our realizations achieve for matrix determinant follow.
3×3 matrices of the form:a b c

d e f

g h i

 (15)

have determinants of the form:

a

∣∣∣∣e f

h i

∣∣∣∣− b

∣∣∣∣d f

g i

∣∣∣∣+ c

∣∣∣∣d e

g h

∣∣∣∣ . (16)

Computing such a determinant involves loading the 9
matrix entries into the control unit of the CPU and per-
forming 5 additions and 9 multiplies. Ultimately, Ar-
madillo realizes these same actions. Our linear algebra
strategy for determinant calculation, however, exploits
that in our symmetric matrices, d= b, g= c, and h = f.
Thus, for our hypersurface curvature computation the
determinant of the matrix shown in Eq.15 has the form:

a

∣∣∣∣e f

f i

∣∣∣∣− b

∣∣∣∣b f

c i

∣∣∣∣+ c

∣∣∣∣b e

c f

∣∣∣∣ . (17)

The Eq.17 can be reduced to a form such as:

(ei− ff)(a)− (bi−K)(b)− ecc, (18)

where K = 2cf, with K computed in our algorithm as
a two step process:
K = cf; K =K+K.
The net effect of our approach to finding the determi-
nant is a computation with 5 additions and only 8 mul-
tiplies that also only loads 6 matrix entries into the con-
trol unit of the CPU. Our approach thus reduces load-
ing, reduces register pressure, and can remove one in-
stance of the most expensive operation in the process.

This arithmetic approach extends comparably to the
computation of the inverse.

Our linear algebra strategy thus has four components
in all. They include: (1) avoiding special, generic ma-
trix storage formats (and unnecessary storage of those)
via use of standard matrix storage; (2) exploiting ma-
trix symmetry and size in determinant computation; (3)
exploiting matrix symmetry and size in finding matrix
inverses; and (4) exploiting knowledge of matrix multi-
plicand form in finding matrix products.

3.2 Compilation Improvements
We also considered and report here on two categories
of compilation-based approaches for energy reduc-
tion for the language environment we used, C/C++.
C/C++-based solutions are known to be among the
most energy-efficient [Per17]. The two approaches are
(1) the use of a very high optimization compiler setting
(our compiler was gcc, and its very high optimization
setting is the O3 one), denoted VH henceforth, and
(2) the use of the special mathematical operation
optimization setting (in gcc, this setting is called
ffastmath), denoted FM henceforth. (N.B., because
FM relaxes some floating point compliance within the
compiler, it can impact accuracy. In our experiments
on a real dataset, the average change in the curvature
values due to the use of FM was 2.8× 10−16 and the
maximum change in any of the curvature values due to
the use of FM was 1.5×10−14.)

(Automated loop unrolling, denoted Unroll henceforth,
was also considered and is reported later. It cannot
be considered a general improvement in application to
methods here, as discussed later.)

3.3 B-Spline Library-Related Improve-
ments

For the BS method, we implemented two variants of the
method. Our first variant, simply denoted BS, utilized
the header-only vspline library [kfj23]. The second
variant, denoted BSWM5, used the B-Spline function-
ality present in the larger WildMagic 5 library [Ebe04]
Our results, presented later, consider the energy us-
age of both of these variants of the B-Spline-based ap-
proach.

4 RESULTS
Next, results are reported. All results were determined
on a CPU similar to one used in some related work.
Here, the environment used one core of an Intel Core
i5-8279U CPU. The operating system used was Ubuntu
Server 22.04.1 GNU/Linux. All runs were built us-
ing the gcc compiler (version 11.3.0). (N.B., we found
that code compiled with gcc was consistently among
the best (in terms of energy usage) compared to both
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clang and icc.) Energy measurements and timings were
done via the Performance API (PAPI) software [Bro00],
which in turn measured energy via the processor’s Run-
ning Average Power Limit (RAPL) feature. RAPL,
which is supported on Sandy Bridge and newer Intel
CPUs [Kha18], allows measuring CPU power usage.
RAPL uses hardware counters in conjunction with fac-
tors such as temperature and leakage to estimate CPU
energy usage, and it supports measurement of energy
usage using different domains including package (total
CPU package energy usage), PP0 (CPU core energy us-
age), and DRAM (DRAM controller). A previous study
found RAPL measurements to be accurate while also
exhibiting negligible overhead [Kha18]. The governor
on the computer was set to the "performance" mode in
order to maintain more consistent clock rates, and all
code was run as the "root" user (in order to ensure ac-
cess to the RAPL hardware) using the taskset utility (in
order to ensure that all runs were done on the same pro-
cessor core).

To find the cost of determining hypersurface curva-
ture via canned library (i.e., Armadillo) based linear
algebraic routines, we performed timing and energy
use. For all experiments, five runs were taken and
the trimmed mean (i.e., discarding most and least en-
ergy usage run) was computed. For one experiment, a
256×256×256 volumetric dataset mathematically gen-
erated from a polynomial function used in other re-
ported work on curvature in volumes and called the
“Genus3” polynomial there ([Hau20], Eqn. 39) was
used. On such a dataset, the baseline (optimized) result
(i.e., compilation using gcc with -O2 on the system re-
ported above) for hypersurface curvature determination
using the OP method was found to use 776.9 J (for CPU
package energy) and take 46.6 seconds of CPU time.
Using the VH optimization improved energy use by a
factor of 1.066 and run-time by a factor of 1.075. Cou-
pling VH and FM resulted in total improvement factors
of 1.077 and 1.082, respectively. However, replacement
of Armadillo with our linear algebraic strategies cou-
pled with the VH compilation strategy resulted in both
energy and time improvement factors of 1.25. (N.B.,
the measured energy usage and time typically varied by
about 1% from run to run.)

A breakdown of individual linear algebraic-related
strategy time and (package) energy improvement
factors are shown in Table 1 (versus original baseline
(“Base”) energy use). To ensure that these experiments
consider the overall impact of the underlying libraries
in a wide cross-section of scenarios, we computed
these results on a randomly-generated 2563 volume,
without regard to the end curvature estimator used. (Of
note here: time savings does not always equal energy
savings.) Total energy and time improvements from
these strategies taken together are also shown.

Strategy Base Energy Energy Imp. Time Imp.
Storage 25.40J 11.98x 7.08x
Det. 6.26J 2.95x 2.54x
Inv. 11.27J 1.43x 1.37x
Mult. 11.12J 1.40x 1.49x
Total: 54.05J 2.70x 2.18x

Table 1: L.A. Strategy Energy Use (J) & Improvement

The numbers in Table 1 show the energy usage mea-
surements of these operations in isolation (i.e., not
when used in combination as part of a larger problem
solving task). When these operations are performed in
combination as part of larger task, such as curvature
determination, the improvements can be even more
substantial. In fact, the results in Table 1 account
for less than one-half the total net improvement in
time and energy. Such results for these optimizations
incorporated into curvature determination are described
next.
Table 2 shows overall energy usage results for the com-
plete curvature determination of the four methods when
applied to a 256×256×72 brain magnetic resonance
angiography (MRA) dataset. The BS Method library-
related results are compared in the last two columns
of the table. The entries marked “Custom” here refer
to the use of our linear algebraic strategies rather than
use of the Armadillo library. The two best choices here
are (1) VH with FM and the linear algebraic strategies
and (2) VH with FM and automated loop unrolling with
the linear algebraic strategies. Average energy con-
sumption improvement is 16.72% for the first choice,
which is equivalent to 1.20 times improvement. For the
second choice, average energy consumption improve-
ment is 15.91%, which is equivalent to 1.19 times im-
provement. Since the automated loop unrolling results
are, overall, yielding performance improvement about
the same as optimization without them, we recommend
the first choice here, however practitioners using the
DF curvature determination method would still benefit
slightly from its use, it appears.
Table 3 shows run times for the same dataset. The lo-
cations of the red cells differs between Table 2 and Ta-
ble 3, which is indicative of something that has also
been observed in prior studies: there is not always a
direct correspondence between run time and energy us-
age. Thus, as a general conclusion, results here (again)
indicate that optimization for energy consumption and
optimization for run-time may require different meth-
ods and approaches.
Fig. 1 shows a composite rendering of three maximum
intensity projections (MIP), one per principal curvature,
of the MRA dataset. (κ1’s MIP forms the red channel
of the composite here. κ2’s forms the green channel.
κ3’s, which was clamped to remove low values, forms
the blue channel.) MIP is popular for raw MRA data
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Method OP TE DF BS BSWM5
Baseline (Armadillo) 176.24 J 135.58 J 185.28 J 230.81 J 399.73 J
Baseline (Custom) -11.91% -17.75% -8.49% -10.24% -6.52%
Baseline FM (Armadillo) -0.84% -0.92% 3.91% -0.51% -0.35%
Baseline FM (Custom) -12.87% -17.56% -12.19% -10.65%
Baseline Unroll (Armadillo) 2.42% 0.03% -1.27% 4.86% -5.49%
Baseline Unroll (Custom) -15.02% -17.93% -10.86% -5.35% -12.34%
Baseline Unroll FM (Armadillo) 2.75% -0.61% -2.46% 3.11% 0.67%
Baseline Unroll FM (Custom) -15.35% -18.96% -9.65% -4.45% -10.41%
VH (Armadillo) -4.17% -3.49% -4.45% -0.99% -6.42%
VH (Custom) -16.86% -21.10% -17.21% -10.41% -10.57%
VH FM (Armadillo) -4.86% -4.54% -6.97% -3.38% -3.64%
VH FM (Custom) -17.53% -12.78% -14.17%
VH Unroll (Armadillo) -1.21% -3.39% -4.09% 0.64% 0.63%
VH Unroll (Custom) -16.14% -20.37% -16.16% -10.37% -11.94%
VH Unroll FM (Armadillo) -2.86% -3.61% -4.68% -0.16% -5.91%
VH Unroll FM (Custom) -16.75% -20.62% -9.91%

-11.08%

-17.57% -21.55%

-17.80% -14.47%
Table 2: Energy usage on the MRA dataset (trimmed means of five runs), relative to Baseline for each curvature
determination method in conjunction with the optimization strategies. Cell backgrounds are color mapped based on
energy usage relative to baseline. In each column, the bold entry indicates the approach with lowest energy usage
for that method and the yellow bordered entry indicates the approach with the fastest run time for that method.
Overall, best energy improvement averages about 1.20 times.

Method OP TE DF BS BSWM5
Baseline (Armadillo) 10.65 s 7.85 s 11.43 s 13.00 s 25.91 s
Baseline (Custom) -11.12% -18.02% -8.54% -10.45% -5.24%
Baseline FM (Armadillo) -0.42% -0.65% 3.53% -0.55% -0.47%
Baseline FM (Custom) -12.02% -17.85% -11.80% -11.49% -3.86%
Baseline Unroll (Armadillo) 2.45% -0.24% -1.63% 4.66% -0.23%
Baseline Unroll (Custom) -14.15% -18.33% -11.03% -5.69% -6.21%
Baseline Unroll FM (Armadillo) 3.15% -1.08% -2.31% 3.10% 0.81%
Baseline Unroll FM (Custom) -14.40% -19.12% -9.90% -4.88% -3.70%
VH (Armadillo) -3.92% -3.94% -5.05% 0.91% -0.91%
VH (Custom) -15.93% -21.45% -17.29% -8.08% -3.69%
VH FM (Armadillo) -4.69% -4.76% -7.91% -1.43% 1.93%
VH FM (Custom) -16.62% -21.96% -18.05% -10.22% -7.35%
VH Unroll (Armadillo) -1.13% -4.01% -4.97% 3.85% 0.70%
VH Unroll (Custom) -15.46% -21.10% -16.86% -6.78% -6.15%
VH Unroll FM (Armadillo) -3.29% -4.14% -5.75% 2.89% -0.86%
VH Unroll FM (Custom) -16.21% -21.35% -18.22% -7.12% -7.61%

Table 3: Run times on the MRA dataset (trimmed means of five runs), relative to Baseline for each curvature
determination method in conjunction with the optimization strategies. Cell backgrounds are color mapped based
on energy usage relative to baseline. In each column, the bold entry indicates the approach with lowest run time
for that method.

rendering. To our knowledge, this figure here is the
first MIP rendering of hypersurface curvature features
in MRA data, however. OP’s results were used to pro-
duce Fig. 1. The amount of energy used to produce the
rendering is 146.94 J on average (146.5 J for curvature
computation and 0.42 J for MIPs).

Table 4 presents the results of energy usage experiments
for two other sets of parameters for both OP and DF
versus the values used in the prior experiments. In this
table, OP N denotes application of OP with an estima-
tion filter of size N and DF α denotes application of DF
with a smoothing parameter of value α . As N increases,
the energy usage of OP increases. This is expected, as

larger N values require more computation. Despite OP
5 and OP 9 being 28% smaller and larger, respectively,
than OP 7, the energy differences are substantially less
than that. To some extent, this is to be expected, as
only some of the computation is related to the size of
the estimation filter. OP 5 uses about 0.95 times the
energy of OP 7 and OP 9 uses about 1.07 times the en-
ergy of OP 7, with energy usage scaling up more slowly
when all strategies are used. The energy differences are
much less noteworthy on DF. To some extent, this is
to be expected, as α does not substantially change the
amount of computation. We do note that running DF
with α = 0.5 uses slightly less energy than running it
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Figure 1: MIP: κ1, κ2, κ3 Composite, MRA Dataset.

with α = 1.0 and α = 2.0. Our hypothesized reason
for this is that the optimal filters used by DF rely on
the pow function, which can be more optimal for cer-
tain exponents, in particular ones like 0.5 and 2, which
appear to be exhibited more by the α = 0.5 than by the
α = 1.0 and α = 2.0 settings.

5 CONCLUSIONS
Most of our strategies exploit known properties of
the hypersurface curvature determination domain to
reduce energy consumption (and computation time!).
Our storage-based strategy yielded the largest energy
(and time) improvement for the linear algebraic com-
putational components of the hypersurface curvature
computation, achieving nearly a 12-fold improve-
ment in energy usage, when considered in isolation.
Overall, the linear algebraic computational strategies
achieved nearly a 3-fold improvement in energy usage
for those components of the hypersurface curvature
determination, when taken together.

For practitioners using a B-spline based method for hy-
persurface curvature determination, use of the vspline
library appears to enable significantly lower energy use
than use of the WildMagic 5 library; that results in about
a 1.73 times improvement in energy consumption.

For practitioners, the best generic advice for energy-
efficient hypersurface curvature determination is to use
the VH and FM compilation strategies coupled with the
linear algebraic strategies, which can result in about a
1.20 times energy improvement.

Our strategies can provide means for reduced energy
consumption for hypersurface-based volume data anal-
yses and visualizations. Data analyses and visualiza-
tions using them can thus extend battery life as well as
reduce their environmental impact.

ACKNOWLEDGMENTS
The research reported here was conducted indepen-
dently; it was not sponsored by any sort of energy-
related organization.

6 REFERENCES
[Ald14] G. Aldrich, A. Gimenez, M. Oskin, R. Stre-

litz, J. Woodring, L. H. Kellogg, and
B. Hamann. Curvature-based crease surfaces
for wave visualization. Vision, Modeling &
Vis., pp. 39–46, 2014.

[BM21] J. Beckitt-Marshall. Improving Energy Ef-
ficiency through Compiler Optimizations.
Bowdoin College (Honors Project 239 Re-
port), 2021.

[Bra10] L. Bravo and M. Aldana. Volume curva-
ture attributes to identify subtle faults and
fractures in carbonate reservoirs: Cimar-
rona formation, middle magdalena valley
basin, colombia. 2010 SEG Annual Meeting.
OnePetro, 2010.

[Bro00] S. Browne, J. Dongarra, N. Garner, G. Ho,
and P. Mucci. A portable programming inter-
face for performance evaluation on modern
processors. Int’l J. High Perf. Comp. Appl.,
14(3):189–204, 2000.

[Der90] R. Deriche. Fast algorithms for low-level vi-
sion. IEEE T-PAMI, 12(1):78–87, Jan 1990.

[Ebe04] D. Eberly. 3D game engine architecture: en-
gineering real-time applications with Wild
Magic. CRC Press, 2004.

[EM20] D. El Mezeni and L. Saranovac. Fast guided
filter for power-efficient real-time 1080p
streaming video processing. J. Real-Time
Image Processing, pp. 511–525, 2020.

[Fly89] P. Flynn and A. Jain. On reliable curvature
estimation. Proc., IEEE Comput. Vision and
Pat. Recog. ’89, pp. 110–116, 1989.

[Fuc20] H. Fuchs, A. Shehabi, M. Ganeshalingam,
L.-B. Desroches, B. Lim, K. Roth, and
A. Taso. Comparing Datasets of Volume
Servers to Illuminate their Energy use in
Data Centers. Energy Efficiency, 13:379–
392, 2020.

[Gup22] U. Gupta, Y. Kim, S. Lee, J. Tse, S. Hsien-
Hsin, G.-Y. Wie, D. Brooks, and C.-J. Wu.
Chasing carbon: The elusive environmen-
tal footprint of computing. IEEE Micro,
42(4):37–47, 2022.

[Hau19] J. D. Hauenstein and T. S. Newman. Ex-
hibition and evaluation of two schemes for
determining hypersurface curvature in volu-
metric data. J. WSCG, 27(2):121–129, 2019.

ISSN 2464-4617 (print) 
ISSN 2464-4625 (online)

Computer Science Research Notes - CSRN 3301 
http://www.wscg.eu WSCG 2023 Proceedings

https://www.doi.org/10.24132/CSRN.3301.22 192



Method OP 9 OP 7 OP 5 DF 2.0 DF 1.0 DF 0.5
Baseline (Armadillo) 188.44 J 175.86 J 166.03 J 189.02 J 186.74 J 185.25 J
VH Unroll FM (Custom) 154.15 J 146.66 J 140.73 J 155.11 J 152.78 J 151.05 J

Table 4: Energy usage on the MRA dataset (trimmed means of five runs) for Baseline vs. all strategies at three
different parameter settings for OP and DF.

[Hau20] J. D. Hauenstein and T. S. Newman. Descrip-
tions and evaluations of methods for deter-
mining surface curvature in volumetric data.
Computers & Graphics, 86:52–70, 2020.

[Hau21] J. D. Hauenstein and T. S. Newman. New
methods and novel framework for hypersur-
face curvature determination and analysis. J.
WSCG, 29(1–2):11–20, 2021.

[Hen20] P. Henderson, J. Hu, J. Romoff, E. Brunskill,
D. Jurafsky, and J. Pineau. Towards the sys-
tematic reporting of the energy and carbon
footprints of machine learning. J. Machine
Learn. Res., 21:1–43, 2020.

[Hir01] Y. Hirano, A. Shimizu, J.-i. Hasegawa, and
J.-i. Toriwaki. A tracking algorithm for ex-
tracting ridge lines in three-dimensional gray
images using curvature of four-dimensional
hypersurface. Systems and Comput. in Japan,
32(12):25–37, 2001.

[Hir18] Y. Hirano. Categorization of lung tumors into
benign/malignant, solid/GGO, and typical
benign/others. K. Suzuki and Y. Chen, edi-
tors, Artificial Intelligence in Decision Sup-
port Systems for Diagnosis in Medical Imag-
ing, pp. 193–208. Springer Nature, 2018.

[kfj23] kfj. vspline: C++ template
library for B-splines, 2023.
https://bitbucket.org/kfj/vspline/.

[Kha18] K. N. Khan, M. Hirki, T. Niemi, J. K. Nurmi-
nen, and Z. Ou. Rapl in action: Experiences
in using rapl for power measurements. ACM
Trans. Model. Perform. Eval. Comput. Syst.,
3(2), mar 2018.

[Kin03] G. Kindlmann, R. Whitaker, T. Tasdizen, and
T. Moller. Curvature-based transfer functions
for direct volume rendering: methods and ap-
plications. Proc., IEEE Visualization ’03, pp.
513–520, 2003.

[Kö19] M. Köhler and J. Saak. Frequency Scaling
and Energy Efficiency regarding the Gauss-
Jordan Elimination scheme with Applica-
tion to the Matrix-sign-Function on Open-
POWER 8. Concurrency and Computation:
Practice and Experience, 31(6):e4504, 2019.

[Lan21] L. Lannelongue, J. Grealey, and M. Inouye.
Green Alogorithms: Quantifying the Car-
bon Footprint of Computation. Advanced
Science, 8:202100707, 2021.

[Lan23] L. Lannelongue and M. Inouye. Carbon
Footprint Estimation for Computational Re-
search. Nature Reviews Methods Primers,
3:Article 9, 2023.

[Lin19] J. Lin, C. Gan, and S. Han. Tsm: Temporal
shift module for efficient video understand-
ing. Proc., IEEE/CVF Int’l Conf. on Com-
puter Vision ’19, pp. 7083–7093, 2019.

[Mon92] O. Monga and S. Benayoun. Using partial
derivatives of 3D images to extract typical
surface features. Research Report RR-1599,
INRIA, 1992.

[Pap07] L. Papaleo. An approach to surface recon-
struction using uncertain data. Int’l J. of
Image and Graphics, 07(01):177–194, 2007.

[Per17] R. Pereira, M. Couto, F. Ribeiro, R. Rua,
J. Cunha, J. Fernandes, and J. Saraiva. En-
ergy efficiency across programming lan-
guages. Proc., ACM SIGPLAN Int’l Conf.
Soft. Lang. Engg., pp. 256–267, 2017.

[San16] C. Sanderson and R. Curtin. Armadillo: a
template-based c++ library for linear algebra.
Journal of Open Source Software, 1(2):26,
2016.

[Suz18] H. Suzuki, Y. Kawata, N. Niki, T. Sugiura,
N. Tanabe, M. Kusumoto, K. Eguchi, and
M. Kaneko. Automated assessment of aor-
tic and main pulmonary arterial diameters
using model-based blood vessel segmenta-
tion for predicting chronic thromboembolic
pulmonary hypertension in low-dose ct lung
screening. Medical Imaging 2018: Comput.-
Aided Diagnosis, volume 10575, 2018.

[Tit15] J. Tithi, P. Ganapathi, A. Talati, S. Aggar-
wal, and R. Chowdhury. High-performance
energy-efficient recursive dynamic program-
ming with matrix-multiplication-like flexible
kernels. Proc., 29th Int’l Par. and Dist. Pro-
cessing Symp., pp. 303–312, 2015.

ISSN 2464-4617 (print) 
ISSN 2464-4625 (online)

Computer Science Research Notes - CSRN 3301 
http://www.wscg.eu WSCG 2023 Proceedings

https://www.doi.org/10.24132/CSRN.3301.22 193



MS-PS: A Multi-Scale Network for Photometric Stereo

With a New Comprehensive Training Dataset

Clément Hardy

Normandie Univ,

UNICAEN, GREYC

Caen, France

clement.hardy@unicaen.fr

Yvain Quéau

Normandie Univ, CNRS,

GREYC

Caen, France

yvain.queau@ensicaen.fr

David Tschumperlé

Normandie Univ, CNRS,

GREYC

Caen, France

david.tschumperle@unicaen.fr

ABSTRACT

The photometric stereo (PS) problem consists in reconstructing the 3D-surface of an object, thanks to a set of

photographs taken under different lighting directions. In this paper, we propose a multi-scale architecture for

PS which, combined with a new dataset, yields state-of-the-art results. Our proposed architecture is flexible: it

permits to consider a variable number of images as well as variable image size without loss of performance. In

addition, we define a set of constraints to allow the generation of a relevant synthetic dataset to train convolutional

neural networks for the PS problem. Our proposed dataset is much larger than pre-existing ones, and contains

many objects with challenging materials having anisotropic reflectance (e.g. metals, glass). We show on publicly

available benchmarks that the combination of both these contributions drastically improves the accuracy of the

estimated normal field, in comparison with previous state-of-the-art methods.

Keywords
Photometric stereo, 3D-recontruction, normal map estimation, multi-scale achitecture, new dataset

1 INTRODUCTION

Photometric stereo (PS) is a 3D-reconstruction tech-

nique that estimates the 3D normal at each point of the

surface of an object, using three or more photographs

taken from the same viewpoint but with different light-

ing directions. Early works in this field (e.g. [38]) con-

sidered the ideal case of a perfect Lambertian surface.

However, most images of real world objects exhibit a

wide variety of complex lighting effects, which are not

well predicted by Lambert’s law. Especially, objects’

reflectance often includes a specular component, giving

a more or less shiny appearance to the image surface.

Translucent surfaces, such as glass and acrylic, do not

respect Lambert’s law either. These kind of materials

remain in most cases, poorly managed by traditional

photometric stereo solutions [31]. In order to man-

age non-Lambertian surfaces, deep learning methods

based on convolutional neural networks have recently

emerged as the most efficient ones [31, 34]. The qual-

ity of results obtained by such approaches relies on two

main factors:

Permission to make digital or hard copies of all or part of

this work for personal or classroom use is granted without

fee provided that copies are not made or distributed for profit

or commercial advantage and that copies bear this notice and

the full citation on the first page. To copy otherwise, or re-

publish, to post on servers or to redistribute to lists, requires

prior specific permission and/or a fee.

1. The architecture of the network, which must ensure

a good capacity for generalization on new data, in-

cluding data with a different size from the training

set.

2. The quality of the learning dataset, which must be

as representative as possible of the diversity of ob-

servable light phenomena, for the network to be able

to differentiate materials from each other.
PS-FCN [6] Ours

Figure 1: From a set of images taken under different

illumination directions (left), photometric stereo esti-

mates a normal map (right). Our proposed method

is particularly efficient when used on challenging

anisotropic materials, e.g. metal and glass as with this

aluminium bunny from [31].

Contributions
Here, we propose a deep learning-based method for the

problem of calibrated PS (known lighting direction and

intensities), with the following features:

• A multi-scale network architecture for PS, which

analyzes the input images simultaneously at different

scales;

• A new synthetic training set featuring a wide variety

of geometry and non-Lambertian reflectance.
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Using these two contributions together, we show that

challenging materials with anisotropic reflectance (e.g.

metal, glass) can be handled appropriately in the PS

problem (Fig. 1). The underlying core idea is that infor-

mation over the whole image is indeed necessary to in-

fer the 3D normal. Otherwise, complex lighting effects

like inter-reflections in metallic objects or sub-surface

scattering inside glass cannot be analyzed. On the con-

trary, our proposed multi-scale architecture takes ad-

vantage of all available complex geometric/lighting in-

formation and long-distance pixel correlations when in-

ferring the 3D normal map.

2 RELATED WORK

Deep learning techniques for photometric stereo are all

based on the use of Convolutional Neural Networks

(CNN). Typically, a fully CNN architecture requires a

fixed number of input images. However, in photometric

stereo, the number of images depends on the acquisition

procedure. To avoid having to train a different network

model for each possible number of input images, two

alternatives have been considered in the literature.

Observation map VS pooling

The first alternative consists in using an observation

map [11, 13, 22, 25, 41], which projects all observations

of each pixel under different illuminations into a fixed-

size space - typically a sampled hemisphere. Therefore,

an observation map makes a fixed-size summary of the

information contained in a variable-size set of images.

However, the spatial information (intra image) is lost,

and the performance drops when the number of input

images is small (typically, <10) [12].

The second alternative rather resorts to specific pooling

modules [5, 6, 16, 18, 37], which aggregate the different

features of each image extracted by previous convolu-

tion layers. This allows to obtain fixed-size image fea-

tures from a variable number of input images. Different

pooling methods can be considered. It is shown in [6]

that max pooling performs better than average pooling

as soon as the number of images exceeds 16. The latter

tends to over-smooth the salient features and to be too

sensitive to the regions of images with little interest, al-

though a max pooling can also sometimes ignore a large

proportion of the features extracted [17]. Still, in con-

trast to the observation map approach, pooling methods

pay attention to intra image information, despite using

less the variations of pixel values across the images.

Architectural variants

To overcome the drawbacks of both these approaches,

Yao et al. [40] introduced a graph method called GPS-

NET. It first aggregates the inter-image information by

using a graph structure, and then uses a CNN to predict

a 3D normal map. This graph structure therefore al-

lows to preserve the spatial information. More recently,

Ikehata [12] proposed a dual-branch transformer (PS-

transformer). One branch takes as input the pixels un-

der different illuminations to get the inter-information,

the other branch processes the images to get the spatial

one. The features extracted are then aggregated, and

a CNN finally gives the 3D normal map. However, as

mentioned in [12] transformers are not particularly suit-

able for dense problems (in our case, a large number of

input images).

In this paper, we rather consider the pooling-based

scheme from [6] as a baseline model, and broaden it

to a multi-scale architecture. Multi-scale architecture

for photometric stereo has already been used, e.g., by

Lichy et al. in the context of directional lighting with

few images (no more than 6 images in inputs) [24], or

for near (non-parallel) lighting [23]. On the contrary,

we design our method to handle the directional light-

ing case with a large number of input images (e.g. 96

images).

Existing training datasets

Regardless of its architecture, a neural network needs to

be trained on a proper dataset to perform well. In prac-

tice though, it is very difficult to acquire a large dataset

of real images with 3D ground truths of photographed

objects. For this reason, deep photometric stereo net-

works proposed in the literature often rely on training

datasets of synthetic 3D objects, notably the Blobby

and Structure datasets introduced in [6], and CyclePS

in [11].

The Blobby dataset is composed of 10 geometric

shapes, each one observed from 1296 distinct view-

points. As the name suggests, the shapes in Blobby

are rather smooth and regular (Fig. 2a). The Structure

dataset consists in objects with complex geometry

containing fine details (Fig. 2b). It is composed of

8 objects, rendered in 3D from 1387 to 6874 view-

points. To simulate surfaces with non-Lambertian light

reflectance, a material from the MERL [28] dataset

is randomly drawn and applied in each rendering,

providing a total of 25920 samples for Blobby and

59292 for Structure. In both cases, each sample is

rendered under 64 different light directions, randomly

selected on the hemisphere (Fig. 3c).

Finally, the CyclePS [11] dataset is also composed of

complex objects, but contains only 18 objects rendered

from 10 views (Fig. 2c). However, the number of ma-

terials available is substantial because Disney’s princi-

pled BSDF [3] parametric reflectance model is used. It

allows the variation of the base colour, roughness, pro-

portion of specular reflectance, etc., thus the objects can

be rendered using a near infinite number of materials.

The training dataset presented in the present paper will

also feature the possibility to generate as many materi-

als as needed, while also considering much more geo-

metric shapes than in existing sets.
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(a) Blobby [15] (b) Structure [15] (c) CyclePS [11] (d) DiLiGenT [34] (e) DiLiGenT102 [31]

Figure 2: Samples from existing datasets. The first three [15, 11] are synthetic ones, used for training the neural

networks. Both the last ones [34, 31] are real-world datasets used for benchmarking. Our proposed multi-scale

architecture is evaluated on both benchmarking datasets, and trained on a new synthetic training set, which contains

much more objects with non-Lambertian reflectance.

Existing benchmarking datasets

To validate the relevance of the training datasets, as

well as to verify that the models trained on these

synthetic data are able to generalize to real images,

two real-world datasets exist: DiLiGenT [34] and

DiLiGenT102 [31].

The DiLiGenT dataset comprises 10 different objects,

taken from the same viewpoint under 96 different illu-

minations (Fig. 3a). The reflectance of the objects in

this dataset goes from quasi-Lambertian to moderately

specular. For each photographed object, the ground

truth normal map is provided, as well as the calibrated

lighting directions and intensities. Therein, the ground

truth geometry was acquired by manually registering

laser scans with the images.

The DiLiGenT102 dataset contains 10 different objects.

Each object was explicitly fabricated with 10 different

materials and photographed under 100 calibrated illu-

minations (Fig. 3b). The ground truth was not obtained

by scanning the objects, but from the 3D digital models

used to machine the objects. This real dataset is particu-

larly interesting for evaluating performances on highly

specular materials and translucent ones. Indeed, it con-

tains metallic materials, such as aluminium or steel, and

a translucent one (acrylic). This dataset also contains

diffuse and slightly specular materials, hence most of

real-world material characteristics are present. The di-

versity of object shapes is also high as it contains ob-

jects with simple geometry like balls but also complex

ones like turbines. It offers the opportunity to test the

impact of diverse inter-reflection, shadow and shading

effects. Today, it is the most complete dataset com-

posed of real images available in PS.

x

y

z

(a) DiLiGenT

x

y

z

(b) DiLiGenT102

x

y

z

(c) Random

Figure 3: Distribution of illumination directions in the

real DiLiGenT and DiLiGenT102 datasets, and an ex-

ample of a random distribution. The z-axis corresponds

to the optical axis of the camera, with the imaged object

at coordinates (0,0,0).

Uncalibrated PS

In all the methods discussed above, the light directions

and intensities are assumed to be known, i.e. we con-

sider the calibrated PS problem. When these acqui-

sition parameters are unknown, the problem is called

uncalibrated. Uncalibrated PS has been studied e.g.

in [5, 14, 20], and partially solved by defining a first

neural network that predicts the lighting parameters as-

sociated with each acquired image. This estimated data

is then fed into a second network that solves the prob-

lem of calibrated PS. Managing non-directional light-

ing, e.g. near point-light sources [26, 32] or natural illu-

mination [9, 14, 29], is another ongoing research prob-

lem. In this paper we focus on the case of calibrated PS

with known directional light sources.
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3 A NEW MULTI-SCALE ARCHITEC-

TURE FOR PS

The multi-scale architecture we propose builds upon the

normal estimation network introduced in [6]. Therein,

each image is first normalized by the calibrated light-

ing intensity, and then concatenated with the calibrated

direction. The resulting “image” forms the input to the

feature extractor which processes each (image, direc-

tion) pair independently. Then, all the independent fea-

tures are aggregated through a feature aggregation mod-

ule, and lastly a regression module predicts the normal

map.

In order for the normal estimation to perform

equivalently well on low-frequency geometry and

high-frequency details, we propose to embed this

network in a multi-scale approach which progressively

refines the result as the spatial scale increases. Thus,

our model first focuses on the global aspect of the

object, then progressively insert details such as cracks,

slight bumps, or holes as illustrated in Fig. 4.

Figure 4: Multi-scale normal estimation at three dif-

ferent scales (bottom row is a contrast-enhanced zoom

on the rectangle area). Low-detail geometry is recon-

structed from the first levels. High-frequency details

get refined as the scale increases.

The proposed multi-scale network combines two inde-

pendent architectures (Fig. 5). The first stage takes as

inputs the calibrated lighting directions and the images

(downsampled from the original images to some ini-

tial resolution r0), and outputs a low-resolution normal

map with the same resolution r0. This first stage is es-

sentially similar to the normal estimation network pro-

posed in [6]. In the second stage, the low-resolution 3D

normal map is up-sampled to a resolution r1 = 2r0 (us-

ing bilinear interpolation followed by normalization to

enforce the unit-length constraint on normal vectors),

and concatenated with the images (down-sampled from

the original input images to resolution r1) and light-

ing directions. The process is then repeated until the

resolution of the original images is reached. In these

sequential stages, the inputs differ from the first stage,

thus a new, independent architecture is obviously nec-

essary. Yet, let us emphasize that since this new archi-

tecture is completely convolutional (except the pooling

layer) and as only the spatial resolution changes from

stage to stage, we can share the weights between each

processed scale. Therefore, only two networks actually

need being trained, independently from the number of

scales. The network formed by these two sub-networks

is trained by minimizing the cosine similarity, which

measures the angular difference between the estimated

3D normals and the ground truth ones. It is defined as

follows:

lnormal = 1−∑
i j

N⊤

i j N̂i j, (1)

where N̂i j is the estimated normal at pixel (i, j), and

Ni j is the ground truth one. In terms of computational

cost, our multi-scale CNN has 4.4 millions parameters.

In comparison with the mono-scale approach, it uses

only 5% more memory and takes 14% more time for

inference.

As remarked in [24], one of the most interesting fea-

tures of a multi-scale architecture is its ability to pro-

cess images with arbitrary size (small or large) with-

out loss of performance. Indeed, even if a single-scale

model is fully convolutional and so can process high-

resolution images, such a model with a fixed number of

convolution layers may not have enough convolutions

to synthesize the information over a whole, potentially

large image. And, a network trained to handle a spe-

cific resolution may not behave well for much larger

images. For example, information from the bottom left

of the image may not be used to infer the normal at

the top right. Yet, such an ability would be particularly

useful for handling non-local reflectance effects such as

translucency. See for instance the acrylic ball shown in

the experiments section in Fig. 10, where light passes

through the object. By propagating global information

at different scales, such a limitation of local methods is

overcome.

More importantly, the proposed multi-scale architecture

with shared weights allows one to process images with

higher resolution than the ones used during training.

For example, in our implementation the first processing

resolution is 8× 8 pixels. By taking a resolution mul-

tiplier of two between two scales, four scales are nec-

essary to reach a resolution of 128×128 pixels (which

is the training resolution in our tests), and seven scales

for the DiLiGenT102 images which have a resolution

of 1001× 1001 pixels. Yet, the same weights are used

in both cases, hence a resolution-specific training is not

necessary. In practice, this removes the need for either

rescaling the input images to the resolution of the train-

ing images, or resorting to a (too local) patch-based ap-

proach.
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Figure 5: First two stages of the proposed multi-scale architecture. A first architecture, inspired by the PS-

FCN method [6], takes as inputs the calibrated lighting directions and downsampled images, and outputs a low-

resolution 3D normal map. The latter is then up-sampled and concatenated with lighting directions and higher-

resolution images. A second architecture then infers higher-resolution normals, and this part of the process is

repeated until the resolution of the original images is reached (network weights being shared by all scales).

4 PROPOSED LEARNING DATASET

As discussed in Section 2, the existing Blobby and

Structure synthetic datasets lack of diversity in terms

of geometry and textures. For example, although the

Structure dataset is composed of complex objects, all

these objects are statues. Similarly, the number of dif-

ferent materials in the MERL material base is only 100.

This is clearly not enough to model the huge diversity

of materials present in the nature. The CyclePS dataset

partially solves this issue, by allowing to generate in-

finitely many materials by randomly selecting parame-

ters from a parametric BSDF model. Still, it remains

limited in terms of geometry. Overall, a greater diver-

sity of shapes and materials in the images of the train-

ing dataset would be beneficial for training networks for

photometric stereo. For these reasons, we propose here

a new dataset, which includes a large variety of shapes

and materials.

In order to create this dataset, we implemented our

own image data generation pipeline. We used the

Blender [8] software with the Cycles rendering engine.

As a result, our new dataset is composed of two parts:

• Our Blobby contains objects with smooth surfaces;

• Our Object contains objects with complex geome-

try: strong discontinuities, edges, corners, textures

details, etc.

Samples from our training dataset are shown in Fig. 6.

Our Blobby has 3000 distinct objects, generated by

the sum of random Gaussian potentials, followed by

iso-surface extraction using the Marching Cubes algo-

rithm [27]. Our Object contains 76 detailed objects

Figure 6: Examples of images from the proposed

dataset.

which are 3D meshes from the Sketchfab [2] website.

Moreover, to allow the learning of non-Lambertian sur-

faces, more than 1100 different real materials, extracted

from the ambientCG [1] website, are randomly applied

to the objects, much more than the 100 materials of

Structure and Blobby. To complete a lack of diver-

sity of the most complicated materials (metals, glasses,

etc.) that could persist, we generated additional mate-

rials by randomly setting the values of somes parame-

ters (metallic, specular, roughness, anisotropic, etc.) of

Disney’s principled BSDF [3]. To ensure that all possi-

ble materials are represented, during the rendering we

choose to apply to the object with a probabilty of 50% a

real material (from ambientCG), with 17% a glass ma-

terial and with 17% a metal one. The remaining 16%

materials are constructed by randomly selecting all pos-

sible parameters in the principled BSDF (which may

result in non-realistic materials).
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# objects # views # total number of samples # lighting # materials

Blobby 10 1 296 25 920 64 100

Structure 8 1387-6874 59 292 64 100

CyclePS 18 10 180 1 300 90 000

DiLiGenT 10 1 10 96 10

DiLiGenT102 10 10 100 100 10

Our Blobby 3000 5 15 000 100 1 100 + infinity

Our Object 76 267 45 000 100 1 100 + infinity

Table 1: Summary of the characteristics of the different learning datasets used in photometric stereo.

If we set a single value for each parameter of the prin-

cipled BSDF, we would obtain a material which is spa-

tially uniform in terms of reflectance, as in the exam-

ple of Fig. 7a. Yet, many real-world objects exhibit a

spatially-varying reflectance, which is a known limita-

tion of existing PS techniques [6]. To solve this prob-

lem in our generation pipeline, we rather incorporated

a few spatially-varying material maps, as in the exam-

ple of Fig. 7b. This technique was used for 50% of the

renderings. It allowed us to create both objects with

uniform reflectance, and others with spatially-varying

one, as illustrated in Fig. 6.

Finally, to generate data having realistic lighting con-

ditions, we rendered all the images with both random

illumination direction (Fig.3c) and random intensity. In

total, 15 000 blobby samples and 45 000 object sam-

ples were generated this way. Table 1 summarizes the

characteristics of the existing datasets, versus the ones

we propose. In order to ensure the reproducibility of

our results, the code and these learning datasets will be

made publicly available online.

Uniform reflectance Spatially-varying

reflectance

Figure 7: Rendering of the same ball with a uniform

base color, or with a spatially-varying one.

5 EXPERIMENTS

In this section, we demonstrate the effectiveness of

our proposed multi-scale architecture on publicly

available benchmarks, namely DiLiGenT [34] and

DiLiGenT102 [31]. To evaluate the impact of our new

training dataset, we trained our network both on the

pre-existing training datasets Blobby and Structure

(this training is referred to as “DS1” in the following)

and on our new training dataset (“DS2” in the follow-

ing). In the rest of this section, “Mono (DS1)” will

thus refer to the mono-scale architecture trained on

the pre-existing dataset, “Multi (DS1 + DS2)” to the

multi-scale architecture trained on both the pre-existing

and the new datasets, etc. We will first provide a

few qualitative results to illustrate the importance of

the two building blocks of our contribution, and then

provide a thorough quantitative evaluation on the two

benchmarks.

5.1 Implementation details

Both the “Mono” and the “Multi architectures were im-

plemented in Pytorch. The Adam optimizer [21] was

used with a learning rate of 10−4. We trained both the

multi-scale and the mono scale architecture by taking

32 patches of size 128 by 128 as inputs. The training

took a few days on a single Nvidia GeForce GTX 1080

Ti with a batch size of 3 (the maximun we can fit in

our GPU). The inference time depends on the number

of input images and their resolution. For example, by

taking 100 images of 256 by 256 pixels, it takes approx-

imately 1.6 seconds for our multi-scale methods on our

GPU. The inference time scales linearly with the num-

ber of images, while it seems to be roughly multiplied

by a factor of 4 when the resolution is multiplied by 2.

5.2 Qualitative evaluation

Let us start by showing two illustrative results on the

DiLiGenT102 [31] benchmark, on challenging metallic

objects (the copper golf ball and the copper hexagon).

As we shall see, both the new training dataset and the

new multi-scale architecture contribute to improving

the estimation performances on such objects exhibiting

an anisotropic reflectance. Since we do not have ac-

cess to the ground truth normals, for visual purpose we

show as “ground truth” the result we obtained with our

Multi (DS1+DS2) approach, applied to the same object

but fabricated in PVC (a matte material). The example

of Fig. 8 shows that, independently from the training

set, the multi-scale architecture largely contributes to

improving the results on metals. In this example, the

same dataset is used for training both the mono-scale

and multi-scale architectures, and the latter offers vi-

sually more accuate results. Likely, the ability of the

multi-scale architecture to propagate information in a

global manner helps interpreting the anisotropic behav-

ior.
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Mono (DS1) Multi (DS1) “Ground truth”

Figure 8: Results of our mono- and multi-scale ar-

chitectures (both trained on the pre-existing dataset

DS1) on the copper golf ball from [31]. The multi-

scale architecture yields much sharper results, espe-

cially around the holes.

The example of Fig. 9, on the contrary, shows the im-

portance of the presence of metallic objects in the train-

ing dataset, independently from the network architec-

ture. It can be observed that the network performs much

better when it is trained on our new training dataset,

even without considering the multi-scale architecture.

Mono (DS1) Mono (DS1+DS2) “Ground truth”

Figure 9: Results of our mono-scale architecture on the

copper hexagon from [31]. Since the new dataset (DS2)

contains much more metallic objects than the existing

one (DS1), training on our new dataset yields largely

improved results.

Fig. 10 illustrates a particularly visible improvement

brought by the multi-scale architecture, which is the

correct handling of translucent materials. In this exam-

ple, we consider again the gulf ball from [31], but this

time coated with an acrylic material. Acrylic is a glass-

like material, with some of the light passing through the

object. As can be seen in the top of Fig. 10, even when

light comes from the right side of the ball, part of its left

side appears illuminated. Without seeing the whole ob-

ject the model could not imagine that there exists a path

underneath the surface that lets the light go through.

On the contrary, the multi-scale approach being global

by construction, such non-local phenomena are better

managed by the network and the overall reconstruction

is clearly more accurate.

Acrylic ball

Mono

(DS1+DS2)

Multi

(DS1+DS2)

“Ground

truth”

Figure 10: An image of an acrylic ball from [31], il-

luminated from the right, and results of our mono-

and multi-scale architectures (both trained on the new

dataset DS2) on the acrylic golf ball from [31]. The re-

construction of translucent objects is improved a lot by

using the multi-scale approach.

Others common phenomenas which are cast-shadows

and inter-reflections are also better handled by our

multi-scale architecture, as Fig. 11 shows.

Mono (DS1) Multi

(DS1+DS2)

Multi

(DS1+DS2)

Figure 11: Angular error map and predicted normal

map for the “reading” and “harvest” objects from [34].

The concave parts, where cast shadows and inter-

reflections occur, are better handled by our approach.

Fig. 12 shows several additional qualitative compar-

isons of the result obtained with our baseline (mono-

scale architecture trained on the existing dataset) and

with both our building blocks included (multi-scale ar-

chitecture trained on the new dataset). The convex ob-

jects (Bunny and Propeller) are very well reconstructed,

despite being fabricated with anisotropic (Aluminium)

or moderately specular (ABS, a type of plastic) materi-

als. The steel turbine reconstruction is also improved,

although on this object our approach shows its limita-

tions. Indeed, this object exhibits concavities, which

create many inter-reflections which are not very well

handled by the network.
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ball bear buddha cat cow goblet harvest pot1 pot2 reading average

L2 (Baseline)[38] 4.10 8.39 14.92 8.41 25.60 18.5 30.62 8.89 14.65 19.80 15.39

GPS-NET [40] 2.92 5.07 7.77 5.42 6.14 9.00 15.14 6.04 7.01 13.58 7.81

CHR-PSN [19] 2.26 6.35 7.15 5.97 6.05 8.32 15.32 7.04 6.76 12.52 7.77

PS-transformer (10 images) [12] 3.27 4.88 8.65 5.34 6.54 9.28 14.41 6.06 6.97 11.24 7.66

MT-PS-CNN [4] 2.29 5.87 6.92 5.79 6.89 6.85 7.88 11.94 7.48 13.71 7.56

PS-FCN [7] 2.67 7.72 7.52 4.75 6.72 7.84 12.39 6.17 7.15 10.92 7.39

CNN-PS [11] 2.2 4.6 7.9 4.1 8.0 7.3 14.0 5.4 6.0 12.6 7.2

Mono (DS1) 2.63 6.66 8.27 4.47 4.77 8.24 12.78 6.00 5.38 9.68 6.88

Multi (DS1) 1.60 7.82 7.55 4.33 4.18 7.85 12.36 5.22 5.36 9.04 6.54

OB-Cnn [10] 2.49 3.59 7.23 4.69 4.89 6.89 12.79 5.10 4.98 11.08 6.37

PX-NET [25] 2.03 3.58 7.61 4.39 4.69 6.90 13.10 5.08 5.10 10.26 6.28

Multi (DS1+DS2) 2.05 4.24 7.03 3.9 4.00 7.57 11.01 4.94 5.22 8.47 5.84

Table 2: Mean angular error (in degrees) on the DiLiGenT [34] benchmark.The best result for each object is

indicated in bold, and the second best one is underlined. The lines in blue indicate our results. Combining the

proposed multi-scale architecture “Multi” and proposed training dataset “DS2” yields state-of-the-art results, by a

large margin.
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(a) Bunny -

Aluminium

(b) Propeller -

ABS

(c) Turbine -

Steel

Figure 12: Visual comparison of the improvements

brought by the combination of the new architecture and

our new training set, on three objects from [31]. All

three objects are much better reconstructed, although

the steel turbine remains challenging.

5.3 Quantitative evaluation on DiLi-

GenT [34]

Next, we compare in Table 2 our results against the

most recent state-of-the-art methods, on the DiLi-

GenT benchmark [34]. Let us however remark that

PS-transformer [12] takes as inputs no more than 10

images, hence the comparison is biased. Besides, we

emphasize that our mono-scale architecture is largely

inspired from PS-FCN [6, 7], hence Mono (DS1) can

be considered as an optimized version of [6, 7], where

we let the training phase run for much longer. This

table shows that the proposed multi-scale architecture

provides a significant gain of 4.6%, in comparison with

the mono-scale approach – compare Mono (DS1) and

Multi (DS1). And, as soon as our new training dataset

is considered, the state-of-the-art is outperformed and

we reach an average angular error below 6◦, with a

particularly visible improvement on the most difficult

“reading” object (Fig. 11).

5.4 Quantitative evaluation on DiLiGenT

102 [31]

We now quantatively evaluate the impact of the

multi-scale architecture on the DiLiGenT 102 bench-

mark [31]. Note that we process images at their full

resolution (1024 pixels by 1024), requiring 7 scales

in the multi-scale architecture. To this end, we show

in Table 3 the difference between the mono- and the

multi-scale approaches, when they are both trained

on the pre-existing dataset. As can be observed, a

significant gain of 9.3% is observed with the multi-

scale architecture. The gain is most visible on objects

which have a spherical shape and anisotropic material

(top right of Tab 3c, see also Fig. 8 for a qualitative

result on the Golf - CU object), as well as for the most

challenging “acrylic” material, which is translucent.

(a) Mono (DS1) (b) Multi (DS1)

(c) Multi (DS1) - Mono (DS1)

Table 3: Mean angular on the DiLiGenT102 bench-

mark, considering either the mono-scale architecture

or the multi-scale one, both trained on the pre-existing

dataset DS1. The multi-scale approach yields a signifi-

cant gain, most visible on the top-right part of the table

(spherical shapes with anisotropic reflectance).
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(a) Mono (DS1+DS2) (b) Multi (DS1+DS2) (c) CNN-PS [11] (DS1)

Table 4: Mean angular error on the DiLiGenT102 benchmark, with the results of CNN-PS [11] indicated for

comparison. When incorporating both the new dataset and the multi-scale architecture, the state-of-the-art is

largely outperformed.

We repeat this experiment in Table 4, but this time with

our networks trained on the new dataset. Comparing

Tables 3 and 4 allows one to quantify the benefits of

using our new training dataset: the mono-scale archi-

tecture gets improved by 14%, and the multi-scale one

by 30%. Comparing Tables 4a and 4b also allows one

to quantify the impact of switching to the multi-scale

architecture: the results improve by 26%. Particularly

large improvements can be observed on the Turbine and

Acrylic Gulf objects (see also Figs. 12c and 10). For

such objects with non-local light transport (due to inter-

reflections or anisotropic reflectance), the ability of tne

multi-scale approach to get access to a global informa-

tion is indeed of primary importance.

Overall, the combination of the new architecture and

dataset allows one to reach an average error of 11.33◦

on this benchmark. This is to be compared with the

15.78◦ achieved by CNN-PS [11] (Table 4c), which was

the best performing method so far [31]. By comparing

our results with all available state-of-the-art methods

[5, 6, 11, 30, 33, 35, 36, 39, 40, 41], we found out that

the proposed method is the best performer on 73% of

the objects of this benchmark, as indicated in Table 5.

Table 5: Mean angular error achieved by the best per-

former among [5, 6, 11, 30, 33, 35, 36, 39, 40, 41] and

us, on the 100 objects of [31]. Green cases indicate

when the proposed architecture, combined with the new

dataset, gives the best results.

5.5 Limitations

Even if the combination of our multi-scale and our new

training dataset improves the results on non-Lambertian

materials, some shortcomings remain. For example, we

notice that the normals at the border of some translucent

objects are incorrectly predicted (Fig. 13). As shown in

Fig. 14, in this example the the opposite side of the in-

coming light is the most shiny part of the image. Al-

though our multi-scale approach better handles such

anisotropic than the mono-scale one or existing meth-

ods such as CNN-PS, it shows its limitations when the

anisotropy is this much important.

CNN-PS (DS1)

Error: 32◦
Mono (DS1)

Error: 26◦
Multi (DS1+DS2)

Error: 22◦

Figure 13: Results of CNN-PS, our mono-scale and our

multi-scale architecture on the acrylic turbine.

ABS Acrylic

Figure 14: Same turbine, fabricated either with a dif-

fuse (ABS) or an anisotropic (acrylic) material, and il-

luminated from the same direction (coming from “top

left”). The bottom-right area, which is shadowed in the

diffuse case, appears much shinier on the anisotropic

object.
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6 CONCLUSION

In this paper, we have proposed a novel deep nor-

mal estimation framework for the calibrated photomet-

ric stereo problem. It builds upon a multi-scale ar-

chitecture which is independent from the resolution of

the images, as well as a new comprehensive learning

dataset. We have shown on publicly available bench-

marks that the combination of these two features yields

state-of-the-art results, with performances particularly

improved on challenging anisotropic materials. In the

future, we plan to extend our approach to handle ob-

servation maps [11] as well, which have recently been

shown to benefit from physical interpretability [13].
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ABSTRACT
We present a novel image reconstruction method from scattered data based on multigrid relaxation of the Poisson
equation and convolutional neural networks (CNN). We first formulate the image reconstruction problem as a
Poisson equation with irregular boundary conditions, then propose a fast multigrid method for solving such an
equation, and finally enhance the reconstructed image with a CNN to recover the details. The method works
incrementally so that additional points can be added, and the amount of points does not affect the reconstruction
speed. Furthermore, the multigrid and CNN techniques ensure that the output image resolution has only minor
impact on the reconstruction speed. We evaluated the method on the CompCars dataset, where it achieves up to
40% error reduction compared to a reconstruction-only approach and 9% compared to a CNN-only approach.

Keywords
Image reconstruction, numerical interpolation, multigrid method, convolutional neural networks, autoencoder.

1 INTRODUCTION
Image reconstruction is a process used to recover the
complete data from the incomplete ones that form scat-
tered data. Reconstruction can be applied to both three-
dimensional point clouds and two-dimensional images.
In this paper we focus on reconstructing images which
are generated out of input scattered data. Hereafter, we
refer to these images as corrupted, although the data
may be missing for a variety of reasons, e.g., errors in
transfer between different systems, missing data before
the transfer.

Missing data can be the result of a desire to save time
or space, since in some cases the generation of data is
resource heavy. One such example is ray tracing for
rendering three-dimensional data. Despite the current
powerful graphics processors, the method is still time
consuming. The reason for this is the need to simu-
late the reflections of the light rays for each pixel in or-
der to calculate its colour in the final image. This need
for computation power could be lowered by simulating

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

only a small fraction of the rays and reconstructing the
rest of the pixels.
Similar idea is used in foveated rendering [Jab+22],
which is used in virtual reality. Here eye tracking is
used to monitor where the user’s view is focused. Most
of the pixels on the screen are in the peripheral vision,
where the sharpness is lower as in the central area. This
means that fewer rays could be sent over those areas (or
areas containing less details) and the reduction of image
quality will not be noticed by the user.
We solve the reconstruction problem using Poisson in-
terpolation, which allows us to use numerical methods
for solving linear systems. These methods run fast on
the GPU and also converge in small number of itera-
tions, given we choose multigrid method used in this
paper. Poisson interpolation allows us to use some other
method for generating the first approximation of the so-
lution, e.g. ray tracing. Image generated on a very
small amount of rays could be interpolated to generate a
fast preview or noise in scattered data could be removed
since interpolation creates a smoother image. This way
we would get a direct preview of the rendering process,
since we can run reconstruction concurrently along with
ray tracing.

2 THEORETICAL BACKGROUND
First we introduce some theoretical background and
notation used in solving the reconstruction problem,
which is solved using linear systems of equations.
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2.1 Reconstruction
Let ϕ̂ : R2 → R3 be an image made of colour pixels
ui j ∈R3. It is defined on a rectangular grid of size n×m
in points (xi,y j):

ϕ̂(xi,y j) = ui j, (1)

for indices i, j ∈ Z, 0 ≤ i < m and 0 ≤ j < n. Distance
between neighbouring pixels in x dimension is defined
as hx = 1/(m−1) and analogous for the y dimension.

We have a corrupted image ϕ , which we want to re-
construct. Because the image is corrupted, it contains
actual pixel values only for points in the set of bound-
ary conditions R, |R| ≪ nm. The corrupted image is
then defined as

ϕ(xi,y j) =

{
ui j, if (xi,y j) ∈ R,
undefined, otherwise.

As the result of the reconstruction, we want a smooth
image. We can model this using Laplace’s equation
∆ϕ = ∇2ϕ = ϕxx +ϕyy = 0, which is a partial differen-
tial equation [Str07b]. Multigrid solver actually solves
the nonhomogenous version of this equation – Pois-
son’s equation:

∆ϕ = f , (2)

which we will be solving from here on out.

2.2 Linear system
To be able to write Poisson’s equation as a system of
linear equations, it needs to be discretized first. This
can be achieved using finite difference method for ap-
proximations of the partial derivatives. Using backward
difference followed by the forward difference, the sec-
ond partial derivative ϕxx can be approximated as

ϕxx ≈
ϕ(xi +hx,y j)−2ϕ(xi,y j)+ϕ(xi−hx,y j)

h2
x

an analogous for ϕyy.

Using these approximations we can evaluate the left-
hand side of (2) where we use h instead of hx and hy
since grid size in both dimensions is the same:

∆ϕ(xi,y j)≈
1
h2 [ϕ(xi +h,y j)+ϕ(xi−h,y j) (3)

+ϕ(xi,y j +h)+ϕ(xi,y j−h)

−4ϕ(xi,y j)].

This way we get five-point centered approximation of
the Laplacian that can also be evaluated using a convo-
lution with a 2D kernel.

By approximation (3) and (1) – which also hold for the
function f – we write the discrete Poisson’s equation:

ui+1, j +ui−1, j +ui, j+1 +ui, j−1−4ui j

h2 = fi j (4)

that can be solved as a linear system.

After multiplying (4) by−h2 on both sides, we write the
system Au = b. Vectors u and b are formed by writing
the image and function f as a vector row wise:

u = [u11,u21, . . . ,um1,u12, . . . ,um2, . . . ,umn]
T ,

b =−h2[f11, f21, . . . , fm1, f12, . . . , fm2, . . . , fmn]
T .

The matrix of the system A is a tridiagonal block matrix
[GV96]:

A =


C −I

−I C
. . .

. . . . . . −I
−I C

 ∈ Rn×m,

where I ∈ Rm×m denotes the identity matrix and C the
tridiagonal matrix:

C =


4 −1

−1 4
. . .

. . . . . . −1
−1 4

 ∈ Rm×m.

Matrix A can also be decomposed as a sum of three
matrices, diagonal matrix D, lower triangular matrix L
and upper triangular matrix U:

A = D+L+U. (5)

This decomposition is used in defining iterative meth-
ods.

3 RELATED WORK
The linear system Au = b can be solved using two dif-
ferent approaches. Direct methods [Wen17, chap. 3]
solve it in a finite number of steps. Examples of direct
methods are Gaussian elimination, LU decomposition,
pivoting etc. These methods always return a solution –
as long as the system has a solution – but they have high
time and space complexity. The latter is in this case
more problematic, since the matrix A is a very sparse
matrix. For this system of size nm, the Gaussian elim-
ination has time complexity O(n3m3) and space com-
plexity O(n2m2). On the other hand, iterative meth-
ods [Wen17, chap. 4] solve the system by generating
approximate solutions that converge towards the final
one. In each iteration, the next approximation is gen-
erated from the previous one. For a system of size nm
each iteration typically has time complexity O(n2m2).
This means that the iterative methods returns a solution
faster than the direct method, as long as a good solution
is obtained in less than nm steps. Moreover, to use iter-
ative methods, we do not need to explicitly generate the

ISSN 2464-4617 (print) 
ISSN 2464-4625 (online)

Computer Science Research Notes - CSRN 3301 
http://www.wscg.eu WSCG 2023 Proceedings

https://www.doi.org/10.24132/CSRN.3301.24 205



matrix A, because we only need it to derive a formula
to generate the next approximations.

Defining iterative methods as in [GQ20], each iterative
method has its iteration matrix B and vector c, which
are used to calculate every successive approximation
given the previous one:

uk+1 = Buk + c, k ∈ N0.

The sequence of approximation converges towards the
true solution ũ, which minimizes the residual defined
for the approximation u as

r = b−Au.

3.1 Jacobi method
One of the simplest iterative methods is the
Jacobi method [DF18]. Its iteration matrix B and
vector c are

B =−D−1(L+U),

c = D−1b.

Given this we can write down the rule for updating pixel
values:

u(k+1)
i j =

1
4

(
u(k)

i−1, j +u(k)
i, j−1 +u(k)

i+1, j +u(k)
i, j+1−h2fi j

)
.

3.2 Gauss-Seidel method
The Gauss-Seidel method [DF18] is similar to the Ja-
cobi method, but it has slightly better convergence. This
is achieved by using values from iteration k+ 1 when
calculating the values of iteration k+ 1. The matrix B
and vector c are

B =−(D+L)−1U,

c = (D+L)−1b,

while the update rule is

u(k+1)
i j =

1
4

(
u(k+1)

i−1, j +u(k+1)
i, j−1 +u(k)

i+1, j +u(k)
i, j+1−h2fi j

)
.

It is almost exactly the same as Jacobi’s update, but here
the first two terms are from the currently calculated iter-
ation k+1 instead of the already calculated iteration k.

3.3 Successive over-relaxation
By introducing the relaxation parameter ω the succes-
sive over-relaxation (SOR) [QSS07] can be derived,
whose matrix B and vector c are

B =−(D+ωL)−1[(ω−1)D+ωU],

c = (D+ωL)−1
ωb.

While deriving the update rule it can be shown, that the
next SOR approximation is actually a linear combina-
tion of the previous approximation and approximation
calculated using the Gauss-Seidel method:

u(k+1)
i j = (1−ω)u(k)

i j +ωu(k+1)
i j,GS .

By theorem 9.6 in [GQ20], the method converges under
the condition 0 < ω < 2.

3.4 Conjugate gradient method
The conjugate gradient method (CG) [Wen17, chap. 6]
is different from the previous ones, since it is not de-
rived from the matrix decomposition (5). It is based on
the same idea as gradient descend.
In every iteration the next approximation is calculated
by

uk+1 = uk +αkpk,

which represents a move in the direction of the conju-
gate gradient pk, that is defined to be A-conjugate to all
other conjugate gradients. After defining rk = b−Auk
as the residual of the current approximation, the length
of the next move can be calculated using

αk =
pT

k rk

pT
k Apk

.

The next residual can then be calculated as

rk+1 = rk−αkApk

and the next conjugate gradient as

pk+1 = rk+1 +βkpk

using

βk =
rT

k+1rk+1

rT
k rk

.

It is chosen that p0 = r0, like in the gradient descend
case.

3.5 Neural networks
Recently many new neural networks based on diffu-
sion have been released. Models like Stable Diffusion
[Rom+21], DALL-E [Ram+22] or Imagen [Sah+22]
take a text prompt and generate an image based on its
input. Some of these models even allow users to in-
put an image and generate similar images. This ap-
proach could be used for some sort of reconstruction,
but these models are usually very big. Stable Diffu-
sion for example has around 890 million parameters,
but some models are even bigger. Only the forward pass
on these models requires a powerful computer. In con-
trast the model developed for this paper has less than
a million parameters and can be run on a desktop com-
puter with a dedicated graphics card. A smaller network
runs faster and can be used alongside a fast reconstruc-
tion method.
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4 METHOD
4.1 Multigrid solver
The problem of the methods described till now is slow
convergence, which is the consequence of errors con-
sisting of high and low frequencies. High frequencies
are removed in a few iterations, while the low ones
are being removed slowly. The idea of the multigrid
method (MG) [Str07a, chap. 7.3] is to use grids of mul-
tiple resolutions, where low frequencies become high.
The multigrid method is not a standalone method, but
rather a high-level scheme for using the existing relax-
ation methods.

Since the method operates on grids of different resolu-
tions, an operation is needed which generates a grid of
lower resolution – coarse grid – from a higher resolu-
tion grid – fine grid – and the other way around. For
simplicity, we will restrict ourselves to n× n quadratic
images whose size is a power of 2. This means that we
can reduce the image down to a 1×1 grid.

It is a recursive method, as it is also used to solve sys-
tems at lower levels. Depending on the order in which
these systems are solved, we obtain different iteration
schemes called cycles.

4.1.1 Restriction
The operation that reduces the size of the grid is called
restriction. For an image u (or residual r), it returns an
image u′, which has a fourth of the input image pixels:

restriction : Rn2 → Rn2/4.

It works by calculating one pixel value in the restricted
image as the mean of four pixel values from the input
image. This operation can be performed efficiently on
a GPU.

u11

u12

u13

u14

u21

u22

u23

u24

u31

u32

u33

u34

u41

u42

u43

u44

u′11 u′21

u′12 u′22

Figure 1: Restriction on image of size 4×4.

4.1.2 Interpolation
To increase the size of the grid, interpolation operation
is used, which creates a grid twice the resolution:

interpolation : Rn2 → R4n2
.

This is done using bilinear interpolation. This operation
can be performed efficiently on a GPU.

4.1.3 Boundary conditions

In single-grid methods the boundary conditions are
simple to account for – we do not update the pixels
ui j for which (xi,y j) ∈ R, but we still use them for
updating other pixels. In the multigrid method, this
only works on the first grid level. On other levels, a
different system is solved, which also has different
dimensions. As we will see, this is an error system, so
the boundary conditions are homogeneous – their value
is 0.

However, because of the different dimensions, we have
a problem, because we do not know which pixels fall
under the boundary conditions. The solution, as pro-
posed in [GT11], is that a point on the coarse grid be-
comes a boundary condition if it has been constructed
from at least one boundary condition point on the fine
grid in the restriction process, as it can be seen in Fig-
ure 2.

Figure 2: Example of boundary conditions on fine (red)
and coarse (blue) grid.

Implementing this logic is fairly simple. Along the im-
age u we also need an image m of the same dimen-
sions, which holds the boundary conditions. Its ele-
ments are −1 where pixel is a boundary condition and
1 everywhere else. During the iteration of the multi-
grid method, we also apply restriction operation over
m. The result is that for boundary conditions (xi,y j) on
all levels, mi j < 1, as the result of restriction will be
1 only if it has been calculated from four pixels which
are not a boundary condition and have a value of 1. If
pixel is built from at least one pixel which is a boundary
condition, the mean of elements of m during restriction
will certainly be less than 1.

4.1.4 V-cycle

There exist different cycles (iteration schemes) of the
multigrid method. The individual steps are the same
for all cycles, but they differ in the order in which
grids of different resolutions are considered. We use
the V-cycle.
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It is the simplest of all cycles and has very good con-
vergence. Other cycles increase the running time of
one iteration, but do not bring much improvement in
convergence. We implement it on the GPU and it runs
upwards of 100 times faster than the CPU implementa-
tion. Its steps are:

1. Pre-smoothing: Perform Nsm iterations of a single-
grid method over the system Au = b.

2. Restriction: Restrict (downsample) the residual r to
a coarse grid to get r′.

3. Solve: We solve Ae = r′. If the size of grid is larger
than nmin, the V-cycle is invoked recursively, other-
wise Nso iterations of a single-grid method are per-
formed.

4. Interpolation: Interpolate (upsample) solution e to
a fine grid to obtain correction p.

5. Post-smoothing: Perform Nsm iterations of smooth-
ing over the improved solution u+p.

For the smoothing we use SOR implemented since its
iteration takes similar amount of time as the simple Ja-
cobi method, but converges much faster. We implement
it on the GPU using red-black ordering [Str07a, p. 568],
because we cannot read and write to the same GPU
memory at the same time. The value of Nsm is 20, while
Nso is 10. For nmin we take 1. Another thing we need
to be careful about is step 5 – since the correction is in-
terpolated, it does not take boundary conditions into ac-
count, so we only need to apply the correction to points
that are not boundary conditions on the fine grid.

Algorithm 1 V-cycle

Input: uk, f,m,n
Output: uk+1

uk+1← smoothing(uk, f,m,n,Nsm)

r← residual(uk+1, f,m,n)
r′← restriction(r)

e← empty image
m′← restriction(m)
if n≤ nmin then

e← smoothing(e,r′,m′,n/2,Nso)
else

e← V-cycle(e,r′,m′,n/2)
end if

p← interpolation(e)

uk+1[m == 1]← uk+1[m == 1]+p[m == 1]
uk+1← smoothing(uk+1, f,m,n,Nsm)

The algorithms is written using pseudocode in Algo-
rithm 1. Both functions restriction and interpolation
take a single image to process as input, while functions
V-cycle and residual take approximation u, right side
f, boundary conditions m and image size n. Function
smoothing takes the same parameters as V-cycle with
another parameter for number of iterations to perform.

4.2 Detail recovery

Since the corrupted images contain only a small per-
centage of the original pixels, much of the detail in the
image is lost despite the reconstruction. For the recov-
ery of these details we have used a neural network. The
neural network was trained with the reconstructed im-
ages at the input and the original images at the output.
This gave us a model into which we could later feed
new reconstructed images, resulting in images with re-
covered details. We used an autoencoder architecture
depicted in Figure 3. In the figure, N stands for the
number of filters, n for their size and m for down or
upsampling size.

Conv2d(N = 64, n = 5)

ReLU + BatchNorm2d

MaxPool2d(m = 2)

Conv2d(N = 128, n = 5)

ReLU + BatchNorm2d

MaxPool2d(m = 2) Conv2d(N = 128, n = 5)

ReLU + BatchNorm2d

Upsample(m = 2)

Conv2d(N = 64, n = 5)

ReLU + BatchNorm2d

Upsample(m = 2)

Conv2d(N = 3, n = 5)

Sigmoid

latent space 64×64×128

Figure 3: Architecture of the implemented neural net-
work.
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(a) (b) (c) (d)

Figure 4: Outputs of model trained using (a) L1, (b) L2, (c) SSIM and (d) LPIPS loss.

For the training and evaluation we used the CompCars
Dataset [Yan+15]. Out of all the available images, 27
thousand were used. They were cropped and scaled to
size 256×256. Then we selected 5% of pixels for each
image and generated the reconstructed image as well.
An example of images used can be seen in Figure 3.
The input into the network is the reconstructed image
with an additional fourth channel – a binary mask repre-
senting the pixels selected as boundary conditions. On
the output we put the original image.

For the loss function we chose the L1 loss, because it
produced the least amount of image artifacts among of
the loss functions considered. The comparison of four
loss functions is shown in Figure 4. The last two loss
functions, SSIM [Wan+04] and LPIPS [Zha+18], are
actually perceptual metrics, but they do not provide bet-
ter reconstruction results.

The dataset of images was split into train (80%), vali-
dation (10%) and test (10%) sets. The sets were then
further divided into batches of 64 images. The Adam
optimizer was used for model parameters optimization
and the training lasted for 100 epochs. The validation
set was used to select the best model, and the evaluation
was performed on the test set.

5 RESULTS
We present the reconstruction and detail recovery re-
sults separately. First we evaluate the process of recon-
struction of basic iterative methods in comparison with
the multigrid solver and then show the capability of the
neural network. At the end we also present a few ex-
amples of the full pipeline – reconstruction and detail
recovery.

5.1 Reconstruction
We evaluated all reconstruction methods using the ba-
boon image and two types of boundary conditions (see
Figure 5). For the metric we used the relative residual
defined as ∥rk∥/∥r0∥.
We only use the baboon image, because we are only in-
terested in the convergence process. All methods are
solving the same linear system, which means they all
converge to the same solution. The quality of the recon-
struction is only dependent on the boundary conditions.

Figure 5: Images used for the evaluation of reconstruc-
tion methods: original (top left), corrupted with random
boundary conditions (top middle), corrupted with cen-
ter boundary conditions (top right), reconstructed with
random, with center boundary conditions.

As shown in Figures 6 and 7, the multigrid method re-
duces the reconstruction error the fastest out of all com-
pared methods. We evaluated the methods using two
different boundary condition configurations, as shown
in Figure 5, which results in vastly different perfor-
mance. In both configurations, the multigrid method
outperforms the other reconstruction methods.
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Figure 6: Comparison of reconstruction error reduction
w.r.t. time, evaluated on random boundary conditions.

Another improvement given by the multigrid method is
that the convergence is much less dependant on the im-
age size when using center boundary conditions, which
can be seen in Figure 8. Using other methods the recon-
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Figure 7: Comparison of reconstruction error reduction
w.r.t. time, evaluated on center boundary conditions.
Jacobi and SOR reconstruction were stopped early be-
cause of their slow convergence.
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Figure 8: Comparison of multigrid reconstruction error
reduction on different image sizes.

struction is propagated outward starting at the boundary
conditions, but multigrid updates the whole image in
one iteration.

5.2 Detail recovery
The results of the evaluation for the model trained on
the reconstructed images are shown in Table 1 and its
learning curve in Figure 9. Additionally, we trained the
model directly on the corrupted images, but it achieved
worse performance compared to training on the recon-
structed images.

Reconstructed Corrupted

Metric Input Prediction Change Input Prediction

L1 0.066 0.048 27% 0.434 0.051
L2 0.013 0.009 31% 0.238 0.010

SSIM 0.575 0.679 18% 0.030 0.654
LPIPS 0.514 0.308 40% 1.082 0.339

Table 1: Values of four different metrics for the input
images (reconstructed and corrupted) and predictions
of both models.
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Figure 9: Model learning curve.

This can also be seen from the outputs of the models in
Figure 10. Model trained on the reconstructed images
produces images with less noise, better edge definition
and localization. It also improves all images in the test
set regarding all four used metrics.

Figure 10: Outputs of model trained on corrupted (top)
and reconstructed (bottom) images.

In Figure 12 results for two more instances are shown.
They represent the reconstructed images which have
been most and least improved by the model. As it can
be seen, both predicted images show an improvement
over the reconstructed ones which were input into the
model.

At the end we show seven examples of the complete
reconstruction and details restoration process in Fig-
ure 11. The corrupted images are first reconstructed and
then fed into the model to produce the predicted images
with restored details – these can then be compared to
the original images. We show the outputs of both mod-
els, trained on corrupted and reconstructed images.
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Figure 11: Comparison between reconstruction and models, from top to bottom: reconstruction, model trained
with corrupted images, model trained with reconstructed images, original image.

6 CONCLUSION
In this paper we dealt with the problem of reconstruc-
tion from scattered data. We focused on images and
presented usage of the multigrid method to solve the
differential equation used to model this problem. This
method is built upon the more basic iterative methods
and improves their convergence rate, which becomes
much less dependent on the image size.

Since the corrupted images contain only a small frac-
tion of the original points, the reconstructed images
contain less details. Because of this we also employed
a neural network model, which is capable of restoring

Figure 12: Reconstructed and predicted images for best
(top) and worst (bottom) model improvement.

lost details. It is based on the autoencoder architec-
ture and trained using a dataset of reconstructed images.
The combined multigrid and neural network methods
outperformed the individual methods in terms of recon-
struction quality.
Using both of these methods, we can generate recon-
structed images faster and improve the quality of the
reconstruction itself, but we are not able to use the neu-
ral network on general images, because it was trained
on only one domain. This is a classic problem of con-
volutional neural networks, which could be resolved by
using a larger dataset containing images from multiple
domains. This small dataset of cars was used only for il-
lustration purposes. A further study using more diverse
dataset like ImageNet [Den+09] would be beneficial.
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ABSTRACT
The Blocky Volume Package (BVP) format is a distributed, platform-independent and API-independent format for
storing static and temporal volumetric data. It is designed for efficient transfer over a network by supporting sparse
volumes, multiple resolutions, random access, and streaming, as well as providing a strict framework for supporting
a wide palette of encoding formats. The BVP format achieves this by dividing a volume or a volume sequence into
blocks that can be compressed and reused. The metadata for the blocks are stored in separate files so that a client
has all the information required for loading and decoding the blocks before the actual transmission, decoding and
rendering take place. This design allows for random access and parallel loading and has been specifically designed
for efficient use on the web platform by adhering to the current living standards. In the paper, we compare the BVP
format with some of the most often implemented volume storage formats, and show that the BVP format supports
most major features of these formats while at the same time being easily implementable and extensible.

Keywords
Volume storage, volume compression, block-based format.

1 INTRODUCTION
Volumetric data are a type of data that describe the
properties or characteristics of a three-dimensional
space. Such data are used to represent a wide range
of physical phenomena, including but not limited to
density, temperature, pressure, and composition of a
particular region of space. Volumetric data play a sig-
nificant role in various fields such as medical imaging,
scientific visualization, and computer graphics.

Volumetric data can be represented in a number of dif-
ferent ways, depending on the specific application and
the type of data being represented. Some common
methods of representation include voxel grids, point
clouds, and signed distance fields. In this paper, we
will focus on storing volumetric data as voxel grids,
which we will refer to as volumes. Volumes are a popu-
lar representation of volumetric data due to their sim-

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

plicity, flexibility, and ease of use. They can be ac-
quired through a variety of techniques, including com-
puter simulations, crystallography, electron microscopy
(transmission tomography [KM86], cryo-electron to-
mography [KK09]), computed tomography [KSKV90],
positron emission tomography [BMTV05], magnetic
resonance imaging [Fos84], and 3D ultrasound [NE93,
HZ17]. These techniques allow for the creation of
highly detailed and accurate data, making them a rich
source of volumes for a wide range of applications.
However, volumes also have a number of disadvan-
tages that limit their potential applicability. One ma-
jor disadvantage, which we address in this paper, is the
high memory usage required for storage and manipu-
lation, especially in applications where high resolution
is required. Additionally, operations on volumes, such
as rendering, filtering, segmentation, and registration,
can be computationally expensive and time-consuming.
In certain cases, alternative methods of representation,
such as surface meshes or point clouds, may be more
appropriate, but conversions to such representations in-
herently result in information loss, which is often unac-
ceptable.

For volume storage, compression plays a vital role
in managing large amounts of data by reducing stor-
age requirements while retaining the quality of the
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data [RGG+13, BRGIG+14]. In computer graphics,
it alleviates the communication bottleneck problem,
resulting in faster and more efficient visualizations, as
well as reducing energy consumption which is critical
on mobile devices. While storage and compression
methods for two-dimensional images and videos have
been subject to considerable research and innovation,
which pushed the technology closer to theoretical
limits, the technology for compressing and storing
volumes has, in comparison, remained rather under-
developed [SW03, BRLP20], despite the significantly
higher storage requirements.

Existing volumetric data storage and compression for-
mats have several shortcomings. The first issue is the
lack of simple and effective compression solutions. Ex-
isting formats are either extremely simplistic and do not
offer any compression capabilities, or they are feature-
ful but difficult to understand and implement, making
them less accessible to a wider range of users. Addi-
tionally, there is poor support for different platforms,
as data types and endianness are often not specified,
causing compatibility issues. Finally, poor extensibil-
ity is a major concern, as there is a lack of extension
mechanisms, support for only a limited set of data for-
mats, and a lack of support for GPU-accelerated for-
mats. These problems highlight the need for better and
more accessible solutions for volumetric data storage
and compression.

As a potential solution to the listed shortcomings of the
existing formats, this paper presents the Blocky Volume
Package (BVP) format, a novel block-based format for
distributed volume storage, compression and transmis-
sion. Compared with the existing formats, it includes a
wide array of features and comes with a comprehensive
list of advantages:

• it supports distributed volume storage, compression
and transmission;

• it is agnostic to the underlying platform, storage
medium, and graphics APIs;

• it is geared towards applications that require fast
lookups and previews (e.g., rendering applications);

• it unifies concepts from several existing formats and
generalizes them to create a more comprehensive
and versatile format;

• it is simple to implement, integrate and extend.

2 RELATED WORK
There is a vast body of research on volumetric data
storage and compression formats [RGG+13, LMG+18,
LM14], covering a wide range of applications and use
cases. Due to the scope and breadth of this field, we
will focus specifically on formats for storing and com-
pressing dense, bounded volumes. This includes for-
mats such as DICOM [GPS05, MDG08, Clu21], and

NIfTI1, which are commonly used in medical imaging,
as well as formats such as VTI [SML06, HMCA15],
HDF5 [FHK+11, KR18], NRRD2 and Zarr3, which are
used in scientific computing and other fields. While
these formats may not be applicable to all types of vol-
umetric data, they represent a significant portion of the
volumetric data storage landscape and are relevant to a
wide range of applications.

Volumes have historically been stored in raw format,
which is a file format that stores data in its raw, un-
processed state, voxel by voxel. It is often used during
data acquisition, where large amounts of data prohibit
the use of on-the-fly compression. Because of this, raw
format files are typically very large and can be diffi-
cult to work with. Raw format files do not include any
information about the data type or endianness, which
can make them incompatible with different platforms or
software. Metadata for raw format files is usually stored
separately (MHD4, MRC [CHS96, CHM+15], NRRD,
PVM 5, VFF6, VOL7), and includes, among other infor-
mation, the resolution of the volume, its orientation and
data type. However, the lack of standardization makes
such metadata formats a poor choice for interoperabil-
ity. Despite these limitations, raw format is often used
as an intermediary format and as a format for offline
use. Some of the listed formats (MHD, MRC, NRRD,
VFF) include basic compression support, which is ap-
plied directly to the raw data without any transforma-
tions or spatial data structures.

In recent years, several new formats have been devel-
oped that address some of the limitations of raw format.
One such format is OpenVDB [MLJ+13, MAB19],
which is a hierarchical representation of sparse volu-
metric data. OpenVDB uses a voxel grid data struc-
ture and a tree-based topology to efficiently store and
manipulate sparse data. This allows for efficient data
access and manipulation, and makes it well-suited for
visual effects and simulation applications. However, it
may not be well-suited for dense volumetric data, as it is
optimized for sparse data, and can be significantly more
difficult to implement compared to other common for-
mats. NeuralVDB [KLM22, Cla22] is an extension of
OpenVDB that leverages the hierarchical data structure
of OpenVDB and enhances it with efficient deep neural
network compression capabilities. This makes it possi-
ble to store and manipulate large volumes in a way that

1 https://nifti.nimh.nih.gov
2 https://teem.sourceforge.net/nrrd/
3 https://zarr.dev
4 https://itk.org/Wiki/ITK/MetaIO/
Documentation

5 http://paulbourke.net/dataformats/pvm/
6 https://www.ventuz.com/support/help/
latest/DevelopmentVFF.html

7 http://paulbourke.net/dataformats/vol/
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RAW BVP MHD NRRD Zarr VDB MRC NIfTI DICOM VTI HDF5
Standard data types no yes no yes yes yes no yes no yes yes
Extensible formats no yes no no yes yes no no no no yes
Platform-independent no yes yes yes yes yes no no yes yes yes
Simple to implement yes yes yes yes no no yes yes no no no
Distributed storage no yes no yes yes yes no no no yes yes
Storage alternatives no yes no no yes no no no no no no
Format-agnostic operations no yes no yes yes no no no no no no
Physical dimensions no yes no yes no no yes yes yes no no
Extensions no yes no no no no no no no no no
Multiresolution no yes no no no no no no no no no
Animations no yes no yes no yes no no yes no no
Supercompression no yes no yes yes yes yes yes yes yes yes
GPU compression formats no yes no no no no no no no no no
Higher-dimensional arrays yes no no yes yes no no no no no yes
Sparse data no no no no no yes no no no no yes
Transformations no no no yes no yes no yes yes no no
General-purpose data yes no no yes yes no no no no no yes

Table 1: Features supported in different formats.

is both memory-efficient and fast. Since NeuralVDB is
built on top of OpenVDB, it shares many of its advan-
tages as well as downsides, especially implementation
complexity. NanoVDB [Mus21] is a lightweight GPU-
accelerated version of OpenVDB, which primarily tar-
gets rendering applications.

VTI is the image format of the Visualization Toolkit
(VTK). VTI is a general-purpose format that supports
a wide variety of data types and primitives, including
structured grids, unstructured grids, and polygons. As
a result, it shares some of the downsides with other
formats that are not optimized for volume storage.
Newer versions of VTI support parallel I/O along with
several compression options, including LZ4, LZMA,
and ZLIB, enabling efficient reading and writing of
large datasets. VTI supports only simple data formats,
and GPU-accelerated compression formats are not
supported. The data in a VTI file is described using
an XML document, which can be complex to parse.
VTI has the advantage of being widely supported and
used in the scientific and research communities, and
there are many libraries and tools available for working
with VTI data. However, due to the broad feature set,
implementing VTI can be a challenging task.

Another format that is gaining popularity is HDF5,
which stands for Hierarchical Data Format version 5.
HDF5 is a general-purpose data format designed to
store large, complex data sets in a hierarchical format.
It provides a rich feature set, including support for com-
plex data structures, metadata, and parallel I/O. HDF5
is widely used and supported in many scientific and re-
search communities, and has a wide range of libraries
and tools available for working with HDF5 data. How-
ever, it is more complex and can be significantly more
difficult to implement than other formats, and may not
be as well-suited for storing volumes because the for-
mat is not aware of their specific spatial structure.

Zarr is a similar format as HDF5, it is also a general-
purpose data format designed to store large, multi-
dimensional arrays in a hierarchical structure. Zarr pro-
vides a simple, easy-to-use Python API, and can be
used with a wide range of compression and encoding
techniques. It has been designed to support distributed
storage solutions, such as Amazon S3. However, it sup-
ports only a limited set of data formats, which does not
include GPU-accelerated formats.

DICOM is a standard for storage, communication and
management of medical images and related informa-
tion, such as MRI and CT scans. DICOM was created
to facilitate the exchange of information between dif-
ferent medical imaging devices and provide a standard
format for storing and transmitting images and meta-
data. It is primarily a container format, and storage and
processing information for each specific use case is pro-
vided in a separate specification document (e.g. there is
a separate specification for 3D ultrasound images). DI-
COM is a large and complex standard that encompasses
a wide range of use cases, with volume storage being
only a small part of it. Unsurprisingly, implementing
DICOM requires a significant investment of time and
resources.

NIfTI is a file format for storing medical images and
data, particularly in the field of neuroimaging. NIfTI
was created as an alternative to the popular Analyze
format and was designed to overcome some of the lim-
itations of Analyze. NIfTI provides basic compression
support through the use of DEFLATE, and it includes
spatial transformation information, such as the orien-
tation and size of the data. This information is stored
in the header of the NIfTI file, along with information
about the data type, data range, and measurement units.
The use of physical units ensures that the data is cor-
rectly scaled and can be used for quantitative analy-
sis. However, despite its advantages, NIFTI also has
some limitations. The set of data formats is limited
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and does not include GPU-accelerated compression for-
mats. NIfTI is also not a hierarchical format, which pro-
hibits efficient random access to the underlying data.
The BVP format addresses the downsides of the ex-
isting formats by unifying their advantages while fol-
lowing a simplistic design. One of the main advan-
tages of BVP is its simplicity, which greatly facilitates
integration and extension (e.g., as a plugin) of exist-
ing software. Unlike other formats, BVP additionally
supports GPU-accelerated compression formats, which
motivates its usage in rendering applications. For an
overview of the features of different formats, refer to
Table 1.

3 BLOCKY VOLUME PACKAGE
The main motivation behind BVP is its use on the
web platform, where platform independence, memory
safety, and efficient compression are crucial factors.
The web presents additional restrictions, such as limited
memory usage and restricted external file access. How-
ever, it simplifies some tasks, such as parsing JSON
documents and manipulating arrays.
Drawing from the best features of the existing formats,
we designed the BVP format with the following goals
in mind:
(G1) the format must enable efficient parallel random

access;
(G2) the format must support distributed storage and

access;
(G3) metadata must be stored separately to enable

clients to have all information about a volume
available before the actual transmission, decoding
and rendering take place;

(G4) data types have to support common use cases in a
wide range of applications;

(G5) common GPU-accelerated compression formats,
such as S3DC [YNV08], ETC [SAM05] and
ASTC [NLP+12], must be supported;

(G6) the format must support compression in the form
of reuse of parts of a volume or general-purpose
compression;

(G7) execution of common operations, such as crop-
ping and concatenation, must be possible without
knowledge of the data format;

(G8) the format must be able to store multiple modali-
ties, e.g. raw data and segmentation;

(G9) multiple resolutions of the same volume may op-
tionally be added to allow fast previews;

(G10) physical units must be used to scale the volume
correctly and enable quantitative analysis;

(G11) established data representation standards, such as
IEEE 754, UTF-8 and JSON, must be respected
throughout the format for it to be completely
platform-independent; and

(G12) an extension mechanism must be available to al-
low future enhancements.

Block

Placements

Microblocks

Figure 1: Blocks, microblocks and placements. A block
is represented as a 3D array of microblocks. The mi-
croblocks come from external sources or other blocks
copied into placements.

3.1 Overview
A BVP asset is built around 4 fundamental concepts:
formats, microblocks, blocks, and modalities. A mi-
croblock is a fixed and indivisible block of voxels, rep-
resented by a specific number of bytes. The dimensions
of a microblock, the number of bytes representing it,
and the interpretation of these bytes are described by
a format. Microblocks are assembled together to form
a block as shown in Fig. 1. The data for a block may
come from different sources, including external files
and other blocks (G2). Finally, blocks may be refer-
enced by modalities, which equip a block with metadata
and physical characteristics, such as its physical size. A
BVP asset may contain multiple modalities such as raw
data and different segmentations. Transformations are
not described by a BVP asset, as it is only a storage
format, not a scene description format.

All information about modalities, formats, blocks, how
the blocks are structured in a hierarchy, and how to ac-
cess the external microblock data, is supplied in a sep-
arate (G3) JSON (G11) document called the manifest.

3.2 Microblocks and formats
The concept of microblocks has been introduced to al-
low different block-level encoding schemes, such as
S3DC, ETC, ASTC, etc., which are common in com-
puter graphics and often hardware-accelerated (G5).
For example, a microblock may be as simple as a single
voxel with a 32-bit floating-point value or more com-
plex such as a 4×4×4 RGBA volume represented by
16 bytes in ASTC format. There exist many encod-
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ing schemes and choosing any fixed set of them for in-
clusion in BVP would make it inflexible and inexten-
sible, as it would not be able to accommodate the di-
versity and evolution of encoding schemes. Instead, we
chose to generalize the concept of a block-level encod-
ing scheme as a format family, and a specific instance
of that scheme as a format.

A format defines the dimensions of a microblock, the
number of bytes representing it, and the semantics of
these bytes when extracting voxel values. The dimen-
sions and the number of bytes must be specified in a
BVP asset so that even if an implementation encoun-
ters an unknown format (possibly added to BVP as an
extension), it can still perform basic operations, such
as block assembly, cropping and concatenation without
having to decode a single microblock (G7).

Formats that share similar characteristics are organized
into format families, which can be added to BVP
through extensions (G12). The most basic format
family is the “mono” format family, which describes
single-voxel microblocks storing vectors of a single
primitive type, for example one 8-bit unsigned integer
or four 32-bit floating-point numbers. A format
belonging to the “mono” format family must specify
the primitive type and its size in bytes, along with the
number of vector components. The primitive types are
unsigned integers, signed integers represented as two’s
complements, or floating-point numbers conforming
to the IEEE 754 standard, all of which are stored in
little-endian format when endianness is relevant (G11).
Microblock byte size is the product of the number of
components and the byte size of the primitive type.
A conformant implementation must support at least
vectors with 1 to 4 components, signed and unsigned
integers represented with 1, 2, or 4 bytes, and single-
and double-precision floating point numbers, which is
adequate for most practical applications (G4). Note that
not all of these formats have equivalents in common
graphics APIs, although they are commonly used in
practice (e.g. doubles in scientific simulations and
16-bit integers in medical imaging), rationale being
that BVP should not be limited by such APIs. In such
cases, the data must be converted to an appropriate
representation. It is important to note that data conver-
sions are specific to pairs of formats and are therefore
not included in the BVP specification.

3.3 Blocks
Blocks are cuboid regions of space formed by mi-
croblocks (see Fig. 1) of a specific format, which can
be hierarchically assembled together to form volumes.
Microblocks in a block adhere to a right-handed
coordinate system and are ordered lexicographically
in R3, which aligns with most modern graphics APIs.
The data for a block can come from various sources

such as files, web servers, or other blocks positioned in
designated areas called placements within the parent
block. This structure enables block reuse, resulting in
a compressed volume (G6), and additionally allows
distributed storage (G2).

An assembly process is required to fill a block with
data. It is initialized with zeros, then placements are
filled with referenced blocks, and finally, external data
is copied into the block if available. Either a block has
placements, or it is defined by external data. With fu-
ture extensions in mind, we have decided not to explic-
itly disallow having both placements and external data
present in a single block. This, however, necessitates
an order of operations. Since the choice is largely ar-
bitrary, we opted for placements first and external data
second. The designated format of the parent block must
be matched by all referenced sources.

External data can also be differential, in which case the
existing microblocks are modified rather than overwrit-
ten, which can significantly improve compressibility.
The placements must not be overlapping to allow par-
allel assembly (G1). Additionally, circular dependen-
cies between blocks are not allowed and an implemen-
tation should be robust to malformed assets. As a result,
the blocks form a directed acyclic graph (DAG). Such a
structure enables fast queries if an application chooses
to store the blocks in unassembled form, or in out-of-
core scenarios (G1). The use of DAGs is not new in
computer graphics [KSA13, DKB+16, vdLSE20], but
to our knowledge, BVP is the first format to use DAGs
for dense volume compression.

A block may reference a lower-resolution block repre-
senting the same data, which enables representing the
same data in multiple resolutions, allowing fast pre-
views and accelerated rendering (G9). Additionally,
rudimentary support for animated volumes is provided
by allowing blocks to reference subsequent blocks as
frames of an animation. Video compression is possible
by sharing constituent blocks between frames. It is im-
portant to note that while this feature is available, the
BVP format is not primarily designed to target volu-
metric video.

3.4 Modalities
Blocks are referenced by modalities which provide se-
mantic information about the blocks, such as the phys-
ical size and acquisition method (G10). A BVP asset
can store multiple modalities, such as raw data and seg-
mentation volumes, or even scans of the same subject
using different methods like magnetic resonance imag-
ing and computed tomography (G8). This allows for a
comprehensive representation of the data and enables
the storage of multiple views and interpretations of the
same underlying data. Unlike blocks in a single hierar-
chy, different modalities can use different formats.
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3.5 Manifest
The manifest is a UTF-8-encoded JSON document
(G11), which may be split into several parts, that
describes all the information stored in a BVP asset
(G3). It includes information about modalities, formats,
blocks, the structure of blocks in a hierarchy, and how
to access the external microblock data. This design
draws inspiration from the glTF format. Furthermore,
the manifest stores metadata about the BVP asset,
such as copyright information, acquisition methods,
checksums, and various timestamps.

External microblock data is referenced from the mani-
fest by a URL (G11), which may locate a file in a local
file system, an archive, or a web server. Consequently,
the BVP format is agnostic of the storage medium, at
the same time allowing distributed storage and single-
file volume archives (G2). External data can optionally
be supercompressed to further improve the compres-
sion ratio. A modified version of the LZ4 compression
scheme, known for its simplicity and high decompres-
sion speeds, is a core component of the BVP format.
Deflate, in contrast to LZ4, is much more commonly
used and achieves better compression ratios at the cost
of simplicity and decompression speed. For these rea-
sons it is included in the BVP format as an extension.

3.6 Extension mechanism
The BVP format has a built-in extension mechanism,
similar to the one used by the glTF format (G12). This
mechanism allows the core format to remain simple to
implement, while still providing the ability to extend
certain functionalities, for example by adding new for-
mat families, compression methods, and block place-
ment capabilities. Extensions are categorized into two
types: those that allow a BVP asset to be decoded even
if the extension is not supported and those that require
specific decoding logic, such as compression methods.
Both types of extensions must be listed in the manifest
so that they are readily available to the BVP reader.

The core BVP format, without any extensions, only de-
scribes the block assembly process, the “mono” format
family, and modalities. A simplified LZ4 supercom-
pression is also included. Everything else, such as com-
pressed formats, multiple resolutions, animations, and
differential blocks, is provided by extensions.

4 RESULTS
We compared the following existing formats in terms
of file size: RAW (baseline), BVP, MRC, NRRD, VTI,
NIfTI, Zarr, HDF5, OpenVDB, and DICOM. Since
Zarr does not prescribe a storage medium, we used an
uncompressed ZIP archive. Similarly, we used a sim-
plified form of ASAR8 for BVP assets. In the first

8 https://github.com/electron/asar

set of tests we disabled supercompression and relied
only on block reuse to reduce the file sizes. In the
next set of tests, we enabled LZ4 supercompression
where it was available. The dataset was comprised
of 40 single-channel 8-bit integer volumes from vari-
ous fields9, adding up to approximately 1424 MB. As
a practical use case, we also used BVP to store an
ASTC-compressed RGBA volume to show that BVP
can effectively handle GPU-accelerated compression
formats. Finally, to show the potential for compression
with DAGs, we evaluated BVP on a 32-bit instance seg-
mentation volume. The dataset and the scripts used for
storing it in different formats are available on github10.

For the BVP assets we used a two-level block hierarchy
with the parent block in the first level and subblocks of
size 32×32×32 in the second level. Equal blocks were
found using the xxHash32 hash function11.

Figure 2 reveals that BVP with block reuse outper-
forms other formats, which do not include this fea-
ture. This is most evident in volumes with lots of
empty space. When we enabled LZ4 supercompres-
sion, we found that only the BVP format could pro-
duce a smaller file than LZ4 alone, as shown in Fig-
ure 3. Note that in Figures 2 and 3 we colored the
baseline (the raw format without and with supercom-
pression) yellow, the BVP format red, and other for-
mats blue. Light blue was used in Figure 3 for the for-
mats that are not directly comparable to BVP due to
e.g. unsupported data types or unsupported compres-
sion algorithms. Some formats outperformed BVP, but
they relied on other compression algorithms, such as
DEFLATE (MRC, NRRD, NIfTI) or JPEG2000 (DI-
COM), as they do not support LZ4. OpenVDB does
not support 8-bit integers and stores values as 32-bit
floating-point numbers, which performs well without
supercompression, but poorly with it. The only formats
with comparable features were VTI, Zarr, and HDF5,
which produced 4-8 % larger files and are significantly
more complex in design and implementation. Addition-
ally, HDF5 provides LZ4 only as a plugin and it does
not allow arbitrary subblock sizes.

Compression ratios expectedly varied throughout the
dataset depending on the amount of noise in the vol-
umes. Where the amount of noise was reasonable (in
around half of the volumes), we achieved reductions in
file sizes from 10 % to 70 % without the use of LZ4 su-
percompression. With LZ4 supercompression, reduc-
tions varied more. However, when comparing LZ4-
compressed raw volumes and LZ4-compressed BVP

9 https://klacansky.com/
open-scivis-datasets/

10https://github.com/UL-FRI-LGM/
wscg2023-bvp

11http://www.xxhash.com/
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Figure 2: Dataset sizes without supercompression. The
RAW baseline and BVP were colored yellow and red,
respectively, for emphasis.
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Figure 3: Dataset sizes with supercompression. The
RAW baseline is a LZ4-compressed RAW dataset.
Light blue formats are not directly comparable to BVP.

volumes, the resulting file sizes were very similar, with
differences of up to 5 %.

Smaller blocks could be used to improve the compres-
sion ratio at the expense of a bigger manifest and a
lower compression speed. However, due to diminish-
ing returns, we found that blocks of size 32× 32× 32
were a good compromise.

Note that these results are for lossless compression
only. Extending the condition for block reuse from
equality to similarity would result in lossy compression,
which would significantly increase the compressibility
of the volumes due to the use of DAGs. Even though
this feature has not yet been implemented in our com-
pressor, the BVP format readily supports it. Similarly,
differential blocks were not included in the evaluation.
We conjecture that the benefit would be marginal in the
static case and more pronounced in animations.

In addition to raw volume compression, we evaluated
BVP on an ASTC-compressed RGBA volume of size
768× 768× 360. We used microblocks of dimensions
4× 4× 4 and 6× 6× 6 and a similar two-level block
hierarchy with subblocks of size 48× 48× 48. Both
cases were evaluated with and without LZ4 supercom-
pression. Figure 4 shows that BVP with LZ4 achieves
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Figure 4: Dataset size using ASTC compression. Per-
centages are calculated with respect to the RAW file
size (approximately 850 MB).

approximately equal final asset size as raw ASTC with
LZ4 supercompression, but with added metadata and
hierarchical structure.

To show the compression capabilities of DAGs, we used
BVP to compress a 32-bit instance segmentation vol-
ume of size 512× 512× 512. We used the mono for-
mat and a two-level block hierarchy with subblocks of
size 32×32×32. The raw volume of 512 MB was re-
duced to 259 MB, which corresponds to a compression
ratio of 50 %. After enabling LZ4 compression, the
raw volume was reduced to 6.1 MB, while the BVP-
compressed volume was reduced to 6.9 MB. The over-
head was almost exclusively due to the manifest.

5 CONCLUSION
The BVP format offers many advantages for storing
and distributing volumes. It is a simple-to-implement
platform-independent format that can be used to store
large volumes from a variety of different fields. BVP
draws inspiration from many existing formats, con-
solidating ideas such as multiresolution representation,
hierarchical storage, parallel I/O, and supercompres-
sion. It readily supports GPU-accelerated compressed
formats for efficient use in computer graphics. Con-
trary to the existing formats, the BVP format respects
the widely-accepted engineering standards, facilitating
data exchange and interoperability.

However, there are some limitations to BVP. BVP by
design only supports dense, bounded 3D volumes.
Specifically, it does not support unlimited indexing
(such as in OpenVDB), it does not support general-
purpose data storage (such as in HDF5), and it does
not support higher-dimensional arrays (such as in
NRRD and Zarr). Additionally, a BVP asset does
not include information about the scene, such as
transformations, transfer functions, and illumination,
so a separate format, such as USD12 [CMMLB22] or

12https://graphics.pixar.com/usd/
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glTF [RAPC14], must be used for that purpose. Fur-
thermore, BVP deliberately excludes information about
sampling and data conversions, as these operations are
format-specific and often domain-specific.

There are also some technical limitations that have been
deliberately introduced to simplify the implementation
process. BVP has some restrictions on block and place-
ment dimensions and formats. For instance, blocks and
placements must be completely contained within the
parent block, and the size of a block and placement
must be an integer multiple of microblock size. Con-
sequently, block-level encoding schemes prohibit arbi-
trary block sizes. Additionally, the format of place-
ments must match the format of the block, and format
mixing is only allowed on modality level.

Despite the above limitations, the BVP format provides
a simple and comprehensive representation of volumes
from various fields. It is a reasonable and featureful
alternative to the existing formats.
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ABSTRACT
River generation is an integral part of realistic terrain generation, since rivers shape terrains and changes in terrain,
e.g., due to tectonic movements can change the path of rivers. Fast existing terrain generation methods often
result in non-realistic river patterns, whereas physically-realistic techniques, e.g., building on erosion models, are
usually slow. In this paper we investigate whether the space colonization algorithm can be modified to generate
realistic river patterns. We present several extensions of the space colonization algorithm and show with a user
study with n = 55 participants that some variants of the algorithm are capable of generating river patterns that
are indistinguishable from real river patterns. Although our technique can not generate all types of natural river
patterns, our results suggest that it can prove useful for developing plausible 2D maps and potentially can form the
basis for new terrain generation techniques.

Keywords
Space Colonization, river pattern, procedural generation, realism

1 INTRODUCTION

Rivers are essential for realistic terrains since rivers
effect the shape of terrains via erosion, and vice
versa terrain changes can influence the flow of rivers.
Most countries contain rivers within their boundaries
[Way19], and for some countries, such as New Zealand,
rivers cover a large part of the land surface [NIWA18].

There are many existing realistic terrain generation al-
gorithms [Arc11, CBCB+16, DP10, BF02]. However,
they generally focus on the generation of landforms, in-
stead of the rivers within the landforms. They are suit-
able for the generation of terrain in mountainous areas,
but bodies of water are missing from the generation,
which lowers the degree of realism in the terrain. Al-
though the area of river generation is underexplored,
there also exist some specialized river generation al-
gorithms [GGGP+13, PDGC+19]. However, all algo-
rithms listed above generate rivers or terrain by simu-
lating erosion using physical simulation engines, hence
the generation process is computationally intensive, and
large-scale terrain generation may be impractical for
commercial uses. An alternative method of terrain gen-
eration that produces more realistic river patterns is one
that first generates realistic river patterns, then gener-
ates the terrain surrounding the patterns accordingly.

An efficient method of pattern generation is the space
colonization algorithm [RLP07], which has been used
originally for the generation of tree structures. In this
paper, we explore how to extend the algorithm for river

pattern generation. We aim to answer the following re-
search question:

Can the space colonization algorithm be modified to ef-
ficiently generate realistic river patterns?

2 BACKGROUND
2.1 Types of River Patterns

Figure 2.1: Different types of river patterns,
adapted from Twidale’s 2004 paper [Twi04].

Realistic river generation is not a trivial task, as there
are many factors influencing the formation of natural
rivers, such as the slope of the terrain, the material of
the terrain, and the rate of erosion. This can result in
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many types of river patterns [Twi04], as shown in Fig-
ure 2.1.

2.2 Space Colonization
Space colonization is a procedural content generation
algorithm for generating realistic tree structures. It was
created and published by Runions et al. in 2007. In
their research paper, an overview of the algorithm is
given, and the procedure of the algorithm is shown in
detail. The paper also outlines the effects on the re-
sultant tree structure if some parameters are changed.
From the examples given in the paper, it is shown that
the tree branches can be made denser or sparser, and
also thicker or thinner, depending on the environment
and the usage of the trees.

The procedure of the algorithm is outlined below, where
black nodes are the nodes that are already in the tree
structure, and blue nodes are the “attraction points" that
control the generation and structure of the tree.

1. Start with a predetermined set of black nodes (i.e.
start nodes) and a random set of blue nodes spread
across the generation space.

2. Find the closest black node for each blue node under
a distance and assign each of the blue nodes to the
closest black node.

3. Determine for each black node the normalized direc-
tional vectors to its assigned blue nodes. If a black
node is not assigned any blue nodes, then it skips
step 4.

4. Sum all normalized directional vectors for each
black node then normalize the resultant vector.
Generate a new black node towards that direction a
unit length away.

5. Determine if any blue nodes are within the vicinity
of a black node, and remove the blue node if it is
within a distance from a black node.

6. Return to step 2 until no new black nodes can be
added.

3 RELATED WORK
Rivers are usually generated as by product of terrain
generation, i.e., a terrain is generated first and rivers
are formed using flow simulations. Only a few authors
generate explicitly, i.e., that the rivers are formed first
and influence the terrain shape.

Génevaux et al. devised a terrain generation model
based on hydrology [GGGP+13]. The authors take a
boundary for the terrain and initial nodes on the said
boundary as input, expand the river structure from the
nodes, modify parts of the structure based on the Ros-
gen river classifications [Ros94], and generate the 3D
model according to the resultant structure. The model
generates realistic terrain and naturalistic river patterns

with reasonable efficiency. However, the node expan-
sion and structure generation processes are convoluted
and difficult to understand and implement, so there is
room for simplifications or the usage of more straight-
forward algorithms for potential accelerations in terrain
generation.

A more recent model developed by Peytavie et al.
[PDGC+19] follows a similar pipeline as the model
of Génevaux et al., as it also constructs river networks
following the Rosgen river classifications. Then the
model derives the multiple aspects of the terrain from
the constructed patterns (e.g. drainage, slope), and
it follows an amplification-combination procedure
to simulate water flow along the rivers. The model
results in an efficient method of generating terrain
with realistic fluid flow animations, but the paper does
not focus on the patterns of the generated rivers, so
the realism of the generated rivers, hence also the
generated terrain, may be further improved.

Van den Hurk et al. present a sketch-based terrain mod-
elling techniques where rivers are manually inserted
into the terrain using sketching [vHYW11].

4 DESIGN
As discussed in Subsection 2.2, the space colonization
algorithm succeeds in generating realistic tree struc-
tures. However, due to the difference between tree
structures and river structures, the algorithm does not
generate satisfactorily realistic river patterns. For the
output patterns to more closely resemble the structure
of natural rivers [Twi04], several modifications to the
algorithm can be made, and they are outlined and dis-
cussed in this subsection.

4.1 River Pattern Requirements

Figure 4.1: Real river patterns: Godavari River
(left), Mississippi River (middle), and Yangtze River
(right).1

Figure 4.1 shows three examples of river maps from
famous rivers across the world. Comparing the maps
with the patterns generated from space colonization, the
following dissimilarities may be observed (they are re-
ferred to as Dissimilarity 1, 2, and 3 respectively).

1. Curvature: The real river patterns tend to be curvier
than the generated patterns.

1 All patterns are listed in Table 6.8
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2. Parallelism: The river branches in real river patterns
are generally not parallel as opposed to the gener-
ated patterns.

3. Lateral branches: Short and perpendicular branches,
known as lateral branches, from generated patterns
are uncommon to occur in natural rivers.

Accounting for these differences between real river pat-
terns and generated patterns, we devise a range of modi-
fications to reduce the dissimilarities, such that the gen-
erated patterns also contain similar features as real river
patterns, hence are considered more realistic.

4.2 Space Colonization Momentum
To reduce Dissimilarity 1 and introduce more curvature
into the structures, the simplest approach is to divert
the course of node generation. Our proposed Momen-
tum variant of the space colonization algorithm slightly
alters the direction of node generation using a measure
of momentum, inspired by the concept of momentum
in the field of physics.

In physics, if an object contains momentum in a direc-
tion, then it tends to continue moving toward that di-
rection until an external force is acted on the object.
This concept is adapted to generate nodes, however in
a slightly different manner. If momentum is applied
directly, where the direction of the next node tends to
stay in the same direction as the previous node, then the
resultant patterns become even less curvy than those
generated from the original space colonization. Since
we want to introduce more curvature into the patterns,
we make a modification that acts the opposite as de-
scribed above. The procedure of the Momentum vari-
ant is shown in Figure 4.2 (left), and this modification
takes place at step 4, as described in Subsection 2.2.

In Figure 4.2 (left), (M1) shows a structure after step
4 of the space colonization procedure outlined above,
where A, B, and C are nodes in the structure, v1 is the
direction vector of the generation of B from A, and v2
is the direction vector of the generation of C from B.
(M2) shows the introduction of a momentum vector, v1,
shown in red. The momentum vector belongs to B, as
it is the direction of its generation, and hence it is ap-
plied to the next generation to alter its direction. For the
new node stemming from B, if original space coloniza-
tion is used, then C is generated, however, for the Mo-
mentum variant, the direction vector for the new node
is subtracted by the momentum vector, multiplied by a
multiplier k, as shown in (M3). The multiplier k can be
interpreted as the strength coefficient of momentum, or
essentially the size of effect the momentum vector (i.e.
the previous direction vector) has on the new direction
vector. In (M4), the subtraction results in the new direc-
tion vector u = v2 − kv1, which is then normalized to û
in (M5), where the tip lies the generated node under the

momentum variant, C’. Comparing the generation of C
and C’ as shown in (M1) and (M5), it is evident that
the three nodes have produced a larger angle in the Mo-
mentum variant than the original approach, thus suc-
cessfully introducing more curvature on a local scale.

It is noteworthy that the addition of momentum may
affect different nodes differently. This difference be-
comes evident when there exists a large difference of
angles between nodes, as shown in Figure 4.2 (middle).
(M6) shows a moderate angle between the three nodes,
hence the shift in angles, θ1, is moderate, whereas (M7)
and (M8) show the effects of the shift in angles when
the angle between the three nodes is smaller and larger,
θ2 and θ3 respectively, when using the same strength
coefficient k. From the comparisons, we learn that with
a constant k, the size of the angle made by the three
nodes is directly proportional to the shift in angles from
the application of momentum.

Figure 4.3 (middle) shows an example pattern after ap-
plying momentum to space colonization. The differ-
ence between before and after the modification is ev-
ident, as the structure includes more curvature. The
curvatures of some branches have a higher resemblance
to the curvatures of natural rivers, but some extremely
sharp turns and zig-zag patterns are also introduced in
some branches as byproducts, which are rare in natu-
ral river patterns, hence lowering the overall degree of
realism for an artificial river pattern.

4.3 Space Colonization Curl
To alleviate the problem of zig-zag patterns in the
structure, we propose an alternative modification to the
space colonization algorithm coined Curl. The Curl
variant can be considered as a generalized version of
Momentum with a randomization element, as the prin-
ciples are similar, such as the modification occurring at
the same step in space colonization, and it also alters
the angle of the next node generated. The difference
between Curl and Momentum is that Curl does not
rely on the direction vector of the previous node to
determine the shift in the next node, but it simply uses
a random variable.

Essentially, before the node is generated, it is rotated at
a random small angle either clockwise or anticlockwise,
in which the direction is predetermined depending on
the node. The direction of the rotation for the first node
is preset, then the direction is changed after each set of
c new nodes, where c is the length of each section of the
pattern before bending toward the other direction. Then
the angle of rotation is randomized to a value between
0 and θc radians.

The parameter θc can be interpreted as the degree of
shift in angles allowed. The higher is θc, the greater
shifts are allowed, and more curvature is introduced,
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Figure 4.2: The effects of the proposed variants on the generated patterns. Left: The process of determining
the position of C′, i.e. the node generated instead of C using Momentum. Middle: The different effects of
Momentum on generating nodes at different angles. Right: The possible range of nodes to be generated,
where the light grey node signifies the next node if the original space colonization is applied, and the dark
grey nodes signify the left and right extremes of the possible new nodes.

and vice versa. Although choosing too high of a value
for θc may result in unpredictable and chaotic patterns.
The effects of Curl on the node generation are illus-
trated in Figure 4.2 (right).

As shown in Figure 4.3 (right), the patterns have be-
come more unpredictable, and more curvature and a
higher complexity have been introduced to the struc-
ture, the number of extremely sharp turns and zig-zag
patterns has also been reduced when compared with the
Momentum variant. Dissimilarity 2 has also been re-
duced, as the generated branches are not parallel with
one another. However, the resultant patterns are still
significantly unrealistic for river patterns, as there is too
much detail at the ends of the structure, and Dissimilar-
ity 3 still occurs in the patterns, as there exist short,
perpendicular branches across long branches, which is
unlikely to occur naturally.

4.4 Trimmed Space Colonization
To reduce Dissimilarity 3 and remove details at the ends
of structures, a postprocessing step, namely trimming,
is devised to remove these detailed endings and short
branches, hence to further improve the degree of real-
ism. Before the procedure of trimming is outlined, def-
initions of children, parents, and depth of nodes need
to be introduced. For the purpose of trimming, we say
that node Y is a child of node X , and X is the parent of
Y , if Y is generated from the basis of X , and the depth
of a node is defined recursively as the following.

• If a node has no children (i.e. is a leaf), then it has a
depth of 0.

• If a node has one child of depth d, then it has a depth
of d +1.

• If a node has n children of depths {d0, ...,dn−1}, then
it has a depth of max({d0, ...,dn−1})+1.

Now the procedure of trimming may be introduced.
Trimming takes place after the generation of the entire

tree structure, firstly the depths of all nodes in the struc-
ture are computed, then the nodes X that satisfy both In-
equality 1 and Inequality 2 are removed from the struc-
ture, where Inequality 1 and Inequality 2 are outlined
below, and t is a preset variable, named the trimming
threshold.

depth(X)< t (1)

depth(X)< depth(parent(X))−1 (2)

We require both inequalities to hold for the removal
of the node. The reasoning for the first inequality
is intuitive, as all nodes that are “close" (defined by
t) to endings are removed. The second inequality is
not necessary if only one structure is generated, how-
ever, if multiple river patterns are generated simulta-
neously on the same surface, then the exclusion of the
second inequality would cause gaps between the struc-
tures. To prevent this, we include the second inequality,
such that only small, perpendicular branches and end-
ing branches with excessive detail are removed from the
structure, whereas regular endings are kept in place.

Since trimming is a postprocessing step, hence the
modification can be applied in parallel with each of
the Momentum and Curl modifications. This results
in a total of six variants of space colonization, i.e.,
original, momentum, curl, trimmed original, trimmed
momentum, and trimmed curl. Some patterns from the
trimmed variants are shown in Figure 4.4. Comparing
the patterns, it is evident that the amounts of detail in
the structures have decreased from the “untrimmed"
variants, as there exist fewer shorter branches in the
patterns.

Referring back to the desired qualities outlined for gen-
erated patterns, the degree of curvature has increased
in the patterns, and some parameters (k, c, θc) have
been introduced to control the degree of curvature; as
a result of the enhanced curvature, the branches in gen-
erated patterns are no longer parallel, and the patterns
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Figure 4.3: Example patterns generated from different variants of space colonization: Original (left), Mo-
mentum (middle), Curl (bottom). As shown in the patterns, Momentum introduces more curvature into the
patterns but also introduces unrealistic zig-zag patterns, and Curl also introduces more curvature and adds
more complexity to the patterns.

Figure 4.4: Example patterns generated from different variants of trimmed space colonization: Trimmed
Original (left), Trimmed Momentum (middle), Trimmed Curl (right). Compared to the patterns shown in
Figure 4.3, short branches at the ends of patterns are pruned after trimming, and the amount of detail in
the patterns reduces.

are also less predictable; the option to remove lateral
branches has also been introduced using trimming. In
summary, the dissimilarities outlined in Subsection 4.1
have been reduced. To further examine the degree of
realism each space colonization variant provides when
generating river patterns, a user study is conducted, and
further details are discussed in Subsection 6.1.

5 IMPLEMENTATION
To produce results from the generation algorithms out-
lined above, a system incorporating the algorithms was
developed using C++14 and OpenGL3.3. The IDE (In-
tegrated Development Environment) used for system
development is Microsoft Visual Studio Community
2022. GitHub was also used for version control of the
written code. The system was built using a 64-bit Win-
dows 10 Home operating system, on a Dell Inspiron
15-3568 with 8GB RAM, and an Intel(R) Core(TM) i5-
7200U CPU.

During development, several headers in the C++
Standard Library were used, which are chrono, cmath,
iostream, random, and vector. No external libraries
were used for C++. Some commonly used external
libraries for OpenGL were also used, which are Glad
(OpenGL Loading Library), GLFW (Graphics Library

Framework), GLM (OpenGL Mathematics), and KHR
(Khronos).

Some algorithms were implemented and tested with
Python before being implemented with C++, for ease
of development and debugging. The version of Python
used is Python 3.7.2. Some modules and libraries were
used during the process, which are Matplotlib, NumPy,
OpenCV, random, and time.

In the evaluation process (further discussed in Section
5), some image processing was conducted. The im-
age processing program for raw images was written
with Python 3.7.2 using the IDE Visual Studio Code,
with the assistance of the libraries Matplotlib, NumPy,
OpenCV, and Skimage. Software Microsoft Paint and
Microsoft Paint 3D were also used for the viewing and
cropping of the images.

Lastly, the processing of raw data received from re-
sponses to the user study was carried out using Mi-
crosoft Excel.

6 EVALUATION
To answer our research question whether the space col-
onization algorithm can be used to generate realistic
river patterns, we conducted a user study comparing the
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realism of real river patterns with river patterns gener-
ated using the algorithms outlined in Section 4.

6.1 Methodology
To evaluate the realism of river patterns generated from
algorithms outlined in Subsection 4.1, a user study was
carried out in the form of an online questionnaire, and
it was propagated through private messaging among
friends and classmates. The study was anonymous and
participation was voluntary.

The questionnaire begins with a list of background
questions to determine the demographic groups of the
participant. The information on the gender, age, and vi-
sual conditions (if any) of the participants is collected,
as well as their level of experience in the fields of geog-
raphy, map-reading, and visual arts.

The demographic information of the participants is col-
lected, in confidence, for future reference, such that any
potential hidden relationships between demographic
variables and observed variables may be discovered if
relevant.

The questionnaire then asks the participant to rate the
degree of realism of 30 river patterns on a 7-point Likert
scale. Each river pattern is presented with an image,
where the areas within a river are labeled white, and
the areas outside are labeled black, some examples are
shown in Figure 6.1.

Figure 6.1: Examples of patterns presented in the
user study questionnaire.

There exists a mix of real and generated river patterns
within the 30 river patterns shown to users, 15 of which
are collected from real, natural rivers, and the remain-
der 15 are patterns generated from variants of space col-
onization. Out of the 15 generated patterns, 3 are gen-
erated from the original space colonization algorithm, 1
from Momentum, 1 from Curl, 4 from Trimmed origi-
nal, 3 from Trimmed Momentum, and 3 from Trimmed
Curl. All patterns used in the user study are shown in
Table 6.8.

The information of whether a pattern is from a real river
or generated is withheld from the participant, hence
blinding is used to reduce bias and ensure that partic-
ipants do not rate patterns from different origins differ-
ently.

To ensure that only the images presented only con-
tain information about the patterns of the real/generated

rivers, some preprocessing is necessary. Online images
of river maps often contain information irrelevant to
patterns, such as labels and colors, and it needs to be re-
moved before being presented to the participants, hence
a 4-step preprocessing procedure is applied to all river
maps retrieved through online sources. The procedure
is outlined below.

1. Color extraction: Choose a range of RGB colors that
include all pixels relevant to the river patterns.

2. Manual label removal and resizing: Use image edit-
ing software to erase any remaining text, and resize
the image to an appropriate scale for cropping.

3. Skeletonization: Apply a skeletonization algorithm,
such as the Zhang-Suen Thinning algorithm [ZS84],
such that the information on the widths of rivers is
removed.

4. Snippet extraction: Crop the image to a preset, fixed
size. (The images used in this user study are 100
pixels high and 100 pixels wide.)

To ensure that the generated patterns are representative,
a range of parameters are used across generations of the
same variant, and the snippets of patterns are cropped
using a randomly generated set of image coordinates.
Furthermore, to keep the colors and scales in the images
consistent between real and generated patterns, steps 3
and 4 of the preprocessing procedure are also applied to
the generated patterns.
One potential problem with this questionnaire is that
each participant has a different view on the “realism"
of river patterns. Some participants may generally rate
patterns higher on the Likert scale than others, and vice
versa, this may skew the overall distribution of the rat-
ings. But since we are comparing the distributions of
two subgroups of data, each subgroup of data is likely
skewed to a similar degree, hence this does not pose a
problem in the evaluation process.

6.2 Results
Out of the 52 participants in this user study, there are 34
males, 16 females, and 2 preferred to not specify their
gender. The majority of participants (49 participants)
are between 18 and 25 years of age, with a mean of
19.94 years and a standard deviation of 1.30 years, and
there are 3 participants outside of this range, who are
45, 52, and 52 years of age. 7 participants reported
having myopia (short-sightedness). The results of the
other background questions are shown in Table 6.2.

Table 6.2: Distribution of experience levels on differ-
ent skills of participants in the user study.

Skill None Little Some Much
Geography 34 8 10 0

Map-reading 7 22 20 0
Visual Arts 22 26 3 1
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Regarding the questions for rating the realism of
the river patterns, the average realism scores2 across
multiple meaningful groups of patterns are calculated
for each participant, such as the average score for all
real patterns given by a participant. This produces
a list of average scores for each participant. Then
the mean and median scores are calculated across all
participants, and the results are shown in Table 6.3-6.5.

Table 6.3: The mean and median realism score be-
tween real patterns and generated patterns across
all participants.

Pattern Type Mean Median
Real 4.41 4.47

Generated 3.94 4.03

Table 6.4: The mean and median realism score be-
tween untrimmed generated patterns and trimmed
generated patterns across all participants.

Pattern Type Mean Median
Untrimmed 3.53 3.60
Trimmed 4.15 4.20

Table 6.5: The mean and median realism score be-
tween all variants of space colonization across all
participants.

Variant Mean Median
Original 3.31 3.00

Momentum 4.67 5.00
Curl 3.02 3.00

Trimmed Original 3.85 3.75
Trimmed Momentum 4.19 4.00

Trimmed Curl 4.53 4.67

From the results shown in Table 6.3-6.5, we observe
that for the participants in the user study, on average,
real patterns achieved a higher realism score than gen-
erated patterns, trimmed generated patterns achieved a
higher realism score than untrimmed patterns, and out
of all space colonization variants, momentum achieved
the highest realism score, with trimmed curl achieving
the second highest, and both achieved a higher realism
score than real patterns.

6.3 Significance Testing
The research question asks whether space colonization
and its variants can generate realistic river patterns, we

2 A “realism score" is measured on a 7-point Likert scale,
where 1 indicates highly unrealistic, and 7 indicates highly
realistic.

can reframe the question to whether space coloniza-
tion and its variants can generate patterns that are indis-
tinguishable from real river patterns, and that question
can be answered from the data collected from the user
study, by comparing the realism scores between groups
of data. This can be achieved by using a series of sig-
nificance tests.
There are several options of significance tests for
Likert scale data (i.e. ordinal categorical data), some
commonly used ones are the Mann-Whitney U test,
Wilcoxon Signed-Rank test, and paired t-test. Dif-
ferent tests differ in requirements within the data and
their strictness. Given the nature of our dataset, the
Mann-Whitney U test is unsuitable, since two groups
of compared data are collected from the same set
of participants, hence are dependent [Gle22]. Thus
Wilcoxon Signed-Rank test and paired t-test are used
for significance testing. Although some commonly
used requirements for the paired t-test are that each
group of data needs to be normally distributed, and the
data needs to be numerical, which does not comply
with the collected Likert scale data. However, there
has been research showing that the paired t-test is
robust even on skewed data and ordinal categorical
data [Nor10]. Hence despite the requirements stated
above, the paired t-test is used on the collected data.
For significance testing, each variant or each collection
of variants is treated as a group, and all groups, ex-
cept for the Real group, are compared to the Real group
for any significant difference using both the two-sided
Wilcoxon Signed-Rank test and the two-sided paired t-
test, with 95% confidence. The null hypothesis (H0)
and alternative hypothesis (H1) are listed below, and the
results of the tests are shown in Table 6.6-6.7.
H0: There does not exist a significant difference be-
tween the groups, i.e. the patterns in the two groups are
indistinguishable and the generated patterns are consid-
ered realistic.
H1: There exists a significant difference between the
groups, i.e. the patterns in the two groups are distin-
guishable and the generated patterns are considered un-
realistic.
Table 6.6: The p-values of the two-sided Wilcoxon
Signed-Rank tests (95% confidence) comparing the
Real group with other groups.

Group p-value
Generated 0.000

Untrimmed 0.000
Trimmed 0.003
Original 0.000

Momentum 0.087
Curl 0.000

Trimmed Original 0.000
Trimmed Momentum 0.073

Trimmed Curl 0.238
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Table 6.7: The p-values of the two-sided paired t-
tests (95% confidence) comparing the Real group
with other groups.

Group p-value
Generated 0.000

Untrimmed 0.000
Trimmed 0.002
Original 0.000

Momentum 0.186
Curl 0.000

Trimmed Original 0.000
Trimmed Momentum 0.044

Trimmed Curl 0.316

The common usage of significance tests is to reject the
null hypothesis, and the notion of accepting the null hy-
pothesis is discouraged. However, there has been re-
search showing that it is adequate to accept the null hy-
pothesis for certain scenarios [Fri95]. We aim to inves-
tigate whether a group of patterns are realistic, hence
the goal of the significance tests is to accept the null hy-
pothesis. If the p-value of a significance test is greater
than 0.05, then the significance test is considered suc-
cessful, and vice versa.

6.4 Discussion
From the results of the significance tests, we may con-
clude that the Trimmed Curl variant produces patterns
that are indistinguishable from real river patterns, as the
null hypothesis is accepted in both scenarios, also no-
tably with relatively high p-values.

The variants Original, Curl, and Trimmed Original are
deemed unsuitable for river pattern generation, as the
null hypothesis is rejected with minuscule p-values.

The Trimmed Momentum variant passes one of the two
significance tests, which implies that it is on the border-
line to being suitable for river pattern generation, but
since Trimmed Curl outperforms Trimmed Momentum
significantly, the former is preferred over the latter.

Surprisingly, the null hypothesis for the Momentum
variant is accepted, as the variant is not expected to
perform well. However, since there is only one pattern
out of the 30 that is from the Momentum variant, we
cannot conclude that it produces convincing river pat-
terns in general, as the one pattern used does not nearly
cover the large range of possible patterns across differ-
ent parameters. Whereas there are three patterns used
for Trimmed Curl across ranges of parameters, covering
a large range of possible patterns. At this stage, we can-
not conclude whether the Momentum variant produces
realistic river patterns, and another user study may need
to be conducted to reach a more conclusive outcome.

For larger groups (Generated, Untrimmed, Trimmed),
the null hypotheses are all rejected. This is to be

expected since if at least one algorithm in the collec-
tion of algorithms produces unrealistic patterns, then
the collections of patterns cannot be realistic altogether.

From the results of the user study, we can conclude that
the trimmed curl variant of space colonization generates
local patterns that are indistinguishable from real river
patterns. This means that it can be used to reliably gen-
erate realistic local river patterns. Secondary choices
are the momentum and trimmed momentum variants.
However, since no advantages have been discovered us-
ing the secondary variants, hence the trimmed curl vari-
ant is the optimal approach for generating realistic river
patterns.

6.5 Limitations
There are several limitations to the evaluation of this re-
search, some with potentially significant impact on the
conclusion are outlined and discussed in this subsec-
tion.

There is one major limitation regarding the user study.
The patterns shown to the participants only capture lo-
cal snippets of the structures, whereas, for larger areas,
or global snippets with a wider view of the structures,
the degree of realism that algorithms deliver may differ.
However, for the purpose of this research project, lo-
cal snippets are sufficient to capture the essence of the
patterns and provide meaningful results.

Another limitation of the user study, as discussed
briefly above, is the limited number of patterns from
each variant. Considering that six variants were ele-
vated simultaneously, the number of patterns for each
variant needed to be controlled, as participants may
lose interest, hence reducing the quality of responses,
if a multitude of patterns is shown. To resolve this, we
assigned more patterns to variants that are expected
to perform well, and fewer to those not, so that there
is more supporting evidence for a well-performing
variant if it receives positive results. However, this
results in the lack of evidence for the variants that are
not expected to perform well, such as the Momentum
variant as seen in the results, and another user study
may need to be conducted, incorporating more patterns
from that variant, to more conclusively evaluate its
performance.

The evaluation of the river pattern generation compo-
nent of the research has proven to be quite successful.
However, the generated river patterns are limited to be
local, i.e. on a small scale, whereas for more general
uses of terrain generation, realistic global patterns may
be more beneficial. A possible extension of the research
is to conduct another user study comparing real patterns
and generated patterns on a larger scale, such that the
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Table 6.8: 30 patterns shown (in order) in the user study and their origins.

Pattern ID 1 2 3 4 5
Group(s) G0 G0 G1, G3, G9 G1, G3, G8 G0
Origin Ohio River Orinoco River Trimmed Curl Trimmed Momentum Indus River

Pattern ID 6 7 8 9 10
Group(s) G1, G3, G9 G1, G3, G7 G1, G3, G8 G0 G1, G3, G7
Origin Trimmed Curl Trimmed Original Trimmed Momentum Congo River Trimmed Original

Pattern ID 11 12 13 14 15
Group(s) G1, G2, G6 G1, G3, G8 G1, G2, G5 G0 G0
Origin Curl Trimmed Momentum Momentum Yangtze River Volga River

Pattern ID 16 17 18 19 20
Group(s) G1, G3, G7 G0 G1, G3, G9 G0 G0
Origin Trimmed Original Amur River Trimmed Curl Irrawaddy River Amazon River

Pattern ID 21 22 23 24 25
Group(s) G0 G0 G0 G0 G1, G2, G4
Origin Thames River Murray River Mississippi River Tigris River Original

Pattern ID 26 27 28 29 30
Group(s) G0 G1, G2, G4 G1, G3, G7 G1, G2, G4 G0
Origin Zambezi River Original Trimmed Original Original Godavari River

ISSN 2464-4617 (print) 
ISSN 2464-4625 (online)

Computer Science Research Notes - CSRN 3301 
http://www.wscg.eu WSCG 2023 Proceedings

https://www.doi.org/10.24132/CSRN.3301.26 230



performance of the devised algorithms for global pat-
terns may also be determined. Another possible exten-
sion is to extend the proposed methods, such that they
are also capable of generating a wider range of river
patterns, as described in Subsection 2.1.

7 CONCLUSION AND FUTURE
WORK

We explored the usefulness of the space colonization
algorithm [RLP07] for river pattern generation, and we
devised several variants of the algorithm to achieve
higher measures of realism for this purpose. We showed
that one of the variants, Trimmed Curl, can generate
patterns that are indistinguishable from real patterns ex-
tracted from natural rivers. This has proven to be novel,
as the original space colonization algorithm did not re-
turn promising results from the user study, similarly for
several other innovated variants.

The invention of the Trimmed Curl variant broadened
the usage of space colonization to be not limited to tree
generation, but also river generation. It also serves as a
more computationally inexpensive alternative to exist-
ing river generation algorithms, such that rivers may be
artificially generated on a larger scale, at a faster rate.

In future work we would like to explore how synthe-
sised river patterns can be used for map and terrain gen-
eration. Since terrains in game engines are usually rep-
resented as greyscale maps, a possible solution might
be an exemplar-based texture synthesis technique find-
ing for river sections patches of matching terrain infor-
mation and then completing the greyscale texture using
a texture infilling method [NWDL14].
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ABSTRACT

Virtual hands have a wide range of applications, including education, medical simulation, training, animation, and

gaming. In education and training, they can be used to teach complex procedures or simulate realistic scenarios.

This extends to medical training and therapy to simulate real-life surgical procedures and physical rehabilitation

exercises. In animation, they can be used to generate believable pre-computed or real-time hand poses and grasp-

ing animations. In games, they can be used to control virtual objects and perform actions such as shooting a gun

or throwing a ball. In consumer-grade VR setups, virtual hand manipulation is usually approximated by employing

controller button states, which can result in unnatural final hand positions. One solution to this problem is the use

of pre-recorded hand poses or auto-grasping using physics-based collision detection. However, this approach has

limitations, such as not taking into account non-convex parts of objects, and can have a significant impact on per-

formance. In this paper, we propose a new approach that utilizes a snapshot of the Signed Distance Field (SDF) of

the area below the user’s hand during the grab action. By sampling this 3D matrix during the finger-bending phase,

we obtain information about the distance of each finger part to the object surface. Comparing our solution to those

based on discrete collision detection shows better visual results and significantly less computational impact.

Keywords
Grasping; Virtual Reality; Visualization; Interaction; Animation

1 INTRODUCTION

The Virtual Reality (VR) technology has shown signif-

icant potential in studying disabilities, injuries, and re-

habilitation. It can be used to help patients with motor

impairments or neurological disorders regain functions

and improve their quality of life [COC22]. By provid-

ing a virtual representation of patients’ hands, therapists

can design tailored rehabilitation programs that allow

patients to practice movements and exercises in a safe

and controlled environment [IWL+22, FSY+19].

VR technology has demonstrated great promise for use

in education. One study [ŽCJ18] shows how a pro-

totype application can be used to teach mathematics,

while the feedback received reveals new potential re-

search problems and, for example, the importance of

virtual hands.

Permission to make digital or hard copies of all or part of

this work for personal or classroom use is granted without

fee provided that copies are not made or distributed for profit

or commercial advantage and that copies bear this notice and

the full citation on the first page. To copy otherwise, or re-

publish, to post on servers or to redistribute to lists, requires

prior specific permission and/or a fee.

Visualizing virtual hands in VR has a significant

impact on how users perceive the overall expe-

rience [JYM+20]. Studies [AHTL16, DMF+19,

LKRI20] have shown that, while the resemblance of

human hands is not important for achieving a sense of

agency (the quality of tracking is more important), it is

crucial for achieving a sense of ownership.

Research [EWB20] has shown that even with passive

haptic feedback, low-cost visualization of virtual hands

and snapping them to predefined positions, rotations,

and poses on manipulated objects significantly increase

presence and user experience. Another study [KSF+18]

has revealed that introducing virtual hands while us-

ing a keyboard paired with a VR headset raises typing

speed.

The recent study [CLL22] has demonstrated that pro-

viding feedback using a virtual hand and a virtual tar-

geted object in a virtual environment produces kine-

matic patterns similar to those observed in physical en-

vironments.

To prevent the interpenetration of two dynamic objects

moving in space (such as a virtual hand and the ob-

ject one interacts with), the term God-object was in-

troduced [ORC07]. It can be generalized to individual
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phalanges [JSF12]. The solution assumes that the vi-

sual representation of the hand pursues the target which

is the position of the user’s hand, as read by any sensors

while maintaining collision detection with other objects

and taking into account constraints between objects.

Another way to increase the realism of a VR experi-

ence is to depict the grasping of virtual objects in a

way that appears more lifelike. One effective tech-

nique for achieving this is to use a realistic hand pose

which shows the hand holding the object as it would be

in the real world [LC21].

Earlier research [BI05] described a spring model in

which the finger parts and the base of a virtual hand

follow the movement of tracked hand parts. This model

includes collision detection, which prevents the spring

hand from penetrating grasped objects. It can also pro-

duce forces and torques for a physically realistic re-

sponse to the grasped objects. Authors assumed that vi-

sual feedback, due to the psychological phenomenon of

visual capture [WW80], which is not an exact represen-

tation of the real hand configuration is less distracting

to users than an exact representation that exhibits the

visual interpenetration artifacts. This was confirmed by

the later study [CNS+19], where the more general term

of outer hand (OH) was used instead of spring hand.

Other research [LGAMB06] proposes, in addition to a

rigid model for dynamic simulation, using a deformable

model to resolve local contact with friction and surface

deformation of fingertips.

These types of auto-grasping solutions are of-

ten referred to as hybrid solutions with physics

hands in VR and are still widely researched with

different approaches, for example, using machine-

learning [TWMZ19]. In the latter by using discrete

collision detection, the preprocessing algorithm is

sampling multi-dimensional grasp space using random

configurations of hand poses. This approach requires

offline preprocessing for each object but produces

plausible online grasp poses after initial user-guided

movement and pre-grasp pose from tracked hand.

The auto-grasping problem also extends to other fields

including robotics where it is important to properly po-

sition and move the robotic arm so that it can achieve a

stable grip and avoid collisions with the environment.

In [BCO+21] authors propose a Volumetric Grasp

Network (VGN) - a 3D convolutional neural network

that can detect the pose of a grasp in real-time with

6 degrees of freedom (DOF). The network takes in a

Truncated Signed Distance Function representation of

a scene and produces a volume of the same spatial res-

olution as the output. Each cell in the volume contains

information about the predicted quality, orientation,

and width of a grasp that would be executed at the

center of the voxel. The network has been trained

on a synthetic grasping dataset created using physics

simulation.

A more recent paper [TWH+22] proposes a method

of synthesis of grasping poses with a machine

learning-enabled gradient method using dense 2563

precomputed Signed Distance Field (SDF) of the

grasped object as an input. Although the proposed

method synthesizes stable poses with a high contact

surface, it is too slow for online usage.

Another recent paper [SHX+22] proposes using a ma-

chine learning approach with novel sampling of the

Voronoi diagram between two close 3D geometric ob-

jects. Although the resulting method yields grips with

high success rate, it is still prone to unnatural final

poses.

In many cases VR environments are implemented using

game engines such as Unity [Uni05] with commercial

autograsping libraries ([Clo20], [Ear20]). For perfor-

mance reasons, these libraries rely on a method using

discrete physics collision and overlap detection based

on approximating the physical collision of each grasped

object using one or many simple shapes or proxy con-

vex meshes. For more complex concave objects, for ex-

ample, introducing holes, it is necessary to decompose

their surface into f.e. a set of convex shapes [Uni16].

This preprocessing step is required for each interactive

object in the virtual environment. Due to its offline na-

ture, this method is not suitable for animated skinned

meshes.

Taking all of this into consideration, we ask whether

it is possible to skip the preprocessing stages and use

an online method that will work with animated skinned

meshes while still working in a real-time environment.

In this paper, we propose an approach to autograsping

that, unlike existing methods that use discrete physical

collision and overlap detection, uses a snapshot of the

SDF of the grasped object. In addition, unlike other

methods using the SDF, we propose to use only a snap-

shot of a closed region under the virtual hand. We

compare our method with existing methods based on

discrete physical collision and overlap detection. We

also indicate possible future work that can be developed

based on our approach.

The paper is organized as follows. In Section 2, we

define the research problem and existing physics-based

method; in Section 3, we describe the proposed method

and its implementation; and in Section 4, we report on

the simulation results. Section 5 discusses possible lim-

itations of proposed method and current implementa-

tion. Finally, in Section 6 we conclude the paper.

2 BACKGROUND

2.1 Visual representation of hands

Several software platforms are commonly used to cre-

ate VR experiences, including Unity [Uni05] and Un-
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real Engine. Virtual hand presence is widely imple-

mented in most of them using popular VR frameworks

like SteamVR [Val20] and OculusSDK [Met22b].

Virtual hands are displayed instead of or along with

controller models. The movement of the controllers is

translated into the approximate movement of the hand

relative to the position and orientation of the controller

in question. The pose of the virtual hand when the con-

troller itself is also displayed is set to resemble the pose

of the hand wrapping around the given controller. How-

ever, in order to increase the immersion, the display of

the controller is usually omitted while using the dis-

play of the virtual hand in a neutral pose, such as an

open palm. This is somewhat counter-intuitive as the

user’s hand is clamped around the controller. After a

while, the impression of detachment from the experi-

ence blurs, but VR hardware manufacturers are mak-

ing attempts to create controllers that would solve this

problem. An example of this is the Valve Index Con-

troller [Val19], which, with the help of a suitable hand

strap, allows the user to relax and open his hand.

2.2 Physics Based Hands

Physics-based hands are used in VR applications to pre-

vent virtual hands from intersecting with virtual ob-

jects [PZ05]. These hand models consist of a visual

model that is visible to the user, and a physics model

that is made up of simple 3D shapes (such as capsules

and boxes) implemented into the physics engine. The

physics model follows the movements of the tracked

hand (i.e. controller). Simulated as a non-kinematic

object it is not penetrating static objects while exerting

forces on other dynamic objects upon collision.

2.3 Hand poses

Visualization of the selected hand pose is done with the

help of a rigged skinned mesh hand model. The rig usu-

ally consists of 3-4 bones for each finger (one for each

phalanx and metacarpal bone) and at least one bone for

the base of the hand. As for the movement proximal

phalanges joints’ have 2DOF, while intermediate and

distal phalanges have 1DOF.

Commonly used VR libraries [Val20, Met22b] also

allow us to customize the appearance and animating

poses of the virtual hand. These poses must be pre-

defined for a given 3D hand model and its skeleton.

The defined poses most often include closed and

open hand poses, between which one blends the hand

configuration. For example, depending on the state

readings of the controller’s buttons and of touchpads,

we simulate the user’s hand poses such as fist clench-

ing, finger pointing, and palm waving. These libraries

also allow for the creation of predefined poses used

when detecting the action of grasping various objects.

However, these poses must be predefined for each

object with similar shapes and sizes (e.g., a sphere and

an apple). It involves setting the hand model in the

target position and orientation relative to the object

and then adjusting the rotation of the individual finger

bones to reflect the grasping pose. In some cases, we

can achieve mirror poses for the left and right hands

through symmetry.

The OculusSDK library [Met22a] provides a tool for

recording predefined poses for grasping objects using

hand tracking, which has been implemented in the Meta

Quest software. Thanks to it developers can quickly

define natural hand configuration for the grasping pose

of selected objects without the need for their manual rig

setup.

Several possible grasping positions and poses can be

defined for a single object but in each case, the entire

process of manual posing must be repeated. Further,

when grasping a virtual object in runtime, the hand pose

is adjusted, with the position and orientation of the ob-

ject snapped to the hand to match the defined pose (e.g.,

the handle of a cup should wrap around the index fin-

ger) or the hand to the object when the object is static

or attached to environmental elements (e.g., a door han-

dle). Snapping a dynamic object to the hand may result

in the abrupt movement of other objects in clutter due

to the immediate change in position and orientation of

the grasped object.

2.4 Virtual hand auto-grasping

Auto-grasping is a method that allows the automation

of grasping tasks, eliminating the need for manual

preparation of specific poses for different types of

objects in a variety of grasping configurations. It can

heavily speed up the creation of predefined grasping

poses and, more importantly, enable the online gener-

ation of the poses. It also means that virtual objects

can be grasped from any position, eliminating the

need to align them with predetermined positions and

orientations, which can be cumbersome in cluttered

environments.

The auto-grasping technique can be found in com-

mercial toolkits for Unity [Uni05] such as Auto-

Hand [Ear20] and HurricaneVR [Clo20]. These

implementations require specifying only two hand

configurations: an open, slightly exaggerated pose (like

with muscles of the back of the hand clenched) and a

fully closed one - opposite from the former one (like a

clenched fist).

To enable the auto-grasping of a selected virtual object,

it is necessary to define one or more colliders for the

grasped object. These colliders can be simple shapes

such as spheres, cubes, or proxy convex mesh collid-

ers. It is not possible to use a convex mesh collider

for skinned meshes, like those of animated characters.
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Algorithm 1: Physics-based auto-grasping pose esti-

mation

Input : f ingers list of finger objects. Each object

contains Squish property taking values 0..1

and is responsible for bending a given

finger from open to closed pose, and Tip

property referencing to finger’s tip object

∆α step from open to closed pose in

normalized time

rtip - radius of the area around fingertip in game units,

typically in meters

foreach f inger in f ingers do

for α ← 0 to 1 step ∆α do

// bend current finger to

α value

f inger.Squish← α;

// Check if tip overlaps the

grasped object

if OverlapSphere( f inger.Tip.Position, rtip)

then
break

end

end

end

Additionally, single convex mesh colliders do not accu-

rately reflect the details of virtual objects, such as cavi-

ties and holes.

Algorithm 1 illustrates the simplified process of the

grasping phase of the virtual object within the hand

range using physics-based method. During this phase,

an interactive blending between the open and closed

poses occurs for each finger. This blending is mapped

to α ∈ [0,1], where 0 means open pose, and 1 means

closed pose. We change this value by a small step

∆α ∈ (0,1), typically 0.1, and using discrete overlap-

ping detection, we check if the target object enters the

sphere around the fingertip, then we stop bending the

finger. It is repeated for each finger individually. In-

tuitively, we can identify two factors affecting perfor-

mance - finger pose blending and subsequent collision

detection.

The method proposed in this paper does not rely on

physics, discrete overlapping detection, iterative pose

blending, or multiple proxy convex meshes to model

mesh holes. It can also work with animated skin meshes

as shown in one of the attached video files.

3 THE SDF SAMPLING-BASED

METHOD

In contrast to the physics-based approach (Algorithm 1)

we do not rely on discrete overlap detection. Instead,

we sample the SDF of the grasped object at voxel posi-

tions mapped to fingers’ tips positions during the bend-

ing of each finger. Subsection 3.1 describes the initial

Figure 1: Hand model with an area of SDF generation

and with fully closed pose

setup and prerequisites for the hand model we use for

our method. At the start of the grasp phase, we com-

pute the SDF (Subsection 3.2) of the grasped object

but, for performance reasons, only in the clipped area

around the virtual hand and in relatively low resolution.

For optimizations, we also cache all possible fingertips

positions mapped to the SDF texture space (Subsec-

tion 3.3). Values sampled from SDF at these positions

(Subsection 3.4) are the Euclidean distances to the ob-

ject’s surface, and by comparing them with a minimum

threshold we can determine when each fingertip pene-

trates the object and stop bending the finger. This is

further described in Subsection 3.5. However, as op-

posed to the discrete overlap detection the sampled dis-

tance values can be used in a broader way to fine-tune

the bending of the finger (Subsection 3.6).

3.1 Virtual hand configuration

For visualization, the 3D model of the hand provided

with the OculusSDK library was used and further con-

figured (Figure 1). Although we can use any rigged

hand model even with a different number of fingers than

the human hand. There is an added component on each

finger responsible for bending the finger from the open

to close position and for storing the finger’s tip position.

Around the hand, we have defined an area with two pur-

poses in mind. First, it acts as a trigger to detect a vir-

tual object under the palm and to start interactive SDF

computation of that object relative to hand position and

orientation. Secondly, it is the clipping area of the com-

puted SDF.

3.2 SDF computation

SDFs and implicit surfaces have been used for many

years in computer graphics for creating and displaying

shapes [Bli82, BW97, Har95, WGG99]. SDF can be

described by the following mathematical function:

φ(x) : R3
→ R (1)

that maps a point x in 3D space (represented in some

predefined coordinate frame) to a real number. The

value of φ(x) at a given point is the signed Euclidean

distance from that point to the nearest point on a sur-

face, where φ(x) = 0. Points that are outside of the ob-

ject being represented by the SDF have a value of
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Figure 2: Hand model with all possible fingers’ tip po-

sitions during auto-grasping

φ(x) > 0, while points inside the object have a value

of φ(x)< 0.

In this paper, we’ve used Unity’s light and fast real-time

SDF generator Mesh-to-SDF [Uni22] that implements

an algorithm from AMD TressFX library [Adv20]. Its

main optimizations rely on taking into account the area

near each triangle and then filling the rest of the SDF

using linear or jump flood algorithm [RT06]. It is fast

enough for real-time, especially for meshes with less

than 10k triangles. In our implementation, we have as-

sumed the SDF volumes size to be 163, which in tests

turned out to be sufficient and resulted in a fast compu-

tation.

3.3 Fingertip positions cache

During the auto-grasp, each finger’s configuration

blends from a fully open to a closed pose. The blend

happens on each part of the finger by changing its local

positions and orientation relative to the parent bone in

the hierarchy. As a result of this blending, the finger’s

tip travels on a constant curve. For our implementation,

we sample the tip positions on that curve by constant

step ∆α = 0.1, where α = 0 is the start of the curve,

and α = 1 is its end. All tip positions are stored in a

1D vector of positions. Each position in this vector is

then transformed using Equation 2 from the hand local

space to the SDF 3D texture space, where x,y,z ∈ R

are the coordinates of transformed position, bbox is the

local bounding box size reflecting the area from which

the SDF is created. This results in the constant cache of

all possible fingertips’ positions in SDF texture space.

T : R3
→ R

3
,T

(





x

y

z





)

=







2x
bboxx

2y
bboxy

2z
bboxz






+





0.5

0.5

0.5



 (2)

3.4 SDF sampling

To retrieve values stored in the SDF created by

the Mesh-To-SDF algorithm we use a simple

multi-threaded GPU compute shader described by

Algorithm 2. It takes a vector cache of possible tips’

positions in 3D texture space and returns a 1D vector

of sampled SDF values. By running this code on GPU

we do not need to transfer the whole SDF texture from

GPU memory to computer memory, and then do the

linear sampling for non-integer texture coordinates

on CPU. Additionally, we can sample many SDF

values parallel using multiple GPU threads. After

dispatching SDF sampling on GPU we use Unity’s

AsyncGPUReadback class allowing the asynchronous

readback of sampled values without any stall on the

CPU or GPU side.

Algorithm 2: Multithreaded SDF Sampling Compute

Shader

Input : tex - SDF 3D texture;

input_bu ff er - holding texture coordinates

to sample;

threadID - vector of three unsigned integer

components x,y,z with thread indexes.

Output : out put_bu ff er - holding sampling results

id← threadIDx

coord← coordinate at(id) in input_bu ff er

texel← Sample3DTexture(tex,coord)
out put_bu ff er[id]← texel

3.5 SDF based auto-grasping

Algorithm 3: SDF based auto-grasping

Input : resultArr - result of the SDF sampling

compute shader;

∆α - the predefined step of finger on

bending curve;

minTipDistance - threshold value of SDF

sample;

f ingers - list of finger objects.

α ← 0

stopped← f alse

eFinger← f ingers.GetEnumerator()
eFinger.MoveNext()
foreach result in resultArr do

if !stopped & result < minTipDistance then
stopped← true

eFinger.Current.Squish← α

end

α ← α +∆α

if α > 1.0 then

if !stopped then
eFinger.Current.Squish← 1.0

end

α ← 0

stopped← f alse

eFinger.MoveNext()
end

end
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Figure 3: Index finger bending phase before and after

penetrating object

After receiving a callback with sampled SDF values

they can be processed on the CPU side by Algorithm 3.

Its main loop iterates through the resultArr array hold-

ing the sampled SDF values in discrete positions on

each finger’s bending curves traversed by the ∆α step.

During this iteration, our algorithm also iterates through

each finger component responsible for its bending. If

the current SDF value from the resultArr is less than

the specified minimum threshold value, then the cur-

rent finger is bent to the corresponding position on the

bending curve, any remaining samples for that finger

are skipped, and the algorithm iterates to the next fin-

ger.

3.6 Fine tuning using SDF sample

The fingertip bend value is stored in the α variable tak-

ing a normalized value in the range 0..1 (from a fully

open pose to a close one). Assuming the value of

∆α = 0.1 as in Figure 3, it may happen that for succes-

sive discrete positions, the fingertip is above the surface

of the object (point A), and in the next step it is inside

the object (point B). In methods using discrete overlap

detection, one retracts the finger to point A by changing

the value of the bend α ← α −∆α . The finger bend-

ing is then repeated but this time for a smaller step, e.g.

∆α = 0.01.

This approach is not suitable when using SDF, as it

would require another cache of fingertip positions and

another round of SDF sampling. Fortunately, SDF sam-

ples give us more information than just discrete colli-

sion - specifically the distance to the nearest surface. In

the proposed method, we use the SDF value x read at

the time of penetration into the object. AB is the seg-

ment between the last position of the fingertip before

penetrating the object and the current position inside

the object.
⌢

AB denotes the arc between two points on

the bending curve of the current finger. When ∆α → 0

then |AB| = |
⌢

AB|, so we can assume for small values

of ∆α that |AB| ≈ |
⌢

AB|. If |AB| is the approximated

distance the finger traveled from point A to B on the

curve, then the correction of α value to push the finger

from the surface can be approximated with the follow-

ing equation:

αcorr =
x− rtip

|AB|
∆α (3)

4 RESULTS

The proposed method was implemented and tested

in the Unity Editor environment [Uni05]. Our

implementation is available online as a GitHub repos-

itory [SDF23]. Screenshots and timing measurements

were done on the Apple MacBook Air M1 laptop.

METHOD Bunny Armadillo Dragon Pixel

Physics 0.08ms 0.04ms 0.1ms 0.08ms

Ours 0.01ms 0.02ms 0.03ms 0.02ms

Table 1: Avg timings of grasping methods for test ob-

jects

Figure 4 shows the comparison of the physics-based

and the SDF sampling-based grasps on test objects. The

first image in each set shows a physics-based grasp re-

lying on overlap detection. The second image shows a

simple convex mesh collider used for overlap detection.

The third image shows the result of the proposed SDF

sampling-based method, and the last one adds a visual-

ization of the SDF sample. As we can infer from ex-

amples, the physics-based grasp produces worse grasps

than the SDF sampling based. In most distinctive exam-

ples, the fingers stop before reaching the object’s sur-

face because they overlap already with a simple convex

mesh collider.

Table 1 shows the average timings of physics-based

and SDF sampling-based grasping methods for each of

the tested models. On a note, the latter does not in-

clude the timings of SDF computation as it is not a part

of the proposed method, depends on the selected im-

plementation, and heavily relies on a specific model’s

triangle count. For a Pixel test model (with 499,548

triangle count) online SDF computation can result in

>0.6ms overhead while for models with ≤ 10k triangle

count the overhead is insignificant. Additionally, each

GPUAsyncCallback can stall SDF sampling results for

an additional frame.

5 LIMITATIONS

In addition to the last note, it is worth mentioning other

limitations of the proposed method. First, the results

are highly dependent on the initial position of the vir-

tual hand. In the context of this paper, however, we do

not elaborate on the stage of hand approach to the ob-

ject surface. The proposed method and implementation

focus only on detection around the fingertips and is sub-

ject to, for example, interpenetration of other parts of

the fingers with grasped objects. We can also imagine a

situation in which, during the bending phase of a finger

with ∆α = 0.1, the fingertip misses a small obstacle on
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Figure 4: Example grasps of test objects including Stanford Bunny, Stanford Dragon, Stanford Armadillo, and

Pixel mascot presented in four configurations: physics-based grasp, convex collider used for physics-based grasp,

SDF sampling based grasp and SDF visualization

Figure 5: Examples of interpenetration

it’s bending curve. This, however can be resolved by

using smaller ∆α values.

Figure 5 shows examples of results failed due to the

above limitations.

6 CONCLUSIONS

In this paper, we have proposed the SDF sampling-

based auto-grasping method as a replacement for the

physics-based one used for example in popular com-

mercial auto-grasping toolkits for the Unity game en-

gine. Using SDF sampling produces better visual re-

sults and the sampling method implementation is faster

than the one based on discrete sphere overlap detection.

The trade-off is that we also need to implement a se-

lected SDF computation algorithm that for 3D models

with bigger triangle counts can have an impact on per-

formance. But taking into account the dynamic devel-

opment of new SDF computation methods and that SDF

computation can be tailored for our specific usage (low

resolution and small clipped area of SDF computation)

we can assume future improvements in this field.

Regarding possible interpenetration, in future work, we

can focus on sampling SDF values for multiple contact

points on the hand. We could also benefit from using

different bending strategies like bending parts of each

finger separately, using SDF sample values for wider

optimizations, and leveraging more GPU-side compu-

tations.

As for the hand approach phase, it can also be solved

using sampling the SDF around, for example, the
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hand’s palm center. Additional calculation of the SDF

derivative at the same point will result in a near-surface

normal that can be used to determine the orientation

of the whole hand. For this reason, we do not present

Q-distance comparisons as these depend strongly on

the aforementioned stage.

Our auto-grasping method is not the first one using

SDFs, but in opposition to other methods [BCO+21,

TWH+22], it does not need any precomputations. It

targets online usage, can be used with dynamic skinned

meshes, and focuses only on the small clipped area for

the SDF computations, not the entire object or environ-

ment. In future work, we would like to study the con-

textless clipped SDF samples as an input for a general-

ized machine learning approach to auto-grasping. Ad-

ditionally, it can leverage from using imitation learning

with grasping poses obtained using, i.e., Meta Quest

hand tracking.
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ABSTRACT
Automatic analysis of actions in sports training can provide useful feedback for athletes. Fencing is one of the
sports disciplines in which the correct technique for performing actions is very important. For any practical appli-
cation, temporal segmentation of movement in continuous training is crucial. In this work, we consider detecting
and classifying actions in a sequence of fencing footwork exercises. We apply pose estimation to RGB videos and
then we perform per-frame motion classification, using both classical machine learning and deep learning methods.
Using sequences of frames with the same class we find data segments with specific actions. For evaluation, we
provide extended manual labels for a fencing footwork dataset previously used in other works. Results indicate
that the proposed methods are effective at detecting four footwork actions, obtaining 0.98 F1 score for recognition
of action segments and 0.92 F1 score for per-frame classification. In the evaluation of our approach, we provide
also a comparison with other data modalities, including depth-based pose estimation and inertial signals. Finally,
we include an example of qualitative analysis of the performance of detected actions, to show how this approach
can be used for training support.

Keywords
Temporal segmentation, action recognition, sports analysis, fencing, pose estimation, motion analysis.

1 INTRODUCTION

Due to recent advances, human action recognition has
found applications in areas such as human-computer
interaction, assisted living systems, rehabilitation sup-
port, entertainment, surveillance, and sports analysis
[KF22, BNSH20]. Supporting sports training with the
information provided by various devices becomes more
and more popular, not only in professional but also in
amateur sports. In highly technical sports disciplines,
such as fencing, it is crucial to get proper feedback on
exercises in order to improve the performance of dif-
ferent actions. While this task is typically realized by
a coach, it is possible to automatically measure several
motion parameters during training and provide this in-
formation to the person performing the actions. Tempo-
ral segmentation is a crucial element of motion analysis,

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

as it enables the automatic detection of actions that can
then be evaluated.

In this work, we consider temporal segmentation of ac-
tions in fencing footwork, in which a number of rel-
evant motion parameters can be measured. We detect
and classify four relevant actions in recordings of con-
tinuous training. Our goal is to obtain a solution that
provides useful feedback based on RGB video data. We
employ a pose-based action detection, therefore, varia-
tions in environment conditions are handled by a state-
of-the-art RGB-based pose estimation algorithm, and
our models need only to focus on the patterns of mo-
tion in actions. This enables us to train the models
on a relatively small dataset. Since other modalities
are also commonly used for similar tasks, we compare
our methods on depth-based pose estimation and iner-
tial data as well. For evaluation we obtained extended
expert manual labeling for a dataset used in previous
works. We also show how pose estimation and action
detection can be used to obtain specific action perfor-
mance parameters. In this work we: provide expert,
multi-class labeling for fencing footwork dataset, com-
pare classical and deep learning approaches for tempo-
ral segmentation using multiple modalities, propose a
proof-of-concept action performance analysis.
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2 RELATED WORK
Sports support is a very promising application of auto-
matic human motion analysis. A variety of methods,
with several data modalities, have been proposed in the
literature to provide automated detection, classification
and evaluation of actions in a variety of sports disci-
plines [WWB+22, PZW+22].

2.1 Data modalities
Analysis of actions in sports can be performed with
multiple different modalities [SKR+23]. An obvious
and popular approach is to employ RGB videos, as
those are easy to acquire. Moreover, automatic analysis
based on videos mimics typical workflow of a human
coach. Convolutional neural networks are currently
the most common approach for spatio-temporal action
recognition when using RGB videos directly [CPR+21,
LLZ+20]. Inertial measurement units (IMU) are small
devices mounted on a person, that can measure accel-
eration, angular velocity and magnetic field, as well
as estimate orientation based on data fusion. IMUs
are widely used in action recognition, particularly in
sports, as they do not suffer from occlusions, which is
a relevant problem in vision based approaches. IMUs
are employed, among others, for analysis of swimming
[WPTM18] and combat sports [WEST19]. Another
popular approach is to employ so-called skeleton data
modality - an estimation of human pose, provided as
coordinates of the most relevant joints. A large number
of methods took advantage of skeleton data provided
by the Kinect depth sensor [ZLO+16, RLDL20]. Re-
cently, pose estimation from RGB videos has become
increasingly popular and effective [BJ21,BGR+20], al-
lowing to obtain reliable skeleton data with a typical
smartphone, without the need to use a dedicated depth
sensor [MJ22].

2.2 Action recognition in sports
Depending on the considered type of sports, different
problems are relevant for extracting meaningful infor-
mation from sports actions recordings. In team sports
spatio-temporal event detection is of particular inter-
est [YLH19], as well as tracking of players [FSY+20]
and ball [YHC+19]. In analysis of individual sports the
focus is more on detection, classification and evalua-
tion of specific actions [HIK22]. Those, however, vary
greatly between disciplines, therefore automatic analy-
sis methods are often difficult to generalize. Classifi-
cation of manually segmented fragments of signals in-
cluding a single action was applied, among others, in
tennis [SHU+22]. Automatic, temporal segmentation
of actions is usually more difficult, but necessary in
real-world applications. While in some sports it is suf-
ficient to detect subsequent repetitions of the same ac-
tion, e.g. in swimming [ZXZ+17], in other disciplines

a variety of actions, that can occur in almost any or-
der, must be considered for effective analysis. Fencing
is one of such disciplines, as combining different tech-
niques in rapid and unpredictable manners is an impor-
tant part of tactics.

Fencing was previously analyzed in terms of footwork
classification [MK18, ZWM22], bladework classifica-
tion [MRPL10] and also kinematics analysis of motion
[GTF08]. In this work, we consider analysis of con-
tinuous fencing footwork training. This problem was
previously addressed in [Mal20], where a single action
(lunge) was detected using rule-based model. In this
work, using the same dataset, we extend manual label-
ing of data to include total of four actions (step forward,
step backward, lunge, return from lunge). Next, we
propose and evaluate action detection methods based
on both classical machine learning and deep learning
methods. Finally, we show how the proposed approach
can be used to provide useful feedback to fencers.

3 FENCING FOOTWORK
Fencing training includes two main elements - footwork
and bladework. Those are practiced separately in spe-
cific exercises and then jointly in combined exercises.
In this work, we consider only the footwork. The main
actions in footwork are steps forward and backward,
as well as fencing lunge and return from the lunge.
Fencers move in a sideways position (see Fig. 1 left),
with the blade always pointed towards the opponent,
therefore we can distinguish the front and the back leg.
In fencing steps (see Fig. 1 middle), it is important to
maintain proper distance between both legs, as well as
correct knee bend. Fencing lunge (see Fig. 1 right) is a
dynamic forward motion used during offensive actions.
Proper lunge action is initiated by lifting the front foot
toes, then thrusting the front leg, straightening the knee
and finally landing, with knee angle in resting position
at least 90 degrees. Proper return to basic fencing pose
depends on not relaxing legs muscles between the lunge
and the return. It is worth noting, that steps, lunge, and
return have some variations, e.g. including small jump
motion. In all actions, time and range of performance
are also important. Tracking those parameters of per-
forming fencing footwork exercises provides relevant
feedback to a fencer, which can aid them to progress
faster. Automating this process requires temporal seg-
mentation of continuous training, as well as estimation
of specific motion parameters.

4 METHODS
In this section we describe employed data and labeling
process, pose estimation, temporal segmentation and
performance evaluation.
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Figure 1: Fencing base pose (left), step forward (mid-
dle) and lunge (right).

4.1 Data labeling
We employ a dataset previously used in [Mal20]. It
contains recordings of continuous fencing footwork
training, acquired with the Kinect sensor and two
IMUs, mounted on the chest and on the elbow of the
front arm. The Kinect data includes RGB video, depth
video, and skeleton estimation, while the two IMUs
provide acceleration, angular velocity, and magnetic
field. All data are synchronized with a common
sampling frequency 30Hz. Aforementioned previous
work compared the detection of a single action (fencing
lunge) using skeleton data estimated from depth maps
and acceleration from IMUs. In this work we provide
additional manual labeling of all recordings in the
dataset, to include four actions: step forward, step
backward, lunge, and return. Manual segmentation is
performed by an expert fencer (15 years of experience).
A custom tool was developed for labeling, which
provided user interface for frame-by-frame viewing
of the video and selecting type, start frame and end
frame of each action. It is worth noting, that the
expert’s opinion is that the exact start and end points
of actions are sometimes unclear, as the actions may
partly overlap or some additional movement between
actions may be present.

4.2 Pose estimation
Our goal is to obtain reliable action detection based
solely on RGB videos. We use RGB pose estimation
as an intermediate representation of motion, therefore
variability of environment, lighting, and poses is al-
ready captured in the pose estimation model, and our
models can focus on the performed actions. This allows
us to obtain effective action recognition even though
the dataset is relatively small (28 recordings lasting ap-
prox. 30 seconds each). We employ BlazePose model
included in MediaPipe library [BGR+20]. While our
main focus is on action detection from RGB videos
(using pose estimation as intermediate representation),
for comparison, we evaluate our methods on the depth-
based skeleton and inertial modalities as well.
Detection of actions in recorded video signal starts with
running the BlazePose algorithm from MediaPipe li-
brary (see Fig. 2). It provides estimation for 33 land-
marks, including 11 face keypoints and 22 most rele-
vant joints (shoulders, elbows, wrists, thumbs, pinky

Figure 2: Fencing lunge - pose estimation (red dots in-
dicate detected joints)

and index fingers, hips, knees, ankles, heels, feet in-
dex). Pose is estimated in each frame, using the fastest
out of three MediaPipe models, with tracking mode en-
abled (detection from previous frames is used). While
the other two models are larger and therefore more ef-
fective, we found that there is little practical difference
in accuracy of the models, while the difference in speed
is significant. The fastest model is able to run at 15
frames per second on a mid-range smartphone, which
enables real-time tracking. It is worth noting, that while
BlazePose is able to provide 3D estimation of joint po-
sitions, we employ only x and y coordinates, as motion
along the z-axis (depth) is not relevant in this scenario.

4.3 Temporal segmentation
We perform temporal detection of actions by classi-
fying each frame based on its context (neighboring
frames). We investigate two main approaches: classi-
cal machine learning (CML) and deep learning (DL). In
the CML method, we extract features in frequency do-
main and then we apply dimensionality reduction and
classification, which is an approach proved to be effec-
tive in various motion analysis scenarios [MK18,HJ09].
We first compute per-frame x and y velocities of each
joint, using the difference of their positions in neigh-
bouring frames. Then, for each frame, we compute the
discrete cosine transform (DCT) in a time window cen-
tered on this frame. The length of the window is an
important hyperparameter to be selected in the exper-
iments, as it defines the context. From the obtained
DCT coefficients we remove the first one, as it corre-
sponds to the constant component and therefore may
introduce unwanted bias. DCT coefficients for x and
y axes are concatened and then principal components
analysis (PCA) is applied in order to remove redundant
information and reduce the number of features. Finally,
using obtained feature vectors, we train the support vec-
tor machine (SVM) classifier.

In the DL approach, we consider three types of neural
networks: long short-term memory (LSTM), gated re-
current units (GRU), and 1-dimensional convolutional
neural networks (CNN1D). Those architectures proved
to be efficient for human action recognition in differ-
ent applications [LWW+17, MJ22]. The first recurrent
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neural network (LSTM) has two bidirectional LSTM
layers with 128 units each, followed by two dense lay-
ers with 128 and 64 units. The second recurrent net-
work (GRU), has similar architecture, with LSTM lay-
ers replaced with GRU layers. CNN1D has three 1-
dimensional convolution layers with kernel size 3 and
units number set to 32, 64, and 128 respectively. Be-
tween convolutions, there are max pooling operations
(size 2), and at the end, global average pooling is ap-
plied, followed by a dense layer with 128 units. In all
networks, there is a final layer with a size equal to the
number of classes. In the case of the DL approach the
input signal is also a time window of selected length,
but rather than computing DCT, we use directly the se-
quence of joint coordinates, although filtered with But-
terworth’s filter, with cutoff frequency = 2Hz.
Per frame detection allows to relatively easily find ac-
tion segments. One common problem that needs to be
addressed when merging single frames into segments
is the misclassification of single frames or even short
sequences of frames during the action. In order to han-
dle such situations, we apply postprocessing, in which
short segments of frames with the same class are reclas-
sified if they occur between two segments of another
class (which becomes their new class). The maximum
length of reclassified segments is set to 10, which cor-
responds to 330 ms. We found that such length is suf-
ficient to remove such occurrences, while also ensuring
that in this time range, there is no actual action of an-
other class. It is also worth noting that in this work we
do not address the problem of segmenting subsequent
instances of the same action, e.g. multiple steps back-
ward will be treated as a single segment of this class.
As mentioned previously, for comparison we consider
also Kinect skeleton modality and IMU data. Since
Kinect provides similar data as the BlazePose estima-
tion (only with a smaller number of landmarks), the
methods remain the same. IMUs provide a 3-axis mea-
surement of acceleration, angular velocity, and mag-
netic field. While the nature of these data differs greatly
from pose modality, these are also time signals, which
can be processed in the same manner, therefore we ap-
ply the same approaches. Please note, that the methods
were not optimized for the different modalities.

4.4 Performance evaluation
While the main goal of this work was temporal seg-
mentation of actions in fencing footwork, we also in-
clude proof-of-concept methods for evaluation of per-
formance, to provide feedback regarding the most com-
mon mistakes. We consider two motion parameters:

• Ratio of minimal feet distance to the shoulder dis-
tance during step forward and step backward actions

• Maximum angle of the front knee during the lunge
action

Regarding the first motion parameter, fencing coaches
recommend, that for effective moving, in forward and
backward steps, fencers should keep the distance be-
tween feet similar to the distance between the shoul-
ders. A common mistake is to have the feet too close to
each other after finishing a step. Therefore, we measure
minimal distance of feet in steps and compare it to the
shoulder distance. Regarding the second motion param-
eter, the coaches state that the front leg should be fully
straightened during the lunge to obtain optimal range
and dynamics. Therefore, we measue the maxium knee
angle in this action. Both parameters are measured us-
ing joint positions from pose estimation.

5 EXPERIMENTS
For experimental evaluation we employ dataset from
[Mal20] with additionally added manual labels to in-
clude a total of 4 actions: step forward, step backward,
lunge, and return, see Sec. 2.1. The dataset was ac-
quired with 9 fencers, and for each fencer, there are 3
or 4 recordings - sequences of continuous fencing foot-
work training. In all experiments we employ leave-one-
subject-out cross-validation, resulting in 9 folds, and
the presented results are averaged from all folds. Pa-
rameters for feature extraction and classification were
determined in a grid search. For the SVM approach,
we used window size = 20, number of selected PCA
components = 300, and regularization parameter C = 1.
Neural networks (LSTM/GRU/CNN1D) were trained,
respectively, on data with window size = 20/20/15 using
Adam optimizer, with learning rate 0.001/0.0005/0.001
and batch size = 32/128/32, for 8/20/20 epochs. It is
worth noting that the window size had the most impact
on the results.
In the experiments we consider two scenarios: 1) de-
tection of lunge action only, in order to compare with
the previous method, and 2) detection of all four ac-
tions. For all experiments we measure precision, recall
and F1 score. Precision is the ratio of correctly clas-
sified frames or actions of given class to all frames or
actions classified as this action. Recall is the ratio of
correctly classified frames or actions of given class to
all actual frames or actions of this class. F1 score is a
harmonic mean of precision and recall, which makes it
a well balanced metric. Finally, we also present results
for the evaluation of performance based on selected pa-
rameters.

5.1 Lunge detection
First, we investigate the effectiveness of detecting only
the lunge action in order to compare proposed auto-
matic approaches with the previous, rule-based method
described in [Mal20]. We present both per-action and
per-frame classification results. An action is considered
to be detected correctly if the middle frame of the de-
tected segment lies between the start and end frames of
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the ground truth segment. We also provide results for
finding the first and the last frame of action. While in
some actions exact start and end points are not that im-
portant, in lunge action start point needs to be detected
accurately in order to evaluate correctness in terms of
relative motion of body and hand with the weapon. Fi-
nally, we depict an example of detection in a plot in-
cluding ground truth and detected segments.

Modality Method F1 Prec. Recall
RGB SVM 1.00 1.00 1.00
pose LSTM 0.99 1.00 0.99

GRU 1.00 1.00 1.00
CNN1D 0.97 0.99 0.96

Kinect SVM 0.99 1.00 0.98
pose LSTM 1.00 1.00 0.99

GRU 0.99 1.00 0.98
CNN1D 0.99 0.99 0.99
Rules 1.00 1.00 1.00

IMU SVM 0.94 0.96 0.93
LSTM 0.91 0.95 0.88
GRU 0.92 0.97 0.87
CNN1D 0.83 0.94 0.74
Rules 0.99 0.99 0.99

Table 1: Single class (lunge) per-action classification
results. Results for rule-based method included from
previous work [Mal20].

Modality Method F1 Prec. Recall
RGB SVM 0.94 0.96 0.93
pose LSTM 0.90 0.94 0.88

GRU 0.92 0.94 0.92
CNN1D 0.90 0.94 0.88

Kinect SVM 0.90 0.94 0.87
pose LSTM 0.93 0.94 0.92

GRU 0.91 0.93 0.90
CNN1D 0.90 0.93 0.88

IMU SVM 0.82 0.85 0.81
LSTM 0.80 0.84 0.78
GRU 0.80 0.86 0.77
CNN1D 0.73 0.83 0.71

Table 2: Single class (lunge) per-frame classification
results.

Our analysis of the results starts with per-action detec-
tion, as presented in Table 1. The referenced rule-based
method obtained perfect detection of lunge actions us-
ing the Kinect pose estimation. The proposed method
allowed us to obtain the same result using pose esti-
mation from RGB data and either an SVM classifier or
GRU neural network. Other methods also obtain very
high results using both RGB and Kinect pose estima-
tions. Interestingly, for the IMU data, learning methods
are less effective than the rule-based approach. More
specific features may be needed for this modality. Per-
frame results (see Table 2) also indicate that RGB pose

Modality Method Start err. End err.
RGB SVM 1.64 ± 2.22 0.99 ± 1.52
pose LSTM 2.11 ± 1.32 0.99 ± 0.57

GRU 1.51 ± 0.75 0.77 ± 0.44
CNN1D 2.08 ± 2.84 0.92 ± 0.63

Kinect SVM 1.86 ± 1.06 1.36 ± 0.71
pose LSTM 1.42 ± 0.74 1.08 ± 0.48

GRU 1.69 ± 0.81 1.39 ± 1.13
CNN1D 1.69 ± 1.07 1.15 ± 0.43
Rules 1.23 ± 1.17 0.66 ± 0.65

IMU SVM 2.95 ± 1.69 3.51 ± 3.38
LSTM 3.48 ± 2.63 3.39 ± 3.17
GRU 3.18 ± 2.28 2.67 ± 1.70
CNN1D 6.58 ± 9.17 4.97 ± 9.66
Rules 2.57 ± 1.58 2.49 ± 1.70

Table 3: Single class (lunge) start and end frame de-
tection error given in frames, with mean and standard
deviation. Results for rule-based method included from
previous work [Mal20].

Figure 3: Example of detection of lunge action in con-
tinuous recording. Action segments are color-coded.
Bottom half represents ground truth, while upper half
represents detection results.

estimation combined with SVM or GRU is the most ef-
fective approach. In terms of finding exact start and end
points (see Table 3), RGB pose estimation with GRU is
the most accurate of the proposed methods, while still
slightly less effective than the rule-based method. Fi-
nally, we can also observe proper detection of the lunge
action in the plot in Fig. 3.

5.2 Multi-class detection
One of the key limitations of the previous rule-based
method is that it does not generalize well to other ac-
tions. Defining manual rules for multiple actions is
time-consuming and prone to errors. Therefore we in-
vestigate learning approaches for temporal segmenta-
tion of four actions using the extended manual labeling
provided by an expert fencer.
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Modality Method F1 Prec. Recall
RGB SVM 0.98 0.97 0.99
pose LSTM 0.92 0.88 0.97

GRU 0.96 0.94 0.98
CNN1D 0.94 0.90 0.98

Kinect SVM 0.92 0.88 0.97
pose LSTM 0.97 0.95 0.99

GRU 0.96 0.94 0.98
CNN1D 0.94 0.91 0.97

IMU SVM 0.87 0.82 0.93
LSTM 0.88 0.82 0.94
GRU 0.87 0.81 0.93
CNN1D 0.79 0.72 0.89

Table 4: Multi class per-action classification results.

Modality Method F1 Prec. Recall
RGB SVM 0.92 0.92 0.92
pose LSTM 0.87 0.87 0.87

GRU 0.90 0.90 0.90
CNN1D 0.88 0.88 0.88

Kinect SVM 0.87 0.87 0.87
pose LSTM 0.89 0.89 0.89

GRU 0.89 0.89 0.89
CNN1D 0.88 0.88 0.88

IMU SVM 0.75 0.75 0.75
LSTM 0.75 0.75 0.75
GRU 0.72 0.72 0.72
CNN1D 0.66 0.66 0.66

Table 5: Multi class per-frame classification results.

Results in Table 4 indicate that the most effective ap-
proach for detection of multiple actions is the SVM
classifier applied to pose estimation from RGB video,
as it obtained F1 score = 0.98, precision = 0.97 and re-
call = 0.99. GRU network is a close second for this
modality with F1 score = 0.96, precision = 0.94, and
recall = 0.98. IMU data provides significantly less ac-
curate detection, with the best F1 score = 0.88 obtained
with LSTM neural network. As mentioned before, the

Modality Method Start err. End err.
RGB SVM 1.47 ± 1.15 1.48 ± 1.24
pose LSTM 2.11 ± 0.96 2.33 ± 1.28

GRU 1.74 ± 0.98 1.72 ± 0.79
CNN1D 1.99 ± 0.95 1.94 ± 1.06

Kinect SVM 2.36 ± 0.78 2.37 ± 0.63
pose LSTM 1.77 ± 0.66 1.73 ± 0.67

GRU 1.87 ± 0.85 2.05 ± 1.18
CNN1D 1.93 ± 0.78 1.83 ± 0.67

IMU SVM 3.96 ± 2.83 4.32 ± 3.61
LSTM 4.34 ± 1.25 4.74 ± 1.72
GRU 4.12 ± 1.07 4.76 ± 1.29
CNN1D 4.44 ± 2.61 4.51 ± 2.72

Table 6: Multi class start and end frame detection error
given in frames (including mean and standard devia-
tion).

Figure 4: Example of detection of four actions in con-
tinuous recording. Action segments are color-coded.
Bottom half represents ground truth, while upper half
represents detection results.

proposed methods were not optimized for this modal-
ity, which may be the reason for lower effectiveness.
Results for per-frame detection (see Table 5) indicate
the same methods to be the most effective, but also
show that for this application RGB pose estimation pro-
vides more relevant information than Kinect skeleton
data. Error in detecting the start frame (see Table 6)
is lower than in the case of a single action, however,
end frame error is higher. Both start and end frame er-
rors correspond to approx. 50 ms, which is sufficient
for performance analysis. For a visual representation of
multi-class temporal segmentation see the plot depicted
in Fig. 4.

5.3 Action performance evaluation
While the main goal of this work was to perform tem-
poral segmentation of actions in fencing footwork, we
also include a limited action performance analysis in or-
der to show the potential of the final application of the
proposed methods. In the detected step forward actions
we measure the ratio of the minimum distance of feet
to the distance of shoulders. Fig. 5 presents an exam-
ple of correct (left) and incorrect (right) poses in terms
of feet distance. The ratio parameter for the depicted
correct pose is 0.96, while for the incorrect pose, it is
0.84. Recommendation from a fencing coach is that the
ratio should be close to 1. In Fig. 6 correct lunge is
the one with a straight front leg (left image), while the
incorrect is the one with a bent knee (right image). The
knee angle computed using pose estimation is 177 de-
grees and 156 degrees respectively. Expected angle for
a correct action is approx. 180 degrees (straight leg).
As we can see, by using detected actions and depen-
dencies between joints in pose estimation, we can find
occurrences of incorrectly performed actions and there-
fore provide useful feedback to the fencer.
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Figure 5: Example of performance analysis in step ac-
tion. Correct distance between feet (right) vs incorrect
(left).

Figure 6: Example of performance analysis in lunge
action. Correct knee angle (right) vs incorrect (left).

6 CONCLUSIONS
In this work, we proposed methods for support of fenc-
ing footwork exercises. Our approach employs pose es-
timation from RGB videos, which does not require any
devices other than a smartphone, as opposed to previ-
ously proposed methods which relied on depth cam-
eras and inertial sensors. This facilitates introducing
proposed solution to fencing trainings. We evaluated
classical and deep learning methods for the task. Both
approaches yielded similar results, with SVM perform-
ing slightly better than best neural network architec-
ture (GRU). We expect, that deep learning approaches
would be more effective with a larger dataset. Overall,
obtained results are very good. Considering best ob-
tained multi-class action classification F1 score = 0.98,
proposed method could be used in practical application.
Detection of start and end frames, relevant for some ac-
tions, is also accurate - average error 1.47 frame and
1.48 frame respectively, which corresponds roughly to
50ms. Also, the proof-of-concept action performance
analysis produced promising results, even though it re-
quires more thorough evaluation, for which additional,
specific data is needed.

Future works can be realized in multiple directions.
First of all, additional, less common footwork actions
can be added, such as dodging. Secondly, additional
segmentation of sequences of the same actions (e.g.
multiple steps forward or backward) can be considered.
Moreover, automatic analysis of bladework would be
beneficial for the fencers as well, even though it may

prove more difficult to realize. Fusion of visual and in-
ertial data may be useful in this regard. Finally, more
qualitative motion parameters can be extracted for the
analyzed actions, therefore providing the fencers with
additional relevant feedback. However, evaluation of
qualitative analysis will require recording additional
data with actions performed correctly and incorrectly.
Is it also worth noting, that the proposed methods could
be used for real-time analysis, which may be used to
deliver feedback while training, rather than only when
viewing a recording. Such feedback could be delivered
e.g. by generating sounds, visual signals or even spoken
comments.
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ABSTRACT
Existing works on orthogonal moments are mainly focused on optimizing classical orthogonal Cartesian moments,
such as Legendre moments, Gauss-Hermite moments, Gegenbauer moments, and Chebyshev moments. Research
in this area generally includes accurate calculation, fast computation, robustness/invariance optimization, and the
application of orthogonal moments. This paper presents the inclusion of the integration method proposed by
Holoborodko to calculate the Legendre moments. The results obtained are compared with the traditional equation
and the methods proposed by Hosny and Pawlak to approximate the integration computation.

Keywords
Image Processing, Image Reconstruction, Legendre Moments, Orthogonal Moments, Moments Computation.

1 INTRODUCTION
Image representation is a principal research area in im-
age processing, pattern recognition, and robotics. In
general, there are three types of image representation:
the first is developed to support special devices; the sec-
ond is for the compression of images; and the third is
developed to support special image operations [1, 2, 3].
Orthogonal moments, such as Legendre moments and
Zernike moments, were first introduced in image pro-
cessing by Teague [4] and they have been widely used
in image analysis and pattern recognition [5, 6] due to
their near-zero information redundancy and high dis-
criminative power. Moment-based image representa-
tion has been reported to be effective in satisfying the
core conditions of semantic description due to its bene-
ficial mathematical properties, especially geometric in-
variance and independence [1]. For example, moment
functions of image intensity values have been success-
fully used in object recognition [5, 7, 8, 9, 10], image
analysis [4, 11, 12, 13, 14], object representation [15],
edge detection [16, 17, 18], and texture analysis [19].

Moments and invariant moments were introduced to
the pattern recognition community in 1962 by Hu
[10]. Since then, after almost 60 years of research,
numerous moment-based techniques have been devel-
oped for image representation with varying success
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degrees. For example, researchers has been introduced
Invariant Moments, Rotational Moments, Orthogonal
Moments, Complex Moments, and Standard Moments
[1, 20]. In 1998, Mukundan and Ramakrishnan [21]
surveyed the main publications proposed until then
and summarized the theoretical aspects of several
classical moment functions. In 2006, Pawlak [12]
gave a comprehensive survey on the reconstruction and
calculation aspects of the moments with great emphasis
to the accuracy/error analysis. In 2007, Shu et al.
[22, 23, 24] provided a brief literature review for the
mathematical definitions, invariants, and fast/accurate
calculations of the classical moments, respectively.
In 2009, Flusser et al. [25] presented an overview
of moment-based pattern recognition methods with
significant contribution to the theory of invariant
moments. The substantial expansion [26] of this
book includes more detailed analysis of the 3D object
invariant representation. In 2011, Hoang [27] reviewed
unit disk–based orthogonal moments in his doctoral
dissertation, covering theoretical analysis, mathemati-
cal properties, and specific implementation. For most
of the above reviews, state-of-the-art methods in the
past 10 years are not covered. In 2014, Papakostas et
al. [28] gave a global overview of the milestones in
the 50 years research and highlighted all recent rising
topics in this field. However, the theoretical basis for
these latest research directions is rarely introduced. In
2019, Kaur et al. [29] provided a comparative review
for many classical and new moments. More recently,
in 2023, Qi et al. [1] provided a comprehensive survey
of the orthogonal moments for image representation,
covering recent advances in fast/accurate calcula-
tion, robustness/invariance optimization, definition
extension, and their application.
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Orthogonal moments are shown to be less sensitive to
noise and have an efficient capability to feature rep-
resentation. They allow to reconstruct the image in-
tensity function analytically, from a finite set of mo-
ments, using the inverse moment transform [30]. Leg-
endre and Zernike moments are most widely used be-
cause their minimum redundancy. Indeed, they can
represent the properties of an image with no redun-
dancy or overlap information between the moments.
Unfortunately, these approaches are often character-
ized by a huge computational complexity, making them
unsuitable for real-time applications. This lead many
researchers to develop faster and accurate algorithms
for computing Legendre and Zernike moments [31].
Specifically, the computation of Legendre moments is
in general a time consuming process. In many ref-
erences [32, 33, 34], their computation has been per-
formed using closed form representations for orthogo-
nal polynomials, and taking little care to the accuracy of
the quadrature formulas used to approximate integrals.

In general, the calculation of orthogonal moments suf-
fers from geometric error, numerical integration er-
ror, and representation error (mainly numerical insta-
bility). These errors will severely restrict the quality of
image representation, especially when high-order mo-
ments are required to better image description. Accord-
ing to Qi et al. [1], the accurate computation strategies
of moments are vital for their applicability.

The rest of the paper is organized as follows: In Section
2, an overview of Legendre moments is given. The ac-
curacy computation of Legendre Moments is described
in Section 3. Section 4 presents an experimental re-
sults of the diferent methods used to compute Legen-
dre Moments, including the Holoborodko method that
is proposed in this paper. Conclusions are presented in
Section 5.

2 LEGENDRE MOMENTS
Legendre moments suggested by Teague [4] are one of
the important continuous orthogonal moments defined
in a rectangular region and have been well researched
since the early years of moment-based descriptor stud-
ies [4, 14, 35, 36, 37]. In general, Legendre moments
form an orthogonal set, defined in Cartesian coordinate
space [21, 38] and have been used to analyze and ex-
tract features, for example, in facial recognition, image
indexing, pattern recognition, etc.

Legendre moments usually contain Legendre polyno-
mials as the kernel which approximated by sampling
at fixed intervals, so, the resulted moments have ap-
proximated values. In Addition, Legendre moments are
orthogonal and scale invariants hence they are suitable
for representing the features of the images [39]. In this
case, the image intensity distribution can be analytically
reconstructed from its orthogonal moments.

2.1 Definitions and Properties
The kernel of Legendre moments are products of Leg-
endre polynomials defined along rectangular image co-
ordinate axes inside a unit circle [3, 4, 21, 38, 40]. The
Legendre moments of order (p+q) are defined as

Lpq =
(2p+1)(2q+1)

4

∫ 1

−1

∫ 1

−1
Pp (x)Pq (y) f (x,y)dxdy

(1)

where the functions Pp (x) and Pq (y) denote Legendre
polynomial of order p and q, respectively. The Leg-
endre moments Lpq generalizes the geometric moments
mpq, in the sense that the monomial xpyq is replaced
by the orthogonal polynomial Pp (x)Pq (y) of the same
order.

In order to evaluate the Legendre moments, the image
coordinate space has to be necessarily scaled so that
their respective magnitudes are less than 1. If the image
dimension along each coordinate axis is N pixels, and
i, j denote the pixel coordinate indices along the axes,
then 0 ≤ i, j ≤ N, and the discrete version of the Legen-
dre moments can be written as

Lpq =
(2p+1)(2q+1)

(N −1)2

N

∑
i=1

N

∑
j=1

Pp (xi)Pq (y j) f (i, j)

(2)

where xi,y j denote the normalized pixel coordinates in
the range [−1,1], given by

xi =

(
2i
N

)
−1; y j =

(
2 j
N

)
−1 (3)

The functions Pp(x) form a complete orthogonal basis
set inside the unit circle, and the function f (i, j) can
be approximated by a truncated series of Legendre mo-
ments as:

f (i, j)∼= ∑
p

∑
q

LpqPp (xi)Pq (y j) (4)

The above equation represents the inverse moment
transform used for image reconstruction from a finite
set of Legendre moments [3, 38].

Teague [4] derived a simple approximation to the in-
verse transform for a set of moments through order N.
Additionally, Teh and Chin [14] indicated that, if only
Legendre moments of order ≤ N are given, then the
function f (x,y) can be approximated by

f (x,y)∼=
N

∑
p=0

p

∑
q=0

Lp−q,qPp−q (x)Pq (y) (5)
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Figure 1: Legendre Polynomials

2.2 Legendre Polynomials
The Legendre polynomials Pp (x)can be given by the
equation [40, 41]:

Pp (x) =
1

2p p!
dp

dxp

(
x2 −1

)p
(p ≥ 0) (6)

where x ∈ [−1,1], and the Legendre polynomial Pp (x)
obeys the following recursive relation [33, 42, 43, 44,
45, 46, 47, 48]:

Pp+1 (x) =
(2p+1)
(p+1)

xPp (x)−
p

(p+1)
Pp−1 (x) (7)

The Eq. (7) also can be rewritten by replacing p with
p−1 as [2, 21, 35, 49]:

Pp (x) =
(2p−1)

p
xPp−1 (x)−

(p−1)
p

Pp−2 (x) (8)

with P0 (x) = 1, P1 (x) = x and p > 1. The set of Legen-
dre polynomials

{
Pp (x)

}
forms a complete orthogonal

basis set on the interval [−1,1].

The plots of the functions Pp (x), with p = 0, . . .10, are
given in Fig. (1).

2.3 Error Analysis
Only in the case of continuous moment functions, their
computation over a discrete pixels space (image) is en-
counters some inaccuracies. These errors are of two
types called geometric and numerical errors [1, 50].
The first type of error is caused by the projection of
a square discrete image onto the domain (e.g. the unit
disc for the radial polynomials) of the polynomial basis,
while the numerical error is generated due to the calcu-
lation of the double integral over fixed sampling inter-
vals. This case is presented by Papakostas [28] when
zeroth-order approximation (ZOA) is applied.

Several approaches have been proposed in the litera-
ture towards the minimization of both error types. More

precisely, the geometric errors are minimized by apply-
ing specific mapping techniques from the image space
to the polynomials domain and appropriate pixels ar-
rangement methodologies [50]. The numerical inte-
gration errors are decreased by applying either analyti-
cal or approximate iterative integration algorithms (e.g.
Simpson, Gauss) [50, 51, 52]. Currently, by using the
aforementioned techniques, the values of the derived
moments are very close to their theoretical values and,
therefore, the level of accuracy achieved is satisfactory
[28]. The following section presents the techniques that
will be used to analyze the accuracy in the Legendre
moments computation and, therefore, in the image re-
construction.

3 ACCURACY COMPUTATION OF
LEGENDRE MOMENTS

Liao [36] indicated that the problem of the discretiza-
tion error for moment computing has been barely in-
vestigated though some initial studies into this direction
for the case of geometric moments were performed by
Teh and Chin [14]. In addition Liao, presents a signifi-
cant improvement on image reconstructions using Leg-
endre and Zernike Moments. The numerical integration
error is decreased by applying either analytical or ap-
proximate iterative integration algorithms [40, 50, 51,
52]. Currently, by using classic Newton-Cotes formu-
las such as Trapezoid, Simpson’s, Extended Simpson’s,
Simpson’s 3/8 and Boole’s, the derived moment values
are very close to their theoretical values and thus, the
achieved accuracy level. However, the accuracy in the
signals reconstruction (1D, 2D or 3D) is an important
challenge today. For example, Table (1) shows the de-
gree, formula, and error term of the classical Newton-
Cotes techniques. Specifically, the accuracy degree is
the largest positive integer that gives and exact value
for xk, for every k-value.

In addition, approximated Legendre moments defined
by Eq. (1) are not accurate, where the double integra-
tion is replaced by double summation. Based on the ba-
sis of mathematical analysis, double summation is iden-
tical to the double integration only when the indices are
reaching to infinity. In computing environment, this is
not possible [51].

Generalizing, a digital image of size M×N is an array
of pixels. Centers of these pixels are the points (xi,y j),
where the image intensity function is defined only for
this discrete set of points (xi,y j) ∈ [−1,1]× [−1,1].
Where △xi = xi+1 − xi,and △y j = y j+1 − y j are sam-
pling intervals in the x− and y−directions respectively.
In the literature of digital image processing, the inter-
vals △xi and △y j are fixed at constant values △xi =
2/M, and △y j = 2/N, respectively. Therefore, the points
(xi,y j) will be defined as follows [40, 51]:
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Integration
Technique Degree Step Size

(△x) Formula Error Term

Trapezoid 1 b−a △x
2 ( f0 + f1) − 1

12 (△x)3 f (2) (ξ )
Simpson’s 2 b−a

2
△x
3 ( f0 +4 f1 + f2) − 1

90 (△x)5 f (4) (ξ )
Simpson’s 3/8 3 b−a

3
3△x

8 ( f0 +3 f1 +3 f2 + f3) − 3
80 (△x)5 f (4) (ξ )

Boole’s 4 b−a
4

2△x
45 (7 f0 +32 f1 +12 f2 +32 f3 +7 f4) − 8

945 (△x)7 f (6) (ξ )
Table 1: Newton-Cotes techniques

xi =−1+
(

i− 1
2

)
△xi, y j =−1+

(
j− 1

2

)
△y j

(9)

With i = 1,2,3, . . . ,M, and j = 1,2,3, . . . ,N. Eq. (2)
could be rewritten as follows:

Lpq =
(2p+1)(2q+1)
(M−1)(N −1)

M

∑
i=1

N

∑
j=1

Pp (xi)Pq (y j) f (i, j)

(10)

Eq. (10) is so-called direct method for Legendre mo-
ments computations, which is the approximated version
using zeroth-order approximation (ZOA). As were indi-
cated by Liao and Pawlak [37], Eq. (10) is not a very
accurate approximation of Eq. (1).

Therefore, to improve the accuracy, in 1996, Liao and
Pawlak [37] proposed to use the following approxi-
mated form:

Lpq =
(2p+1)(2q+1)

4

M

∑
i=1

N

∑
j=1

hpq (xi,y j) f (xi,y j)

(11)

where

hpq (xi,y j)=
∫ xi+(△xi/2)

xi−(△xi/2)

∫ y j+(△y j/2)

y j+(△y j/2)
Pp (xi)Pq (y j)dxdy

(12)

Liao and Pawlak proposed the Alternative Extended
Simpson’s Rule (AESR) method to evaluate the dou-
ble integral defined by Eq. (12), and then they use it to
calculate the Legendre moments defined by Eq. (11).
AESR method is shown in Eq. (13).

∫ b
a f (x)dx ∼= h

48 [17 f0 +59 f1 +43 f2+

49 f3 +48∑
n−4
i=4 fi +49 fn−3

+43 fn−2 +59 fn−1 +17 fn]

(13)

Then, in 2005, Yap and Paramesran [39] indicated that
the approximation of the integral terms in Eq. (12)

is responsible for the approximation error of Legen-
dre moments. These integrals need to be evaluated ex-
actly to remove the approximation error of the Legen-
dre moments computation and they proposed a method
to compute the exact values of the Legendre moments
by mathematically integrating the Legendre polynomi-
als over the corresponding intervals of the image pixels.
In 2007, Hosny [40] proposed a new accurate and fast
method for exact Legendre moments computation. The
set of Legendre moment can be computed exactly by:

Lpq =
M

∑
i=1

N

∑
j=1

Ip (xi) Iq (y j) f (xi,y j) (14)

where

Ip (xi) =
(2p+1)
(2p+2)

[xPp (x)−Pp−1 (x)]
Ui+1
Ui

(15)

Iq (y j) =
(2q+1)
(2q+2)

[
yPq (y)−Pq−1 (y)

]V j+1
V j

(16)

This kernel is independent of the image. Therefore, this
kernel can be pre-computed, stored and recalled when-
ever it is needed to avoid repetitive computation.

In 2011, Holoborodko [53] indicated that there are sev-
eral ways on how to improve high-order Newton-Cotes
formulas. The most obvious is to re-target some of
the degrees of freedom in the system from contribut-
ing to highest approximating order to regularization and
stronger noise suppression. Natural way of doing this
is to use least squares approximation instead of inter-
polation. On the contrary to interpolation, least squares
make possible to derive several integration filters of the
same approximation order. Table (2) shows the formu-
las derived by Holoborodko of O(h5) and O(h7) [53].
In this paper, the formula of order 9 will be used seek-
ing to obtain a greater accuracy in the numerical inte-
gration.

In general, given the large number of possible ways to
compute the integrals associated with the Legendre mo-
ments, in this paper is proposed to use the Holoborodko
formula of order 9. In addition, it is compared with a
traditional one (Composite Simpson’s 1/3 rule), AESR
proposed by Pawlak, and the one proposed by Hosny.
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N Stable/Low Noise Newton-Cotes Formulas of O(h5 f (4)) and O(h7 f (6)) Error Term

5 4△x
105 (11 f0 +26 f1 +31 f2 +26 f3 +11 f4)

34(△x)5

315 f (4) (ξ )

6 5△x
336 (31 f0 +61 f1 +76 f2 +76 f3 +61 f4 +31 f5)

265(△x)5

1008 f (4) (ξ )

7 △x
14 (7 f0 +12 f1 +15 f2 +16 f3 +15 f4 +12 f5 +7 f6)

39(△x)5

70 f (4) (ξ )

7 △x
770 (268 f0 +933 f1 +786 f2 +646 f3 +786 f4 +933 f5 +268 f6)

17(△x)7

308 f (6) (ξ )

8
7△x

31680 [1657( f0 + f7)−5157( f1 + f6)+
4947( f2 + f5)+4079( f3 + f4)]

11767(△x)7

6400 f (6) (ξ )

9
8△x
6435 [309( f0 + f8)+869( f1 + f7)+

904( f2 + f6)+779( f3 + f5)+713 f4]
2696(△x)7

1971200 f (6) (ξ )

Table 2: Newton-Cotes Formulas derived by Holoborodko

a) b)
Figure 2: Testing data. a) unidimensional signal b) lena
image

4 EXPERIMENTAL RESULTS
To compare the reconstructed signals and images with
the originals, here is adopted the Mean Square Error
(MSE) and the Peak Signal to Noise Ratio (PSNR) as
the measurements, which are signal or image indepen-
dent and can be used to evaluate the reconstruction sig-
nal performance [36]. PSNR is the ratio between the
maximum power of the signal and the affecting noise,
and is defined as

PSNR = 10log10

(
G2

Max
MSE

)
(17)

where G2
Max is the maximum value of the signal or gray

level of the image, which is 255 in our case, and MSE
is defined by

MSE =
1

MN

M

∑
i=1

N

∑
j=1

∣∣ f (xi,y j)− f̂ (xi,y j)
∣∣2 (18)

Figure (2) shows the test data (signal and image) used in
this paper. The signal is artificially constructed, while
the image (Lena) is taken from the traditional images
used in digital image processing. The image resolution
is 170x170 and has 256 gray levels.

First, the reconstruction of the one-dimensional signal
shown in Fig. (2)a is carried out using the different in-
tegration techniques mentioned. Signal reconstruction

is generated by varying the number of Legendre Mo-
ments and for each of them the MSE and PSNR are
calculated respectively. The results obtained from MSE
and PSNR for the signal using the four integration tech-
niques to calculate the Legendre moments are shown in
Fig. (3). In Fig. 3a can be seen that the values for
MSE are very similar and have a decreasing behavior
and tend to zero, which implies a good signal recon-
struction. Regarding the PSNR, Fig. 3b shows that the
best result corresponds to the Hosny technique. Addi-
tionally, it can be seen that the four techniques reach
a stable state from the fifth order of the Legendre Mo-
ments.

Fig. (4) shows the reconstructed signals using five Leg-
endre moments. The original signal is also presented to
compare the behavior of the integration techniques and
the reconstructed signal from the computation of the
Legendre moments. It can be concluded that the recon-
structed signals present a high precision with respect to
the original signal. However, the biggest error corre-
sponds to the AESR-based technique, which generates
differences in the initial part of the reconstruction. The
ZOA, Holoborodko and Hosny techniques present bet-
ter precision in the reconstructed signal.

Figure 4: Signal reconstruction.

Regarding image reconstruction, Fig. (5) shows the re-
sults of MSE and PSNR. It can be observed that the be-
havior of the MSE is decreasing for the four techniques
applied in the first 90 Legendre Moments, however, this
situation begins to change for the Holoborodko, AESR
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Figure 3: MSE and PSNR for one-dimensional signal.

and Composite Simpson 1/3 techniques. These tech-
niques become unstable and increasing, generating pos-
sible results of low precision in the image reconstruc-
tion. For its part, the technique proposed by Hosny
keeps the MSE decreasing and with a tendency to sta-
bilization, from the Legendre Moment 160, approxi-
mately.
Fig. (5) also presents the PSNR behavior for Lena
image, where it can be seen that the stability of the
technique proposed by Hosny is high, regardless of
the order of the Legendre Moments degree. For its
part, the PSNR precision using the other techniques
(AESR, ZOA and Holoborodko) is reduced from order
90, which implies a possible reduction in the image re-
construction accuracy.
In Fig. (6) three images reconstructed by each of
the techniques used (ZOA, AESR, Holoborodko, and
Hosny) are presented. Images reconstruction were cal-
culated using Legendre Moments with order between
10 and 300 with steps of 10. Based on the behavior of
the MSE and the PSNR, those of order 90, 100 and 110
were selected (see Fig. (5)). As can be seen for the
different orders, the images present accuracy problems,
mainly at the edges, where pixels with incorrect gray
levels appear. Additionally, for the order 110, the ac-
curacy problems are resolved in all cases, but the MSE
and PSNR values are better for the Hosny technique. In
the particular case of Holoborodko technique, it can be
observed that it presents good results, but it does not
exceed those obtained using the technique proposed by
Hosny.

5 CONCLUSIONS
For the computation of Legendre Moments there are
different techniques with different levels of precision.
The use of the numerical integration formulas for uni-
formly spaced data proposed by Holoborodko, derived
from the stable Newton-Cotes quadrature rules that are
based on the least squares approximation instead of in-
terpolation, was proposed. The Holoborodko technique
was compared with respect to techniques such as ZOA,
AESR and the one proposed by Hosny, reaching satis-
factory results. The results were better than using ZOA

and AESR, but it is necessary to continue exploring
the Holoborodko technique using more test images to
obtain conclusive information about its strengths and
weaknesses. In future works it is necessary to identify
the causes of loss of precision after a certain order of
the Legendre Moments, because initially it can be seen
that precision is lost since many values of the orthogo-
nal product of the legendre polynomials become close
to zero. This causes deterioration in the reconstructed
images, as can be seen in the MSE and PSNR figures.
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ABSTRACT

We propose a rendering method for efficiently computing the transmitted caustics produced by a glass panel with

arbitrary surface deformations, characteristic of old glass used in 3D reconstructions in virtual heritage. Using

Fermat’s principle of least time, we generalize the concept of Next Event Estimation to allow light sampling

through two displaced refractive interfaces, which amount to numerically finding all stationary points of an ob-

jective function. Our work allows for an efficient estimation of the caustic while staying inside a standard Monte

Carlo pathtracing framework. Our specific geometrical context allows our solver to converge significantly faster

than the more general method Specular Manifold Sampling, while scaling well with the number of panels present

in the scene.

Keywords
Ancient glass, Virtual heritage, Caustics, Pathtracing, Sampling, Newton’s method

1 INTRODUCTION

Recent progress in lighting simulation offers a true op-

portunity for recreating the luminous atmosphere that

existed in ancient architectures. The virtual restitution

of architectural heritage gives to historians a new set

of tools allowing a better analysis and understanding of

life, work and worship conditions through comparison

with the existing written archives.

For centuries, glass has been used in the windows of

most buildings. However, the production of high qual-

ity glass is relatively recent and old glass, as used in

windows and stained glass, has specific visual char-

acteristics that greatly impact the lighting of indoor

scenes. These include surface irregularities, or the pres-

ence of various bubbles and debris due to the differ-

ent manufacturing processes (crown or cylinder blown

sheet glass), which did not allow for perfectly flat or

homogeneous surfaces. These irregularities, however

small, produce distortions in the perception of the ex-

ternal environment but also complex lighting patterns

Permission to make digital or hard copies of all or part of

this work for personal or classroom use is granted without

fee provided that copies are not made or distributed for profit

or commercial advantage and that copies bear this notice and

the full citation on the first page. To copy otherwise, or re-

publish, to post on servers or to redistribute to lists, requires

prior specific permission and/or a fee.

(caustics) on objects illuminated directly by a source

(sun, flames) through these types of glass (see Fig.

1). The composition of the glass paste could also lead

to slightly colored glass, influencing the color of per-

ceived light.

These effects are still challenging to compute with mod-

ern rendering techniques, often requiring prohibitive

rendering time to produce noise-free images. On the

other hand, they are of great interest to the historian, in

order to understand the differences in light atmosphere

that may have existed in the past compared to the atmo-

sphere produced by our modern glazing.

Figure 1: Photography of a caustic produced by a

slightly irregular panel of glass.
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In this article, we are only considering the lighting ef-

fects produced by the irregularities of glass surfaces in

windows. By neglecting volume irregularities (bubbles,

impurities inclusions e.g.) and the possible colouring of

the glass, we can model an ancient glass panel by two

parallel and slightly displaced planes. By taking ad-

vantage of this particular geometrical context, we can

significantly accelerate the rendering time of scenes in-

cluding these complex objects.

The contributions of this paper are:

• a geometrical framework for modeling the surface

irregularities of ancient glass panels ;

• a solver based on Fermat’s principle allowing the

connection of two points through two refractive in-

terfaces ;

• a robust initialisation strategy for path sampling that

scales well with the number of glass panels present

in the scene.

In the next paragraph, we review previous works rele-

vant to our problem from the point of view of antique

glass and caustics rendering. In paragraph 3, we detail

the different steps of our approach. We then present the

results obtained in terms of convergence speed of our

solver, but also from the point of view of the interest

of the initialization strategy that we propose when there

are many windows. We discuss in section 5 some resid-

ual difficulties of our approach which are also present

on the approaches of the state of the art, then conclude

this article by proposing some avenues for future re-

search.

2 PREVIOUS WORK

To our knowledge, no previous work specifically tackle

the rendering of the caustics produced by ancient glass

panels. Kider Jr et al. [Jr+09] recreate the characteristic

caustic lighting pattern produced by early Islamic light

sources using a specialised technique. This method

doesn’t take in account the surface imperfections of

the glass fixture, resulting in a simplified simulation of

the effects. Grobe et al. [GNL20] measure the BSDF

of various flat Roman window glass samples. They

then proceed to simulate daylight lighting of an interior

scene using a data-driven transmission model. While

this work captures the small scale in-homogeneity of

the material, it doesn’t take in considerations the larger

surface variations that play an essential role for trans-

parent and homogeneous glass samples that only refract

incident light without significantly scattering it.

The rendering of caustics produced by refractive or re-

flective objects has been a long lasting problem in com-

puter graphics. While standard pathtracing is able to

compute caustics generated by a specular object lighted

by an area light, its slow convergence rate makes it

difficult to use in practice. Many different rendering

techniques have been designed to accelerate the con-

vergence of the standard algorithm.

Pathtracing

Pathtracing (PT) is a popular unbiased estimation

method of the rendering equation originally described

by Kajiya [Kaj86]. While being able to accurately

render scenes with complex light transport (including

caustics), the standard algorithm may suffer from

impractically slow convergence rates even with GPU

acceleration. Although slow, pathtracing can be used

to produce accurate ground truth reference images.

The more sophisticated Bidirectional Path Tracing

technique [LW93] speeds up convergence for Diffuse-

Specular paths (see the A area in Fig. 2b), but remains

unable to efficiently deal with Specular-Diffuse-

Specular (SDS) paths that are commonly encountered

with reflective or refractive objects (see Fig. 2b, where

the B area is slower to converge).

Photon Mapping

Techniques based on Photon Mapping [Jen96] are gen-

erally well suited for caustics rendering. Photons com-

ing from the light sources are traced around the scene

and stored in an auxiliary data structure called a pho-

ton map. Since the amount of photons traced is finite,

a photon density estimation step is needed in order to

compute the rendering integral, which requires a volu-

minous amount of storage in certain cases.

In related previous work [Shi90], the contribution of

illumination rays coming from the light sources were

stored in a texture (an illumination map) associated to

each diffuse surfaces. This however requires a suffi-

ciently high resolution for the illumination map to avoid

artifacts.

The stochastic progressive photon mapping technique

(SPPM) proposed by Hachisuka and Jensen [HJ09] al-

lows the progressive construction of the photon map

during render time, alleviating the storage issue. While

this technique handles SDS paths, it also introduces

bias in the final image causing the caustic to appear

blurry (see Fig. 2c).

Metropolis Light Transport

Metropolis Light Transport (MLT) of Veach and Guibas

[VG97] uses Metropolis-Hasting integration to evalu-

ate the rendering integral. A path space formulation

of the rendering equation allows the construction and

mutation of a group of bootstrap paths, allowing the
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(a) Reference (4M spp) (b) BDPT (c) SPPM (d) MLT (e) SMS

Figure 2: Comparison of different rendering techniques for a simple scene including a glass panel whose surfaces

are not smooth (identical number of 200 samples per pixel (spp)). Images where rendered with PBRT-V4 using

(a) Pathtracing, (b) Bidirectional Path Tracing, (c) Stochastic Progressive Photon Mapping and (d) Metropolis

Light Transport. Image (e) Specular Manifold Sampling was rendered with the Path-SMS-MS integrator (using

the author implementation in Mitsuba2 [Nim+19]) with 2 specular bounces (thus lacking the reflected caustic).

local exploration of path space. This approach is par-

ticularly efficient for scenes in which the light transport

mainly occurs throughout few highly contributing paths

that are difficult to sample using traditional techniques.

Intrinsically, the convergence process is highly depen-

dent of the random seed used and non-uniform by na-

ture: some paths that are difficult to sample may be ex-

plored lately during render time, causing some bright-

ness inconsistencies until the process completely con-

verges (see Fig. 2d where the SDS paths can be alterna-

tively brighter or darker than expected depending on the

seed). This may leads to unpleasant flickering artifacts

when rendering animations.

Manifold Exploration

Early work from Mitchell and Hanrahan [MH92] makes

use of Fermat’s principle of least time combined with

interval arithmetic for computing the illumination pro-

duced by reflective, implicitly defined surfaces. This

method is deterministic and is able to compute the

whole set of paths connecting two points through a one-

bounce perfectly specular reflection.

Similarly with Manifold Exploration [JM12], Jakob

and Marschner present a new set of mutations for MLT

that are more suited to paths involving purely specular

events. This set of paths is a manifold described by a

set of specular reflection and refraction constraints C

that each path satisfies. The use of the implicit function

theorem allows to walk over this manifold by using the

gradient of the specular constraint ∇C and a Newton

type solver. This action is referred as Manifold Walk

and has been applied in a standard pathtracing context

by Hanika et al. in Manifold Next Event Estimation

(MNEE) [HDF15] in order to construct paths connect-

ing an observed point O to a point S sampled on a light

source only visible through specular interactions. This

technique is only able to find one solution and is thus

limited to specular objects that are regular enough.

The Specular Manifold Sampling technique (SMS) of

Zeltner et al. [ZGJ20] generalizes MNEE to the cases

where the geometry of the specular objects become

more complex and more than one path between O and

S may exist. This stochastic method allows unbiased

rendering of caustics while staying in a standard Monte

Carlo pathtracing context. Note that this method won’t

produce more physically accurate caustics than stan-

dard pathtracing, but it will converge to the result faster.

Our present work will make use of the same context

described in [ZGJ20], with a problem specific solver

based on Fermat’s principle instead of manifold

walk (Fermat Next Event Estimation, FNEE). As

illustrated by Fig.2, we chose to compare our method

only to Specular Manifold Sampling since this tech-

nique seemed to achieve the best balance between

performance and fidelity for our use case.

In the following, we will focus on the transmitted caus-

tic, but our work can be adapted to generate the re-

flected caustics as well.

3 METHODOLOGY

A glass windowpane displaying surface deformations is

represented by two parametric surfaces {Γ1,Γ2} (Fig.

3), each described by an elevation function hi(u,v)
i ∈ {1,2} such that Γi = {X ∈ R

3/X = (u,v,hi(u,v))}
with (u,v) ∈ [0,1]2. In the following, the hi functions

are considered twice differentiable. The ray - surface

intersections are resolved using sphere tracing [Har96]

in order to avoid making further assumption on how the

hi are defined (bi-cubic interpolation of an heightmap

e.g.).

In the most general case where the two interfaces are

not flat (i.e. the hi(u,v) functions are not constant), sev-

eral paths connecting O and S may exist. This results in

the formation of a caustic that is strongly dependent on

the geometry of the two interfaces (Fig. 1).

Our objective is to compute the direct lighting that

comes through the panel. This is done by extending the

well known Next Event Estimation technique [SWZ96]

to the case where two refractive interfaces occlude the
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observed point O from the point S sampled on a light

source.

Figure 3: Transmitted ray parametrization. There is in

general multiple paths connecting an observed point O

to a source S.

3.1 Finding an admissible path

In the following, we will describe a stochastic proce-

dure to construct one valid path and compute its con-

tribution. The procedure can then be re-conducted for

each path tracing samples, effectively computing the

contribution of all feasible paths when the number of

samples is large enough.

Fermat’s principle

Fermat’s principle (or principle of least time) states that

for any given two points of space O and S, the optical

length of the paths taken by a light ray between O and

S is stationary.

Let L =
∫

P η(s)ds be the optical length of a given path

P, with η(s) the index of refraction of the medium at

position s. According to Fermat’s principle, the set of

admissible paths connecting O to S satisfy dL = 0.

• In the case of two points in an homogeneous

medium of refraction index η , the solution is

uniquely given by the straight line connecting the

two points.

• With a straight windowpane in between O and S, the

solution is still unique, but is now composed of three

line segments OX1, X1X2 and X2S.

• If the windowpane has irregular surfaces, the solu-

tion is no longer unique (see Fig. 3). With the added

hypothesis of the hi being small and regular enough,

we can still consider that the solutions are composed

of three line segments.

Hence,

L(u1,v1,u2,v2) = ηe ‖OX1‖+ηi ‖X1X2‖+ηe ‖X2S‖

with ηe, ηi the refractive indexes of respectively the ex-

terior or interior medium, and (ui,vi) the parametric co-

ordinates of the point Xi . The differential dL is given

by:

dL = ηe

(

OX1

‖OX1‖
·dX1 +

X2S

‖X2S‖
·dX2

)

+ηi

(

X1X2

‖X1X2‖
· (dX1 +dX2)

)

(1)

Since dL = 0⇔ ∇L = 0, we have to solve a system

of 4 non-linear equations of 4 unknowns (u1,v1,u2,v2).
The solutions of this system will give us the paramet-

ric coordinates of X1 and X2, allowing us to construct

admissible paths.

Other configurations

Note that we can derive in the same way a system of

2 equations of 2 unknowns (u2,v2) for solving caustics

generated by light being reflected on one face of the

panel (see figure 2a for example). In that case,

L(X2) = ηe

∥

∥

∥

−−→
OX2

∥

∥

∥+ηe

∥

∥

∥

−→
X2S

∥

∥

∥

dL = ηe

(

OX2

‖OX2‖
+

X2S

‖X2S‖

)

·dX2

We could do the same for an arbitrary number of spec-

ular reflections or transmissions (similarly to Manifold

walk, the Hessian matrix would have a diagonal block

structure). The method used to solve the system of

equation and to compute paths contributions are then

similar for all configurations.

Solving the system

The system is solved using Newton’s method for opti-

misation. Newton’s method is known for converging to

stationary points of the objective function regardless of

their nature (minimal, maximal or saddle). While that

can be an issue in a general optimization context where

we want to either maximize or minimize an objective

function, it is a useful property in our case. Since hi

are twice differentiable, we can derive an exact analytic

expression for the 4×4 Hessian matrix H from the ex-

pression of ∇L.

The method is iterative and consists (at step k) in find-

ing a descent direction vk using curvature information

at the point θk = (uk
1,v

k
1,u

k
2,v

k
2). We can then compute
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the next point θk+1 by moving along vk by a step of size

tk (Eq. 2).

vk =−[H|θk
]−1
·∇L|θk

θk+1 = θk + tk · vk (2)

The step size tk is found by the Armijo rule [Arm66]

using a backtracking strategy (see Algorithm 1) with

constants α = 0.45 and β = 0.5.

Algorithm 1 Line search with backtracking

tk← 1

while (L(θk + tk · vk)> L(θk)+α · tk ·∇L|θk
· vk) do

tk← β · tk
end while

θk← θk + tk · vk

In practice, we limit the number of iterations to 20 and

define a convergence threshold to ||∇L|θk
|| < ∇Lε =

10−4. If the threshold is not reached after 20 iterations,

we consider that the process has failed to converge.

Newton’s method convergence behavior is well known

to be complex even with relatively simple functions

[HSS01]. Since the hi functions are potentially com-

plex, finding a good initial guess is in general challeng-

ing. The initial value θ0 is thus chosen randomly inside

[0,1]4.

We also found that imposing a minimal value for tk is

generally beneficial to prevent the solver from getting

stuck (tmin = 0.004).

3.2 Path contribution

After finding a potential path, we need to compute its

contribution to the lighting of the observed point O.

Let X = (O,X1,X2,S) be the path found by the solver.

The contribution of X is given by

f (X)= Le ·
G(O↔ S)

PDF(X)
·BSDFX1

·BSDFX2
·V (X) (3)

with Le the radiance emitted from the light source and

V (X) being 0 if the path X is occluded, 1 otherwise.

BSDFX1
is the value of the bidirectional scattering dis-

tribution function at vertex X1, with incoming light di-

rection
−−→
X1X2 and outgoing light direction

−−→
X1O (respec-

tively, we have for BSDFX2
incoming direction

−→
X2S and

−−→
X2X1 for outgoing direction).

The ratio
G(O↔S)

PDF(X)
is composed of the generalized geom-

etry factor [JM12], and the probability density of find-

ing the solution path X using our solver.

Generalized geometry factor

The generalized geometry factor is defined as:

G(X0↔ Xn) =
dω⊥

dAn

=
dω⊥

dA1
·

dA1

dAn

Intuitively, it represents the tendency of a ray bundle

to spread out or focus when subject to a sequence of

refraction or reflection.

Figure 4: Generalized geometry factor parametrisation

in the case of light transmission through a glass panel.

The term dω⊥

dA1
is simply the usual Geometry factor

given by:

G(X0↔ X1) =
dω⊥

dA1
=
|N(X0) ·

−−→
X0X1| · |N(X1) ·

−−→
X1X0|

||X0−X1||
2

with N(Xi) the normal vector at vertex Xi and ω⊥ the

projected solid angle.

The other factor
dA1
dAn

is then computed from ∇C, the

derivative of the specular constraint of X [JM12].

Alternatively, pencil tracing can also be used to com-

pute G by the mean of the transfer matrices of the opti-

cal system [STN87] [KHD14].

Inverse probability estimation

As explained in [ZGJ20], the probability of sampling

the solution X corresponds to the volume of the conver-

gence basin of this solution . For a given solution X , its

convergence basin is defined as the set of all the initial

values θ0 that converges to this solution (Fig. 5).
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(a) Convergence basins at a

point O for a source S for a

simple blown glass profile.

(b) Zoom on the solution

cluster.

Figure 5: The solver converges to 3 solutions colored

in red, blue and green. Each point is colored depend-

ing on which solution the solver converges to, starting

from this point. Their respective convergence basins

are highly irregular and nearly cover the whole space.

These 4D basins are projected onto the 2D plane for

visualization purpose (i.e. we choose (u1,v1) ∈ [0,1]2

and impose u1 = u2 and v1 = v2).

These convergence basins are in general highly irregu-

lar and their volume cannot be computed exactly. The

inverse of their volume can however be estimated by an

iterative process that resorts to counting the number of

trials necessary for the solver to converge to X from a

random initial starting point.

1

PDF(X)
≃ Ntrial

In practice, it is necessary to clamp this estimator to

Nmax to avoid potentially infinite loops if the basins are

close to being singular (typical value Nmax = 1000).

3.3 Initialisation strategy

In this section, we discuss the initialisation strategy we

use for selecting an appropriate {Γ1,Γ2} surface pair

given two points O and S that we try to connect. Sup-

pose that multiple specular surfaces are present in the

scene. In the general case where the interfaces can have

any shape, we can’t easily chose an appropriate couple

{Γ1,Γ2} for initializing the solver. We still can resort

to selecting a random pair for each sample, which is the

strategy used by Specular Manifold Sampling: select

a caustic caster marked shape at random, then launch

one estimate per caustic bouncer marked shape. Unfor-

tunately, in practice, most pairs lead to no solutions and

are thus bad initialisation choices (see Fig. 6).

Figure 6: Choice of an interface pair: most combina-

tions lead to a poor initialisation (red paths) that pre-

vents the solver from converging to a solution.

In our case, having to handle many windows in a scene,

we can make a better choice.

Consider that we have N glass panes. For each glass

pane gi, the most natural pairing would be to use Γ
gi

1

and Γ
gi

2 the front and back faces of the glass pane, thus

reducing the number of initialisation choices from 4N2

(since there is 2N faces) to N.

Since the caustic generated by the window is mostly

contained inside the shadow cast by a flat glass pane

(that we will refer to as the approximate caustic area

in the following), we can further reduce the number of

possibilities by selecting the glass pane that occluded

the shadow ray cast from O in the direction of S (see

point O in Fig. 7). That generally leaves us with a

unique initialisation possibility. In the contrary case,

we resort to standard pathtracing (see point O′).

Figure 7: Window selection during light sampling. The

approximate caustic area is colored in light yellow.

This strategy however produces unnaturally sharp shad-

ows (see Fig. 8b) for occluders situated in front or be-

hind the chosen window (see point O′′ in Fig. 7). In

practice, the caustic tends to bleed in a small region out-

side of the approximate caustic area (see Fig. 8 a). We

ISSN 2464-4617 (print) 
ISSN 2464-4625 (online)

Computer Science Research Notes - CSRN 3301 
http://www.wscg.eu WSCG 2023 Proceedings

https://www.doi.org/10.24132/CSRN.3301.30 263



can easily account for this case by choosing to launch

the solver with a random glass pane whenever an ob-

ject occludes the shadow ray. This may comes at the

cost of a loss of performance (see Fig. 8 c). This so-

lution isn’t entirely satisfactory and more sophisticated

approach [WHY20] may be considered in future work.

Reference (Pathtracing 1M spp)

(a) (b) (c)

Figure 8: Illustration of the bias introduced by the two

initialisation strategies: (a) Reference, (b) FNEE with

sharp shadows (1000 sec), (c) FNEE with caustic bleed

(1000 sec).

4 RESULTS

Solver comparison

In this section, we compare our solver against the

predictor-corrector scheme used by Specular Manifold

Sampling. For comparison fairness, the two solvers are

implemented inside the same integrator in Mitsuba2

[Nim+19] and thus use the initialisation scheme

described in the previous section. Both solvers use

double precision arithmetic which is necessary to deal

with thin windows (thickness around 1mm).

The images produced by FNEE and SMS were com-

pared against a ground truth image generated by path-

tracing. The Mean Squared Error (MSE) metric was

used:

MSE =
1

n

n

∑
i=0

(xi− x̂i)
2

with xi the pixels values of the ground truth image (gen-

erated by pathtracing) and x̂i the pixels values of the

image being compared.

Our benchmark scene (Fig. 9) is a window composed

of 4 different glass panes with various elevation profiles

on the face facing the camera. These profiles are mod-

eled from typical windows of the XIV to XIX centuries

(crown and cylinder blown sheet glass).

Reference Ref. FNEE SMS

Figure 9: Visual comparison of our method (FNEE)

with Specular Manifold Sampling (SMS) on various

perturbation profiles (equal time t = 100s). Reference

computed with Pathtracing with 10M samples per pix-

els.

20 40 60 80 100
time (s)

0.000

0.005

0.010

0.015

0.020

0.025

0.030

M
SE

Fermat
SMS

Figure 10: Convergence rate comparison of the two

solvers (ours in blue, SMS in green). Using the scene

from Fig.9, we compare images computed using each

solver to the reference image at various rendering times

an report the corresponding MSE error measure.

Our Fermat-based solver achieves noticeably faster

convergence on all deformation profiles of the bench-

mark scene (Fig. 9 and Fig. 10). Both solvers are

prone to producing outliers that would need to be

eliminated in post treatment, or with a robust Monte

Carlo estimator [ZHD18] [BDR21].

Solver heval Solutions Success

FNEE 956M 76832 3.76%

SMS 8457M 48754 1.87%

Table 1: Comparison of the two solvers for various per-

formance metrics (same scene as Fig. 9 with image

size of 256×256 px and 100 spp): number of elevation

function evaluations (in millions), number of unique so-

lutions discovered, solver success probability (ratio of

the number of solver calls that converges to a solution

over the total number of calls).

More in depth comparisons (Tab. 1) reveals that the ren-

dering of caustics produced by thin glass panels is par-

ticularly challenging for the manifold walk solver used

by SMS. Our formulation displays an around 8 time
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smaller number of elevation function calls and a higher

success probability (we compute the success probabil-

ity for each solver as the ratio of the number of solver

calls that converges to a solution over the total number

of calls registered). This allows FNEE to explore the

solution space more efficiently than SMS (larger num-

ber of solutions discovered).

Initialisation method comparison

Here, we compare our initialisation strategy to the ran-

dom specular shape sampling used by SMS on a resti-

tution scene (work in progress) from the Digital Field

of Cloth of Gold project. This indoor scene (Fig. 11)

is lighted by a distant spherical light source simulating

sunlight. The sun shines through many old glass win-

dows, producing characteristic caustics.

Reference Ref. FNEE SMS

Figure 11: Visual comparison of our method with SMS

(equal time t = 100s). Reference uses pathtracing with

30M samples per pixel.

The large number of specular interfaces makes the ran-

dom pairing initialisation particularly inefficient. In

contrast, the convergence speed of the proposed method

remains practically constant with the number of win-

dows used. This particularly highlights the need for a

robust initialisation strategy for these types of scenes.

5 DISCUSSION

Both FNEE and SMS share the same difficulties deal-

ing with glass panels with intricate, high frequency de-

tails, where the invPDF estimation process becomes

performance intensive. Using the above parameters

(Nnewton = 20, ∇Lε = 10−4, tmin = 0.004) with finely

detailed profiles leads to unnaturally dark caustics (Fig.

12).

Reference (Pathtracing 1M spp)

Ref. Nmax = 10k

(10k sec)
Nmax = 1M

(100k sec)

Figure 12: invPDF under-estimation in the case of a

finely detailed glass profile (using our method FNEE).

Understandably, as the surface gets more detailed, the

generalized geometric term G(O↔ S) tends to become

increasingly small in certain area (being directly depen-

dent to the partial derivatives of the normal vector ∂n
∂u

and ∂n
∂v

). As the ray contribution is proportional to the

product G(O↔ S) · invPDF(X), if the allowed number

of iterations Nmax during the invPDF estimation process

is too low, the invPDF term generally won’t be large

enough to compensate for the luminosity loss caused

by G(O↔ S). This results in an underestimation of the

illumination.

Since the convergence basins are generally large for

smooth perturbation profiles, the estimation can be

done in a few iterations. It is however not the case

anymore when the perturbations are finer since the

basins become increasingly small (Fig. 13) as the

number of solutions dramatically increases. In this

case, taking a sufficiently large Nmax may lead to an

impractically slow convergence rate for both SMS and

FNEE.

6 CONCLUSION

We have presented a method to compute the transmitted

caustic produced by a displaced glass panel lighted by a

light source. Our method based on the Fermat’s princi-

ple displays faster convergence than SMS and allows to

handle efficiently scenes including many glass panes.

These scenes are commons in architecture and repre-

sent a situation for which SMS initialisation scheme is

inefficient. The two methods being closely related, they

share the same difficulty dealing with finely detailed

surfaces: since many solutions exists, the estimation of
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Figure 13: Convergence basins for a crown glass window. The finely detailed surface of the panel gives rise to

several clusters of solutions. Each individual solution has a small and irregular convergence basin, making the

invPDF estimation process inefficient.

the invPDF term requires many iterations to converge.

Finding a better way to estimate this term is an avenue

for future work and would greatly benefits the two tech-

niques. Our present work is still a simplification of the

real world problem since we neglected the volume ir-

regularities that exist in real ancient glass panels. Find-

ing ways to take these irregularities into account would

be a natural direction for future research.
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ABSTRACT 
In this paper we deal with the problem of the optimal selection of input views, which are transmitted within an 

immersive video bitstream. Due to limited bitrate and pixel rate, only a subset of input views available on the 

encoder side can be fully transmitted to the decoder. Remaining views are – in the simplest approach – omitted 

or – in the newest immersive video encoding standard (MPEG immersive video, MIV) – pruned in order to 

remove less important information. Selecting proper views for transmission is crucial in terms of the quality of  

immersive video system user’s experience. In the paper we have analyzed which input views have to be selected 

for providing the best possible quality of virtual views, independently on the viewport requested by the viewer. 

Moreover, we have proposed an algorithm, which takes into account a non-uniform probability of user’s viewing 

direction, allowing for the increase of the subjective quality of virtual navigation for omnidirectional content. 

Keywords 
Immersive video, virtual view synthesis, MPEG immersive video (MIV) 

1. INTRODUCTION 
A natural consequence of rapidly growing interest in 

immersive video and virtual reality (VR) is the 

demand for efficient and versatile immersive media 

transmission. The virtual reality technology allows 

the user for immersing into the scene captured by a 

multicamera system and virtually navigating within it 

(Fig. 1). Such a navigation may be restricted to 

several degrees of freedom (DoF). For instance, 

3DoF systems allow users to rotate their head around 

a single pivot point, and 3DoF+ systems additionally 

support restricted, translational movement of user’s 

head [MPEG19], increasing the quality of experience 

(QoE) when using the head-mounted display (HMD) 

devices. The latest, most advanced systems – 6DoF – 

allow users for free, unrestricted navigation within a 

scene [MPEG17]. 

 

Figure 1. Idea of an immersive video system; the 

scene is captured by several cameras (blue), a 

viewer may virtually change their viewpoint 

(orange camera). 

In order to obtain an immersive video sequence, it is 

required to use a multicamera system, containing 

even hundreds of cameras [Fuj06]. Practical systems 

contain less cameras (e.g., 10 – 20 [Sta18]), but even 

in such a case a tremendous amount of data has to be 

processed and transmitted to the viewer. Moreover, 

the possibility of virtual immersion into the scene in 

the immersive video systems is provided by 

rendering [Fac18], [Sta22] of viewports demanded by 

the viewer. Such an operation requires information of 

the three-dimensional scene, which is typically 

represented in the MVD format (multiview video 

plus depth, Fig. 2) [Mul18]. Therefore, for each input 

view also a depth map should be transmitted. 

Figure 2. Sequence in MVD format. 

The easiest way to address the problem of 

transmission of a huge amount of multiview video 

data would be to encode each real view (e.g., using 

HEVC [Sul12]) and the corresponding depth map 

separately – such an approach is called multiview 

simulcast. However, this method is not effective due 

to the high bitrate and pixel rate [Boy21]. Moreover, 

the quality of the immersive content is not 

satisfactory because HEVC (or any typical 2D video 

encoder such as the newest, VVC [Bro21]) encoder 

was not developed for processing depth maps. It is 

possible to enhance the quality of the final immersive 
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vision with the use of MV-HEVC and 3D-HEVC 

[Tec16], which are HEVC extensions dedicated to 

encoding 3D content. However, these methods do not 

guarantee versatility, because they are not adapted 

for encoding sequences acquired by omnidirectional 

cameras, or by multicamera systems where the 

cameras are located arbitrarily. Therefore, none of 

the abovementioned methods can be used in practical 

immersive video systems. 

The simplest practical solution allowing for a 

significant decrease of pixel rate is to transmit only a 

subset of the given real views. In such an approach, 

in order to obtain the best possible quality, these 

views have to be carefully chosen. 

A more sophisticated, newest approach is based on 

the use of the MPEG immersive video (MIV) 

standard [Boy21], [ISO22] which defines the 

compression of immersive media in a form of 

multiview video pre- and post-processing combined 

with the typical video encoder, e.g., VVC [Bro21]. 

The MIV encoding process can be divided into three 

main steps, in which the input data (n views and 

corresponding depth maps) are processed into k video 

bitstreams called “atlases”, further encoded using the 

VVC encoder (Fig. 3). 

 

Figure 3. Simplified scheme of the MIV encoder. 

Figure from [Dzi22a]. 

In the first step the MIV decides which views are the 

most important from the user’s point of view. These 

views are then being labeled as “base views” and are 

being placed in atlases in their entirety (Fig. 4A and 

C). Remaining views (“additional views”) contain a 

lot of redundant data are then pruned in order to 

remove the excess data. Finally, after the pruning 

operation additional views are packed into atlases as 

a form of patch mosaic (Fig. 4B and D) [Vad22]. 

 

Figure 4. Four atlases produced by the MIV 

encoder using the MIV Main profile [Vad22]: 2 

texture atlases (A, B) and 2 depth atlases (C, D). 

On the decoder side, the atlases are firstly decoded 

using the typical video decoder (such as VVC). After 

the video decoding step, the views and depths stored 

in atlases are unpacked and then used for rendering 

of the views requested by user (Fig. 5). 

 

Figure 5. Simplified scheme of the MIV decoder. 

Figure from [Dzi22a]. 

Irrespectively of the immersive video coding 

approach, the effective input view selection is the 

crucial step in terms of providing the best quality and 

the highest coding efficiency. In this paper, we 

describe the view selection method which allows for 

efficient immersive video transmission in practical 

systems, where it is not possible to send all the real 

views to the decoder. Moreover, proposed algorithm 

performs efficiently both for content acquired by 

perspective and omnidirectional cameras, and can be 

used for 6DoF systems, where the user virtually 

immerses into the scene [Laf17]. 

2. INPUT VIEW SELECTION 

2.1. View selection for virtual view synthesis 

The proper input view selection method should 

provide the highest possible quality of synthesized 

views while preserving similar bitrate. 

Considerations on the influence of input view 

selection on the virtual view quality were described 

by the authors of this paper in [Dzi18], where we 

focused on optimizing the quality in simple free 

navigation systems [Sta18]. In [Dzi18], we assumed 

that the renderer has access to all of input views, but 

- in order to provide reasonable computational time - 

it can use only two of them for rendering purposes. 

The input view choice requires addressing three 

problems: occlusions, finite resolution of video, and 

non-Lambertian surfaces; leading to the conclusion 

that the highest quality of rendered views can be 

obtained based on nearest left and nearest right input 

view. Obviously, in such a scenario it would be 

optimal to transmit these two views and skip all the 

others. However, a selection of these two views is 

possible only if the position of view requested by the 

viewer is known before the transmission. 

2.2. View selection for immersive video 

transmission 
In a practical immersive video system, where 

multiple viewers receive the same bitstream and are 

able to independently choose their point of view 

[Tan12], an assumption regarding viewer’s position 

known a priori before the transmission is invalid. 

Instead, it is required to choose input views in the 
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way, which guarantees the highest average quality of 

views watched by users, independently of their 

viewpoint. 

In order to meet the requirements for immersive data 

transmission, where the position of a user cannot be 

predicted, the view selection method described in 

[Dzi18] has to be extended. 

Taking into account the statement that the quality of 

synthesized view is highest when the rendering is 

performed on the basis of the nearest left and right 

real view, we have conducted a simulation. In the 

simulation we assumed a simple practical immersive 

video system with reasonable pixel rate [Boy21] and 

number of cameras [Sal18]: 

• linear multicamera system with 13 evenly 

distributed cameras, 

• 13 input views available at the encoder side, 

• 4 input views transmitted to the decoder, 

• 100 possible virtual positions of the viewer 

(evenly distributed too). 

We assumed that the left-most and right-most input 

views are transmitted (in order to ensure, that for all 

virtual positions of the viewer there exists left and 

right input view). Therefore, the index of the first 

transmitted view was fixed to 1, and index of the 

fourth view was fixed to 13. Indices of remaining 

two input views to be transmitted were unknown, and 

they were iteratively changed in order to calculate 

their optimal position. 

For each virtual position of the viewer, we calculated 

the total distance to the nearest left and nearest right 

view. The results are presented in Fig. 6, where the 

horizontal axis presents the index of the first real 

view used for virtual view synthesis, the vertical axis 

presents the index of the second real view. 

 

Figure 6. Total distance between nearest left and 

nearest right view calculated for all real views 

used for the experiment. 

The green color in Fig. 6 indicates that the total 

distance between the virtual view and its transmitted 

neighbors was low, red – that the distance was 

higher. These results show that the distance is 

minimized when the input views selected to be 

transmitted are distributed evenly. Of course, in Fig. 

6 we presented only the distance measured for a 

simple simulation, not the quality of synthesized 

views. Therefore, in the next section we presented 

evidence for these considerations. 

It should be noted that the presented model and 

experiment assumed a simple, linear camera 

arrangement. However, analogous conclusions can be 

taken also for more sophisticated multicamera 

systems. 

3. EXPERIMENTAL RESULTS  
3.1. Methodology 
In order to prove authenticity of considerations 

presented in the previous section, we have performed 

an experiment. In the experiment, we assessed the 

quality of virtual views synthesized using various 

combinations of input views. The view synthesis was 

performed using the MPEG’s reference software – 

VVS [Dzi19]. 

The test set comprised of two computer-generated 

sequences – BBB Butterfly and BBB Flowers 

[Kov15]. We have decided to use these sequences, as 

they contain multiple (79) input views, making 

possible quality assessment for several viewpoints. 

Both sequences were captured by 79 evenly-

distributed cameras placed on an arc. For each 

sequence, views are numbered from v6 to v84. Seven 

views: v6, v19, v32, v45, v58, v71, and v84 were 

used as input ones, while all remaining views were 

treated as reference for objective quality evaluation. 

The quality of synthesized views was calculated 

using two objective quality metrics, described in the 

MIV Common Test Conditions (MIV CTC) 

[MPEG22c] and commonly used in the experiments 

related to immersive video: WS-PSNR [Sun17] and 

IV-PSNR [Dzi22b]. Both quality metrics are full-

reference ones, therefore the quality was assessed by 

comparing input views with virtual views 

synthesized in the same position (the same 

viewpoint). 

In the experiment we assumed the transmission of 

four input views (of the seven available). Two input 

views were fixed: v6 as the first input view and v84 

as the fourth one. The position of second and third 

input views was being changed in order to define the 

optimal arrangement of transmitted views. 

3.2. Results 
Mean IV-PSNR and WS-PSNR of synthesized 

virtual views are presented in Tables 1 and 2. The 

values were averaged over 75 synthesized views (v6 

to v84, excluding four views used as input ones, for 
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which the quality is perfect, as no synthesis is 

needed). 

 

 

Table 1. Mean IV-PSNR [dB] of virtual view 

(averaged over 75 views) calculated for different 

combinations of transmitted input views. 1st input 

view was set to v6, 4th input view: v84. Sequences: 

BBB Flowers (top) and BBB Butterfly (bottom). 
 

 

 

Table 2. Mean WS-PSNR [dB] of virtual view 

(averaged over 75 views) calculated for different 

combinations of transmitted input views. 1st input 

view was set to v6, 4th input view: v84. Sequences: 

BBB Flowers (top) and BBB Butterfly (bottom). 

As presented, in all considered scenarios (both 

sequences and both quality metrics), the best average 

quality of synthesized views can be achieved when 

using views v6, v32, v58, and v84, thus evenly 

distributed input views. 

Such a view selection provides also highest quality in 

a worst-case scenario (the lowest quality among all 

synthesized views, Table 3). 

Moreover, even distribution of transmitted input 

views minimizes ΔIV-PSNR (difference between 

lowest and highest quality among all synthesized 

views, Table 4), making the user’s experience more 

stable, as the perceived quality change during virtual 

navigation among the scene is lower. 

Tables 3 and 4 present only the results obtained for 

the IV-PSNR metric. The WS-PSNR results were 

omitted, as it behaves similarly, and the best results 

were achieved for evenly distributed input views. 

 

 

Table 3. Lowest IV-PSNR [dB] of virtual view 

(among 75 views) calculated for different 

combinations of transmitted input views. 1st input 

view was set to v6, 4th input view: v84. Sequences: 

BBB Flowers (top) and BBB Butterfly (bottom). 
 

 

 

Table 4. ΔIV-PSNR [dB] of virtual view (among 

75 views) calculated for different combinations of 

transmitted input views. 1st input view was set to 

v6, 4th input view: v84. Sequences: BBB Flowers 

(top) and BBB Butterfly (bottom). 
 

4. INPUT VIEW SELECTION FOR 

OMNIDIRECTIONAL CONTENT 

4.1. Omnidirectional content problem 
All the considerations presented in previous sections 

assumed that the viewer can watch the scene from 

any viewpoint, and the probability of choosing 

various viewpoints is the same. However, it is not 

true for 6DoF and 3DoF+ [Wie19] immersive video 

systems, where the user virtually immerses into the 

scene, e.g., using the HMD device. In such a case, a 

typical user tends to look around in the horizontal 

v19 31.32 32.06 32.32 31.34

v32 31.32 32.10 33.16 32.57

v45 32.06 32.10 31.78 31.59

v58 32.32 33.16 31.78 30.74

v71 31.34 32.57 31.59 30.74

v19 v32 v45 v58 v71

2nd input view

3
rd

 in
p

u
t view

v19 39.39 41.08 41.03 39.44

v32 39.39 40.78 41.65 40.36

v45 41.08 40.78 40.04 39.79

v58 41.03 41.65 40.04 38.05

v71 39.44 40.36 39.79 38.05

v19 v32 v45 v58 v71

3
rd

 in
p

u
t view

2nd input view

v19 24.12 24.91 24.99 23.99

v32 24.12 24.98 25.68 25.03

v45 24.91 24.98 24.64 24.42

v58 24.99 25.68 24.64 23.57

v71 23.99 25.03 24.42 23.57

v19 v32 v45 v58 v71

3
rd

 in
p

u
t view

2nd input view

v19 31.99 33.05 32.91 31.80

v32 31.99 32.90 33.52 32.68

v45 33.05 32.90 32.40 32.26

v58 32.91 33.52 32.40 30.91

v71 31.80 32.68 32.26 30.91

v19 v32 v45 v58 v71

3
rd

 in
p

u
t view

2nd input view

v19 22.95 26.94 23.50 23.40

v32 22.95 26.94 29.72 25.72

v45 26.94 26.94 24.41 24.17

v58 23.50 29.72 24.41 21.41

v71 23.40 25.72 24.17 21.41

v19 v32 v45 v58 v71

2nd input view

3
rd

 in
p

u
t view

v19 31.54 36.28 35.08 32.28

v32 31.54 36.15 38.36 34.95

v45 36.28 36.15 33.75 33.38

v58 35.08 38.36 33.75 30.38

v71 32.28 34.95 33.38 30.38

v19 v32 v45 v58 v71

3
rd

 in
p

u
t view

2nd input view

v19 18.99 14.99 18.74 21.14

v32 18.99 14.99 12.52 18.82

v45 14.99 14.99 17.83 20.37

v58 18.74 12.52 17.83 23.15

v71 21.14 18.82 20.37 23.15

v19 v32 v45 v58 v71

3
rd

 in
p

u
t view

2nd input view

v19 14.06 9.91 10.12 12.67

v32 14.06 10.16 7.83 9.94

v45 9.91 10.16 13.35 12.49

v58 10.12 7.83 13.35 16.20

v71 12.67 9.94 12.49 16.20

v19 v32 v45 v58 v71

2nd input view

3
rd

 in
p

u
t view
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plane, while not focusing on floor, ceiling or the sky 

above [Dzi22c]. 

Therefore, the use of the described view selection 

algorithm, which chooses input views most distant to 

each other may result in non-optimal selection. For 

instance, views captured by cameras facing down or 

up may be selected instead of views containing 

essential information about the scene (Fig. 7).  

 

Figure 7. Three views of the Chess sequence 

[Ilo19]. 

The example presented in Fig. 7. A and B are two of 

7 views selected as “base views” by the MIV encoder 

(working under the decoder-side depth estimation – 

DSDE – configuration [Mie22]). Fig. 7.C presents a 

view, which was selected as an “additional view” and 

skipped despite having more important information 

from the viewer’s perspective.  

Such a selection increases the quality of the floor and 

the ceiling but decreases the quality of a chess knight 

– which is more crucial for the viewer. 

4.2. Proposed solution 
Taking into account the subjective non-uniform 

significance of different areas of the scene, we 

proposed a modification of the simple view selection 

algorithm, which penalizes the vertical distance 

between cameras. 

In the basic approach (e.g., the one implemented in 

the 14th version of the Test Model for MPEG 

immersive video – TMIV 14 [MPEG22a]), basic 

views were selected by maximization of the total 

distance between them. The distance between two 

views i and j was calculated as: 

𝑟𝑖,𝑗 =  √(𝑟𝑖,𝑗
𝑥 )

2
+ (𝑟𝑖,𝑗

𝑦
)

2

+ (𝑟𝑖,𝑗
𝑧 )

2
 ,       (1) 

where 𝑟𝑖,𝑗
𝑥 , 𝑟𝑖,𝑗

𝑦
, and 𝑟𝑖,𝑗

𝑧  are distances between views i 

and j along three axes of the global coordinate 

system. 

We proposed to modify (1) by addressing the non-

uniform probability of viewer’s watching direction 

and by penalizing the vertical distance. To achieve 

that the camera distances calculated in the view 

selection process are not homogenous meaning that 

the vertical direction is being treated differently from 

horizontal directions: 

𝑟𝑖,𝑗 =  √(𝑟𝑖,𝑗
𝑥 )

2
+ (𝑟𝑖,𝑗

𝑦
)

2

+ (𝑤 ∙ 𝑟𝑖,𝑗
𝑧 )

2
 ,       (2) 

Where 𝑟𝑥 , 𝑟𝑦 , 𝑟𝑧  indicate a distance between two 

cameras among three axes, and where w is the 

inhomogeneity coefficient. In the experiments 

described in the further part of this section,  the w 

value was set to 0.4. 

The proposed change allows for selecting input 

views, which carry valuable information (Fig. 8.B) 

instead of sending views containing plain floor or 

ceiling of the scene, irrelevant for the viewer (Fig. 8). 

Figure 8. Sequence Chess. A – views selected for 

encoding by the anchor method (blue color 

highlights selected cameras that carry valuable 

information about the scene, yellow shows selected 

cameras that have less importance to the viewer 

and therefore can be omitted), B – views selected 

for encoding after the modification (purple color 

highlights cameras that were selected instead of 

the yellow cameras from Fig 8.A). 

Cameras highlighted in blue were selected as base 

views for both basic and modified view selection 

algorithms. Besides them, the basic algorithm 

selected cameras facing up and down (yellow 

cameras in Fig. 8), while the modified algorithm – 

two cameras acquiring important parts of the scene. 

Considering the fact, that a typical viewer spends 

more time looking around on the horizontal plane 

rather than the vertical one (which contains the floor 

and the ceiling) [Dzi22c], we propose to send more 

views from the horizontal plane instead of the views 

facing upwards and downwards. It will have a 

positive influence on the final quality of the 

particular parts of the scene at which the user looks 

the majority of the time.  

The proposed modification was appreciated by the 

experts of the ISO/IEC JTC1/SC29/WG 04 MPEG 

VC group and is included in the newest version of 

the Test Model for MIV – TMIV 15 [MPEG22b]. 

The influence of this view selection modification on 

the objective and subjective quality of the final 

immersive vision was described in the following 

subsections. 

4.3. Methodology of the experiment 
The experiment was conducted under the common 

test conditions for MPEG immersive video (MIV 

CTC) [MPEG22c], but the test set was limited to 

omnidirectional sequences only (fig 9). 
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Figure 9. Omnidirectional sequences used for the 

experimental results, sequences: ClassroomVideo 

[Kro18], Hijack [Dor18], Museum [Dor18], Chess 

[Ilo19], and ChessPieces [Ilo20]. 

In the experiment, the TMIV 14 software 

[MPEG22a] was used. Each sequence was 

compressed with the use of five different rate points 

(RP) using the VVC encoder. The total bitrate for a 

sequence ranged from 2.5 Mbps (RP5) to over 20 

Mbps (RP1). The quality of the synthesized virtual 

views was assessed using WS-PSNR and IV-PSNR 

objective quality metrics [Sun17], [Dzi22b]. 

In order to perform a thorough test, three 

configurations of TMIV were evaluated: MIV, MIV 

View and MIV DSDE. The detailed description of 

these configurations can be found in the publicly 

available MIV CTC document [MPEG22c]. 

Besides the objective quality measurement, also the 

subjective quality of rendered views was evaluated. 

The subjective quality assessment was performed 

based on pose traces [Boy21], according to the MIV 

CTC. 

The subjective quality evaluation was done by 45 

naïve viewers, watching two side-by-side videos 

(Pair Comparison method, Rec. ITU-T P.910 

[ITU08] and ITU-R BT.500 [ITU98]). The viewers 

judged the quality of presented posetraces with the 

use of 7-number scale with values from -3 to 3. 

To minimize the time duration of the subjective test, 

only three RP were shown to the viewers: RP1, RP3, 

and RP5. Moreover, subjects were assessing quality 

change only for sequences, for which the view 

selection result was different, than for unmodified 

TMIV14 (see Table 5). 

 

Table 5. Overview of the sequences and different 

MIV configurations. ,,X” indicates the scenario in 

which view selection result was the same as with 

the unmodified TMIV 14 software. 

a) Subjective quality evaluation 

The results of performed subjective quality 

evaluation are presented in Figs. 10 and 11. In Fig. 

10, an influence of the proposed method on 

efficiency of different MIV configurations are 

presented. Fig. 11 contains comparison of subjective 

quality change for different test sequences. The 

results are presented as an average quality change 

caused by the proposed modification and the 95% 

confidence interval, calculated according to ITU-R 

recommendations [ITU98] as: 

𝐶𝐼 = 1.96 ⋅
𝑆𝐷

√𝑁
 ,       (3) 

where CI is the confidence interval, SD – standard 

deviation, and N – number of viewers (in presented 

experiment N = 45). 

 

Figure 10. Subjective results for the Museum 

sequence in three different MIV configurations. 

Subjective quality changes presented for the Museum 

sequence in Fig. 10 show that in almost every 

scenario there was a visible quality improvement. For 

6 of 9 tests, the proposal allowed for achieving a 

statistically important quality improvement. For two 

tests (RP5 and RP3 in MIV DSDE configuration) the 

quality gain was also spotted, but it was not 

statistically important. 

The proposal decreased the subjective quality in only 

one case – the heaviest compression in the MIV Main 

scenario. However, as presented in Fig. 12, for such a 

low bitrate the MIV Main cannot properly handle 

Museum sequence, and the quality of the content was 

unsatisfactory also before proposed modification. 

 

Figure 11. Subjective results for four sequences in 

MIV DSDE configuration. 
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Analysis of the results obtained for different 

sequences in the MIV DSDE configuration (Fig. 11) 

is similar to the results presented in Fig. 10. For 3 of 

4 test sequences there is a quality gain induced by the 

proposed view selection modification. Moreover, for 

these sequences this gain is statistically important in 

7 of 9 cases. 

The only sequence for which the quality change did 

not occur is Hijack, but it should be noted that the 

proposal did not decrease the subjective quality.  

b) Objective results 
Objective quality results are gathered in Tables BDR 

and BDP, and presented as Bjøntegaard deltas 

[Bjo01]: BD-rate (Table 6) and BD-PSNR (Table 7). 

 

 

Table 6. Objective metric (WS-PSNR and IV-

PSNR) BD-rates obtained for 4 lowest rate points 

(Low-BR) and for 4 highest rate points (High-

BR); “---“ denotes, that the BD-rate calculation 

was not possible because of non-overlapping 

curves. 

 

Table 7. Objective metric (WS-PSNR and IV-

PSNR) BD-PSNRs obtained for 4 lowest rate 

points (Low-BR) and for 4 highest rate points 

(High-BR). 

Surprisingly, presented objective results show, that in 

general the proposed method performs worse than the 

basic view selection algorithm implemented in TMIV 

14. However, it has to be highlighted that results 

presented in Tables 6 and 7 were obtained by 

averaging the IV-PSNR and WS-PSNR values of all 

synthesized views, including the basic views. An 

example is shown in Table 8, where exact IV-PSNR 

values for all 10 views of sequence Chess are 

presented. 

As presented in Table 8, the average IV-PSNR for 

non-base (i.e., “additional”) views is similar to the 

quality obtained for unmodified TMIV14. The only 

views with significant quality degradation are v0 and 

v9 (i.e., views captured by cameras facing up and 

down), which are less important to the viewer. 

  IV-PSNR [dB] 

View TMIV 14 Proposed delta 

v0 57.00 36.17 -20.84 

v1 37.84 37.99 0.15 

v2 56.78 56.76 -0.02 

v3 33.20 56.28 23.09 

v4 56.73 56.44 -0.29 

v5 56.01 55.93 -0.08 

v6 38.85 56.11 17.26 

v7 56.02 56.04 0.03 

v8 57.08 57.18 0.10 

v9 56.34 30.08 -26.26 

Average (all views) -0.69 

Average (only non-base views) -0.02 

Table 8. IV-PSNR of synthesized views, RP1, 

similar bitrate for both approaches (21.3 Mbps 

for TMIV 14 and 20.8 Mbps for proposed); Chess 

sequence, MIV DSDE configuration. 

 

Figure 12. Visual comparison of posetraces 

generated with the use of original (reference) and 

proposed view selection method; sequences (from 

top): Hijack, Museum, and Chess. 
 

5. CONCLUSIONS 
This paper deals with problems on view selection for 

immersive video and its influence on the quality of 

final immersive vision on the decoder side.  

Firstly, we have conducted an experiment to assess 

which views from multiview sequences should be 

selected into the virtual view synthesis process in 

order to obtain the best quality possible. Received 

results proved that the view selection algorithm 

should select views that are evenly distributed. 

Moreover, in the paper we proposed an algorithm, 

which increases the subjective quality of virtual 

navigation by taking into account a non-uniform 

probability of choosing the viewing direction. We 

have noticed, that a typical user usually chooses to 

watch the scene in the horizontal plane, while the top 

and bottom parts of the omnidirectional scene are 

less important. This proposal was appreciated by the 

ISO/IEC MPEG VC experts, and is included in the 

reference software [MPEG22b] for the MPEG 

immersive video coding standard [ISO22]. 

The proposed approach is based on observations on 

the behavior of a typical user, without thorough 

Sequence

High-BR

BD rate

WS-PSNR

Low-BR

BD rate

WS-PSNR

High-BR

BD rate

IV-PSNR

Low-BR

BD rate

IV-PSNR

MIV -3.4% 0.2% 0.9% 2.3%

MIV View -4.6% -5.5% -7.7% -3.2%

57.2% 32.5% 13.1% 10.2%

Hijack --- --- --- ---

Chess --- --- --- ---

ChessPieces --- --- --- ---

Museum

MIV DSDE

Sequence

High-BR

BD rate

WS-PSNR

Low-BR

BD rate

WS-PSNR

High-BR

BD rate

IV-PSNR

Low-BR

BD rate

IV-PSNR

MIV 0.4% 0.1% -0.0% -0.2%

MIV View 0.2% 0.3% 0.8% 0.3%

-1.6% -1.3% -0.8% -0.6%

Hijack -13.2% -13.2% -11.1% -11.1%

Chess -6.4% -6.2% -5.9% -5.5%

ChessPieces -11.3% -11.0% -8.3% -7.9%

MIV DSDE

Museum
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statistical analysis. Moreover, a correlation between 

optimal view selection and scene characteristics 

should be taken into consideration. Therefore, the 

topic of view selection for immersive video 

transmission will be studied further in our future 

research. 
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ABSTRACT 

In this paper we deal with the problem of real-time virtual view synthesis, which is crucial in practical immersive 

video systems. The majority of existing real-time view synthesizers described in literature require using dedicated 

hardware. In the proposed approach, the view synthesis algorithm is implemented on a CPU increasing its usability 

for users equipped with consumer devices such as personal computers or laptops. The novelty of the proposed 

algorithm is based on the atomic z-test function, which allows for parallelization of the depth reprojection step, 

what was not possible in previous works. The proposal was evaluated on a test set containing miscellaneous 

perspective and omnidirectional sequences, both in terms of quality and computational time. The results were 

compared to the state-of-the-art view synthesis algorithm – RVS. 

Keywords 

Virtual view synthesis, immersive video systems, real-time video processing. 

1. INTRODUCTION 

The basic idea of an immersive video system is to 

allow a user for immersing into the scene by giving a 

possibility of free virtual navigation within a scene 

captured by a multicamera system [Goo12], [Sta18], 

equipped with perspective or omnidirectional cameras 

(Fig. 1). In a typical scenario, where the scene is 

represented using the multiview plus depth (MVD) 

representation [Mül11], such a possibility is provided 

by the synthesis (i.e., rendering) of virtual viewpoints. 

There are multiple good-quality virtual view synthesis 

methods described in the literature, e.g., [Dzi19], 

[Fac18] or [Sen18]. However, these methods cannot 

be used in the real-time scenario, making them not 

suitable for practical immersive video systems, where 

the system’s response to user’s change of position 

should be immediate, and the virtual view should be 

synthesized with possibly smallest delay [Dzi18]. 

2. FAST VIRTUAL VIEW SYNTHESIS 

In the literature, several real-time virtual view 

synthesis methods are described. However, the vast 

majority of them require dedicated hardware, such as 

powerful graphic cards (e.g., [Non18], [Zha17]), 

FPGA devices (e.g., [Aki15], [Li19]) or even VLSI 

devices [Hua19].  
 

 

Figure 1. Idea of an immersive video system. 
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In this paper, we present a significant improvement of 

the methods we have described in [Sta20] and [Sta22], 

designed for real-time handling of perspective and 

omnidirectional content, respectively. 

The general scheme of our fast CPU-based virtual 

view synthesis algorithm is presented in Fig. 2. It can 

be divided into three major steps: synthesis of the 

depth map corresponding to the virtual view (orange 

blocks in Fig. 2), synthesis of the virtual view itself 

(blue block), and postprocessing of synthesized view 

(grey blocks). The reprojection of depth and texture is 

performed differently for perspective views (using 

homography matrices [Sta20]) and omnidirectional 

ones (using equations described in [Sta22]). The 

postprocessing step is identical, independently on the 

video type and includes operations like filtering and 

inpainting. 
 

 

Figure 2. Overview of the fast virtual view 

synthesis algorithm. Figure from [Sta22]. 
 

As described in [Sta20] and [Sta22], the algorithm 

provides good-quality virtual views and allows to 

achieve real-time processing even for very high-

resolution video, i.e., synthesizing of Full HD (or 

2K×2K) virtual views based on two 4K input views. 

The improvement presented in this paper allows to 

decrease this time even more, allowing for real-time 

synthesis of 4K sequences. 

3. PARALLELIZATION LIMITATION 

As described in [Sta20], the computational time of the 

view synthesis algorithm can be significantly 

decreased by using the multithread implementation 

and exploiting computing capabilities of modern 

multicore processors.  

The stages related to texture reprojection and virtual 

view postprocessing (blue and grey blocks in Fig. 2) 

can be freely parallelized by dividing picture area into 

rows, slices, tiles, etc. and processing each one using 

separate thread.  

However, this simple divide-and-process approach 

cannot be applied to the most complex stage – depth 

reprojection. The location of reprojected depth is 

unpredictable and may induce a situation where two 

threads try to write data into the same memory 

location. This can lead to race condition and 

corruption of reprojected depth. 

A solution for above mentioned issue was proposed in 

[Sta20] and further developed in [Sta22]. A technique 

presented in [Sta20] introduced using of the algorithm 

called Independent Projection Targets (IPT). When 

using IPT, different slices of depth (processed in 

separate threads) are reprojected into separate target 

buffers and then merged (Fig. 3). Unfortunately, the 

IPT algorithm has scalability limitations. Each 

processing thread requires a dedicated set of 

intermediate target buffers which leads to increased 

memory complexity. To make things worse, the 

intermediate buffers have to be merged causing the 

merge operation to become more time consuming 

when higher number of processing threads is used. 

The overhead related to added complexity of 

intermediate buffers merging offsets the gain from 

using higher number of depth reprojection threads. 
 

 

Figure 3. The idea of the independent projection 

targets (IPT) with data flow and intermediate 

data structures. 

4. ATOMIC Z-TEST 

In order to overcome the IPT scalability issues, we 

have developed a new algorithm called atomic z-test 

(AZT). The idea behind AZT is to use a special type 

ISSN 2464-4617 (print) 
ISSN 2464-4625 (online)

Computer Science Research Notes - CSRN 3301 
http://www.wscg.eu WSCG 2023 Proceedings

https://www.doi.org/10.24132/CSRN.3301.32 278



of memory access operation called “atomic” [Zhu84] 

to share single target buffer between processing 

threads in order to avoid excessive memory usage and 

intermediate buffers merging overhead. The atomic 

instruction allows to perform a single load-modify-

write operation which cannot be interrupted by 

another core [Sch15]. 

In order to use the atomic z-test the data layout has to 

be changed. In previous implementations [Sta20], 

[Sta22] separate target depth and source index buffers 

were used. Since atomic instructions operate on single 

memory location, we had to combine target depth and 

source index buffers into single buffer. Therefore, the 

reprojected data buffer contains pairs of concatenated 

values – depth on more significant bits and index on 

least significant bits, both stored as 32-bit unsigned 

integer.  

The idea behind z-test in depth reprojection is to select 

closest object (which corresponds to lowest depth / 

highest disparity value). Since one depth and index 

pair occupies a 64-bit memory location with depth 

placed on most significant bits, a 64-bit unsigned 

integer maximum operation can be used during z-test 

and depth merging. This allows us to perform z-test by 

updating a single 64-bit value as one atomic operation. 

Different CPU (and GPU) architectures allow for a 

variety of atomic operations. The most common is 

compare-and-exchange also called compare-and-swap 

(CAS), however more sophisticated operations like 

addition, subtraction, etc., are sometimes available. In 

our case the desired instruction would be 64-bit atomic 

maximum. Unfortunately, no general-purpose CPU 

offers such an instruction. This leads us to necessity of 

simulating it by using compare-and-swap (CAS) 

operation. Implementation details are provided in 

section 5. 

Fig. 4 illustrates simplified data flow in AZT 

algorithm (only two processing threads are drawn for 

clarity reasons). The presented diagram shows that 

AZT allows for using single reprojected depth and 

index buffer which allows for eliminating the time-

consuming stage of depth merging. 

According to [Zhu84], atomic operations are slightly 

slower than regular memory accesses, however the 

biggest performance penalty is related to a situation 

where two cores try to perform an atomic operation on 

the same location (to be precise – within the same 

cache line) and memory subsystem has to serialize 

request coming from different CPU cores. This leads 

us to conclusion that the performance of proposed 

algorithm can depend on two factors: the number of 

inter-thread collisions and the quality of the CPU 

memory subsystem implementation. 

Nevertheless, the usage of AZT allows us to use all 

available CPU cores/threads and overcome IPT 

scalability issues. 

 

Figure 4. The data flow of the atomic z-test (AZT) 

with intermediate data structures. 

5. IMPLEMENTATION 

The proposed atomic z-test algorithm was 

implemented using the C++11 standard library 

[ISO11] and operations defined in <atomic> header. 

The std::compare_exchange_weak<uint64_t> 

function was chosen as a portable way to use  

compare-and-swap operation. The exemplary 

implementation of atomic z-test is provided below:  
 

/** 

@brief Performs atomic z test on DepthIndex buffer 

@param PtrDI is pointer to location within buffer 
@param NewD is reprojected depth value 
@param NewI is index representing source depth location 
*/ 
void AZT(uint64_t* PtrDI, uint32_t NewD, uint32_t NewI) 
{   
  uint64_t BuffDI = *PtrDI; //DI - DepthIndex 
  uint32_t BuffD  = (uint32_t)(BuffDI >> 32); 
  if(BuffD <= NewD) 
  { 
    uint64_t NewDI = ((uint64_t)NewD<<32)|(uint64)NewI; 
    while(!std::atomic_compare_exchange_weak( 
       (std::atomic_uint64_t*)(PtrDI), &BuffDI, NewDI)) 
    { 
      if((uint32_t)(BuffDI >> 32) >= NewD) { break; } 
    } 
  } 
} 
 

In addition to the usage of atomic CAS, we used 

already described vectorization techniques [Sta20], 

[Sta22] by using AVX2 and AVX512 extensions. 

6. EXPERIMENTS 

Test sequences 

The test set contained 9 miscellaneous test sequences 

(Fig. 5), including: 

• 3 omnidirectional sequences: 

o A01: ClassroomVideo [Kro18] (4K×2K),  

o C01: Hijack [Dor18] (4K×2K), 

o C02: Cyberpunk [Jeo21] (2K×2K), 
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• 3 perspective computer-generated sequences: 

o J01: Kitchen [Boi18] (FullHD), 

o J04: Fan [Dor20] (FullHD), 

o W02: Dancing [Boi18] (FullHD), 

• 3 perspective natural sequences: 

o D01: Painter [Doy18] (2K×1K), 

o L01: Fencing [Dom16] (FullHD), 

o L03: MartialArts [Mie23] (FullHD). 

 

   

   

   
Figure 5. Test set used in the experiments. 1st row 

(from left): ClassroomVideo, Hijack, Cyberpunk; 

2nd row: Kitchen, Fan, Dancing; 3rd row: Painter, 

Fencing, MartialArts. 

The sequences are commonly used in immersive video 

applications, e.g., within ISO/IEC JTC1/SC29/WG04 

MPEG Video Coding group [MPEG23]. 

Experiment setup 

Test was performed on two computers with modern 

x86-64 CPUs: AMD Ryzen 9 5950X (containing 16 

uniform cores) and Intel Core i7-12700k (containing 8 

regular and 4 weak cores). Both processors are able to 

execute instructions from AVX2 extension set so 

during experimental evaluation the AVX2 vectorized 

implementation was used. Unfortunately, during 

experiments we have no access to any AVX512 

capable CPU, therefore no results for AVX512 

implementation is provided. 

Quality and time evaluation 

In order to assess the quality of virtual views 

synthesized using proposed real-time view 

synthesizer, we compared it to the state-of-the-art 

ISO/IEC MPEG’s reference software – RVS [Fac18], 

[MPEG18]. The comparison is reported in terms of 

two objective quality metrics commonly used in works 

on immersive video: IV-PSNR [Dzi22] and WS-

PSNR [Sun17]. 

The computational complexity was evaluated by 

measuring the average processing time required for 

synthesizing of a single frame of the sequence 

including timing for individual processing stages 

(depth projection, depth combining, view projection, 

virtual view filtering and inpainting). 

Evaluation results 

The results of performed experiments are presented in 

Tables 1 – 3. 

Tables 1 and 2 present a detailed comparison of 

computational time of the proposed algorithm and the 

previous implementation described in [Sta20]. As 

presented, the proposed atomic z-test (AZT) operation 

allows for a significant reduction of the computational 

time. 
 

  

  

  

  
Figure 6. Fragments of virtual views synthesized 

using RVS (left) and the proposed method (right); 

sequences (from top): Kitchen, Fencing, 

Cyberpunk, and Painter. 

For the 16-core AMD Ryzen CPU, AZT decreases the 

time required for synthesis of a single frame by more 

than 40%. For Intel i7-12700K CPU the decrease is 

smaller, but still significant. There are two reasons for 

lower gain caused by the use of AZT. The first one – 

a smaller number of cores, thus lower parallelization. 

The second reason is the heterogeneous structure of 

that CPU, which operates on 8 performant cores and 4 

slower ones leading to unequal processing time for 

each core type. 

As presented in Tables 1 and 2, the decrease of the 

computational time is caused by introducing the 

possibility of efficient parallelization of the depth 

projection step (denoted as “DP”). Such an 

implementation may lead to slightly longer step of 

combining depth candidates into the final virtual depth 
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Sequence 
IPT algorithm processing time [ms] Proposed algorithm processing time [ms] Time reduction [%] 

DP DC TP F I Total DP DC TP F I Total Depth Total 

A01 38.70 2.57 10.43 6.17 3.56 61.44 14.48 4.65 11.07 6.27 3.21 39.68 54% 35% 

C01 38.52 2.52 10.05 5.27 2.73 59.10 13.72 4.66 10.94 4.90 2.71 36.93 55% 38% 

C02 23.37 6.19 5.17 2.07 1.40 38.19 7.30 1.85 5.58 2.18 2.04 18.95 69% 50% 

D01 5.60 3.31 2.87 2.03 1.01 14.81 2.98 0.84 2.79 1.55 0.67 8.84 57% 40% 

J01 5.74 2.94 2.39 1.07 0.63 12.77 2.79 0.78 2.48 1.12 0.58 7.73 59% 39% 

J04 7.54 2.93 2.47 1.37 0.76 15.07 2.82 0.77 2.50 1.15 0.60 7.84 66% 48% 

L01 7.57 2.87 2.77 1.30 0.73 15.24 3.11 0.81 2.63 1.22 0.60 8.37 62% 45% 

L03 7.71 2.94 2.42 1.24 0.80 15.11 2.90 0.84 2.55 1.14 0.65 8.07 65% 47% 

W02 8.06 2.91 2.51 1.39 0.81 15.68 3.07 0.80 2.52 1.23 0.61 8.24 65% 47% 

Average 61% 43% 

Table 1. Performance evaluation – computation time comparison between IPT [Sta20] and proposed AZT 

algorithm for 16-core AMD Ryzen 9 5950X CPU. Processing stages: DP – depth projection, DC – depth 

combining, TP – texture projection, F – filtering, I – inpainting. “Depth time reduction” includes depth 

projection and depth combining. 
 

Sequence 
IPT algorithm processing time [ms] Proposed algorithm processing time [ms] Time reduction [%] 

DP DC TP F I Total DP DC TP F I Total Depth Total 

A01 38.54 4.18 11.41 9.25 3.93 67.31 29.89 4.25 11.66 9.24 3.45 58.48 20% 13% 

C01 37.34 4.13 11.10 6.46 3.45 62.48 30.47 4.24 11.29 6.76 3.16 55.92 16% 11% 

C02 20.66 6.95 5.34 3.41 1.87 38.23 15.82 1.96 5.54 3.78 1.97 29.06 36% 24% 

D01 5.81 3.36 3.00 2.91 1.19 16.29 6.67 0.81 2.73 2.95 1.10 14.27 18% 12% 

J01 4.66 3.19 2.70 1.81 0.76 13.12 5.25 0.69 2.29 1.70 1.17 11.10 24% 15% 

J04 5.17 3.19 2.70 1.88 0.75 13.69 5.43 0.71 2.35 1.95 0.78 11.23 27% 18% 

L01 5.54 3.26 2.87 2.02 0.78 14.48 5.70 0.75 2.64 1.95 0.75 11.79 27% 19% 

L03 5.36 3.18 2.98 1.54 1.68 14.74 5.62 0.71 2.91 1.61 0.85 11.69 26% 21% 

W02 5.65 3.22 2.86 2.02 1.61 15.36 6.02 0.74 2.68 2.07 0.82 12.33 24% 20% 

Average 24% 17% 

Table 2. Performance evaluation – computation time comparison between IPT [Sta20] and proposed AZT 

algorithm for [8+4] core Intel i7-12700K CPU. Processing stages: DP – depth projection, DC – depth 

combining, TP – texture projection, F – filtering, I – inpainting. “Depth time reduction” includes depth 

projection and depth combining. 
 

Sequence 
Processing time [ms] IV-PSNR [dB] WS-PSNR [dB] 

RVS Proposed Speedup RVS Proposed Delta RVS Proposed Delta 

A01 15885 39.68 400 43.56 42.68 -0.89 32.21 31.74 -0.47 

C01 15547 36.93 421 45.04 45.85 0.82 38.14 38.57 0.43 

C02 7878 18.95 416 47.73 48.23 0.50 41.01 41.43 0.42 

D01 3838 8.84 434 48.59 46.85 -1.74 38.46 36.94 -1.52 

J01 3370 7.73 436 37.03 38.12 1.09 28.82 29.30 0.49 

J04 3723 7.84 475 36.80 37.55 0.74 27.21 27.98 0.76 

L01 3355 8.37 401 40.54 40.14 -0.40 29.55 29.21 -0.34 

L03 3285 8.07 407 31.80 31.24 -0.55 26.81 26.14 -0.67 

W02 3437 8.24 417 41.63 41.06 -0.57 29.43 28.91 -0.52 

Average 423 41.41 41.30 -0.11 32.41 32.25 -0.16 

Table 3. Performance and quality evaluation – comparison with the state-of-the-art view synthesis method 

RVS [Fac18]. 

map (depth map corresponding to the virtual view), 

but in total the entire depth processing step is 

significantly faster. All remaining steps (texture 

projection, filtering, and inpainting) are not impacted 

by the proposed AZT algorithm. 

Table 3 shows the comparison of the quality of virtual 

views synthesized using the proposed method and the 

state-of-the-art synthesizer RVS. As presented, in 

terms of objective quality, both algorithms provide 

similar results, both for IV-PSNR and WS-PSNR. A 

slight quality decrease (0.11 for IV-PSNR and 0.16 for 

WS-PSNR, on average) is the cost for a huge speedup 

– the proposed algorithm is more than 400 times faster 

than RVS. 

Also the subjective quality of virtual views 

synthesized using RVS and proposed method is 

similar (Fig. 6). The characteristics of the synthesis 

artifacts is slightly different (e.g., caused by a different 

inpainting technique), but it can be certainly stated, 

that the proposed real-time algorithm allows to 

achieve at least similar quality to the state-of-the-art 

view synthesis technique. 
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7. CONCLUSIONS 

In the paper we have presented a versatile CPU-based 
virtual view synthesis method which can be used in 
practical, real-time immersive video systems. 

The novelty of the proposed method is based on 
introducing the atomic z-test approach, allowing for 
massive parallelization of the depth reprojection step, 
which is a crucial and most time-consuming part of the 
entire view synthesis pipeline. 

The proposed virtual view synthesis method allows for 
achieving real-time processing for both perspective 
and omnidirectional sequences, even for very high 
resolutions. As presented in the paper, for 4K sequence 
it is possible to achieve real-time view synthesis at 25 
frames per second. For lower resolutions (i.e., FullHD) 
it requires less than 10 ms per frame, making it possible 
to be used also for high frame rate immersive video 
systems. 
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ABSTRACT 
Edge bundling is one of the information visualization techniques, which bundle the edges of a network diagram 

based on certain rules to increase the visibility of the network diagram and facilitate the analysis of key 

relationships among nodes. As one of evolutionary-based edge bundling, genetic algorithm-based edge bundling 

(called GABEB) is proposed which uses a genetic algorithm to optimize the placement of edges based on aesthetic 

criteria. However, it does not sufficiently consider the bundling between neighboring edges, and thus visual clutter 

issues still remain. Based on the above background, we propose an improved bundling method that considers the 

concatenating of control points at each edge using GABEB. 

Keywords 
Edge Bundling, Genetic Algorithm, Node-link Diagram, Information Visualization, Genetic Algorithm-based 

Edge Bundling (GABEB). 

1. INTRODUCTION 
Edge bundling is a method to reduce the visual clutter 

of a node-link diagram and facilitate intuitive 

understanding by adjusting the position of nodes and 

the arrangement of edges in a node-link diagram 

according to certain rules. Many studies have already 

proposed various edge-bundling methods, such as 

Force-directed Edge Bundling (FDEB) [Hol09] (Fig. 

1), which is based on the dynamic rules and geometric 

rule-based methods such as Geometry-based Edge 

Bundling (GBEB) [Cui08].  

On the other hand, Evolutionary-based edge bundling 

approaches like genetic algorithms (GA), which are 

evolutionary computations, have been implemented 

[Fer18][Mei22]. This is approached as an optimization 

problem to maximize the viewability defined by 

aesthetic rules, etc. These approaches are expected to 

provide visualization results that are not expected by 

humans. Among them, Genetic algorithm-based edge 

bundling (GABEB) is proposed [Sag20], which treats 

bundling as an optimization problem of a fitness 

function based on an evaluation value of aesthetic 

criteria [Sag16] and tries to optimize edge placement 

directly by moving control points. However, GABEB 

does not consider the bundling between edges located 

in the neighborhood, wherein the neighboring edges 

does not overlap exactly, while visual clutters remain.  

For example, as shown in Fig. 2, there are two parallel 

edges of equal length and distance 10 apart. In 

GABEB, the edge bundling is expressed by moving 

these control points, but in this case, it is desirable that 

at least the second control point is completely attached 

to each other. In this case, it is desirable that at least 

the second control points are completely attached to 

each other like dashed circles. In this case, it is 

desirable for v1 and v2 to move (5.0,0), (-5.0, 0), but 

calculating these values is difficult in GA because of 

the random number factor involved, and errors will 

inevitably appear. Therefore, some kind of post-

processing is necessary. In other words, if the control 

points are considered to almost overlap, it is necessary 

to add a process to overlap (merge) them. 

In this study, we aim to improve the visibility problem 

of GABEB by adding a process considering the 

bundling of multiple edges located in the 

neighborhood. We focused on bundling edges by 

Permission to make digital or hard copies of all or part of this 
work for personal or classroom use is granted without fee 

provided that copies are not made or distributed for profit or 

commercial advantage and that copies bear this notice and the full 
citation on the first page. To copy otherwise, or republish, to post 

on servers or to redistribute to lists, requires prior specific 

permission and/or a fee. 

 

Figure 1. Edge Bundling Example [Hol09] 
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concatenating control points of neighboring edges and 

propose an improved bundling method that adds the 

process of concatenating control points of neighboring 

edges. 

2. RELATED WORK 

Edge Bundling and Evolutionary-based 

Edge Bundling 
Edge bundling is a well researched research topic. 

Most works in this area define a model to express edge 

bundling with one of the best known methods being 

Holten’s work where they proposed Hierarchical Edge 

Bundling for a graph based on a tree structure [Hol06].  

Geometry-Based Edge Bundling (GBEB) proposed by 

Cui et al.[Cui08] realises edge bundling so as to bend 

edges based on meshes generated through a Delaunay 

triangulation, although this approach sometimes leads 

to some extreme bends. On the other hand, Holten et 

al. [Hol09] proposed FDEB which performs bundling 

based on Hooke's law. Also, Selassie et al. introduced 

Divided Edge Bundling by improving FDEB to apply 

to directed graph[Sel11], while Hurter et al. proposed 

Kernel Density Estimation Edge Bundling based on 

image-based visualisation [Hur12].  

On the other hand, the approaches categorised into 

evolutionary-based edge bundling are proposed. Many 

graph layout algorithms using genetic algorithm 

[Bar00] [Bra96] [Elo96] [Net12] [Vra06] [Zha05] 

have been proposed since the last century. These 

methods aim to place nodes in a plausible way by 

optimizing some evaluation value, and have been 

proposed for not only directed graph but also 

undirected graphs, orthogonal graphs and so on. The 

evolutionary-based approaches are based on the idea 

of graph layout algorithms, which view edge bundling 

as an optimization problem and attempt to implement 

edge bundling by solving the optimization problem. 

Ferreira et al. [Fer18] proposed a bundling method by 

solving the edge combination optimization problem. 

The method is useful but FDEB is necessary to 

bundling in real. Saga et al. [Sag20] proposed a 

method by solving the placement problem of each 

control point on edges. Although this method 

produces a bundling result as a result of the 

evolutionary computation, it has the problem of 

leaving visual clutter if the optimization is not 

successful. This paper proposes a method to solve the 

problem. 

3. Genetic algorithm-based Edge 

Bundling 

Genetic algorithm 
Genetic algorithms (GAs), which belong to the family 

of evolutionary algorithms, simulate Darwin's theory 

of evolution [Gol89]. GAs are employed to solve 

difficult, often NP-hard, optimization problems. The 

genetic representation and fitness function depend on 

the problem and domain to solve. After these are 

defined, a GA proceeds iteratively through stages of 

selection, crossover, and mutation to improve a 

population of individuals that expresses candidate 

solutions to the problem.  

GABEB is one of the algorithms based on the GA 

which treated bundling as a placement optimization 

problem of edge control points based on aesthetic 

criteria.  

Genetic Representation 
The genetic representation of GABEB is based on 

control-based approaches. The approach employed in 

FDEB divides an edge uniformly by c control points. 

By moving these control points the edges can be 

controlled for edge bundling. In our algorithm, edges 

in the input graph are also divided based on c 

uniformly spaced points as shown in Fig. 3. Then, for 

each control point, GABEB stores a distance-limited 

displacement vector v (as (x, y) coordinates) (where 

the limited distance is called maximum movement 

distance). Thus, for n edges and using c control points 

per edge, we encode 2*n*c parameters. 

Fitness Function 
An appropriate fitness function is key to a successful 

GA. Here, there are also some general accepted 

aesthetic rules. The data-ink ratio[Tuf01] is one of the 

most widely used ones to evaluate visualization results 

quantitatively in all of visualization problems. It is 

based on the ink amount required for drawing a 

 

Figure 2. Problem description in GABEB 

 

 

Figure 3. Genetic representation in GABEB 

v1 v2

10

Control Point

ISSN 2464-4617 (print) 
ISSN 2464-4625 (online)

Computer Science Research Notes - CSRN 3301 
http://www.wscg.eu WSCG 2023 Proceedings

https://www.doi.org/10.24132/CSRN.3301.33 285



visualized figure. The path quality, proposed by Cui in 

GBEB, is also useful to evaluate the degree of zig-zag 

in edge bundling. Furthermore, Saga proposed three 

quantitative criteria to evaluate edge bundling which 

are formulated from the difference of edge length, area 

illustrated by edges (which is similar to data-ink ratio), 

and density of edges [Sag16]. 

GABEB adopts these three criteria together with the 

path quality by Cui, and uses the four criteria 

separately and perform multi-objective optimization. 

3.3.1 Mean Edge Length Difference 
Mean Edge Length Difference (MELD) is a criterion 

to express the difference from the original edges after 

edge bundling.  A smaller change of edge lengths 

indicates superior edge bundling because of over-

bundling, whereas a large change often leads to a loss 

of the meaning of the original network. MELD is 

calculated as 

𝑀𝐸𝐿𝐷 =
1

𝑛
∑ |𝐿′(𝑒) − 𝐿(𝑒)|𝑒∈𝐸   (1) 

where n is the number of edges, E is the edge set, and 

L(e) and L’(e) are the lengths of edge e before and after 

edge bundling, respectively. Employing this criterion, 

we can prevent edges from over-bending and over-

bundling. MELD can be normalized to [0;1] by 

𝑀𝐸𝐿𝐷 =
1

𝑛
∑|1 −  𝐿′(𝑒)/𝐿(𝑒)|

𝑒∈𝐸

 

GABEB aims to minimize the MELD. 

3.3.2 Mean of Occupation Area 

Mean of Occupation Area (MOA) indicates the degree 

among the compressed areas before and after edge 

bundling. Based on the idea that better bundling can 

compress the area occupied by the edges, MOA is 

calculated as  

𝑀𝑂𝐴 =
1

𝑁
|⋃ 𝑂(𝑒)

𝑒∈𝐸

| (2) 

where N is the number of total areas, O(e) is the set of 

areas occupied by edge e based on an occupation 

degree (we use 5% of unit area), and | | indicates the 

number of elements contained by a set. Minimizing 

the MOA is one of optimization goals of GABEB.  

3.3.3 Edge Density Distribution 

Edge Density Distribution (EDD) is rooted in the 

idea that a better edge bundling method can gather 

edges within a unit area and that the density per unit is 

high. EDD is calculated as  

 𝐸𝐷𝐷 =
1

|𝑃|
∑ (𝐻(𝑝) − 𝐻)2

𝑝∈𝑃  (4) 

where P is a set of pixels, H(p) is the number of edges 

pathing pixel p, and H is the average of H(p). GABEB 

aims to minimize the EDD.  

3.3.4 Path Quality 

Path Quality (PQ) expresses the degree of zig-zag. The 

higher the PQ, the better the edge bundling. PQ is 

calculated by the summation of angle differences 

between neighbors as 

𝑃𝑄 = ∑ (− ∑ 𝛾𝑖|∆𝑖|
𝑚
𝑖=3 )𝑒∈𝐸    (5) 

with 

∆𝑖

= {

𝐴𝑖 − 𝐴𝑖−1 
|𝐴𝑖 − 𝐴𝑖−1| − 2𝜋 

2𝜋 + |𝐴𝑖 − 𝐴𝑖−1| 
       

if − 𝜋 < |𝐴𝑖 − 𝐴𝑖−1| < 𝜋

if |𝐴𝑖 − 𝐴𝑖−1| > 𝜋

if |𝐴𝑖 − 𝐴𝑖−1| < −𝜋
 

 

(6) 

 

and 

𝛾𝑖 = {
0 
1 

      
if sign(∆𝑖) = sign(∆𝑖−1)

if sign(∆𝑖) ≠ sign(∆𝑖−1)
 (7) 

, where m is the number of segments divided by control 

points+1, and Ai is the angle between the original edge 

and the segment edge. GABEB tries to maximize PQ. 

Genetic Operations 
The main process of the proposed method follows 

NSGA-II [Deb et al., 2002] which is a method for 

multi-objective optimizations. Also, the genetic 

representation consists of real value for each gene, so 

the process uses BLX-α [Eshelman and Schaffer, 

1993] for crossover. The overall of this process is as 

follows. 

1. Initial population generation and evaluation 

2. Selection, crossover by BLX-α and random 

mutation 

3. Evaluation 

4. Generation updating 

5. Repeat 2. to 4. until the termination condition is 

satisfied. 

Here, a generation is regarded as the process from step 

2 to step 4. And BLX-α crossover operates to 

randomly generate a child from an extended area of 

the hyper-rectangle composed of the two parents, as 

shown in the following equation. From the parental 

genes p and q of dimension D, the child gene x is 

generated by the formula 

 𝑥𝑖 = 𝑟𝑖𝑝𝑖 + (1 − 𝑟𝑖)𝑞𝑖   (8) 

where i is an index of dimension. Also, the termination 

condition is configured by the number of generations. 

Using this process, the vector of each control point in 

the gene is changed in order to ensure that the edges 

are well bundled. However, it is quite difficult for 

control points to overlap and bundle with each other, 

etc., since GABEB are dealing with real values of 

vectors. In particular, when the amount of movement 

of v is large, control points of adjacent edges rarely 

overlap. 

ISSN 2464-4617 (print) 
ISSN 2464-4625 (online)

Computer Science Research Notes - CSRN 3301 
http://www.wscg.eu WSCG 2023 Proceedings

https://www.doi.org/10.24132/CSRN.3301.33 286



In order to improve the results of edge bundling, we 

add the steps related to concatenation process we 

propose before and after crossover and mutation steps. 

Hereafter, we describe the algorithm for concatenation 

and deconcatenation processes in detail. 

4. GABEB WITH CONCATENATION 

PROCESS 
In this paper, we propose a bundling method that 

considers concatenating of control points at 

neighboring edges to improve the visual clutter 

problem in GABEB. The overall of the improved 

process is as follows. 

1. Initial population generation and evaluation 

2. Deconcatenation of control points 

3. Selection, crossover by BLX-α and random 

mutation 

4. Concatenation of control points 

5. Evaluation 

6. Generation updating 

7. Repeat 2. to 6. until the termination condition is 

satisfied. 

Hereafter, we describe the algorithm for concatenation 

and deconcatenation processes in detail. 

Control Point Concatenation and 

Deconcatenation Process 

In this paper, we propose a bundling method that con-

siders concatenating of control points at neighboring 

edges to improve the visual clutter problem in 

GABEB. 

4.1.1 Concatenation Process 
After the crossover and mutation process, the 

concatenating process of control points is performed. 

The control point merging process is performed as 

follows. An example figure of the concatenation 

process is shown in Fig. 4. 

1. For all control points belonging to each edge, find 
the neighbouring control points where the 
distance is less than d (called maximum 
concatenating distance) and there is no control 
point belonging common edge in the combined 
set of control points (Fig. 4 (1), (2)). 

2. Determine concatenating pairs in order of shorter 
distance between control points. If a control point 
included in a common edge is newly added to the 
set of control points that have already been joined 
by a control point pair that has already been 
decided to be concatenated, no concatenating is 
performed (Fig. 4 (3)). For example, when 
considering concatenation of the pair of control 
points shown in (iv), after the control point pairs 
(i), (ii), and (iii) have already been decided to be 
joined, the control point pair (iv) is judged that 
they are belonging to common edge due to the 
pair (iii), thus the control point pair (iv) is not 
joined. 

 

Figure 4. Concatenation Process 
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3. Stores the pos positions of each control point for 
which a join has been determined to be 
concatenating (Fig. 4 (4)). 

4. Calculate the average position of each set of 
combined control points and assign them as the 
sharing position of the control points in the set 
shown as Fig. 4 (5), (6). 

4.1.2 Deconcatenation Process 
Before the crossover and mutation process, 

deconcatenation is performed when a bound control 

points within an individual becomes operation targets 

of crossover or mutation. The following procedure is 

used for deconcatenation (Fig. 5). 

1. In the crossover and mutation process, check the 
presence of the control points that are bound to 
the target gene (Fig. 5 (1)). 

2. If a bound control point cps is included in the 
control point set CPS, remove the control point cps 
from CPS and assign the position poss of the 
control point cps as the new position of the control 
point (Fig. 5 (2), (3)).  

3. Perform the unbinding process for control points 
cpt (∀cpt ∈ CPS). In the case that cpt is only 
bound to cps, assign the position post of the 
control point cpt as the position of the control 
point. If there are other control points bound to cps, 
calculate the average position of CPS without cps 
and assign it to CPS (Fig. 5 (4), (5)). 

5. EXPERIMENTS 

Goal, Dataset, Parameters and criteria 
To check the effectiveness of the proposed method, we 

performed the experiments by applying proposed 

method to the node-link diagrams. 

In this experiment, we used the node-link diagrams of 

the aerial map in Japan. The node-link diagram 

consists of 79 nodes (airports) and 233 edges (routes) 

in total. Bundled graph of the aerial map in Japan by 

FDEB is shown in Fig. 6 as example. 

 

Figure 5. Deconcatenation Process 

 

Figure 6. Original Japan Aerial Map(left) and FDEB 

result(right) 
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In the experiments, we check the four evaluation 

criteria used in fitness function, MELD, MOA, EDD, 

and PQ explained in Section 3.3. Also, we use 

Hypervolume which is widely used as an evaluation 

indicator for the non-dominated solutions in multi-

objective optimization problems [Zit98][Li19]. The 

hypervolume is calculated from the area formed by the 

reference point and the solution set. And the larger this 

Hypervolume, the better the solution set is considered. 

We used reference point for Hypervolume to the worst 

value of each objective function.  

Also, as parameters, the maximum movement distance 

and the maximum concatenating distance d are set to 

10, 20, 30, 50. And the other parameters of the 

experiments are shown in Table 1. 

Experiment Results 
Bundled graph of the edge bundling results are shown 

in Fig. 6 and Fig. 7. Fig. 6 is the results of pareto 

solutions by GABEB and Fig. 7 is the results of 

proposed results. Also, bundled results with the 

change of the connection distance are shown in Fig. 8. 

We first compared the result figures of the bundling 

between Fig. 7 and Fig. 8. Because of the large d, the 

edges are basically hard to coalesce in GABEB. 

However, the results of the bundling in Fig. 8 are 

improved by the concatenation of the control points by 

the connection of the nearest neighbors. The 

comparison of the results of the bundling by the 

distance of the concatenation in Fig. 9 also shows that 

the more control points are aggregated as d increases. 

As a result, aggregation of the wide-area edges is well 

performed in bigger concatenating distances. 

Next, we compared the evaluation value. The average 

evaluation value of the population is shown in Table 

2, which shows proposed method archived better 

values in the two or three evaluation values by 

GABEB. Also, Hypervolume value of the non-

dominated solutions in the whole population is shown 

in Table 3, and it indicates proposed method acquires 

more diverse solutions. 

On the other hand, the computation time of proposed 

method shown in Table 5 is worse than GABEB. 

Moreover, the more longer movement distance 

increases computation time significantly compared to 

GABEB. 

In the proposed method, the calculation of the distance 

between the control points in the concatenating 

process requires large amount of computation time. 

Thus, the alternative method of the calculation of the 

Initial Population Size 1000 

Max Population Size 2000 

Crossover Probability 0.9 

Mutation Probability 0.05 

α for BLX-α 0.5 

Termination of generation 1000 

MOA Unit Size 5 

Control Point 3 

Table 1. Parameters of Experiments 

 

Figure 7. Examples of GABEB 

 

Figure 8. Sample Pareto Solutions of Proposed 

Method 

 

Figure 9. Example of Proposed Method Results 

with Different Concatenation Distance 
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distance of the control points such as approximation 

neighborhood search method needs to be considered. 

6. CONCLUSION 
GABEB is a method of bundling using a genetic 

algorithm as an optimization problem for edge 

placement based on aesthetic criteria, but GABEB 

does not sufficiently consider bundling process 

between neighboring edges, which causes the result of 

leaving visual clutter in the bundling results. We 

proposed an improved bundling method based on 

GABEB by considering the concatenation of control 

points of neighboring edges. By concatenating 

neighboring control points that satisfy certain 

conditions and proceeding with optimization with 

shared positions, which enabled to aggregating many 

control points and improving visual clutters. 

In the experiment, proposed method performed 

bundling on Japan aerial map, and the results were 

compared with GABEB. Experiment results showed 

that the proposed method obtained a better evaluation 

values in some evaluation values and a more diverse 

solution set. 

As future works, we believe it is necessary to solve 

the computational speed problem that makes 

application to large-scale node-link diagrams 

difficult, with faster concatenation processing. For 

this purpose, we plan to incorporate techniques such 

as Local Sensitive Hashing [Ind98] and SketchSort 

[Tab10] which are fast Nearest-Neighbor methods. 

Also, the results in this paper are shown using GA, 

but we would like to verify whether other 

optimization methods based on computational 

intelligence (such as meta heuristic algorithms like 

firefly algorithm [Yan08] can also be applied in 

Edge-Bundling, which aims for optimal placement 

of control points. Other possibilities include 

hardware acceleration (e.g., using GPGPU [Nak12]) 

rather than algorithms. Also, the proposed algorithm 

is implemented based on GABEB, which does not 

move nodes. Therefore, since graph drawing which 

is an algorithm to place the nodes properly needs to 

be considered separately, it is necessary to 

implement an algorithm that takes node placement 

into account as well. 
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ABSTRACT
Arc-length or natural parametrization of curves traverses the shape with unit speed, enabling uniform sampling
and straightforward manipulation of functions defined on the geometry. However, Farouki and Sakkalis proved
that it is impossible to parametrize a plane or space curve as a rational polynomial of its arc-length, except for the
straight line. Nonetheless, it is possible to obtain approximate natural parameterizations that are exact up to any
epsilon. If the given family of curves possesses a small number of scalar degrees of freedom, this results in simple
approximation formulae applicable in high-performance scenarios. To demonstrate this, we consider the problem
of finding the natural parametrization of ellipses and cycloids. This requires the inversion of elliptic integrals of
the second kind. To this end, we formulate a two-dimensional approximation problem based on machine-epsilon
exact Chebhysev proxies for the exact solutions. We also derive approximate low-rank and low-degree rational
natural parametrizations via singular value decomposition. The resulting formulae have minimal memory and
computational footprint, making them ideal for computer graphics applications.

Keywords
Curves, Approximation, Arc-length parametrization, Natural parametrization

1 INTRODUCTION AND PREVIOUS
WORK

The parametrization of a curve is not unique since
there are infinitely many variations that result in the
same shape. However, the analytic derivatives of the
curve do change in the process. Natural or arc-length
parametrization stands out in the sense that the artifacts
of parametrization are absent from the algebraic formu-
lation of derivatives. In other words, the derivatives of
an arc-length parametrized curve only consist of geo-
metric invariants, such as curvature and torsion, and
their derivatives. This is a direct consequence of the
Frenet-Serret formulae [Car18].

Unfortunately, natural parametrization is not a fea-
sible practical representation. This was first proven
rigorously by Farouki and Sakkalis [FS07] when
they showed that no plane or space curve may be
parametrized as a rational polynomial function of its
arc-length, except for the line. However, they have

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

identified a subset of polynomials that possess polyno-
mial arc-length functions. This class of polynomials is
referred to as Pythagorean hodographs. Although it is
still not possible to parametrize these by arc-length, the
ability to express the arc-length in closed form proved
to be of merit in various applications [Far08].

Nonetheless, approximate arc-length parametrizations
may offer practical alternatives. Farouki considered
the Möbius transformation to reparametrize degree
n Bézier curves such that the result is approximately
unit speed [Far97]. He showed that there is a unique
reparametrization of this kind that minimizes a
functional that penalizes deviation from unit speed
traversal. A more elementary derivation to this result
was given by Jüttler in [Jüt97].

Sánchez-Reyes and Chacón proposed an approximate
arc-length parametrization of plane curves in [SC15]
that does not rely on optimization. They constructed
second-order geometric Hermite interpolants [BHS87]
to approximate an arbitrary input curve. Quintic poly-
nomials are capable of reconstructing both geometric
invariants and parameterization up to second order at
endpoints [Sch98]. The latter were chosen such that the
interpolant is unit-speed and possesses orthogonal first
and second derivatives, while the former was used to re-
construct position, tangent, and curvature centers at the
parametric endpoints. To achieve the desired accuracy,
they employed multiple geometric Hermite segments.
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(a) Parameterization from Equation (1) (b) Natural ellipse parameterization.

Figure 1: Ellipse and its natural parameterization

We also consider the problem of approximating arc-
length parametrizations; however, we focus our atten-
tion on adjustable precision and restrict our discussion
to trochoid curves only. To this end, we present a
scaleable framework that may be used to devise high-
accuracy approximate natural parametrizations of tro-
choids by means of rational approximations.

In Section 2, we briefly review how an incomplete ellip-
tic integral of the second kind is derived upon formulat-
ing the natural parametrization of ellipses and trochoids
and what simplifications can be applied to it.

In Section 3, we show that a low-rank separable ap-
proximation may be computed from a properly sampled
simplified formulation, and Section 4 shows that it can
be realized by custom degree rational polynomials.

We show that even degree (2,1) rational polynomial
separable approximations yield high accuracy results
with negligible computational cost in Section 5.

2 APPROXIMATE NATURAL PARAM-
ETERIZATIONS

There are various means to approximate the arc-length
parametrization of a curve. Methods such as Runge-
Kutta provide procedural solutions; however, our aim
is to derive closed-form approximations.

Let us consider how the natural parameterization of an
ellipse with semi-major axis a and semi-minor axis b is
derived. A general parametrization is given as

ppp(φ) =

ñ
acos(φ)
bsin(φ)

ô
, φ ∈ [0,2π), 0 < b < a ∈R . (1)

From Equation (1), the arc-length function is

sppp(φ) =

φ∫
0

»
a2 sin2

ϕ +b2 cos2 ϕ dϕ

= b ·
φ∫

0

√
1−
Ä

1− a2

b2

ä
· sin2

ϕ dϕ .

Thus, we can express the arc-length function with the
incomplete elliptic integral of the second kind, denoted
as E(φ |m). Inverting this and substituting back to Equa-
tion (1) leads to the natural parameterization of the el-
lipse:

sppp(φ) = b ·E
(

φ

∣∣∣1− a2

b2

)
=⇒

ppp
Ä

s−1
ppp (s)

ä
= ppp
Å

E−1
(

s
b

∣∣∣1− a2

b2

)ã
.

2.1 Trochoid parameterization
The following trochoid parameterization unifies hy-
potrochoids and epitrohods while also describing
circles, ellipses, hypocycloids, and epicycloids with
only two parameters:

ppp(φ) =

ñ
cosφ +acos(bφ)
sinφ +asin(bφ)

ô
, a,b ∈ R\{0} . (2)

Note that if a = 0 or b = 0 or b = 1, the curve is just a
circle. When b = −1, the above simplifies to an equa-
tion of an ellipse with a+ 1 semi-major axis and 1− a
semi-minor axis. Observe that the curves

pppa,b(φ), ppp−a,b(φ), pppa, 1
b
(φ), ppp−a, 1

b
(φ)

only differ in scale and rotation from each other. Thus,
without the loss of generality, we can assume that a > 0
and 0 ̸= b ∈ [−1,1].
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(a) Epitrochoids with b = 1
5 . (b) Hypotrochoids with b =− 1

5 .

Figure 2: Trochoids with different values of a from Equation (2).

Figure 3: Classification of the trochoid curve family with Equation (2).

Table 1 and Figure 3 classify these trochoids, so we
can relate Equation (2) to the well-known constructive
derivation via rotating circles.

A wide range of plane curves fall into this categoriza-
tion, such as the Tusi couple (a = 1,b = −1) that cre-
ates linear motion from rotational one. The cardioid
(a = 2,b = 1

2 ) that appears in our coffee cups or the
deltoid curve a = 2,b =− 1

2 , limaçon curves b = 1
2 , the

nephroid a = 3,b = 1
3 , the astroid a = 3,b = − 1

3 , and
cycloids in general |ab| = 1 including the tautochrone
and the brachistochrone curves.

We obtain the arc-length parameterization of trochoids
similarly to ellipses:

sppp(φ) =

φ∫
0

»
a2b2 +2ab · cos((b−1)ϕ)dϕ

=

φ∫
0

 
(1+ab)2 −4absin2

Å
b−1

2
ϕ

ã
dϕ

= |1+ab| ·
φ∫

0

 
1− 4ab

(1+ab)2 sin2
Å

ϕ
b−1

2

ã
dϕ

=
2|1+ab|

b−1
·E
Ç

φ
b−1

2

∣∣∣∣∣ 4ab
(1+ab)2

å
(3)
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b =−1 Hypotrochoids b < 0 Epitrochoids b > 0 b = 1
Curtate |ab|< 1 ellipse curtate hypotrochoid curtate epitrochoid circle
Cycloid |ab|= 1 Tusi couple hypocycloid epicycloid circle
Prolate |ab|> 1 ellipse prolate hypotrochoid prolate epitrochoid circle

Table 1: Classification of trochoids and their names.

2.2 Incomplete elliptic integral of the sec-
ond kind

Before we approximate the inverse of the incomplete el-
liptic integral of the second kind, let us review its prop-
erties.

E(φ |m) =

φ∫
0

»
1−m · sin2

ϕ dϕ , φ ∈ [0,2π), m∈ [0,1]

The complete elliptic integral of the second kind
is E(m) = E

Ä
π

2 |m
ä

. Special values: E(0|m) = 0,
E(φ |0) = φ . The incomplete elliptic integral
grows linearly and it is also 2π periodic, that is
E(φ |m) = 2

π
E(m) · φ + E(φ mod 2π | m). Moreover,

we can tile the periodic part with the quarter period.
For trochoids, we can calculate E(φ |m) for negative
m values with m → m

m−1 ∈ (0,1) using the following
formula. A pair of these corresponding values of m are
highlighted in Figure 4a where the incomplete elliptic
integral is visualized.

Lemma 1. For any φ ∈ R and 0 ̸= m ∈ R,

E(φ |m) =
√

1−m
(

E
Ä

m
m−1

ä
−E
Ä

π

2 −φ | m
m−1

ä)
. (4)

Proof. Subtitute φ = π

2 −θ as if we rotated the trochoid
by 90◦ degrees:

E(φ |m) =

φ∫
0

»
1−msin2

ϕ dϕ

=

π/2∫
π/2−φ

√
1−mcos2 θ dθ

=
√

1−m

π/2∫
π/2−φ

»
1− m

m−1 sin2
θ dθ

=
√

1−m
(

E
Ä

m
m−1

ä
−E
Ä

π

2 −φ | m
m−1

ä)
Lemma 2. If ξ ·E(m) = E(φ |m) for any ξ ,φ ∈ R and
0 ̸= m ∈ R, then

φ =
π

2
−E−1

(
E
Ä

m
m−1

ä(
1−ξ

) ∣∣∣ m
m−1

)

Proof. Substitute ξ · E(m) into the left side of Equa-
tion (4) and rearrange to obtain

E
Ä

π

2 −φ

∣∣∣ m
m−1

ä
= E
Ä

m
m−1

ä
− E(m)√

1−m
·ξ .

Using the same Lemma 1 for θ = π

2 , we get the for-
mula for the complete elliptic integral E(m) =

√
1−m ·

E
Ä

m
m−1

ä
which when applied for the above leads to

E
Ä

π

2 −φ

∣∣∣ m
m−1

ä
= E
Ä

m
m−1

ä
−E
Ä

m
m−1

ä
ξ .

Rearranging the above completes the proof of
Lemma 2.

Figure 4 illustrates the geometry of the direct and in-
verse elliptic functions.

2.3 Simplifying E−1(ξ |m)

Note that if m < 0, Lemma 2 shows that we can remap
into the (0,1) range. Thus, let us now assume that m ∈
[0,1],ξ ∈ [0,1) so we can compute θ ∈ [0, π

2 ] from

θ = E−1 (E(m) ·ξ |m)
)
,

provided we have a good approximation of the right-
hand side over the (ξ ,m) ∈ [0,1]2 domain. To aid with
the approximation, let us remove the linear term as in
Figure 4b, square the function, and apply a W (ξ ,m)
weight function:(

E−1 (E(m)ξ |m
)
− π

2
ξ

)2
≈ W (ξ ,m) ·G(ξ ,m), (5)

W (ξ ,m) =
m ·ξ ·

(
1−ξ

)√
2−ξ −m

, (6)

where G(ξ ,m) is the function we approximate with.
The weight function is used to smooth out the pole in
the derivative at (ξ ,m) = (1,1) and zero out the func-
tion at m = 0, ξ = 0, or ξ = 1 values where it should be
zero. Figure 5a visualizes this approximation problem.

The computation of G(ξ ,m) can be carried out in mul-
tiple ways, but we found the above transformations
helped the most to obtain a higher precision low-rank
and low-degree approximation.

ISSN 2464-4617 (print) 
ISSN 2464-4625 (online)

Computer Science Research Notes - CSRN 3301 
http://www.wscg.eu WSCG 2023 Proceedings

https://www.doi.org/10.24132/CSRN.3301.91 295



(a) θ 7→ E(θ |m) functions for m ∈ (− inf,1]. Lemma 1 relates
the m = 0.5 and m =−1 teal curves.

(b) ξ 7→ E−1 (E(m)ξ |m
)
− π

2 ξ functions for various m ∈ [0,1]
values show the deviation from the linear function.

Figure 4: The incomplete integral of the second kind and its modified inverse that we need to approximate.

(a) Transformed incomplete elliptic inverse orange curves ap-
proximated with the blue surface with weight function.

(b) Low-rank component functions of the transformed inverse
incomplete elliptic integral.

Figure 5: Transformation and low-rank approximation of the inverse elliptic integral of the second kind

3 LOW-RANK APPROXIMATION
We want to find a k-rank approximation first, that is, a
pair of ci and ri functions such that

G(ξ ,m) =
k

∑
i=0

ci(ξ ) · ri(m) ci,ri : [0,1]→ R (7)

Figure 5b visualizes the G(ξ ,m) function with ci(ξ )
and ri(m) component functions drawn on the back
walls. If we evaluate the functions in Equation (5) at
ξ1, . . . ,ξM and m1, . . . ,mN values to get the matrix of
function values we want G to reproduce, we can per-

form a k-rank Singular Value Decomposition (SVD),
that is,

G =UDVT, U ∈ RM×k,D ∈ Rk×k,V ∈ RN×k

where we just have to find ci and ri functions that repro-
duce the i-th column of U ·

√
D, and V ·

√
D matrices to

extend G as a function with Equation (7). More specif-
ically, for i = 1, . . . ,k, j = 1, . . . ,M, and l = 1, . . . ,N:

ci(ξ j)≈ U ji

»
|Dii|,

ri(ml)≈ Vli sgnDii

»
|Dii| .
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Figure 6: Component functions ci(ξ ),ri(m) and their rational approximations ci(ξ )
ci(ξ )

and ri(m)
ri(m) where the nominator

polynomials are cubic, and the denominators are quadratic.

Figure 5 illustrates the transformation of the elliptic in-
verse integral and its decomposition into a low-rank ap-
proximation. Figure 6 shows the component functions
of an approximation.

4 RATIONAL POLYNOMIAL AP-
PROXIMATION

To approximate the above ci and ri functions at ξ j and
ml values, we can apply low-degree rational polynomial
approximations to find ci, ci, ri, and ri polynomials.

G(ξ ,m) =
k

∑
i=0

ci(ξ ) · ri(m) (8)

=
k

∑
i=0

ci(ξ )

ci(ξ )
· ri(m)

ri(m)

For these last steps, we employed the Chebfun Matlab
library [Dri14] for their state-of-the-art polynomial ap-
proximation algorithms. Figure 7 plots the error of a
degree (3,2) and rank 3 approximation.

5 RESULTS
Let us consider finding a separable (2,1) rational ap-
proximation solution to the arc-length parametrization
problem of trochoids using Matlab and Chebfun. Since
Chebfun relies on the Chebyshev basis, our sample
points are on the Chebyshev grid of

ξ j =−cos
Å

π
j−1

M−1

ã
,

ml =−cos
Å

π
l −1
N −1

ã
,

Figure 7: W (ξ ,m) ·G(ξ ,m)−W (ξ ,m) · Ĝ(ξ ,m) ap-
proximation error for a 3-rank and (3,2)-degree decom-
position.

for j = 1, . . . ,M and l = 1, . . . ,N. The resulting approx-
imation is

Ĝ(ξ ,m) =
ξ 2 −0.9553 ·ξ −0.04578

1.539 ·ξ −1.5626
(9)

· m2 +0.3193 ·m−0.09471
−23.993 ·m+26.213

Ê(m) =
m2 −5.5788 ·m+5.3188
−2.6429 ·m+3.3811

Figure 8 illustrates the error of this approximation com-
pared to the exact arc-lengths for trochoids correspond-
ing to a = 1 and b = 1,2, . . . ,16. The error is within
3 ·10−3 even at the arc-length of 60.

To evaluate our explicit approximate natural parameter-
ization for any (a,b) trochoid at any s ∈ R parameter,
we derive the inverse arc-length function from Eq. (3):

s−1
ppp (s) =

2
b−1

·E−1

Ç
s

b−1
2|1+ab|

∣∣∣∣ 4ab
(1+ab)2

å
. (10)
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Figure 8: Precise s−1
ppp compared to 1-rank separable (2,1)-degree rational approximation for trochoids with a =

1,3 . . . ,13, and b = 0.5. Albeit the error is not small, the approximation here is a crude quadratic over linear
rational separable approximation using the code seen in Fig. 9. Note that only one global approximation is needed
to evaluate the arc-lengths of any trochoid.

Therefore, we can calculate

ξ :=
s

Ê(m)

b−1
2|1+ab|

, m :=
4ab

(1+ab)2 . (11)

Since the approximant below has a period of 4 and a
quarter period of 1 that we can tile with, that is

E−1 (E(m)(2−ξ )|m
)
= π −E−1 (E(m)ξ |m

)
.

Assuming ξ ∈ [0,1], we compute Ĝ with Eq. (8), for
example with Eq. (9). Finally, evaluate W (ξ ,m) and
E−1(s|m) which is obtained from Eq. (5) as

E−1(E(m)ξ |m
)
=

π

2
ξ −
»

W (ξ ,m) ·G(ξ ,m) . (12)

Figure 9 provides an example implementation for a
purely separable approximation g(ξ ,m) = c(ξ ) · r(m)
where the c(ξ ), r(m), E(m) functions are approximated
with (2,1) rational polynomials.

6 CONCLUSIONS
We derived an algorithmic framework to com-
pute high-accuracy approximate trochoid natural
parametrizations. This family of curves includes
circles, ellipses, and a variety of well-known shapes.
We demonstrated that our formulation may be used to
derive low-degree rational polynomial parametrizations
that approximate unit-speed traversal. Nevertheless, for
optimal results, we had to apply an appropriate simpli-
fication and weighting of the approximated function.
Even though we restricted the number of degrees of
freedom to two by choice of trochoids, our construct
may be generalized to higher dimensions, in other
words, to curves of higher flexibility; this is a future
research direction.
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1 function [theta] = trochoidInverseArclength(s, a, b, Ep, Eq, Cp, Cq, Rp, Rq)
2 % Approximate inverse arc-length function of trochoids from Eq. (2)
3 arguments
4 s (1,:) double % distance taken on trochoid parameterized as:
5 a (1,1) double % p(t) = [ cos(t) + a*cos(b*t) ,
6 b (1,1) double % sin(t) + a*sin(b*t) ].
7 Ep (1,:) double = [ 1 -5.5788 5.3188 ] % Rational approx of the complete integral
8 Eq (1,:) double = [ -2.6429 3.3811 ] % E(m) ~= Ep(m)/Eq(m)
9 Cp (1,:) double = [ 1 -0.9544 -0.0481 ] % overlined c(xi) polynom in the paper

10 Cq (1,:) double = [ 1.2038 -1.2610 ] % underlined c(xi) polynom in the paper
11 Rp (1,:) double = [ 1 -3.5267 0.0720 ] % overlined r(m) polynom in the paper
12 Rq (1,:) double = [ 16.2103 -20.5069] % underlined r(m) polynom in the paper
13 end
14
15 m = 4*a*b/(1 + a*b + 1e-12).^2; % m from a,b in Eq. (3)
16 xi = 0.5*(b-1) / ((abs(1+a*b)+1e-12) * E(m)) * s; % xi from Eq. (11)
17 theta = 2/(b-1) * Einv(xi, m) ; % s^{-1}(s) from Eq. (10)
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19 function e = E(m)
20 % Approximation of the complete elliptic integral of the second kind
21 e = 1;
22 if m < 0
23 e = sqrt(1-m); % Extending to m < 0 with Lemma 1 for the complete elliptic
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26 e = e * polyval(Ep, m) ./ polyval(Eq, m); % Rational approximation
27 end
28
29 function einv = Einv(xi,m)
30 % Approximation of the inverse of the incomplete elliptic integral of the second kind
31 is_m_neg = m < 0;
32 if is_m_neg
33 xi = 1-xi; % We extend to m < 0 with Lemma 2 for the inverse elliptic
34 m = m/(m-1); % We turn negative m values to be in [0,1]
35 end
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37 xi2 = mod(xi,2); % Remap xi from [-inf,inf] to [0,2].
38 xi1 = 1-abs(xi2-1); % Remap xi from [0,2] to [0,1]. Sign fixed in line 4
39
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42 einv = 0.5*pi*xi - sign(1-xi2).*g; % Linear + perioid term in Eq. (12)
43
44 if is_m_neg
45 einv = 0.5*pi - einv; % If m was negative, we use Lemma 2.
46 end
47 end
48 end

Figure 9: This simplified Matlab code example evaluates approximate arc-length functions, omitting the weight
function calculation.
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ABSTRACT 

The quality inspection of printed circuit boards (PCBs) is no longer feasible by human inspectors due to accuracy 

requirements and the processing volume. Automated optical inspection systems must be specifically designed to 

meet the various inspection requirements. A photometric stereo setup is suitable for the inspection of highly 

reflective gold areas on PCBs. In this process, several image acquisitions are performed under different 

illumination directions. This can reveal defects that are not visible under other illumination systems. In this paper, 

we use a segmented ring light so that image acquisition is possible under four different illumination directions. 

Using these images, a normal map and a mean image are calculated. The defects on the gold areas of PCBs are 

detectable in either the normal map, the mean image, or both images. A convolutional neural network (CNN) for 

classification detects the defects. The input is a 6-dimensional image from normal map and mean image. An 

accuracy up to 95% can be achieved with the available dataset. 

Keywords 
Photometric stereo, printed circuit board defect detection, convolutional neural network, normal map, quality 

inspection 

1. INTRODUCTION 
It is impossible to imagine our modern world without 

printed circuit boards (PCBs). They are found in 

electronic devices and are therefore produced in very 

high quantities. At the same time, there are very high 

requirements for their quality inspection. These 

requirements can only be carried out by automatic 

inspection system, as human inspection is not possible 

due to the high production rates and the required 

accuracy of defect detection. Inspection systems for 

PCBs differ greatly in their scope of application. For 

example, there are systems for detecting missing 

electronic assemblies, for inspecting solder joints, and 

for inspecting PCB patterns. In this publication we 

deal with the detection of defects on gold areas 

(surface finish) of PCBs. This is an extension of 

[Hab+22]. Surface treatments have the purpose of 

protecting the copper from corrosion so that electronic 

components can later be soldered onto the copper 

layer. Gold coatings belong to highly reflective 

surfaces, thus defects can partially become visible 

only under certain illumination directions. One 

illumination approach for the inspection of highly 

reflective components is photometric stereo [Woo80]. 

In this method, at least three image acquisitions of a 

component are taken under different illumination 

directions. This allows the orientation of the surface of 

the component to be determined for each point 

[Woo80] and to create a normal image. With the 

obtained normal map, a trained convolutional neural 

network can be used to detect defects such as cracks, 

dents and scratches on metallic parts [Cer+20]. 

Another possibility is to predict the normal map using 

convolutional neural networks (CNNs) [Cao+22, 

PMM22]. In addition to the orientation of the surface 

normals, height information of the component surface 
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3D depth map can be used to detect defects. Podrekar 

[Pod+17] et al. use a 3D depth map for quality 

inspection on tablets, which is calculated from the 

surface normal using path integration procedure. 

Defects can be detected by comparing the maps with 

a tablet model. Curvature images can also be used to 

visualize defects such as scratches and wrinkles on 

surfaces. Curvature images are derived from the 

surface gradient [Ren+20]. For the detection of defects 

that do not have a height characteristic, 3D depth map, 

normal map and curvature images are not suitable. To 

detect these defect classes in addition to defects with 

height characteristics on the component surfaces, 

additional image information must be taken into 

account. Saiz [Sai+22] et al. uses several photometric 

images and merges them to a RGB image which is fed 

as input to the segmentation CNN for the detection of 

defects on nickel-plated components. They propose a 

combination of curvature images, texture images and 

range images (image gradient magnitude). Another 

method to perform quality inspection on highly 

reflective components is to fuse the images with 

different illuminations to an RGB image [LOK19]. 

With this method Roughness, Slope and Reflectivity 

[LOK19] of the component surface can be obtained. 

In this publication we focus on the detection of defects 

on the gold areas of PCBs. The defect classes include 

defects that are only visible through the surface 

normal images, defects that are only visible through a 

texture image and defects that can be detected in both 

images. For this reason, a normal map and a texture 

image are necessary for quality inspection. Unlike 

[Sai+22] and [LOK19], we do not merge both images 

into one RGB image, but provide the defect detection 

CNNs with a 6-channel image as input. 

2. EXPERIMENTAL 
The PCB images were acquired using an inspection 

setup consisting of a high resolution area scan camera, 

telecentric lens, segmented ring light and XY stage. 

Figure 1 shows the setup. The setup of the inspection 

system and the inspection method is described in 

detail in [Hab+22]. However, instead of homogeneous 

illumination as mentioned in [Hab+22], a white light 

segmented ring light (CCS HPR2-150SW-DV04M12-

5) from CCS Inc. was used. With this type of 

illumination, certain defect classes on the highly 

reflective gold areas could be visualized. The 

individual four quadrants of this illumination can be 

controlled one after the other with an LSS Light 

Sequence Switch from CCS Inc., This allows images 

to be acquired from different directions of 

illumination. On the basis of the acquired images a 

photometric stereo processing is possible. The surface 

normals were calculated with the least mean square 

function of the numpy library [Har+20] from the four 

image acquisitions and the positions of the 

illuminations (light vectors). 

Figure 1: Inspection setup for the detection of PCB 

defects on gold areas. An XY stage moves the PCBs 

under the camera. Photometric imaging is 

performed with a segmented ring light and a high 

resolution camera so that four image acquisitions 

can be taken of each PCB from different 

illumination directions. 

The light vectors are determined during the calibration 

of the photometric system. In this publication, we used 

a metal sphere and the formulas from [VW] to 

calculate the light vectors. In this calibration method, 

a metal sphere is placed under the camera and a total 

of 4 image captures are taken from different 

illumination directions using the segmented ring light. 

The position of the light rays directly reflected by the 

metal sphere can be determined by a thresholding 

procedure. In the case of specular reflection, the angle 

of reflection and the angle of observation are the same, 

so that the observed light intensity is equal to the 

incident intensity. By determining the center 

coordinates of the sphere, the radius and the position 

of the direct reflection on the sphere, the normal vector 

and subsequently the light vectors can be calculated 

using the equations in [VW]. Unfortunately, the 

results from the calculated light vectors showed a non-

uniform normal map. This means that the color coding 

varies in different areas of the PCB. For a flat surface, 

the color coding should be the same. Despite non-

uniform normal map, the defects remain visible. In 

addition to the normal map, a mean image is 

calculated from the four image acquisitions by fusing 

them to one RGB image using the numpy mean 

function.  

The defects examined are copper residue, dent, 

contamination and discoloration. Each defect class is 

visible either in the normal map, in the mean image, 
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Figure 2: Defect classes displayed normal map and 

mean image. (a) contamination, (b) dent, (c) copper 

residue and (d) discoloration. 

or in both images. In Figure 2 the examined defects 

are shown. The defect contamination is visible both in 

the mean image and partially in the normal map. The 

sliding window approach [Hab+22] is used to inspect 

the quality of the PCBs. Here, 100x100 patches are cut 

out from the normal map and mean images and are 

then resized to 124x124 patches and merged to a 

124x124x6 dimensional image. This image is the 

input for the classification CNN. The output is a defect 

class (copper residue, dent, contamination, 

discoloration and OK). 

3. RESULTS AND DISCUSSION 
The classification CNN has a 6-dimensional image 

input and is composed of two consecutive 

convolutional layers, a batch normalization layer and 

a max pooling layer. At the end there are two fully 

connected layers with dropout layer in between. The 

architecture of the CNN is shown in Figure 3. Since 

the input consists of a 6-dimensional image (mean 

image and normal map), no existing network 

architecture such as ResNet with Transfer Learning 

was used, but an own network architecture was 

developed. Existing network architectures such as 

ResNet use 3-dimensional images as input. An 

adaptation of an existing network architecture to our 

needs would mean a complete training on a deep 

network and would be computationally more  

 training validation test 

copper residue 
1083 

(3249) 
232 232 

dent 
2317 

(4634) 
496 495 

OK 
3417 

(5142) 
733 731 

contamination 
422 

(5908) 
90 85 

discoloration 
178 

(3738) 
38 37 

Table 1: Composition of the entire dataset divided 

into training, validation and test dataset. The 

numbers indicate the amount of existing defects in 

the dataset. In parentheses are the number of 

existing data after augmentation by the 

augmentation algorithms. 

expensive than the training of a small network from 

scratch. For this reason, a self-developed network 

architecture without transfer learning was chosen. 

When designing the architecture and selecting the 

hyperparameters such as batch size and learning rate, 

several training runs were performed and the network 

architecture and parameters were selected so that the 

best results in terms of accuracy and performance 

could be achieved. The PyTorch framework [Pas+19] 

was used to create the classification CNN and for 

training. Cross Entropy Loss, a batch size of 64, a 

learning rate of 0.0001 was chosen. The network was 

trained for 100 epochs. As optimizer the function 

OneCycleLR from PyTorch [Pas+19] was used. The 

maximum learning rate, a parameter of the optimizer, 

was set to 0.005.  

The composition of the image data per defect is shown 

in Table 1. The dataset is very unbalanced. There are 

only few image data of the defect class discoloration 

while many image data of the OK class are present. 

Figure 4: Training loss and validation loss when 

training the CNN on 100 epochs. The smallest 

validation loss (epoch 64) was chosen for the 

evaluation. 
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Augmentation algorithms were used to balance and 

augment the training dataset. All image data of the 

training dataset were enlarged by augmentation and 

for defect classes with limited data, the image data 

were augmented more often than, for example, image 

data of the OK class. For data augmentation, 

horizontal flips, rotations, blurring and affine 

transformations were performed. Furthermore, 

adjustments were made for brightness, contrast and 

intensities in the hue channel. Figure 4 shows the loss 

of training and validation. During training, the 

networks weights were saved at each epoch. For the 

evaluation, the network configuration of the CNN 

were used where the validation loss was the smallest. 

This was epoch 64. The results of the classification 

CNN are shown in Figure 5 in the form of a confusion 

matrix. It can be seen that the defect class 

discoloration provides a very good prediction 

accuracy, although this class has the smallest amount 

of image data available. Misclassification occurs 

especially with contamination but also with dents. 

These defects are mistaken for the OK class. This is 

possibly due to the fact that the dataset also contains 

difficult-to-detect contamination defects and very 

small expressions of the defect class dents. With this 

configuration, a defect detection accuracy of 95% 

could be achieved. The Matthews correlation 

coefficient (MCC) is 92%.  

4. CONCLUSION 
In this publication we present an inspection system for 

the detection of defects on the gold areas of PCBs. A 

photometric stereo setup is used to visualize the 

defects on the highly reflective gold surface and a 

normal map is calculated. All defects except for the 

defect discoloration are visible in the normal map. A 

mean image is calculated from the available image 

acquisitions, in which the defect classes discoloration 

and contamination are clearly visible. A classification 

CNN receives normal map and mean image in the 

form of a 6-dimensional image as input. On the test 

dataset an accuracy of 95% and MCC value of 92% 

could be achieved. One of our goals is to improve the 

calibration method so that a more uniform normal map 

can be computed. Furthermore, we want to test 

different input images and compare the classification 

accuracies.   

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3: Network architecture of the CNN applied. The input (124x124x6) is composed of the fused mean 

image and normal map. The architecture structure consists of two consecutive convolutional layers, a batch 

normalization layer and max pooling layer. The classification is performed by two fully connected layers. 

The output of the last layer corresponds to the number of defect classes. 
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ABSTRACT
In this paper, we propose a new gasket fractal constructed in a deterministic iterated function system
(IFS) way by means of interacting ball and square sets in R2. The gasket consists of the ball sets generated
by the IFS, possessing also exact self-similarity. All this leads to a direct deduction of other properties
and a clear construction methodology, including a dynamic geometry procedure with an open-source
construction protocol. We also develop an extended version of the fractal in Rn. Some resulting config-
urations consisting of stacked 2D-fractals are plotted. We discuss about potential applications of them
in some areas of science, focusing mainly on percolation models. Guidelines for future work are also
provided.

Keywords
gasket fractal, n-sphere, iterated function systems, box-counting dimension, dynamical geometry, per-
colation

1 INTRODUCTION: BACKGROUND
AND NOTATION

Fractals are geometrical shapes made up of
smaller and smaller elements than add roughness
to the entire shape. Talking about its length is not
clear since there will always be something finer
that will escape the sensitivity of the instrument
used, increasing or decreasing this measurement.
Then, they should be measured by borders, poly-
gons, balls, boxes or new concepts that go beyond
classical geometric concepts.

In other words, when we measure any shape by
choosing different measurement scales, power law
relationships written by N = sD are fulfilled, with
N as the number of segmented figures, s the sim-
ilarity dimension, and D the fractal dimension. If
the shape satisfies the above relation with D as a
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non-entire number, we are dealing with a fractal
[B.B83]. Among those structures, gasket fractals
are defined such as those ones that are constructed
by joints of sets.

Gasket fractals have become a source of inspira-
tion for the design of several digital and physi-
cal structures [Gua18, AHHN21, Rao21, FFSS22].
Some of the most popular fractals within this kind
are generated by applying an iterated function
system (IFS) to a deterministic formulation, such
as the Koch snowflake [Koc04], the Sierpinski tri-
angle [Sie15], the T-square [DJW16], the Cantor
dust [Can70, Can71], and its two-dimensional and
three-dimensional versions: the Sierpinski carpet
[Sie16] and the Menger sponge [Edg04], respec-
tively.

Our fractal design belongs to the the above sub-
kind of construction. It is defined in an Euclidean
space in R2. Two types of sets are the basis of the
generating IFS: on the one hand, B(c,r) refers, as
usual, to a closed ball with radius r that is cen-
tered at c, r ∈ R, c ∈ R2; on the other hand, we re-
fer by S(c,r) to the set composed by all the points
inside and on the borderline of a square, a “closed-
square”, with side 2r that is centered at c. In this
way, both kind of sets B and S, are defined by
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their center position and radius of the maximum
circumscribed circle inside the square. The paper
is structured as follows: fractal’s definition and its
main properties are introduced in Section 2, for 2D
and higher dimensions; the method of construc-
tion, both pseudo-code and procedure by dynam-
ical geometry using open-source software, is de-
tailed in Section 3; Section 4 exemplifies the poten-
tial applications of some resulting fractal arrange-
ments and discuss about other potential uses; fi-
nally, concluding remarks and guidelines for fu-
ture works are discussed in Section 5.

2 MODELING THE FRACTAL
Let the initial set S(κ0,ρ0) and its largest circum-
scribed ball B(κ0,ρ0) ≡ F0, κ0 ∈ R2, ρ0 ∈ R. At
the first iteration, S(κ0,ρ0) is divided into the four
largest squares S(κi,ρ1), i = 1,2,3,4, each of them
intersecting B(κ0,ρ0) in only one point xi ∈ R2,⋂4

i=1 xi = ∅. The couples of parameters defining
each generated i-th square are obtained by the ful-
fillment of the following constraints:

κi ∈ S(κ0,ρ0), κi /∈ B(κ0,ρ0),
4⋂

i=1

ki =∅ (1)

ρ1 =
1
2

sup
{

δ :
(

S(κi,δ )⊂ S(κ0,ρ0),

S(κi,δ )
⋂

B(κ0,ρ0) = xi

)}
, ∀δ > 0. (2)

Due to symmetry, all the generated squares
S(κi,ρ1), i = 1,2,3,4, have the same radius length
ρ1, and are equidistant to the center of their
generator square S(κ0,ρ0) in direction to its
vertices, going through its respective xi, see the
representation in Fig. 1. So, the sub-index for
the radius length goes with the iteration number.
All this leads to the respective generated balls
B(κi,ρ1), i = 1,2,3,4, which make up F1.

Now, this function system is extended to the m-
th iteration, m ≥ 1, by substituting S(κ0,ρ0) with
each j-th square generated at the (m− 1)-th itera-
tion, and applying Eqs. (1) and (2) to them. Since
each new ball becomes a generator of four balls
of lower size but possessing the property of ex-
act self-similarity, we can easily calculate that gen-
erated number of balls Nm = 4m balls with radius
ρm = ρ0um, with u =

(
1−

√
2/2
)
/2, at the m−th it-

eration. Those power-law behaviors are shown in
a logarithmic view in Fig. 2.

m = 0

m = 1

m = 2

m = 3

Figure 1: Top-right view of the fractal, the first
three iterations are shown. The initial (m = 0)
circumscribed gray ball B(k0,ρ0) generates four
squares as described in the text, each of which
leads a new level (m= 1) of circumscribed red balls
B(k1:4,ρ1). Each red ball generates a new level
(m = 2) of squares with their respective circum-
scribed green balls B(k5:20,ρ2). The process contin-
ues taking the green balls as generators, four blue
balls (m = 3) generates for each green ball, and so
on.

Other properties, such as the cumulative area Am
and the fractality D of the gasket can be directly
calculated from ρm and Nm. Namely:

Am =
m

∑
i=0

Niπ (ρi)
2 = π (ρ0)

2
m

∑
i=0

4iu2i, (3)

being the last expression in terms of the initial ra-
dius ρ0. Then, taking m → ∞ and normalizing Eq.
(3) with respect to S(κ0,ρ0), it becomes

A =

(
1

(2ρ0)
2 lim

m→∞
Am

)
×100% ≈ 86%. (4)

In turn, since our gasket is deterministic and ex-
act self-similar, the fractal dimension can be com-
puted by a simple formula related to the box-
counting formulation [Fal90]:

D =
lnv
ln 1

u

=
ln4

ln 2
1−

√
2/2

= 0.72, (5)

where v takes its value from the number of balls
generated per square. In this way, the fractal-
ity of our gasket is lower than other known 2D
self-similar gaskets, such as the Sierpinski trian-
gle (DST = 1.59), the Sierpinski carpet (DSC = 1.89),
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the T-square (DT−square = 1.58), and the Koch curve
(DKoch = 1.26). Indeed, it has a fractal dimension
about the 1D Cantor dust (DCantor = 0.63).

Definition. Let Fm,q, the q-th ball generated at the
m-th iteration of the IFS described above, then

Fm =
4m⋃

q=1

Fm,q (6)

and the ball-gasket fractal consists of

F = lim
m→∞

Fm. (7)
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Figure 2: In red- logarithm on the radius ρm of the
circumscribed balls as a function of the number of
iterations m, assuming ρ0 = 1. In blue- logarithm
of the number of generated balls Nm in each itera-
tion m.

Extension to Rn

The construction method of F allows to formulate
it for an euclidean space in Rn. The first step is
to extend our definitions for squares and balls to
Sn(c,r) and Bn(c,r), in which they refer to the set
of points inside an n-cube and an n-sphere, respec-
tively, centered at c ∈ Rn and having radius r ∈ R,
i.e., the nomenclature for the original case in R2

would be S2(c,r) and B2(c,r).

Then, the number of the generated n-spheres de-
pends on the number of vertices of the n-cubes: 2n

for the n-dimensional case [Cox74], so that a to-
tal of Nn

m = 2nm balls are generated at the m-th it-
eration, each one with different intersection point
xi ∈ Rn,

⋂2n

i=1 xi =∅, and Eq. (1) becoming

κi ∈ S(κ0,ρ0), κi /∈ B(κ0,ρ0),
2n⋂

i=1

ki =∅. (8)

Thus, our n-dimensional ball-gasket fractal is de-
noted by

Fn = lim
m→∞

Fn
m, (9)

where

Fn
m =

2nm⋃
q=1

Fn
m,q, (10)

and Fn
m,q represents q-th ball generated at the m-th

iteration.

Finally, since the number of generated balls per it-
eration changes with n but not the ball radius, the
properties of the fractal must be also re-calculated
for the n-dimensional case:

An
m =

m

∑
i=0

Nn
i

πn/2 (ρi)
n

Γ(n/2+1)
=

πn/2 (ρ0)
n

Γ(n/2+1)

m

∑
i=0

2niuni, (11)

where Γ(·) is the Euler’s gamma function, and the
second factor in the sum computes the area of an
n-sphere [NIS]. In turn, the box-counting dimen-
sion for the n-dimensional case (Dn) changes with
the number of generated n-sphere per each n-cube
(vn), so that

Dn =
lnvn

ln 1
u

=
ln2n

ln 2
1−

√
2/2

. (12)

3 METHODOLOGY FOR 2D CON-
STRUCTION

The pseudo-code for the F2’s construction is
shown in Algorithm 1, according to the defini-
tion introduced in Section 2. The algorithm is
designed in such a way that it not only draws the
fractal (line 19) but saves the information of each
generated circle, such as its radius (line 10), center
(lines 15:18), and area (lines 6,21-22). Then, the
outputs are the fractal F2, its parameters κ0:index,
ρ0:m, and the normalized cumulative area A.

In turn, Algorithm 2 presents a set of steps to gen-
erate F2

1 , up to the 1-st iteration, based on dynamic
geometry via the open-source software Geogebra
[HBA+13]. This way of construction could be
reached with using only the eight buttons shown
in Fig. 3, so that it is useful for educational pur-
poses. Fig. 4 also illustrates the fractal up to m = 1,
while the reader could refer to the Supplementary
material for the construction protocol to generate
it up to the 3-th iteration, taking ρ0 = 1 units and
κ0 = (0,0).
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Algorithm 1 Pseudo-code for F2

1: procedure GENERATOR OF F2(κ0,ρ0)
2: System Initialization ▷ Set m
3: Read the entry values
4: newBalls=1 ▷ Balls at m = 0
5: index=newBalls ▷ cumulative count
6: A = 1 ▷ Initialize the norm. cum. area
7: for i in 1:m do ▷ Start the iterations
8: lastBalls=newBalls ▷ Generators
9: newBalls=4i ▷ To generate
10: ρi = ρ0ui

11: for j in 1:lastBalls do ▷ Start to generate
12: G=index-lastBalls+ j
13: k =index+4( j−1)
14: δ = ρi−1 −ρi
15: κx

k+1 = κx
G +δ ; κ

y
k+1 = κ

y
G +δ

16: κx
k+2 = κx

G −δ ; κ
y
k+2 = κ

y
G +δ

17: κx
k+3 = κx

G −δ ; κ
y
k+3 = κ

y
G −δ

18: κx
k+4 = κx

G +δ ; κ
y
k+4 = κ

y
G −δ

19: Draw B(κk+l ,ρi) ▷ for l = 1 : 4
20: index=index+newBalls
21: A = A+4iu2i ▷ Computing with Eq. (3)
22: A = πA

4 ×100% ▷ Normalizing with Eq. (4)
23: output: F2,κ0:index,ρ0:m,A

Figure 3: Table of buttons used for the geometrical
construction in Geogebra.

Algorithm 2 Construction of F2
1 in GeoGebra.

1: procedure GENERATOR OF F2
1 (κ0,ρ0)

2: System Initialization ▷ Use
the command SetAxesRatio(1,1) in order
to fix a scale 1:1

3: Draw a square centered at κ0 with side 2ρ0,
using button a) ▷
Generating the points (−ρ0,ρ0)+κ0, (ρ0,ρ0)+
κ0, (ρ0,−ρ0)+κ0, (−ρ0,−ρ0)+κ0

4: Draw a polygon using button b) ▷
By joining all the previous points, starting and
ending at the same point

5: Find a midpoint of any side of the square
with button c)

6: Using button d), draw a circle with κ0 as its
center, and the radius of the midpoint found
previously

7: Draw the diagonals of the square with but-
ton e) ▷ At this step, the resulting picture is
shown in Fig. 4 (a)

8: Find the intersections of the circle with the
diagonals with button f)

9: Draw the perpendicular bisectors between
the corners of the square and the intersections
of the diagonal with the circle by means of but-
ton g)

10: Find the intersections of the sides of the
square with the perpendicular bisectors using
button f)

11: Reflect the square corresponding to the 1st
quadrant up to generate the rest of the new
squares with button h). ▷ The resulting
picture is shown in Fig. 4 (b).

12: Note: To continue up to the i−th iteration,
repeat steps 4 to 10 for the generated circles,
substituting κ0 and ρ0 with the correspond-
ing center and radius of each generated circle.
Then continue to Step 11.

4 RESULTING CONFIGURATIONS
AND POTENTIAL APPLICATIONS

Although the objective of this work is not to delve
into a direct application of the fractal, in this sec-
tion we provide the reader some potential lines of
research in which it could be used.

4.1 Stacked sets for percolation
Since its squared delimitation, diverse structured
configurations or arrangements can be obtained
from stacking F2 sets. Fig. 5 (a) shows the most
basic stack, which consists of an intersected struc-
tured in multiple scales. Indeed, each main gener-
ator ball B(κ0,ρ0) touches its four-nearest similar
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Figure 4: Geometrical construction in Geogebra.
(a) Steps up to m = 0. (b) Steps up to m = 1.

neighbors; for the i-th iteration, i > 0, the gener-
ated balls in a corner of its main generator square
(S′ (κ0,ρ0)) touch their two-nearest similar neigh-
bors from their corresponding main generators; in
turn, the generated balls that are in contact with
the border of its generator square, without being
in a corner, touch only one similar neighbor.

In percolation terms, picture in Fig. 5 (a) defines
a 2D slice of a porous but not-permeable struc-
ture (in the shown 2D slice) at different scales. In-
tact granite is a rock example that approximates
to those characteristics [SBN05]. In the same line,
Fig. 5 (b) shows an alternative configuration con-
sisting of an overlapping of the fractals of Fig. 5
(a), by matching their nearest corners at their 1-
st iteration. This also reduces porosity, because of
the contraction of the stack, allowing variation in
the modelling.

 

 

 

(a)

 

 

 

(b)

Figure 5: Porous and non-permeable stacks of
fractals plotted with random colors up to the 3-rd
iteration. (a) Most basic configuration. (b) Imple-
menting an overlapping at the 1-st iteration.

Now, permeability could be introduced under the
same reasoning by:

• adding a translation (φ ) to interspersed lines of
the stack, like that with φ = ρ0/2 in upward di-
rection shown in Fig. 6 (a). Different from pic-
tures in Fig. 5, this configuration only allows
connected with two neighbors between main
generators, while the rest of the balls do not
touch each other, leading to a low permeability
in mainly one direction but remaining the filled
area in 86%. Similar structures are found in
cracked crystalline rocks [NM14], and clay sed-
iments making non-permeable beds [Car39].
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• randomly selecting some balls not to draw.
This leads to unknown paths of interconnected
porous, reducing the filling area in dependence
on the probability of drawing (p). Fig. 6
(b) shows an implementation of that kind of
configuration with p = 0.5, which could be
adaptable to make several shapes according
to the geological structure to simulate or
characterize. It could be useful for the case of
sandstone, whose permeability depends of its
relative composition [ZSDL15].

• a combination of the techniques mentioned
previously.

In contrast to similar fractal models, like the space-
filling packing from inversion of circles/spheres,
that leave no porosity on the limit of infinitesi-
mally small spheres [Ley05, SH18], our original
fractal is a porous structure even in the limit, and
can be easily modified to adjust the level of poros-
ity.

Based on the above, our fractal would serve as a
basis model for 2D or 3D rendering of rocks with
a similar structure and/or fractal dimension, ap-
plying it as a direct modeling after the character-
ization of the rock [LWXY+22]. That methodol-
ogy has been implemented previously to construct
tessellations from iterative rules but not involving
fractals [NM14, LMH10]. So, it could be a novel
variation to improve that methodology, expect-
ing some advantages such as the quick construc-
tion, and easy and deterministic control of the
minimum-maximum size (by the iterations num-
ber). Nevertheless there are some limitations such
as the fixed location and size of new circles, at the
current version of our fractal, without modifying
it or adding noise.

Figs. 5 and 6 were drawn by implementing the
pseudo-code of Algorithm 1 in Rstatistics software
[R C21].

4.2 Potential uses
In practice, the fractal dimension can also be de-
termined by using the square side instead of the
ball radius in Eqs. (5) and (12), leading to D = 1.13
and D = 1.69 for an extension to 3D. In this section
we mention some similar dimensions and possi-
ble uses of our fractal. It is interesting that our
fractal dimension is close to the value obtained
(D = 1.08±15) by [Nos93], who indicates that the
reason of the power-law form of the radio emis-
sion spectrum can be due to the fractal nature
of the spatial distribution of radiating electrons;
the value is also close to the fractal dimension
of the perimeter (D ∼ 1.35) of molecular clouds

 

 

 

(a)

 

 

 

(b)

Figure 6: Porous and permeable stacks of fractals
plotted with random colors up to the 3-rd itera-
tion. (a) Structured modification applying a trans-
lation of φ = ρ0/2 in upward direction to inter-
spersed lines. (b) Random modification by adding
a probability of drawing p = 0.5 to each ball.

from two-dimension maps, see [SAP05] and ref-
erences therein. These similarities on the fractal
dimension suggest a similar level of roughness or
sponginess, fact that could be useful to set condi-
tions for modeling the phenomenon in the corre-
sponding parameter space.

On the other hand, the relative low value of our
dimension fractal is close to value, D ∼ 1.0− 1.1,
for the corrosion-induced cracks in reinforced con-
crete (see, [JJZ+20]). In this case, variants of our
fractal, as these in previous section, can have po-
tential use to model different types of coarse ag-

ISSN 2464-4617 (print) 
ISSN 2464-4625 (online)

Computer Science Research Notes - CSRN 3301 
http://www.wscg.eu WSCG 2023 Proceedings

https://www.doi.org/10.24132/CSRN.3301.34 311



gregate distribution to analyze (or even prevent)
crack patterns. Last, but not least important is that
our fractal could be taken as basis to generate gar-
ment geometrical patterns for clothing fabrics as
in [Lam17] and [WZYW19]; furthermore, the 3D
version could be used as an scene, like the sphere-
flake used by [KML16], to test rendering meth-
ods. Here it is important to mention the existence
of meshes based on fractals, some of them imple-
mented in methodologies like the Delaunay trian-
gulation using the Sierpińsky triangle [BC92], and
other ones exploring how phenomena occur with
the developed fractal array, based on the Cantor
set [SIK17]. In this sense, our fractal is more re-
lated to the latter one, due to the gaps in the filling
space.
Finally, let the above mentioned potential uses, it
is important to mention two particular character-
istics of the fractal:

• It is difficult to appreciate the aesthetics of the
fractal because the radius decreases almost one
order in magnitude per iteration, see Fig. 2,
so that the generated balls quickly disappear to
the human-eye.

• the entire space is not fully filled, A = 86%, this
could be an advantage or disadvantage accord-
ing to its use, and also contrast to others fractals
involving a ball construction, such as the Apol-
lonian fractal [Bou06].

5 CONCLUSIONS AND FUTURE
WORK

We introduced a new gasket fractal consisting
of 2D-balls embedded in squared sets, and con-
structed by means of a deterministic IFS. The
fractal is exact-self similar, with a normalized
cumulative area of 86%, and a box-counting
dimension of D = 0.72, which differs from several
well-known 2D fractals. Additionally, the gasket
has the property of extend itself to Rn while
preserving a similar formulation to calculate its
properties.
Beyond its limitations, our fractal possesses use-
ful features that allow to apply it to diverse areas.
In this way, we recommend to explore its fitting
to represent percolation models and other topics
inside numerical computational geometry.
Additionally to its applications, our gasket
construction lays the basis for the definition of
square-shaped fractals that are involved in the IFS
of this work. A fractal composed of the generator
squares, and two more based on the centers κi and
in the intersection points xi, are some examples of
possible future lines of research.

ACKNOWLEDGMENTS
F.H.-Z. thanks FCFM-UNACH and the support
from CONACyT through the program “Investi-
gadoras e investigadores por México”, Cátedra
873. M.A.A.-L. thanks CONACyT for the postdoc-
toral grant 839412 and FCFM-UNACH for sup-
porting his research stay.

6 REFERENCES
[AHHN21] Ruaa Shallal Abbas Anooz,

Ghufran M Hatem, Iman
Hafedh Yaseen Hasnawi, and Mo-
hammed N Nemah. Design apollo-
nian gasket antenna for millimeter-
wave applications. IOP Conference
Series: Materials Science and Engineer-
ing, 1094(1):012038, feb 2021.

[B.B83] Mandelbrot B.B. The Fractal Geometry
of Nature. W.H. Freeman, 1983.

[BC92] S. W. Bova and G. F. Carey. Mesh
generation/refinement using fractal
concepts and iterated function sys-
tems. International Journal for Numeri-
cal Methods in Engineering, 33(2):287–
305, 1992.

[Bou06] Paul Bourke. An introduction to
the apollonian fractal. Computers &
Graphics, 30(1):134–136, 2006.

[Can70] G. Cantor. Beweis, daß eine für
jeden reellen werth von x durch
eine trigonometrische reihe gegebene
function f(x) sich nur auf eine einzige
weise in dieser form darstellen läßt,
part 1. Journal für die reine und ange-
wandte Mathematik, 72:139–142, 1870.

[Can71] G. Cantor. Beweis, daß eine für
jeden reellen werth von x durch
eine trigonometrische reihe gegebene
function f(x) sich nur auf eine einzige
weise in dieser form darstellen läßt,
part 2. Journal für die reine und ange-
wandte Mathematik, 73:294–296, 1871.

[Car39] P. C. Carman. Permeability of
saturated sands, soils and clays.
The Journal of Agricultural Science,
29(2):262–273, 1939.

[Cox74] H.S.M. Coxeter. Regular complex poly-
topes. Cambridge University Press,
1974.

[DJW16] Nell Dale, Daniel T. Joyce, and Chip
Weems. Object-Oriented Data Struc-
tures Using Java. Jones & Bartlett
Learning, 2016.

ISSN 2464-4617 (print) 
ISSN 2464-4625 (online)

Computer Science Research Notes - CSRN 3301 
http://www.wscg.eu WSCG 2023 Proceedings

https://www.doi.org/10.24132/CSRN.3301.34 312



[Edg04] Gerald A. Edgar. English transla-
tion of: "K. Menger (1926), Allgemeine
Räume und Cartesische Räume. I., Com-
munications to the Amsterdam Academy
of Sciences". Westview Press, 2004.

[Fal90] Kenneth Falconer. Fractal geometry:
mathematical foundations and applica-
tions. John Wiley, 1990.

[FFSS22] Z. Fair, M. Flanner, A. Schneider, and
S. M. Skiles. Sensitivity of modeled
snow grain size retrievals to solar
geometry, snow particle aspheric-
ity, and snowpack impurities. EGU-
sphere, 2022:1–22, 2022.

[Gua18] Emanuel Guariglia. Harmonic sier-
pinski gasket and applications. En-
tropy, 20(9), 2018.

[HBA+13] M. Hohenwarter, M. Borcherds,
G. Ancsin, B. Bencze, M. Blossier,
A. Delobelle, C. Denizet, J. Éliás,
Á Fekete, L. Gál, Z. Konečný,
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ABSTRACT
This paper is concerned with applying a stereo matching algorithm called BP-Layers to a set of many cameras.
BP Layers is designed for obtaining disparity maps from stereo cameras. The algorithm takes advantage of
convolutional natural networks. This paper presents using this algorithm with a set called Equal Baseline Camera
Array. This set consists of up to five cameras with one central camera and other ones aground it. Such a set
has similar advantages as a stereo camera. In particular this equipment is suitable for providing 3D vision for
autonomous robots operating outdoors. The research presented in this paper shows the extent to which results of
using BP Layers are improving because of using the EBCA set instead of a stereo camera.

Keywords
camera array; stereo matching; stereo camera; disparity map; 3D scanning;

1 INTRODUCTION

This paper contributes to the development of 3D vision
technologies for autonomous robots. This kind of
robots are able to interact with their surrounding and
to perform tasks without being directly controlled by
human operators. A crucial module of such a robot is
its vision system because it makes it possible for the
robot to locate in 3D space objects with which it is
interacting.

This paper presents research on a 3D vision system
based on EBCA (Equal Baseline Camera Array )
[Kac15, Kac19]. It is a camera array which consists
of up to 5 cameras. Images from such an array are
processed as if they were taken by a set of stereo
cameras. The description of this array is presented in
Sect. 3. The main application of the array is using it for
robotic fruit harvesting in which autonomous robots
can locate and pick up fruits without being directly
controlled by human operators. However EBCA can be
also applied to other kinds of robots, in particular those
operating underwater [KB21].

Permission to make digital or hard copies of all or part of this
work for personal or classroom use is granted without fee
provided that copies are not made or distributed for profit or
commercial advantage and that copies bear this notice and the
full citation on the first page. To copy otherwise, or republish,
to post on servers or to redistribute to lists, requires prior
specific permission and/or a fee.

The novelty of the research presented in this paper
lies in using the EBCA set with the BP Layers (Belief
Propagation Layers) algorithm [KSS+20]. BP Layers
was proposed by authors from Graz University of
Technology located in Austria and Czech Technical
University in Prague. It is the algorithm which takes
advantage of convolutional neural network in order to
make it possible to determine locations of objects in
3D space on the basis of images from a stereo camera.
The description of this algorithm is presented in Sect.
2.3.

The presented research describe the method of adapting
the BP Layers algorithm to EBCA. BP Layers were
originally developed for stereo cameras. EBCA is a
set with a greater number of cameras. Therefore, it
is necessary to apply a method which would make it
possible for the BP Layers algorithm to take advantage
of all images from the EBCA set instead of only
two images taken by a single stereo camera. The
method selected for this purpose is EEMM (Exception
Excluding Merging Method) which is described in
[Kac17c]. Experiments show that the application
of this method reduces on average 22.18% of errors
occurring in the results of BP Layers obtained from a
single stereo camera.

2 RELATED WORK
Stereo vision is one of technologies which makes
it possible to locate objects in the 3D space and to
determine their shape. There are many other methods
designed for this purpose, however stereoscopy has
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some unique features which makes it particularly
useful in some circumstances. Methods alternative
to stereo cameras include using structured light 3D
scanners, Light Detection and Ranging (LIDAR) and
methods based on multi-view stereo vision (MVS)
[GIV10, RCG21, SCD+06]

2.1 Equipment for 3D scanning
Devices which are the main alternative to stereo
cameras are Structured light 3D scanners [GIV10].
Structured light 3D scanners provide data regarding
location and shape of object with a very high quality.
The main feature of light scanners is such that they
emit light patters in order to perform a measurement.
As a consequence it is problematic to use 3D light
scanners when they are exposed to intensive sunlight.
Sunlight interfere with procedures performed by a
scanner causing that a scanner needs to be equipped
with a high intensity light source in order to make it
possible to use it in sunlight. However, even with such
a significant light source it is problematic to use these
devices when objects are not in a close vicinity of a
scanner. These problems do not occur when stereo
cameras are used. They can be used in daylight and for
large distances.

Another equipment which can be used for locating
objects and determining their shape are laser based
devices using LIDAR [RCG21]. LIDAR is based on
emitting rays of lasers in a set of different direction
and recoding distance from each point included in the
measurement. LIDAR devices can operate outdoor
however their disadvantage is such that they have
much lower resolution then stereo cameras. It is
related to a problem with precisely aiming a laser beam
in appropriate direction. The resolution of cameras
mainly depends on their sensor size and lens. It is
easier and cheaper to achieve high resolution data with
cameras then with devices using LIDAR.

A 3D shape of objects can be also determined with
the use of the multi-view stereo (MVS) technology
[SCD+06]. In this method it is required to make a set
of images of an object for which a 3D scan is obtained.
This images need to be taken by placing camera in
different points of view located around the object.
On the basis of these images the MVS algorithm
determines locations of cameras at the moment of
taking images and then the algorithm calculate the
shape of objects by matching in images locations of
the same parts of a real object. These parts needs to
be visible in many images included in the processed
set. The problem with the MVS technology is such
that it requires to take images from around the scanned
object. It is not possible to perform such a procedure
in every situations. In particular it is problematic when
an autonomous robot has to locate some distant objects

like in case of an autonomous car operating on a street.
Stereo cameras retrieve data about the distance to
objects and their parts without the necessity to more
the device around these objects.

2.2 Stereo cameras
Images from a stereo camera need to be processed
in order to estimate distances similarly as in case of
MVS. Retrieving distances to objects visible in images
consists of two steps. In the first step, a stereo matching
algorithm identifies in two images locations of the same
parts of real objects. In order to achieve this cameras
are distinguished between a reference camera and a side
camera. Locations of cameras are different therefore
relative locations in two images of the same objects is
also different. It does not apply only to objects which
are located so far away from a stereo camera that their
location on both of images is the same. This difference
in locations of corresponding parts is called disparity. A
set of all found disparities for a reference image forms
a disparity map [HI15, Kac19].

Values of disparities indicates distance to objects. The
closer the object is to a stereo camera the greater will
be a disparity. Taking into account parameters of a
stereo camera such a distance between its cameras
called baseline and focal length of lens disparities can
be converted to distances forming a depth map.

A stereo matching algorithm searches in a side camera
for areas with the lowest matching cost for every
point of a reference image. In general stereo matching
algorithms perform a local matching which means
that the search for a corresponding area is performed
only in a part of a side image in which it is expected
that a matching area is present. After performing
local matching most of stereo matching algorithms
performs global matching in which disparities are
optimized globally. In this step disparities are
modified with respect to values of disparities in their
vicinities. One of the method of global optimization of
disparities is based on Markov Random Fields (MRF)
[SS02, Bes86]. MRF is a method from which the BP
Layers algorithm is derived. It is the algorithm which
is used in experiments presented in this paper.

The problem with stereo matching is such that
algorithms do not correctly match all points of a
reference image with points of a side image. This
causes errors in values present in disparity maps
obtained as a result of matching. A large number of
stereo matching algorithms have been developed in
order to find the best methods. There are also rankings
of this kind of algorithms. The post popular rankings
of stereo matching algorithms are Middlebury Stereo
Vision (https://vision.middlebury.edu/
stereo/eval3/ and KITTI Vision Benchmark
Suite (http://www.cvlibs.net/datasets/
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kitti/ [SSZ01, SS02, SHK+14, GLU12]. The first
ranking consists of over 190 algorithms the latter lists
over 300 ones.

2.3 BP Layers algorithm
The BP Layers algorithm improves previously
developed BP algorithm with the technology of
convolutional natural networks. BP was proposed
by Tappen and Freeman in [TF03]. It is a method
for globally optimizing disparities using the concept
of MRF and Conditional Random Fields (CRFs)
[LMP01]. In order to develop the algorithm and
to perform experiments authors of BP Layers took
advantage of many important stereo matching
algorithms including Belief Propagation (BP)
[TF03],tree-structured dynamic programming [BG08]
and semi-global matching [Hir08].

BP layers was implemented with PyTorch using the
CUDA architecture. In order to train the network
authors of BP layers used data released by authors
of rankings of stereo matching algorithms. Rankings
provide testbeds and benchmarks. The main part of
such a testbed are sets of images taken be a stereo
camera and ground truth containing correct values of
disparities which stereo matching algorithms should
obtain after processing image pairs. These input images
and correct values are crucial data for training neural
networks. BP Layers was executed using Middlebury
Stereo Vision and KITTI test data.

3 EQUAL BASELINE CAMERA AR-
RAY

Equal Baseline Camera Array was deigned to address
the problem with errors occurring on disparity maps
obtained on the basis of images from a stereo camera
[Kac15, Kac17a, Kac17b]. EBCA preserves all the
benefits of a stereo camera however simultaneously
EBCA provides higher quality of data than a stereo
camera. Park and Inoue were the first ones who
proposed using this kind of a camera set [PI98].
Information regarding other researchers working with
this set can be found in [KB21].

EBCA is a set of cameras with consists of a central
camera and up to four side cameras located around the
central one. The baseline is the same in every this kind
of a camera pair. All cameras in the set are aimed in
the same direction. Cameras in EBCA are regarded as
if they create a set of up to four stereo cameras such
that each one of them consists of the central camera and
one of side cameras. Therefore all these stereo cameras
share the same camera which is a central one. This
camera has a function of a reference camera in all of
these considered camera pairs. They will be marked
with Si, i ∈ 1,2,3,4. The maximum value of i depends
on the number of side cameras included in the set. The

Figure 1: The real EBCA set used in experiments

real EBCA used in experiments is presented in Fig. 1
[Kac19]. It consists of MS LifeCam Studio cameras.

Using EBCA resembles making many measurements
of the same distance using cameras Si. These
measurements are partly independent as cameras Si
share a central camera, but they consists of different
side cameras. Disparity maps can be obtained on the
basis of images from each camera Si. Data acquired
from Si is then processed in order to obtain a single
disparity map which contains less errors than any
disparity map acquired form a single stereo camera
Si. The method of merging data from cameras Si is a
scientific problem itself because it required developing
a method which reduces the amount of errors to the
highest possible extent.

4 TESTBED
The author of papers [Kac17c, Kac19] proposed a few
algorithms for merging this data. Mainly two kinds of
methods were proposed. In the first one disparity maps
are calculated on the basis of images from every camera
Si, than data included in these maps is compared and
merged in order to acquire a disparity map of a higher
quality. The merging method proposed by the author
of [Kac17c] was called EEMM (Exception Excluding
Merging Method). Method EEMM was used in
research presented in this paper because experiments
described in [Kac17c] showed that it is the most
suitable for adapting stereo matching algorithms to the
EBCA set without the necessity to modify the source
code of a stereo matching algorithm. In the second
type of a merging method the internal structure of
a stereo matching algorithm selected for processing
data from EBCA is modified in order to adapt it so
that the algorithm can simultaneously process all
images from EBCA. This method of modifying stereo
matching algorithms makes it possible to use parts of
stereo matching algorithms as if only two images were
processed however other parts of algorithms process

ISSN 2464-4617 (print) 
ISSN 2464-4625 (online)

Computer Science Research Notes - CSRN 3301 
http://www.wscg.eu WSCG 2023 Proceedings

https://www.doi.org/10.24132/CSRN.3301.35 317



Figure 2: Test images used in the experiments with BP layers applied to EBCA

data from all images simultaneously. This method
of adapting stereo matching algorithms to EBCA is
described in [Kac19].
A testbed presented in [KB21] was used to evaluate
results of applying the BP layers algorithm to EBCA
with the use of the EEMM method. The testbed
was designed for testing stereo matching algorithms
designed for EBCA. The testbed contains six sets
of images taken by EBCA presented in Fig. 1.
Every set consists of images made from all cameras
included in EBCA. These were images of plants
with at least one fruit. Plants used for making the
testbed were strawberries, cherries and redcurrant.
Cameras in EBCA were calibrated using methods
described in [KB21]. Apart from images the testbed
contains ground truth which provides correct values
of disparities which should be acquired as a result of
using stereo matching algorithms.
Three sets from the testbed were used for evaluating the
BP layers algorithm applied to EBCA. These sets were
marked with ST1, CH1, RC1. Figure 2 shows images
used for preparing the sets.
Results were evaluated with the use of three quality
metrics. These were percentage of bad matching
pixels (BMP), percentage of bad matching pixels in
background (BMB) and the coverage level (COV)
[Kac19]. BMP is the most common quality metric used
for evaluating results of stereo matching. It identifies
the share of points whose values are within acceptable
error margin [SS02].
Another metric used for evaluating results is called
BMB [Kac19]. This metric is calculated in the similar
way as BMP however only points in the background
are taken into account. The background of a reference

image is an area for which there are no matching areas
in a side image. A reference image may contain views
of some objects located behind objects placed in the
foreground. Objects in the background are only partly
visible. For example such a background is the ground
visible between plants leaves. Such areas are however
not visible on side images on which other parts of
ground can be seen between leaves of a plant located in
the foreground. Therefore a stereo matching algorithm
is not able to match areas of the background visible on
the reference image with areas on a side image. In such
a case a stereo matching algorithm should mark on the
resulting disparity map that the disparity in this areas in
unknown.

The third metric used for evaluating results is called
COV [Kac19]. This metric shows the extent to which a
resulting disparity map contains disparities with regard
to the size of an area in which matching was performed.

5 EXPERIMENTS
The author of this paper performed experiments in
order to evaluate results of adapting the BP Layers
algorithm to EBCA with the use of the EEMM
merging method. Experiments were performed on
data sets ST1, CH1 and RC1 presented in Sect. 4. The
implementation of BP Layers provided by its authors as
used. Experiments presented in this paper were based
on the neural network trained with the KITTI 2015
data set. Experiments were performed on a computer
with the NVidia GeForce 1060 6GB graphic card. The
EEMM method was used to merge data from cameras
Ci included in EBCA. EEMM was executed with both
of its parameters, i.e. Q and B equal to 5 [Kac17c].
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(a) (b) (c)

(d) (e) (f)

Figure 3: (a) Results of using BP layers with a single stereo camera, (b) Results of using BP layers with EBCA,
(c) Ground truth, (d) error map for results presented in (a), (e) error map for results presented in (b), (f) 2D image

Figure 3 presents results obtained for the ST1 set. Part
(a) of this figure shows a disparity map obtained as
a result of using original version of BP Layers with
a single pair of cameras. Part (b) of Fig. 3 presents
a disparity map acquired with the use of EEMM
and EBCA with five cameras. These results can be
compared with correct values of disparities available in
ground truth visualized in part (c). Parts (d) and (e) are
error maps generated for results presented in parts (a)
and (b) of Fig. 3, respectively. Green color symbolizes
areas in which matching was correct. Part (f) shows
the image of the analyzed plant. It can be noticed that
the disparity map presented in part (b) contains smaller
areas with inappropriate values of disparities than the
disparity map shown in (a).

These differences in the quality of results were also
verified by calculating values of quality metrics
described in Sect. 4. The purpose of experiments was
to verify the influence of number of cameras included
in EBCA on the quality of results. Figure 4 shows
values of the BMP metric which was obtained for
each data set used in experiments with regard to the
number of cameras included in calculations. Figure 4
contains average values acquired as a result of using
every possible subset of cameras from 5 camera EBCA
show in Fig. 1. For example values for two cameras are
average values of BMP calculated on the basis of four
disparity maps acquired from stereo cameras S1, S2, S3
and S4. Similarly, results for other number of cameras
are average values based on all possible configurations
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Figure 4: Values of quality metrics ((a) BMP, (b) COV, (c) BMB) obtained for differnt data sets (ST1, CH1 and
RC1) and average values (AVG)
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of using S1, S2, S3 and S4 within the limit of available
cameras.

Results show that for every tested data set values of
BMP was lower when 5 cameras were used instead of
2 ones. This is advantageous as lower BMP implies
that fewer number of errors occurred in a disparity
map. Results also showed that increasing the number of
cameras does not always leads to lower values of BMP.
In particular for data sets CH1 and RC1 adding a third
camera to a two camera set caused a decrease of the
disparity map quality estimated by BMP. It is mainly
caused by the features of test data and the BP-Layers
algorithm. The algorithm provides relatively large areas
with same values of disparities even in case of areas for
which it is impossible to obtain a disparity. This applies
to all 4 considered stereo cameras from the EBCA set.
In previous experiments presented in [Kac17c] it was
already noticed that adding a third camera to a stereo
camera does not lead to high improvement of results.
However, if EBCA consists of at least four cameras the
improvement is significant.

Experiments presented in this paper showed a similar
relation. Increasing the number of cameras to 4 always
causes that results are better than in case of using two
cameras. Figure 4 also show average results calculated
for data sets ST1, CH1 and RC1. This chart show that on
average EBCA with 5 cameras did not contain 22.18%
of errors which were present in the results of using a
single stereo camera.

Experiments also showed that the coverage level of
disparity maps generated by BP Layers is over 99.97%
as presented in 4(b). This means that the algorithm
does not set values of disparity to unknown even is
input images do not make it possible to appropriately
acquire disparities. As a consequence the BMB metric
presented in 4(c) is equal to over 98.92% for results
obtained on a single stereo camera used with BP Layers
as the algorithm provides incorrect values for all the
background area. Number of errors in the background
was reduced for all data sets when EEMM was used
with three cameras. Instead of including in disparity
maps incorrect values of disparities EEMM executed
with three cameras caused that disparities in some
areas were set to values indicating that disparities are
unknown. Because of that the COV metric also became
lower. Increasing number of cameras to four and five
caused that values of BMB and the coverage level
became almost as high as in case of using two cameras.

Experiments were also performed in order to verify
whether there are stereo cameras in the EBCA set
which produce better results than other cameras. Table
1 shows values of BMP obtained for different data
sets with regard to the stereo camera which was used.
Results show that for every data set using a different
stereo camera led to obtaining the best results in terms

Table 1: Values of BMP for different stereo cameras
included in EBCA

Camera ST1 CH1 RC1
S1 (right) 16.15% 21.75% 28.34%
S2 (up) 7.81% 37.22% 56.95%
S3 (left) 11.11% 25.55% 20.81%

S4 (down) 36.58% 47.81% 47.47%

of BMP. Camera S2 which is the one consisting of an
upper side camera generated both the best results in
case of the ST1 data set and the worst results for RC1.
It can be noticed that the S4 camera had the worst
performance. A possible cause is such that lower side
camera included in S4 is differently illuminated than
other side cameras. The source of light which is the
sun in open field is always above EBCA. Therefore,
it might influence the measurement. However, this
observation requires more investigation. Moreover, as
presented in [Kac19] removing lower side camera can
also be advantageous in case of mounting EBCA on a
robotic arm.

6 SUMMARY
The greatest benefit of using BP Layers with EBCA
is such that on average 22.18% of errors in disparities
measured with BMP are eliminated when five cameras
were used instead of two ones. The BP Layers
algorithm is not the one which is at the top of KITTI
or Middlebury rankings. However, BP Layers has a
very important features which makes this algorithm
particularly important. First, it is an algorithm for
which authors provided a source code. Thus, it is
possible to verify its quality and results unlike most
of other algorithms included in rankings of stereo
matching algorithms. Second important feature is such
that it is an algorithm based on CNN which has a very
high speed as for such a kind of algorithm. Many stereo
matching algorithms which takes advantage of CNN
requires a large amount of computing and relatively a
lot of time to generate results. In real application such
as using the algorithm with an autonomous robot is it
crucial to obtain results in real time. In KITTI Vision
Benchmark presents execution times of algorithm. BP
Layers runs KITTI test data in 0.39 s.

The disadvantage of using EBCA lies in the necessity
to use a greater number of cameras than in case of
a stereo camera. Another limitation of the research
presented in this paper is such that BP Layers is an
algorithm which requires using convolutional neural
network. Therefore, in case of applying EBCA with
this algorithm to a real autonomous robot it is necessary
to equip the robot with a computer that have sufficient
computational power and appropriate graphic card
required by BP Layers. Using small single-board
computers will not be enough. Another issue related to
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using EBCA in real environment is such that it was not
tested under harsh weather conditions such as heavy
rain.

Applying BP Layers to EBCA with the use of the
EEMM method causes the increase in the execution
time of matching. When 5 cameras are used BP
Layers needs to be executed four times because it
needs to process four pairs of images from stereo
cameras Si included in EBCA. As far as computational
complexity is concerned is does not cause any change
in computational complexity even though it increase
the execution time four times. The merging phase
consists of comparing values for every point of four
disparity maps when four of them are being merged.
Therefore the computational complexity of this
process is linear with regard to the number of points
in the image. This complexity is not higher than a
complexity of stereo matching algorithm because such
an algorithm also needs to process every point of input
images. Therefore, computational complexity of the
EBCA approach and using a single stereo camera is
the same. Nevertheless processing image pairs from
different stereo cameras included in EBCA can be
performed independently from each other. Each pair
can be processed on a different processor or different
core of a processor. Making calculations parallel will
cause that results from EBCA will be obtained nearly
in the same time as results based on only a pair of
images. The increase in time will only be caused by
the necessity to run the EEMM merging method which
does not require significant computation power. Taking
into account that the quality of this results will be
higher it is an acceptable cost.
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ABSTRACT
Understanding shapes is an organic process for us (humans) as this is fundamental to our interaction with the
surrounding world. However, it is daunting for the machines. Any shape analysis task, particularly non-rigid shape
correspondence is challenging due to the ever-increasing resolution of datasets available. Shape Correspondence
refers to finding a mapping among various shape elements. The functional map framework deals with this problem
efficiently by not processing the shapes directly but rather specifying an additional structure on each shape and
then performing analysis in the spectral domain of the shapes. To determine the domain, the Laplace-Beltrami
operator has been utilized generally due to its capability of capturing the global geometry of the shape. However,
it tends to smoothen out high-frequency features of shape, which results in failure to capture fine details and
sharp features of shape for the analysis. To capture such high-frequency sharp features of the shape, this work
proposes to utilize a Hamiltonian operator with gaussian curvature as an intrinsic potential function to identify the
domain. Computationally it is defined at no additional cost, keeps global structural information of the shape intact
and preserves sharp details of the shape in order to compute a better point-to-point correspondence map between
shapes.

Keywords
shape matching, shape correspondence, functional maps

1 INTRODUCTION
Shapes in computational context refers to digital
representation of any real world object such as hu-
mans, chairs, etc. These digital representations can
be meshes, point clouds or voxel grids. With ever
increasing technological advancements, the accuracy
with which these digital representations are being
captured has transformed the field of shape analysis.
Particularly, shape matching is quite an interesting
area enticing researchers across multiple domains
from Computer Graphics, Image processing, Geom-
etry Processing and Computer Vision. A sub-area
focusses on the fundamental task of computing shape
correspondences, where rather than just specifying if
two shapes match, a mapping is also desired between
various elements of given shapes. Major applications
constitute object reconstruction, attribute transfer, Sta-
tistical modelling, Shape Interpolation and morphing,
etc.

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

Figure 1: Reconstructed hand from human mesh via
(left) 150 Laplace-Beltrami eigenfunctions (right); 150
Hamiltonian eigenfunctions

Based on how shapes can deform, varied approaches
have been suggested [VKZHCO11]. Rigid shapes un-
dergo transformations that preserve extrinsic features
i.e. euclidean distances remain intact while non-rigid
shapes deform anyhow [BBK07]. Rigid deformation
tends to transform the shape without changing its ge-
ometry or topology via rotation or translation. Non-
rigid involves changing in geometry as well as topology
via stretching or bending. Finding correspondences for
rigid shapes has plethora of efficient solutions. How-
ever, due to the vast space of deformations for non-rigid
shapes, it is an interesting area to work. Another con-
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Figure 2: Laplace-Beltrami Eigenfunctions (top row);
Hamiltonian Eigenfunctions (bottom row) arranged ac-
cording to ascending order of eigenvalues respectively

sideration would be to establish a mapping either be-
tween all the elements of the shape or a partial subset
of the elements of shape leading to determining full and
partial correspondences respectively [RCB+17]. The
field’s vastness and complexity are evident from these
aspects.

In this work, the analysis is restricted to Isometric
deformations of triangulated meshes where distances
along the surface are invariant, when deformed without
any stretching or tearing of the surface. The proposed
research aims to investigate whether utilizing the sharp
features of two given triangle meshes can improve the
point-to-point correspondence mapping between the re-
spective shape by using a functional framework.

2 RELATED WORK
Shape matching can be broadly categorized into two
approaches: geometric transformation-based and
descriptor-based. Geometric transformation-based ap-
proaches involve finding the geometric transformation
that aligns two shapes and then establishing correspon-
dences based on proximity [GMGP05]. This approach
typically involves minimizing the distance between
corresponding points or features in the two shapes.
Descriptor-based approaches, on the other hand, do not
require the shapes to be aligned. Instead, correspon-
dences are established based on similarities between
shape descriptors or feature vectors [CCFM08]. This
approach is often used when the shapes have different
topologies or geometry. A hybrid approach can also
be used, where the alignment and computation of cor-
respondences are alternated and iteratively improved
[Ale02]. This approach can be effective in cases where
the shapes undergo non-rigid deformations, where the
geometric transformation-based approach may not be
suitable.

For rigid shapes, Iterative Closest Point, ICP algorithm
[BM92] is the celebrated technique that iteratively finds

shape correspondence by aligning the shapes first by
finding the optimal geometric transformation consisting
of rotations and translations, then by utilizing Nearest
Neighbour approach to find the closest points for the
computed alignment [RL01]. Other methods for rigid
shapes are surveyed in [BSBW14].

For non-rigid shapes, to allow any kind of mathemat-
ical analysis is to restrict the deformation to an isom-
etry, wherein the distances between pair of points are
preserved along the surface, while the shape is under-
going isometric deformation. Computing a map for
high quality meshes with large number of vertices is
computationally quite intensive. To cater different met-
ric spaces, [EK03] introduced the idea of isometrically
embedding the shapes into a canonical domain to allow
any kind of shape analysis task. Shapes can also be em-
bedded spectrally [ZVKD10] by utilizing eigenmodes
of linear operators defined on the shape.

The current work is inspired by functional map frame-
work [OBCS+12] developed to efficiently compute a
mapping from the function space of one shape to an-
other and subsequently determining point-to-point cor-
respondences between them. Shape features are pro-
jected onto functional basis to reduce computation time
during analysis and capture geometry along with other
properties of shape effectively. Further, a map is com-
puted between shapes by setting up an optimization
problem, which then is refined to obtain point-to-point
correspondences. Refer section 3 for more details on
Functional Maps.

Identification of good basis is crucial for the functional
map framework to output point-to-point correspon-
dences. [OBCS+12] proposed to use Laplace-Beltrami
eigenfunctions as functional basis. To capture high-
frequency information on the shape, [NVT+14]
proposed compressed manifold modes that are sparse
basis with local support upto sign flip and ordering.
By explicitly controlling the region of localization,
[MRCB18] introduced localized manifold harmonics
(LMH). These properties quickly become challenging
to adopt when dealing with multiple meshes together
as in case of shape correspondence, pose transfer, etc.
Though [KBB+13] and [EKB+15] take into account
multiple meshes and obtained basis incorporating the
geometric information of all the meshes, it still fails to
capture high-frequency information of the shapes.

3 BACKGROUND
Functional map is a promising framework for non-rigid
shape matching that finds a map between the two func-
tion spaces defined on shapes rather than a map between
shapes directly. Consider two shapes M and N which
are represented as triangular meshes. A point-to-point
map between M and N is given as T : M → N ,
where for any point p ∈ M =⇒ T (p) ∈ N . If the
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number of points are same on both the shapes, then a
bijection is desired where T −1 exists.

3.1 Functional Maps
Functional map framework works by defining spaces
of scalar valued functions F (M ,R) and F (N ,R)
on shapes M and N respectively. It aims at com-
puting a linear mapping between these function spaces
TF : F (M ,R)→F (N ,R). Map TF which associate
values of f : M → R and g : N → R can be repre-
sented as a matrix C ∈ Rk1×k2 with φM and φN are re-
spective basis such that |φM |= k1 and |φN |= k2. The
framework pipeline consists of following steps:

1 For each shape compute invariant feature descriptors
say F and G with respect to isometric deformation

2 Choose basis φM and φN for both the shapes

3 Create function preservation constraints by project-
ing feature descriptors F and G, computed in step 1
onto respective basis as A and B

3 Set up other constraints like operator commutativity
or regularization constraint

4 Compute optimal functional map C by minimizing
the following energy:

E(C) = ||CA−B||2 +∥S N
F C−CS M

F ∥2

5 Refine C further and compute point-to-point map by
using ICP like algorithm

Note that S M
F and S N

F are operators mentioned in
Step 3. TF acts linearly between function spaces and is
sufficient to compute T . Idea is to add a structure on
the shape and work on that rather than directly on the
shapes. Functional maps, due to its efficiency in dealing
with high-resolution shapes by reducing the dimension
where shape analysis is done, works well particularly
for shape matching.

3.2 Laplace-Beltrami Operator (LBO)
The self-adjoint Laplace-Beltrami Operator on mani-
fold M is specified as ∆M : F (M ,R) → F (M ,R)
which via spectral theorem, admits an eigen-
decomposition with non-negative eigenvalues λ

and orthonormal eigenfunctions φ popularly known as
manifold harmonics ∆M φ = λφ [VL08]. For mesh M
with n vertices, a popular discrete [MDSB03] cotan-
gent Laplace-Beltrami Operator matrix LM ∈ Rn×n

is defined in terms of a sparse matrix WM ∈ Rn×n

containing cotangent weights and a lumped mass
matrix AM ∈ Rn×n containing vertex areas as

LM = A−1
M WM . The eigendecomposition (refer Fig.

2) of such a Laplace-Beltrami operator can be posed as
an optimization problem:

min
Φ

tr(ΦT WM Φ) s.t. Φ
T AM Φ = I (1)

where Φ ∈ Rn×n is the eigenvector matrix as
Φ = (φ1,φ2, ...,φn) with eigenfunction φi arranged
as columns according to increasing eigenvalues. Equa-
tion (1) is also equivalent to the generalized eigenvalue
problem

WM Φ = AM ΦΛ

where Λ = (λ1,λ2, ...,λn) is the respective diagonal
eigenvalue matrix. Refer [LZ10] for extensive details
on spectral analysis via Laplace-Beltrami eigenfunc-
tions.

3.3 Hamiltonian Operator

Hamiltonian operator H is a classical operator from
quantum mechanics, that appears in Schrodinger’s
equation describing the wave motion of a particle. On a
manifold mesh M , Hamiltonian operator is described
as the extension of Laplace-Beltrami operator LM :

HM ( f ) = LM ( f )+µ VS ( f )

with parameter µ ∈ R and VM : M → R+ a potential
function on M [CSBK18]. Since Hamiltonian opera-
tor is the sum of two self-adjoint operators, it is also
self-adjoint and hence, admits an eigendecomposition
with real eigenvalues ζ and orthonormal eigenfunction
ψ as Hψ = ζ ψ where ζ denotes particle energy at sta-
tionary eigenstate ψ . Refer Fig. 2 for first few Hamil-
tonian Eigenfunctions on the shape sorted according to
increasing eigenvalues. Note that ψ(x) i.e. eigenstate
at point x on manifold represents the wave function of a
particle where |ψ(x)|2 specifies the probability of find-
ing the particle at x. The generalized eigenvalue prob-
lem for Hamiltonian operator is specified as

(WM +µ AM diag(v)) Ψ = AM ΨΘ

, where Ψ∈Rn×n is the orthonormal eigenvector matrix
as Ψ = (ψ1,ψ2, ...,ψn) with eigenfunctions ψi arranged
as columns, v is an n-dimensional potential vector and
Θ= (ζ1,ζ2, ...,ζn) is the respective diagonal eigenvalue
matrix. Parameter µ controls the trade-off between
global and local support of eigenbasis. [CSBK18] in-
troduced Hamiltonian operator to shape analysis do-
main.

ISSN 2464-4617 (print) 
ISSN 2464-4625 (online)

Computer Science Research Notes - CSRN 3301 
http://www.wscg.eu WSCG 2023 Proceedings

https://www.doi.org/10.24132/CSRN.3301.36 325



Figure 3: Gaussian Curvature visualized on wolf shape

4 MOTIVATION
Since functional map is a flexible framework, there is
an opportunity to make improvements at any step of
the discussed pipeline (ref. sec.3.1). Though various
attempts have been made to update functional maps
by modifying it at various stages, basis selection re-
mains a crucial step in the framework since it charac-
terizes the domain in which the analysis is going to
take place. Moreover, the basis should reduce repre-
sentation complexity, be stable and compact. Laplace-
Beltrami Eigenfunctions [Lev06] have mainly been uti-
lized as basis to compute the desired mapping due to
multi-scale property and invariance to isometric defor-
mations of shapes. Though Laplacian eigenfunctions
are compact and stable, it tends to smoothen out sharp
features on the shape, which hampers the analysis. Also
global nature of these eigenfunctions make it sensi-
tive to topological changes. However, when dealing
with challenging datasets, information regarding local-
ized and detailed features of shape become significant,
which Laplace-Beltrami eigenfunctions fail to capture.
This work is motivated by proposing a basis that better
captures the shape geometry by picking up sharp fea-
tures of the shape and be computationally viable.

5 CONTRIBUTION
For Hamiltonian operator defined on shapes, the poten-
tial function is responsible for localizing the region so
that Hamiltonian eigenfunctions capture high frequency
information along with preserving the properties cap-
tured by Laplace-Beltrami eigenfunctions. From com-
puting perspective, since discrete potential function is
described as a diagonal matrix it amounts to no addi-
tional computation for basis over Laplace-Beltrami ba-
sis (ref sec. 3.3).

Since Gaussian curvature (K) fully characterizes the ge-
ometry of the shape [Ale02] and is given as the product

of the principal curvatures K = k1∗k2, it picks up the re-
gions with negative and positive curvatures i.e. regions
where sharp features of the shape appear. Refer Fig.3
for visualizing gaussian curvature on the shape where
positive curvature regions are marked with yellow such
as paws, while negative curvature regions are marked
with red such as inside of the ear. Hence justifies the
selection as a potential function.

In this work, the contribution is to suggest to use gaus-
sian curvature as potential function to determine Hamil-
tonian basis, as it better captures the shape geometry
which leads to better point-to-point correspondences,
without any additional cost. Refer fig. 1 where shape
signal was first projected onto each Laplace-Beltrami
and Hamiltonian basis respectively and subsequently
reconstructed via 150 of each set of bases. Note that
Hamiltonian basis capture sharp features where fingers
are also identified, while Laplace-Beltrami basis has
smoothen out these details via utilizing same number
of respective basis.

6 IMPLEMENTATION
6.1 Dataset
TOSCA dataset [BBK08] consisting of hi-resolution
non-rigid shapes in a variety of poses have been uti-
lized. The database contains a total of 80 objects, in-
cluding 11 cats, 9 dogs, 3 wolves, 8 horses, 6 centaurs,
4 gorillas, 12 female figures, and two different male
figures, containing 7 and 20 poses. Each object is a
triangulated mesh with vertices, edges and triangular
faces. Ground truth vertex-to-vertex correspondences
are also provided, which are utilized to evaluate the per-
formance of proposed technique.

6.2 Methodology
In this work, wolf meshes are considered to illustrate
implementation details - wolf0 and wolf1. Functional
framework to compute vertex-to-vertex correspon-
dences between two triangular meshes is utilized,
each mesh depicting a different pose of wolf shape
from TOSCA dataset. Refer section 3.1 for the steps
involved to determine correspondences via functional
map.

First step is to compute feature descriptors for both the
meshes, hence heat kernel signatures (HKS) [SOG09]
and wave kernel signatures (WKS) [ASC11] are uti-
lized which are defined via Laplace-Beltrami eigenval-
ues. Next step is to identify the bases for the shapes.
For this Hamiltonian operator is selected as via poten-
tial function, bases can be enhanced to incorporate bet-
ter shape geometry. Various potential functions with
intrinsic features like gaussian curvature, gaussian cur-
vature with absolute values and with extrinsic features
like mean curvature and others were tried out with var-
ied values of parameter µ (ref. Sect.3.3). Finally µ is
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Figure 4: Functional map (pre and post refinement) via
Laplace-Beltrami basis (top row); via Hamiltonian ba-
sis (bottom row) for wolf Mesh

takes as 5000 empirically and gaussian curvature was
selected as the potential function to determine Hamil-
tonian operator. First 100 Hamiltonian eigenfunctions
were considered as basis for the function spaces of
shapes, arranged according to increasing eigenvalues
for the next step.

Then function descriptors computed earlier were
projected onto these chosen basis, so as to reduce
the complexity of further shape processing. Along
with Laplacian commutativity constraint the energy
functional as discussed in section 3.1 is minimised
via gradient-descent approach to get an optimal
functional map. Procedure depicted in Section 6.2 of
[OBCS+12] is utilized to refine the obtained functional
map and also compute point-to-point correspondences
simultaneously.

Refer Fig. 4 top row, that specifies functional map with
100 basis functions; previous to and post the refinement
step via Laplace-Beltrami basis and Fig 4 bottom row
for Hamiltonian basis. Note that Laplace-Beltrami ba-
sis picks up the low frequency features while Hamil-
tonian picks up high frequency features in the initial
optimal map before refining the map.

To verify if the utilized approach performs better, ac-
curacy of obtained point-to-point correspondence map
needs to be established. For that, geodesic error is com-
puted by summing up all geodesic distances from com-
puted mapping of points to ground-truth mapping. For
a vertex p in source mesh, let the obtained correspond-
ing vertex in target mesh is q and the ground-truth es-
tablishes vertex r in target mesh as the corresponding

vertex for vertex p from source mesh, then the geodesic
error at vertex p is the geodesic distance between ver-
tices q and r on target mesh. Summing up geodesic
error for each vertex on source mesh is represented as
geodesic error for the obtained mapping.

Obtained results are compared with the existing ap-
proaches of Laplace-Beltrami basis [OBCS+12] and
compressed manifold modes [NVT+14] as it claims to
pick sharp details from the shapes.

With allowed normalized geodesic error threshold of
0.1, results are provided in Table 1 to compare re-
sults for wolf and Human meshes in different poses
from TOSCA dataset. It shows that proposed basis per-
forms better empirically over Laplace-Beltrami basis
and wins over from compressed manifold modes by a
very good margin. Refer Fig. 5 for obtained accuracy
of point-to-point correspondences in terms of percent-
age of correct correspondences computed with respect
to total number of vertices (or points) on the shapes,
via Laplace-Beltarmi basis, proposed Hamiltonian ba-
sis and via compressed manifold modes. Note that pro-
posed basis give similar exact error i.e. percentage of
point-to-point correspondence map with zero error to
that of Laplace-Beltrami basis. However, with mini-
mal error allowed proposed basis perform much better
than other two. To enhance the empirical validity of our
proposed work, accuracy of point-to-point correspon-
dences for Human meshes from the same dataset are
presented in the table, which justifies the use of pro-
posed basis over existing ones.

Basis Type Accuracy with less than 0.1 geodesic error

Wolf Human
LBO Eigenfunctions 84.7% 64.09%

CMM 14.73% 12.6%
Proposed basis 98.6% 72.23%

Table 1: Different basis were utilized to determine
functional space to compute point-to-point correspon-
dences

For visualization purpose refer Fig.7 for wolf meshes,
to see geodesic error plot as heat map on the shape itself
in case of proposed and Laplace-Beltrami basis respec-
tively. In case of Hamiltonian basis, at the very end of
tail the error is high and rest of the shape has minimal
error. However, for Laplace-Beltrami basis the error is
scattered over the shape and particularly present at all
regions with sharp features like paws, ears, etc. Com-
pressed manifold modes performed quite poorly, hence
excluded from this visualization. Similar to the wolf
meshes, human meshes (refer Fig 8) also show similar
result, wherein the geodesic error induced via Laplace-
Beltrami bases is scattered while for Hamiltonian bases
similarly show the localized error as depicted in wolf
case.
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Figure 5: Accuracy of point-to-point correspondences;
via Laplace-Beltrami basis(green line-diamond mark-
ers); via Hamiltonian basis (blue line-circular markers);
via compressed manifold modes (red line-square mark-
ers) in the functional map framework for wolf mesh

Application
Texture mapping is considered as application for the
computed correspondences via proposed basis. Refer
Fig.6 for texture is transferred from wolf0 shape to
wolf1, where particularly lower body of wolf is shown
to highlight problematic areas.

7 DISCUSSION
In this work, the effect of selecting an intrinsic potential
function, particularly Gaussian curvature, to describe
Hamiltonian operator with respect to functional map
framework has been studied. Due to modulations in
manifold harmonics via an intrinsic potential function,
Hamiltonian basis picked sharper features as compared
to Laplace-Beltrami basis. These sharp features helped
improve overall accuracy of point-to-point correspon-
dences computed via functional framework consider-
ing Hamiltonian eigenfunctions as basis. Compressed
manifold modes are localized basis which also aims at
picking up the high frequency details, but fails to work
for non-rigid shape matching because of the induced
sparseness along with absence of global information
determining the shape geometry. Proposed basis over-
comes both these issues by being able to capture global
information along with sharper features of the shape,
hence fared well.
Based on empirical evidence gathered from testing mul-
tiple shape pairs in our study, it has been observed
that introducing sharp feature information into the basis
leads to an improved representation of shape geometry.
This, in turn, enhances the ability of the basis to cap-
ture the geometric features of the shape. However, error
localization is a phenomenon that is seen across multi-
ple meshes, which might be due to Gaussian curvature
picking up high curvature regions while not picking up
no curvature zones or flat regions of the shape.

8 FUTURE SCOPE
The potential function proposed to compute Hamilto-
nian eigenfunctions is specified as an intrinsic feature of

Figure 6: Texture mapping specified from wolf0 to
wolf1 shape via computed correspondences; via Hamil-
tonian basis (top); via ground-truth (middle); via
Laplace-Beltrami basis (bottom)

the shape which is fixed for each shape before the anal-
ysis initiates, be it some intrinsic invariant or any step
function specifying a particular region on the shape.
Along with its fixed nature, it shows error localization
possibly due to Gaussian curvature not picking up no
curvature zones. An interesting future prospect would
be to compute a potential function that adapts itself such
that it automatically picks those regions that are critical
to both shapes considered together and in-turn enhances
point-to-point correspondences too.

A potential avenue for future research is to investigate
shape correspondences in non-rigid shapes that per-
mit stretching and other deformations beyond isomet-
ric ones. This would present a greater challenge in the
analysis, thereby providing an opportunity to explore
new methods and approaches in this area.
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Figure 7: Geodesic Error Plot visualized as heat map
on the shape itself; via Hamiltonian basis (top); via
Laplace-Beltrami basis (bottom) for wolf mesh
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ABSTRACT
There are currently a range of different approaches for extracting iso-surfaces from volumetric medi-
cal image data. Of these, the HistoPyramid appears to be one of the more promising options. This
is due to its use of stream compaction and expansion which facilitates extremely efficient traversal of
the HistoPyramid structure. This paper introduces a novel extension to the HistoPyramid concept that
entails incorporating a variable reduction between the HP layers in order to better fit volumes with
arbitrary dimensions, thus saving memory and improving performance. As with the existing HistoPy-
ramid techniques, the adaptive version lends itself to implementation on the GPU which in turn leads
to further performance improvements. Ultimately, when compared against the best performing existing
HistoPyramids, the adaptive approach yielded a performance improvement of up to 20% without any
impact on the accuracy of the extracted mesh.

Keywords
Marching cubes, surface extraction, HistoPyramid, Parallel Processing, CUDA

1 INTRODUCTION
3D Medical imaging often involves extracting
surfaces from volumetric datasets obtained using
modalities like MRI & CT. These datasets are
stored as 2D images of pixels which when com-
bined build a 3D volume of voxels.

The surfaces in a medical image have constant
density and so are called iso-surfaces. The March-
ing Cubes Algorithm (MCA) [Lor87], developed
by Lorensen & Cline can be used to extract these
surfaces. It is a robust algorithm that subdivides a
volume into smaller 2 × 2 × 2 overlapping neigh-
bourhoods and processes each neighbourhood
individually. This ’divide and conquer’ approach
is well suited to parallel processing. This method
is consistent and accurate but can be quite slow.

The MCA performs computations on the whole
volume, however, only a fraction of this volume
will produce geometry. Alternative solutions
to the MCA attempt to reduce the number of
unnecessary computations that are performed. In
this paper, one such solution that will be looked
at is the HistoPyramid (HP) [Dyk08; Dyk10;
Smi12]. The HP is a data structure that is used
to transform the problem from input-centric to
output-centric. This is a much more efficient
solution. However, the HP approach can be

further improved to be more space-efficient and
further optimised.

This paper introduces the Adaptive HistoPyramid
(AHP), as a novel alternative solution to existing
formations of the HP. The AHP further enhances
and extends the HP such that it can operate
on any arbitrary volume without the need for
extra padding. It is a more flexible structure in
comparison to the standard HP. Less padding
should have the effect of reducing the memory
required to store the AHP and also the amount of
time to create the AHP.

Both the HP and AHP can be shown to be highly
parallelizable and will be implemented using
NVIDIA’s Compute Unified Device Architecture
(CUDA) which is a parallel programming plat-
form [NVI20]. With this all of the steps involved
can be executed on the GPU alone without requir-
ing additional transfers between the GPU and
CPU which adversely affects performance.

2 PRIOR WORK
2.1 Marching Cubes and Extensions
The MCA introduces key concepts that make it
ideal for the task of surface extraction. First, the
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3D grid of voxels is split into 2 × 2 × 2 neighbour-
hoods formed by adjacent voxels. From this each
individual neighbourhood is matched against one
of the 15 Marching Cubes which approximate the
geometry within the neighbourhood.

The MCA does have some limitations in its ability
to handle ’sharp’ shapes and those with ambi-
guity in certain sections. For this reason, more
sophisticated methods based on the MCA such as
Marching Cubes 33 [Che95] and Neural Marching
Cubes [CZ21] were proposed. Marching Cubes 33
aims to improve the MCA by introducing more
patterns so that there are more possible scenarios
that can be modelled in each cube, thus reducing
the potential for ambiguity.

Alternatively, the Neural Marching Cubes algo-
rithm uses a cube with internal vertices and deep
learning in order to create a model to recover
more accurate geometry from the cube. While any
of these quality-centric marching cubes options
would be compatible with the performance-
centric approach that is the focus of this paper, the
standard MCA will be used as the starting point
in order to provide the most accessible description
of the technique that is being proposed.

2.2 Prefix Sum (Parallel Scan)
The Prefix Sum [Har07] is a common parallel
algorithm. It can perform many parallel additions
very quickly. It has many uses but the one that
is most applicable for these purposes is stream
compaction. Stream compaction involves mod-
elling the problem as a series of streams and
then removing unwanted or unnecessary streams.
This is done by turning the MCA into streams
that produce triangles with several streams for
each neighbourhood and then culling the streams
that don’t produce triangles. The scan done
with the Prefix Sum creates a cumulative sum of
triangles over the entire volume and then a scatter
operation is executed that selects only the streams
that produce output triangles.

The MCA processes every neighbourhood which
translates to outputting five streams per neigh-
bourhood. In practice, the average number of
triangles per neighbourhood will be less than one
as typical medical scans feature a large amount of
empty space. The Prefix Sum method uses stream
compaction which ensures there are exactly as
many streams as triangles. Until version 11.6 of
CUDA, a sample was packaged with the CUDA

toolkit that extracted iso-surfaces using the Prefix
Sum. This did not scale well with large volumes
so a better solution is needed.

2.3 HistoPyramid
Another possible solution is using the HP method.
The HP extends the prefix sum and creates a new
data structure, a tree structure that maintains
distribution information, instead of using a single
compacted array of streams. Similar to the Prefix
Sum it uses stream compaction to reduce the
problem into a stream of triangles. The HP base
layer has an entry for each neighbourhood which
is the number of triangles that will be produced
by the neighbourhood. It makes upper layers
by summing entries at each layer until there
is only one entry at the top layer which is the
total number of triangles. These triangles are
passed through each layer of the HP to find the
position and dimensions of that triangle. Often a
neighbourhood may produce multiple triangles,
but each traversal of the HP produces exactly one
triangle. These triangles make up the surface as
before.

2.4 Parallel Processing
A great benefit associated with the MCA is that
it is highly parallelizable. Even running the
standard MCA on a GPU can result in a reduction
in processing time. Parallel implementations
of the MCA have been tested [Arc11] and can
take between four and fifty times less time to
process by utilising the GPU. However, memory
issues may become a problem which limits the
benefit that can be gained when processing larger
volumes.

One reason is that parallel processing on a
GPU tends to require that each parallel process
has a fixed allocation of memory to deal with
all possible input/output scenarios. i.e., each
neighbourhood outputs the maximum number of
triangles which is five even though in most cases
no triangles will be produced. This will inevitably
lead to inefficiencies in terms of memory require-
ments and processing speed. On some GPUs it
may not be possible to process larger volumes in a
single pass without having to do additional slow
GPU to CPU transfers creating a bottleneck.

The HPs are highly parallelizable and the output
is a compact set of triangles so it doesn’t require
as much memory despite having to store a full
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HP data structure as well as storing the full set of
underlying 2 × 2 × 2 voxel neighbourhoods. The
layers of the structure are composed of summing
sections of previous layers, a process which can be
carried out in a computationally efficient manner.
The HP is a Pyramid of partial sums. With the
top layer being the sum of all entries in the base
layer. This is similar to a Prefix Sum operation
that outputs intermediate layers. The HP layers
split the work done by the Prefix Sum method
and allow it to be traversed much faster while
taking the exact same time to create. And, since
the traversal is a simple algorithm that iterates
over a number of triangles it is easy to implement
in parallel.

3 DESIGN AND IMPLEMENTATION
3.1 Marching Cubes Algorithm

Figure 1: The 15 marching cubes cases.

To implement the MCA, the 3D grid of voxels is
first split into 2 × 2 × 2 neighbourhoods formed
by adjacent voxels. Each neighbourhood is a 2 ×
2× 2 overlapping region from the original dataset.
Every voxel forms a corner of the neighbourhood
and has a domain-specific value for its density.

3.1.1 Thresholding
For each neighbourhood, voxel densities are com-
pared with a threshold. This threshold is the den-
sity of the surface to be extracted. Voxels are thus
assigned as internal or external to this surface.

3.1.2 Identify Intersected Edges
If a neighbourhood contains voxels that are both
external and internal to the surface, then it must
be intersected by the surface. There are 256 ways
that a neighbourhood can be intersected. How-
ever, using rotations and complementary cases,

this can be reduced to only 15 unique scenarios as
shown in Fig. 1. Using a lookup table produced
by Lorensen and Cline, a set of intersected edges
was found in that neighbourhood that must con-
tain vertices of the surface.

Figure 2: Evolution of the mesh extracted using
the MCA. (a) A surface extracted before any inter-
polation occurs. (b) A surface extracted without
calculating vertex normals. (c) A fully extracted
surface with vertex normals for lighting calcula-
tions.

3.1.3 Interpolation of Points

Linear Interpolation is applied using the densities
of the voxels on either end of an intersected edge
and the threshold value to approximate the ex-
act position of the vertex along this edge. Inter-
polation stops the rendered surface from looking
’blocky’ as in Fig. 2(a) and instead look as they do
in Fig. 2(b). After this the vertices are triangulated.
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3.1.4 Calculating Vertex Normals
At this point the mesh is accurate but does not
have the information required to facilitate per
fragment lighting calculations. Consequently,
normals must be calculated for each vertex. This
is done for each voxel by finding the rate of
change in voxel density along each axis local to
that voxel using neighbouring voxels. Vertices
lying on an edge containing those two voxels have
their normals found using linear interpolation as
before.
The results were examined to ensure that a
smooth, high detail surface was produced as
illustrated in Fig. 2(c). After the MCA was
implemented on the CPU, the process was re-
peated on the GPU using CUDA and the resulting
surface was verified to be identical to the surface
produced by the CPU bound version of the
algorithm.

3.2 HistoPyramid
The HistoPyramid is a data structure that will al-
low a faster extraction phase and is ideal for GPU
implementations. It requires additional setup
time; however this time is negligible in compari-
son to the gains made during the extraction phase.

3.2.1 First Pass
As before, the volume is split into overlapping
neighbourhoods and thresholding is applied.
However, the voxels from this are used with the
lookup tables to quickly calculate the number of
triangles that will be produced by each neighbour-
hood without performing any time-consuming
calculations.

3.2.2 Constructing the HP
It has been suggested that accessing the data as a
series of tiled 2D slices [Har07; Dyk08] rather than
the original 3D sub-volumes has the potential to
significantly reduce the computational overhead
associated with indexing through the HP data
. The HP base layer in this case will be a 2D
array with each entry representing the number
of triangles in a given neighbourhood. The layer
above this is constructed by summing entries in
the layer below. This reduces the size of each
upper layer by a factor of four until one entry
remains at the top layer that contains the total
number of triangles produced by the surface.

This is a reduction factor r of four or 2 × 2. It
should be noted that for this reduction to be pos-
sible, the bottom layer must have sides of equal

length that are of size 2k and will form k+ 1 layers.
The layers are padded to fit these constraints.
The formation of the HP can be thought of as
a Prefix Sum with Intermediate Partial Sum layers.

Figure 3: Construction of a 2D HP with 16 entries
in its base layer.

For the above case, the reduction factor is four
which equates to a 2 × 2 square. However, it is
possible to sum over any area that is an n × m
rectangle. This requires that the base layer is
of area nk × mk and that there are k + 1 layers.
Above, in Fig. 3, a 4 × 4 area is used to represent a
possible 2 × 2 × 4 volume.

3.2.3 Traversing the HP
Next the HP is traversed to find each triangle in
the surface. The number of triangles equals the
top entry since it is a sum of all base layer entries.
The HP is traversed using indices from 0 to N − 1,
where N is the top entry in the HP to find all N
triangles. Instead of iterating on an entire volume
like the MCA, the HP iterates on all the triangles
in a volume and then the HP is traversed to find
the exact position of each triangle.

This is done by finding which sub-area of a lower
layer that a triangle belongs to. Once the base
layer is reached, the neighbourhood containing
the triangle along with its corresponding vertex
positions are found. Each parallel process in this
is a stream that produces exactly one triangle.
This stream compaction transforms the basis of
the problem such that it is based on the number
of triangles instead of the size of the volume. This
new basis means that the complexity is related to
the length of the output which is why it is referred
to as an output-centric method. MCA on the other
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hand has complexity related to the input volume
making it input-centric.

Figure 4: Traversal of a HP to find the location of
the 10th of 13 triangles in a surface.

In Fig. 4, the nth triangle is being extracted for
n = 10. The entries in each 2 × 2 square are
ordered starting at the top left and following the
arrow in the figure. At each layer a cumulative
sum of the entries is calculated as shown by the
number in red to calculate the ranges contained
within each entry. At the top layer, n must be
within the area beneath the first entry. At the
second layer the ranges contained by each entry
are created. In the example, n belongs to the range
created by the last entry. n is updated to be local to
that entry and given a value of one. The position
value p is updated also to point at this entry by
multiplying the position vector by the reduction
factor. In the base layer, n is within the first
entry. The triangle is within this neighbourhood
in the base layer. This neighbourhood produces
multiple triangles and n decides which triangle to
extract from the neighbourhood.

Unlike the construction phase, the number of
instructions to retrieve the position of the triangle
in a lower layer is not always constant since the
process may need to check multiple entries. This
can potentially result in slightly slower processing
because conditional logic may lead to branch
divergence and as a consequence the streams may
vary in terms of the time required to execute.
These processes run on threads, and in CUDA,
threads run in collections of 32 called warps.
These warps must be synchronised and if the
execution time varies greatly the performance
is affected negatively. Execution of a warp will
continue until its longest running member thread

has completed its operation.

3.3 HP Modifications
Different formations of the HistoPyramid are
possible by changing the way that reductions are
applied.

3.3.1 3D HistoPyramid
The HistoPyramid can have 3D layers [Smi12]. In
this scenario, the 3D base layer is not flattened
into a tiled area. Instead, the 3D data is processed
directly with constraints similar to those that
apply to the 2D case. It is possible then to divide
any volume of nk × mk × lk where n,m and l are
the reduction factors in each dimension and k + 1
is the number of layers. Only 2 × 2 × 2 reduction
factors were considered in this case which is
equivalent to an overall reduction factor of eight.

3.3.2 1D HistoPyramid
This HistoPyramid can also be flattened down
to 1D layers [Dyk10]. This has the potential to
reduce the indexing overhead even more than
the 2D case. It also loosens the constraints on the
size of the base layer to be any length that can
be written in the form rk where r is the reduction
between each layer and k + 1 is the number of
layers. A series of 1D HPs were evaluated and the
best performing of these were considered further.
As observed from experiments carried out, the
best performing HPs had reduction factors of five
or eight.

3.4 Adaptive HP
The HP makes the traversal phase and surface
extraction phase of the process optimally efficient
as they are output-centric. This is not the case for
the first pass over the volume and the creation of
the HP. As noted from repeated experimentation,
most of the processing time is associated with the
input-centric computations. These computations
took on average 84% of the total computation
time for surface extraction. The input-centric
computations took more time for sparser datasets,
especially where a large amount of padding of
the HP structure is required to accommodate
the HistoPyramid size constraints, while the
opposite was the case in datasets that contained
more extensive meshes. Reducing the effect of
input-centric processes requires removing the
padding created from the HP. To do this, the AHP
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Figure 5: AHP removing the need for padding in a volume of fifteen neighbourhoods by using reduction
factors of three and five.

can be used.

Starting with a 1D HP, the AHP takes advantage
of the fact that a constant reduction between
layers is not necessary. This is possible as long as
each layer is treated the same at construction and
traversal. Fig. 5 shows how the example used
in Fig. 3 can be reshaped in the form of an AHP.
With this the layers have a reduction of three and
then five to make up the size of exactly fifteen
which could not be expressed in the form rk or by
any of the HPs explored thus far.

The AHP must be traversed in the reverse order
to construction to find the correct positions. As
seen in Fig. 6, the traversal is identical to the HP
and selects the same entry for n = 10 and for any
other n, the main difference is how the layers are
divided. The AHP aims to reduce the padding by
a range of different reduction factors and finding
an arrangement of these that will produce the
least padding. The constraints on this structure
are that the base layer is of size ∏K

0 rk where rk is
the reduction at layer k.

Any size base layer can theoretically be accom-
modated given that it is not a prime number.
This significantly reduces the need for padding
compared to other similar techniques. In fact,

it could be possible to take only a subset of an
overall volume using this method and thereby re-
ducing the memory requirements further. Larger
reductions at each layer will produce fewer layers
however it will also increase the amount of data
at each layer which would slow down processing
at that layer.

A method is required for determining the reduc-
tion factors. The maximum reduction factor found
in existing works is eight [Smi12] but tended to be
lower e.g. four or five [Dyk08; Dyk10]. With the
AHP it will be possible to use larger reductions
without possibly creating a large amount of
padding. This is because, for a regular HP the
HP can only take a limited set of sizes which are
dependent on the reduction factor and this set
of sizes becomes sparser as the reduction factor
increases as the base layer size must be exactly
rk. Conversely, the AHP uses multiple reduction
factors so does not have the same constraints on
size as is the case with HP, so this is not an issue.

The reduction factors for a given volume were
selected from a set of numbers ranging from
4-16. Any factor is a valid choice, even so, it is
important to select factors that are not too large
as it was determined that this created layers with
a large possibility of branch divergence which

Figure 6: Traversal of a AHP to find the 10th of 13 triangles of a surface.
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would negatively affect performance.

The reduction factors were determined empiri-
cally from the range of values from this set for
this initial implementation. This was deemed
adequate as it was generally possible to find
an outcome that was close to ideal with very
little computation overhead. The HP could be a
possible configuration of the AHP so, in theory,
an ideal AHP would at most take as much storage
as most space-efficient regular HP.

4 RESULTS AND ANALYSIS
The algorithms were run on nine different datasets
[Sta87; Ack98; Kik14; McC14] obtained from a
range of sources. Table 1 presents a summary
of each of the methods compared with the stan-
dard MCA as well as the additional memory
requirements to store the base layer of the HP
over all datasets. Additionally, detailed results are
provided for three exemplar datasets that show
the performance of the technique across a range
of different modalities, dataset dimensions and
surface morphologies.

All algorithms were evaluated on a PC with an
Intel Core i7 2.60GHz CPU with six cores and
32 GB RAM, with a 4GB NVIDIA Quadro P2000
Graphics Card. The algorithms were imple-
mented using version 4.8 of the .NET framework
which incorporated CUDA 11.6 through the
NuGet Package ILGPU [ILG22].

Table 1 shows the average relative performance
from timing the various algorithms. The standard
MCA implementations are denoted as MCA CPU
and MCA GPU. 1D HP implementations are
denoted by HP and then a number relating to
the reduction. Only 2 of these were considered,
HP5 and HP8, which have reduction factors of
five and eight respectively. These two were the
best performing of the 1D HPs. AHP refers to the
adaptive approach and the final two algorithms,
HP2D and HP3D refer to implementations that
have 2D or 3D layers respectively.

The HistoPyramids reduce the number of com-
putations and performs these computations in
parallel, so a large improvement is expected. This
approach was found to be 50 to 500 times faster
than the MCA to extract the same surface. The
benefit of this technique is clear from these results.

The AHP performs better than any of the other
implementations. On average it performed 4.5%
faster than the next best performing method
for each individual case, for the volumes that
exceeded 256 × 256 × 256 this improvement
increases to an average of 10%. In the best case
from the dataset this improvement increased to
20%. The performance of the AHP was also found
to improve as the size of the volume increased.

In addition to this the AHP was generally found to
be the best method across datasets. In one outlier
case, the AHP was not the top performer as it took
slightly longer than the HP5 method. In this case,
the AHP used a large amount of padding and has
not tended to the best formulation of layers. The
HP5 method uses less padding for this case. There
is at least one better solution to the arrangement
of AHP layers since any 1D HP is also a possible
solution to the AHP. Using a different algorithm
for determining the reduction factors of the AHP
would reduce the padding used and improve
performance further. This outlier demonstrates
that padding is a relevant factor in performance.

The 1D implementation tends to perform better
than 2D or 3D alternatives. Using 1D layers
eases the constraints on the shape and size of
the original volume. Additionally, the index
overhead of using 3D or 2D indices for each
layer is not present with the 1D implementation.
For irregularly shaped data this can be particu-
larly apparent. The AHP tends to use even less
padding especially when averaging results over
several datasets. It will produce a consistently
low amount of padding while with other forms
of the HP, the amount of padding can vary sig-
nificantly from dataset to dataset. This may be
because it can model any arbitrary volume easily.
Because of this the AHP is particularly fast in the
construction phase.

5 CONCLUSIONS
The AHP evaluated was an initial unrefined
implementation and yet it regularly performed
better than the other methods. It enhances the HP
using a variable reduction factor between layers
of the data structure. This results in a performance
boost of up to 20% with an additional benefit of
using less of the finite memory available on a
GPU. These performance boosts do not sacrifice
the accuracy of the mesh extracted. In the outlier
case, where the AHP doesn’t give a benefit over a
1D HP, which is quickly calculable before creating
any structure, a hybrid solution might be used
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MCA CPU MCA GPU HP5 HP8 AHP HP2D (HP4) HP3D (HP8)
Average Performance over 9 datasets

Relative Time to MCA 1.000000 0.244867 0.005974 0.006015 0.005722 0.006558 0.007677
Padding Required 86.56% 139.06% 8.98% 105.93% 258.50%

MRHead (130 x 256 x 256)
Relative Time to MCA 1.000000 0.341110 0.004098 0.004229 0.004232 0.004216 0.004643

Padding Required 14.85% 98.44% 22.03% 98.44% 98.44%

F_Head (234 x 512 x512)
Relative Time to MCA 1.000000 0.229836 0.006884 0.006498 0.005701 0.009239 0.011601

Padding Required 300.45% 243.90% 0.16% 9.48% 119.78%

Wrist CT (251 x 440 x 440)
Relative Time to MCA 1.000000 0.485414 0.009634 0.010373 0.009393 0.015005 0.018657

Padding Required 0.49% 177.72% 7.60% 38.43% 177.72%

Table 1: The relative time taken for each method relative to the Baseline MCA CPU and the extra padding
required for each HP and AHP. The best performing algorithms for each surface are highlighted.

instead that could force the use of the most
appropriate conventional HistoPyramid-based
approach.

There are some areas in which the AHP could
be improved. Namely, the final structure is
often not the optimal solution and, moreover,
uses more padding than needed. This happens
because the method for selecting factors reaches
an acceptable solution but there are often better
solutions available, possibly by refining an initial
guess or by using a more analytical approach.
Additionally, the AHP can readily select subsets
of the volume. For example, a pre-processing step
could crop only important parts of the volume
as much of it is empty space. Or a computer
vision task might quickly detect subvolumes from
larger datasets that might need to be selectively
extracted, something that the AHP would easily
accommodate. Future work might see a better
method for selecting factors while also taking
advantage of the AHP’s ability to model arbitrary
volumes to see more significant gains.

As with the HP, the AHP is a parallel-first ap-
proach making it ideal for GPU implementations.
This avoids any CPU to GPU transfers which will
cause a bottleneck. Each step of the HP consists
of only additions or comparisons. It is therefore
easy to comply with the SIMD or SIMT models of
parallel computing and ensure that maximum use
is being made of the GPU.
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Abstract
Until now, it has been impossible to imagine industrial manual assembly without humans due to their flexibility
and adaptability. But the assembly process does not always benefit from human intervention. The error-proneness
of the assembler due to disturbance, distraction or inattention requires intelligent support of the employee and
is ideally suited for deep learning approaches because of the permanently occurring and repetitive data patterns.
However, there is the problem that the labels of the data are not always sufficiently available. In this work, a
spatio-temporal transformer model approach is used to address the circumstances of few labels in an industrial
setting. A pseudo-labeling method from the field of semi-supervised transfer learning is applied for model training,
and the entire architecture is adapted to the fine-grained recognition of human hand actions in assembly. This
implementation significantly improves the generalization of the model during the training process over different
variations of strong and weak classes from the ground truth and proves that it is possible to work with deep
learning technologies in an industrial setting, even with few labels. In addition to the main goal of improving
the generalization capabilities of the model by using less data during training and exploring different variations
of appropriate ground truth and new classes, the recognition capabilities of the model are improved by adding
convolution to the temporal embedding layer, which increases the test accuracy by over 5% compared to a similar
predecessor model.

Keywords
Human Action Recognition, Industrial Assembly, Semi-Supervised Learning, Transfer Learning, Transformer

1 INTRODUCTION

The full automation of production processes in indus-
trial production lines has shown that the contribution
of humans cannot be completely replaced by machines,
yet. This adapted attitude toward full automation is pri-
marily due to monetary reasons, such as increased fixed
costs due to the maintenance of the machines used in
the process, but also to reasons such as lower social
acceptance due to the elimination of certain occupa-
tional groups. The advantages resulting from and uti-
lized by humans compared to today’s machines are pri-
marily evident in manual assembly work. Humans are
able to process a high product variance, to adapt to new
or optimized processes without additional technical ef-

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

fort, and to recognize and adjust to unexpected prob-
lems and assemble components very accurately and
precisely. However, the increasing variance of products
and shorter time-to-market for companies is becoming
a disadvantage for people due to the increase in work-
load. This workload leads to a higher error rate, es-
pecially when it comes to assembling products. The
main reason for this is lack of concentration, especially
due to long work shifts, as well as inattention or dis-
traction. In addition, the assembly worker needs more
and more in-depth knowledge to assemble the products
correctly and has less time for training and instruction.
These circumstances lead to a lack of expertise and re-
duce positive human flexibility. The errors in assembly,
which initially go undetected, then continue through the
entire production process until they are noticed during
quality control or, in the worst case, during operation
of the product. The consequences are inconvenience to
production, an increased number of defective products
or damage to the company’s image because of the low
quality. One possible solution to avoid the aforemen-
tioned problems in assembly without affecting the eco-
nomic parameters are assistance systems for the worker.
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These assistance systems guide the employee through
the assembly process and point out errors. In addition
to detecting the objects used, such as tools and com-
ponents, the first step in this observation of assembly
tasks is to observe the fine-grained human actions per-
formed by the hands of the assemblers. For the recog-
nition and description of these fine-granular hand ac-
tions, a stacked deep-learning architecture is used. This
deep-learning model architecture consists of an existing
feature extractor for hand detection and tracking and
subsequent classification of the sequences by an exist-
ing for this specific use case adapted spatio-temporal
transformer model based on the findings of [Liu+21].
Beside the presentation of the architecture and usage
of an available dataset for fine-grained human hand ac-
tions in industrial environment, [Stu+23] the main fo-
cus of this paper is the semi-supervised model training
procedure dealing with the general problem in an in-
dustrial environment with lots of data but few labels.
This circumstance is a relevant point at the latest when
the trained basic application needs to be adapted to a
new real world use case in order to check the scalability
of the model. Especially in an industrial environment,
this must be done as quickly and cost-effectively as
possible and, without time-consuming labelling effort,
as is the case with traditional deep learning methods.
In this work, pseudo-labelling transfer learning experi-
ments are therefore investigated to improve the stability
of each class and the overall performance and general-
ization possibilities of the model. A base model trained
supervised on different combinations of assembly tasks
with the highest F1-Score[GBV20] from the "Industrial
Hand Action Dataset V1"[Stu+23] is pretrained to pro-
vide these weights as initialization for an industrial real
world use case from a laboratory environment. For the
subsequent real world use case, it is assumed that par-
tial labels based on the job description and example as-
sembly steps for training new employees exist, which
are in this case a combination of novel classes from the
"Industrial Hand Action Dataset V1". The pretrained
weights are transferred to a new classifier architecture,
which is subsequently fine-tuned on the novel classes
in a semi-supervised procedure by using at first the la-
beled example data from the customer and initialize the
model for the training on unlabeled data. Afterward,
the pseudo-labeling approach follows. This procedure
shows how this method of semi-supervised training can
positively affect the classification results in an indus-
trial environment. It provides more stability and gen-
eralizability compared to supervised approaches for an
industrial real world use case and is based on a spatio-
temporal transformer network for fine-grained human
hand actions. In the following Sections, the training
data set is introduced in Section 2 followed by the
stacked model architecture in Section 3 existing of the
hand detector in Section 3.1 and the spatio-temporal

transformer model for the classification task in Section
3.2. The related work 4 of pseudo-labeling a method
of semi-supervised learning is presented in Section 4.1
and the shown approaches are revisited under consider-
ation of the usability in this specific industrial human
hand action recognition approach in Section 4.2, before
the experiments are examined in Section 5 and finally
evaluated, compared and concluded in Section 6 and
Section 7.

2 INDUSTRIAL DATASET
The "Industrial Hand Action Dataset V1", a vision
based industrial hand assembly dataset introduced in
[Stu+23] consists of 12 fine-grained hand action classes
for industrial assembly. With 459,180 frames in the
basic version and 2,295,900 frames after spatial aug-
mentation, uneven distributed it belongs to one of the
larger datasets. It is the first dataset of its kind to
tackle the real world issues which occur in an indus-
trial environment. Compared to other freely available
datasets tested in [Stu+23], it has an above-average du-
ration and, in addition, meets the technical and legal re-
quirements for industrial assembly lines. Furthermore,
the dataset contains occlusions, hand-object interaction,
and various fine-grained human hand actions for indus-
trial assembly tasks that were not found in combination
in similar examined datasets [Stu+23]. The recorded
ground truth assembly classes are selected after exten-
sive observation of real-world use cases. The usabil-
ity of the dataset for training sequential deep learning
models was confirmed in [Stu+23] with a test accuracy
of 86.25% before hyperparameter tuning. The architec-
ture is based on an adapted version of the gated trans-
former network model of [Liu+21], presented in more
detail in section 3.2.

3 MODEL ARCHITECTURE
The processing of full image sequences is a very re-
source intensive task when it comes to deep learning
model training. Since the focus of the model architec-
ture in the described industrial use case is on the hands,
the decision was made to apply a skeleton-based human
hand action recognition approach. Hand coordinates
are extracted from frames to get a reduced feature space
data sequences. This lowers the computational effort
for the subsequent classification task by providing to
the model 2.5 dimensional coordinates per frame with-
out any noise from tools, unnecessary objects or other
assemblers. This can be seen in Figure 2, or for the clas-
sification of unnecessary information of the in indus-
trial environment usual static background, see Figure 1.
Subsequently, for the classification of the performed as-
sembly task of the hands, the sequences of coordinates
per frame are provided to the adapted Gated Trans-
former Network by [Liu+21]. They achieved good re-
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sults on the initial work on the dataset in [Stu+23] and
on comparable datasets in [Liu+21].

Figure 1: Static Background in Industrial Environment

Figure 2: Feature Space for Sequential Model Training

3.1 Hand Keypoint Extractor
The keypoint extraction is based on an approach similar
to the architecture of Google’s MediaPipe Hands solu-
tion, with a palm detection model and a hand feature
detector on top [Zha+20a]. The output of this model
architecture is able to provide 21 2.5D coordinates for
different landmarks, which are used as pre-extracted
features or keypoints for the subsequent transformer
model architecture. The keypoint extractor starts with
a palm detector network, which is a single shot detec-
tor optimized for mobile real-time usage [Zha+20a]. It
takes advantage of first recognizing the palms through
a bounding box, which is a more stable approach for
the model than first recognizing the entire hands with
fingers due to its square shape. Further, an encoder-
decoder feature extractor similar to a Feature Pyramid
Network [Lin+16] is used to detect the palm across a

large range of scales. Focal Loss [Lin+17] is used as the
loss function, since it handles the imbalance between
background segment detections and actual palm detec-
tions better by reducing the influence of background de-
tections during training [Zha+20a]. Once a palm has
been detected, a cropped image is generated based on
the mentioned detection. This includes more image
data than the palm bounding box itself in order to con-
tain the entire hand. This cropped image is then pro-
vided to a second network consisting of a convolutional
neural network to detect the hand landmarks and out-
puts the 21 hand landmarks with 2.5D coordinates. The
values consist of x, y values which are calculated by the
size of the frame and a depth value relative to the wrist
landmark. Furthermore, a probability of a hand being
present and the handedness is provided. Based on the
detected landmarks, a new crop area is calculated to try
to keep the hand within this area. The next image in
the sequence is then cropped to this new value straight
away, without the single-shot detector running again.
Only if the probability of a hand being present is below
a certain threshold, the single-shot detector runs again
on the entire image [Zha+20a]. Since the convolutional
neural network has to run only on a smaller cropped
image and the single-shot detector only has to scan the
entire image if a hand has been lost, the number of com-
pute cycles required during inferencing is reduced.

3.2 ConvGTN
The output of the hand keypoint extractor leads to the
second part of the architecture. This part classifies the
temporal and sequential correlation of the previously
extracted time series of keypoints by a gated trans-
former network from [Liu+21] which is adapted to this
use case, see Figure 3. [Liu+21] achieved state-of-
the-art results on 13 multivariate time series classifi-
cation tasks in the domain of Natural Language Pro-
cessing (NLP), but also human action recognition tasks
which are comparable to this use case[Liu+21]. The ar-
chitecture is based on a two-tower transformer, where
the encoder in each tower capture time-step-wise and
spatial-channel-wise attention. To merge the encoded
feature of the two towers, a learnable weighted concate-
nation is used as a gate before the final fully connected
layers. This gate decides which tower of the network
provides more important features for the final classifi-
cation during backpropagation. For the improvement
of the prediction results of the model, an additional
Conv1D1 with kernel size of 5 is implemented. This
additional convolution helps the model to find better
correlation between the hand keypoints [21*3*2] [key-
points per hand*xyz coordinates*hands], in the tempo-
ral embedding of the model and leads to better gradients

1 https://pytorch.org/docs/stable/generate
d/torch.nn.Conv1d.html
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in the temporal tower at each time step of the input data,
[8,126,100] [batch size, features, sequence length]. The
convolutional layer is followed by a linear layer with
512 input and 512 output features and leaky rectified
linear unit (LeakyRelu) as activation function [Xu+15],
which is added to the temporal embedding layer for bet-
ter generalization performance, see Figure 3.

Figure 3: ConvGTN Model Architecture
4 RELATED WORK
The choice of a semi-supervised training method for
the presented model architecture is based on the large
amount of recurring patterns in the data generated by
industrial processes and the precise instructions given
to assemblers before starting an assembly task. In the
process, the employee is first shown assembly tasks as
ground truth via training videos, which he or she is then
expected to perform. When performing the assembly
steps, a wide variety of tasks occur, especially by dif-
ferent employees. In addition, there are also tasks that
are similar but must be performed differently due to the
variance of the components. However, these have the
same specifications in the task description and can thus
cause a high variance and positive influence on the gen-
eralizability of the model to be trained. The approach
envisaged for this is to train a ground truth on a com-
mon specification and use it as a basis to transfer, rec-
ognize, and learn the recognition of new or similar as-
sembly steps faster. For this purpose, a base model is
first trained on labeled data, and this knowledge is then
used as base initialization knowledge for new classes.
This is done by replacing and re-training the final clas-
sification layers trough fine-tuning [Far+21]. In order
to remain appropriate to the real condition in the pro-
duction, only a small portion of marked data is initially
used. The unlabeled new data is then iteratively labeled
by the model, and the entire model is re-trained from the
transferred state to fine tune parts of the model on the
new knowledge. For this purpose, a method of semi-
supervised self-training [GB04] is used, more specif-

ically pseudo-labeling. The labeled data set is aug-
mented by self-training to detect better relationships in
the data through self-supervised learning in the unsu-
pervised domain [Zho+18].

4.1 Self-Training for Classification Tasks
Most of the work in the subcategory of self-training,
pseudo-labeling, concentrate on image classification
[Yan+21][Wen+21]. Especially in this use case of
fine-grained human hand action recognition or skeleton
based human action, very few studies exists whether
it is based on videos nor previously extracted features
[Xu+21][ITP14][Xia+21]. The difference between a
training approach with labels and without labels like
in this case is that the algorithm uses the model’s
own trusted predictions to create the pseudo-labels
for unlabeled data and can add more training data by
using existing optimally self-labeled data to predict
the labels of the unlabeled data [Ami+22]. The firstly
proposed approach of pseudo-labeling by [Lee13] uses
a small set of labeled data to iteratively train a model in
combination with a large set of unlabeled data. A small
set of labeled data is used to iteratively train a model in
combination with a large set of unlabeled data. Using
cross entropy loss, this involves training a base model,
which is then used to make a prediction on a batch of
unlabeled data. These predicted labels are then added
to the labeled data set, the model is trained again on the
data set, and the next batches are predicted until, in the
optimal case, there is no unlabeled data left. The loss
function is defined as follows, see Equation 1 [Lee13].
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∑
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In this equation, n defines the number of mini-batches
in labeled data for stochastic gradient descent (SGD)
and n

′
the number of mini-batches for unlabeled data.

f m
i is the output unit of m samples in labeled data, and

ym
i is the label of the samples. f

′m
i is a sample as well,

just for unlabeled data, and y
′m
i is the pseudo-label of

that. α(t) is a coefficient balancing the supervised and
unsupervised loss terms by increasing the influence of
the unsupervised loss per each iteration. In general,
the pseudo-label approach takes entropy minimization
to get the pseudo labels with the highest confidence as
the ground truth for unlabeled data [Lee13]. An im-
proved version of the traditional pseudo-labeling is the
Meta Pseudo-Labeling (MPL) [Pha+20]. In this ap-
proach, a teacher model assigns distributions to the in-
puts and thus trains the student model. While training
the student, the teacher observes the student’s perfor-
mance on a validation set and learns to generate target
distributions so that when the student learns from such
distributions, the student performs well in validation.
The MPL training procedure consists of two alternating
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processes. The teacher generates the conditional class
distribution for the student’s training. This pair is then
fed into the student network to update its parameters
based on the cross entropy loss. After the student net-
work updates its parameters, the model evaluates the
new parameters based on the samples from the valida-
tion dataset. Since the student’s new parameters depend
on the teacher, the gradient of loss can be calculated
based on the dependence to update the teacher’s pa-
rameters. Similar to this two model approach is Cross-
Model Pseudo-Labeling, which focuses on the problem
of having less labeled data where a single model is not
able to provide good enough pseudo labels [Xu+21].
As shown in their experiments, a deeper model can
find better spatial correlations, while a smaller model
is better at detecting temporal correlations sequentially.
This leads to the result that two models that are dif-
ferent sizes can be used for pseudo-labeling to bet-
ter distinguish their found labels. The models predict
each other’s pseudo-labels and use them to train or,
more precisely, subsequently back propagate the un-
supervised loss through themselves to improve perfor-
mance. [Xia+21] made the same results for spatial and
temporal correlations, but in video-based action recog-
nition, especially in cases with fewer data. They im-
proved performance with a blockwise dense alignment
strategy and cross modal contrastive learning, focus-
ing the model on the temporal dynamics of videos by
computing a temporal gradient. These methodologies
shown so far are used in many approaches to pseudo-
labeling and require that the training parameters of the
model be set to optimal values to achieve optimal per-
formance. The problem with these approaches is that
there must be confidence in the model to successfully
generate pseudo-labels. This means that the model
must generate the correct labels, otherwise incorrect la-
bels are generated, the model subsequently learns these
self-generated incorrect labels, and predicts incorrectly
again due to worse overall performance by iteratively
adding noise to itself to the training process. To avoid
these problems, [Ber+19] uses a method called MixUp
which guesses low-entropy labels for augmenting un-
labeled examples in each batch, and then mixes aug-
mented labeled and unlabeled data together by using
traditional regularization methods. The augmentation
is made by consistency regularization within the unla-
beled and labeled data, and afterward the cross entropy
loss is used to minimize the loss between the guessed
labels and the unlabeled data. FixMatch, a state-of-the-
art method, uses a combination of consistency regular-
ization and pseudo-labeling, by requiring that the pre-
dictions of strongly augmented data can be paired with
the predictions of weakly augmented data to create a
labeled sample [Soh+20]. Beside this approach to pre-
vent wrong labels by augmenting and compare the data,
which is in this case not possible since the data is un-

known, the wrong label prediction can be avoided by
adding something similar to a threshold like in the case
of curriculum labeling [Cas+20]. In this approach, self-
paced curriculum principles are applied and addition-
ally, to avoid concept drift [Lu+20], the model param-
eters before each pseudo-labeling cycle are reinitial-
ized from scratch. [Cas+20] uses successful curriculum
learning approaches from [Ben+09], where a model is
first trained with simple examples and then iteratively
progresses to more difficult examples. As described,
the difficulty is to create a curriculum that goes not too
fast but also not too slow over the initially simple ex-
amples. To successfully learn the general features and
to iteratively store the knowledge of the weights, a per-
centile is used. [Ber+22] uses a similar curriculum ap-
proaches for pseudo-labeling of NLP tasks by tracking
the generalization and overfitting progress. Regarding
their findings, especially in fewer data cases, pseudo-
labeling is not successful because of overfitting in an
early stage of pretraining with labeled data. The recom-
mendation is to start the semi-supervised training very
early in the training process by dynamically controlling
the pseudo-labels with curriculum to avoid overfitting
and stabilize the model.

4.2 Revisiting Self-Training Methods
Several approaches in the semi-supervised self-
training domain of pseudo-labeling exist [Ami+22].
However, many are based on a prior spatial
augmentation approach, which is relatively
easy to implement when images are available
[Soh+20][Ber+19][Wen+21][Yan+21]. Since in
this showed use case for human hand action recogni-
tion in industrial assembly lines, where the features
to be used have already been extracted, this is not
directly possible at the image level. Furthermore,
after the first feature extraction it is necessary to
maintain the structure of the hand keypoints, which is
why the individual keypoints may not be augmented
without further ado. This shows that there is little
experience in the described methods that focus on
this particular method for an industrial use case and
employ it in combination with a transformer encoder
model like the ConvGTN from Section 3. [Pha+20],
[Xu+21] and [Xia+21] show that it helps to work with
separate models on the spatial and temporal part with
different focus like it is already in this model structure
and seems like a promising approach. But with this
teacher student approach one needs to keep track of the
confirmation bias which restricts the performance of
the student by the teaching performance of the teacher
[Ara+19]. Moreover, especially in the approach of
this work, no standard pseudo-labeling method can be
applied, because due to the many parameters, of the
ConvGTN, in this case over 18M., it cannot be assumed
that the correct settings of the hyperparameters can be
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applied at the training. [Cas+20] and [Ber+22] proved
that it helps to converge in the semi-supervised search
space faster by using a threshold as well as curriculum
and percentile. The focus of the experiments on
these methods was based on the described approaches
to self-training for fine-grained human hand action
recognition in industrial assembly.

5 SELF-TRAINING EXPERIMENTS
Data split for Experiments
For the experiments, a transfer pseudo-labeling ap-
proach with curriculum is implemented and compared
with several combinations of base and novel data,
always under consideration of 7 base and 4 novel class
data distribution.2 The decision for this partitioning
is made to have a strong pretrained model, for weight
initialization of the base classes under consideration
of just a few examples of novel classes as it is recom-
mended by [Zha+20b]. Besides, it was recognized, if
the novel classes are reduced by one class, not enough
data is provided for the semi-supervised training and
vice versa for a base model pretraining with good
performance. Since there are 35 different distribution
possibilities for the 7/4 split, five distributions were
selected from [Stu+23] depending on the F1 score of
the ground truth results of the supervised training on
all 11 classes. The selection was based on the best
matching classes to these specific industrial conditions,
see table 1. The ground truth supervised model training
with the new created class Assembly_Step7 is
added as experiment 1 for comparison.

Supervised Pretraining & Weight Transfer
After the data split, a full ConvGTN model from
Section 3.2 is supervised pretrained on several combi-
nations of 7 base classes with a seed of 42, a batch size
of 6 and a learning rate of 1e-4. These model weights
are transferred supervised to 10% of the 4 novel classes
by freezing the whole model with all layers of the
encoder but the feedforward of the encoders and the
final classifier after the gate, see for comparison Figure
3. The learning rate in the transfer process is set per
layer in the Adam optimizer to 1e-3 in the encoder,
1e-4 in the classifier and is tracked for minimization

2 During preprocessing, a too similar distribution between
Assembly_Step7 and Assembly_Step8 was detected,
which was caused by the augmentation of the augmented
standard dataset and could therefore not be clearly sep-
arated from each other. Therefore, Assembly_Step7
and Assembly_Step8 were merged to one class,
Assembly_Step7. The now appearing majority of the
class compared to the other classes was compensated after-
ward by weight balancing and by combining only each second
example of both classes to Assembly_Step7.

by a ReduceLRonPlateau3 scheduler which tracks
the learning rate by patience of 7, factor of 0.1 and
minimal decay of learning rate of 1e-9. These new
weight initialization of the feed forward layers of the
encoder and the classifier helps afterward the curricu-
lum pseudo-labeling approach to converge faster and
was trained in 40 epochs by a batch size of 8.

Pseudo-labeling Based Self-Training
The difference in the semi-supervised self-training
to the initial setting is that only one of four layers
of the encoder of the model is frozen completely.
A similar approach as a method that applies higher
learning rates to top layers and lower learning rates
to bottom layers is used. This procedure took place
since existing experiments using similar encoder
architectures like BERT [Dev+18] showed that using
the complete network for transfer was not always the
most effective choice, because transferring the top
pre-trained layers can slow down learning and decrease
the performance [Zha+20b]. This can be explained
as different layers in transformer structures usually
capture different kinds of information. Bottom layers
often encode more common, general, and broad-based
information, while the top layer closer to the output
encodes information more localized and specific to
the task on hand [Zha+20b]. This procedure is partly
accomplished by setting manually the learning rate of
the top layer and using a multiplicative decay rate to
decrease the learning rate layer-by-layer from top to
bottom [HR18]. For these experiments, the learning
rate per layer was set to 1e-3 in the embedding layers,
1e-2 in the gate, and 1e-3 in the final classifier, see
Figure 3 for comparison of the layers. The encoder
part was trained further than the other layers during
pre-training and fine-tuning, therefore the learning rate
was set to 0.5e-3. In contrast, to the recommendation
to use SGD for semi-supervised learning approaches,
Adam optimizer is used to adapt the optimizer to
the transformer architecture as it has proven to be
a successful optimizer approach in attention models
[Zha+19]. Additionally, L2 regularization is used to
avoid that the pre-trained target weights deviate too
much from the initial weights. For the same reason,
the scheduler patience was reduced to 5. After the pre-
trained weight transfer to the 10% novel classes, a first
initial iteration is used to predict pseudo-labels on the
unlabeled dataset. Therefore, a bottom to top approach
is used. First, all the unlabeled data is shown to the
model with low threshold more precise a percentile,
which is computed in a 0.2 step to find widespread
patterns over all the data in 150 epochs per iteration.

3 \https://pytorch.org/docs/stable/generat
ed/torch.optim.lr_scheduler.ReduceLROnPl
ateau.html
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After an iteration the predicted labels are added to the
dataset, removed from the unlabeled dataset and the
model weights are reset to the initial weights from
the fine-tuning with again a completely new classifier.
The following iterations are done by freezing the
convolutional layer and both embedding layers in the
first transformer layer, and unfreeze and train all the
other layers that are left, see Figure 3 [LTL19]. This
procedure is repeated until the percentile reached 100%
and the model is confident to predict the right labels
to the data. For the final validation, the best model
of the last iteration is used because this model had
access to most of the data. The complete self-training
architecture with curriculum pseudo-labeling can be
seen in Figure 4.

5.1 Experimental Setup
The improved ground truth results of the ConvGTN
from Section 3.2 are taken as a base for these exper-
iments, especially the test accuracy and F1-Score per
class is therefore under deeper consideration. The 7/4
data split was done as shown in Table 1. Additionally,

Exp. Class Split 7 Base Assembly_Step 4 Novel Assembly_Step
1 0Best & 4Worst 1,2,3,4,5,7,12 6,9,10,11
2 1Best & 3Worst 1,2,3,4,5,7,9 6,10,11,12
3 2Best & 2Worst 2,3,4,5,7,9,10 1,6,11,12
4 3Best & 1Worst 2,3,4,6,7,9,10 1,5,11,12
5 4Best & 0Worst 3,4,6,7,9,10,11 1,2,5,12

Table 1: Dataset Split for Experiments

to the F1-Score comes the observation which combi-
nation of base and novel assembly tasks from [Stu+23]
works best for the semi-supervised fine-tuning with cur-
riculum learning approach. It is also assumed that not
all classes can provide unique features for generaliza-
tion and lead to good performance of the model when
generalizability is considered.

5.2 Model Training Environment
The model architecture was created in PyTorch and
stacked on top of Googles framework MediaPipe
Hands. The training and hyperparameter tuning was
done in Microsoft Azure on a STANDARD_NC6 with
6 vCPUs and 56 GiB Memory. The final model training
was done on a GPU which corresponds to half a K80
card with 12 GiB, and a maximum of 24 data disks
and 1 NCiS in a duration of 2 hours and 24 minutes up
to 4 hours for the pretrained model and 4 hours and 5
minutes up to 6 hours for the self-trained model both
depending on the split of the classes.

6 COMPARISON & RESULTS
For a better comparison of the overall results in Table
3, the ground truth F1-Score of each class by training
supervised on 100% of the data is provided in Table 2.
With this initial supervised training method, the Con-

vGTN reached an overall ground truth test accuracy of
91.18% on the "Industrial Hand Action Dataset V1"
[Stu+23]. This result is 5% higher as the test accuracy
without the convolutional layer in [Stu+23]. For the
following experiments, these target classes of the
dataset are split, into 7 base classes for pretraining and
4 novel classes for the downstream tasks. It can also
be assumed from previous literature reviews in Section
4 that a strong base model has a positive effect during
training on novel models. The split into base and novel
classes depends on the results of the F1 score per class
from table 2 by dividing the classes into high (best) and
low (worst) F1-scores for the novel downstream task.
For the exact class split per experiment, see Figure
1.The final results per experiment are presented in table
3 showing each data split per experiment by column
and within each column always 3 different training
runs with the F1 score results per sub-column. Training
on only 10% labeled data is presented in sub-column
"10% Sup" for the comparison that semi-supervised
training helps. Sub-column "PreTrained + 10% Sup"
showing that pre-trained weights help fine-tune to
10% of new data, and the final target, pre-training on
baseline data and fine-tuning to 10% of new data as
initial weights, followed by 90% curriculum learning
in the sub-column "PreTrained + 10% Sup + 90%
SemiSup". As additional information in the last row
of the table, the overall test accuracy is presented to
compare the overall performance over the different
combinations of classes depending on best to worst
F1-scores of the novel classes after each training exper-
iment. The goal over all experiments is to reach nearly
the same F1-Score with the semi-supervised approach,
as with 100% labeled data. These results help to see
how the pseudo-labeling improves the scores in the
experiments. Additionally, only the F1-Scores of the
novel classes of each of the experiments are added to
the split classes, since only there an improvement helps
for making a final result for providing deeper insides
into the proof of scalability in deep learning models in
industrial environments.

Effect of Pretraining
Compared to the supervised training on only 10% of
labeled data, the additional pretraining of the model on
the base classes shows as expected in Table 3 an im-
provement in the overall test accuracy in all variations
of the novel classes and experiments. It is also visible,
that with a better F1-Score in the novel class, not only
the "Test Acc." improves but also the F1-Score in each
experiment. Only some small outliers are visible in
Assembly_Step12, with a reduction from 0.91 to
0.89 in the second experiment and from 1.00 to 0.80 in
the fifth experiment, which can in both cases be traced
back to bad features in base and novel training. These
bad features could lead to negative transfer learning,
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Figure 4: Self-Training Architecture

Assembly_Step 1 2 3 4 5 6 7 9 10 11 12 Total Acc.
F1-Score 0.94 0.93 0.91 0.92 0.93 0.87 0.92 0.91 0.90 0.86 1.00 91.18%

Table 2: Ground Truth Results

like it is experienced beside these experiments in
[Wan+18], [PY10] and [Ros+05]. This behavior during
model training needs to be examined deeper in future
experiments. Nevertheless, the result can be made as
expected that robustness of a pre-trained model and
amount of data that is used for fine-tuning matters for
the overall model performances.

Effect of Pretraining with Curriculum Self-Training
By adding the semi-supervised curriculum learning
approach with 90% of unlabeled data, the experiments
showed that this procedure gives nearly all models an
increase in "Test Acc." by almost reaching the ground
truth test acc. over all classes in the last experiment
with 86.07% compared to the initial ground truth
of 91.18%. The overall test accuracy of different
variations of novel classes trained with 90% unlabeled
data in the self-training method is always higher than
the training on 10% labeled data and adding pretrained
model results. Since more data helps in fine-tuning
and semi-supervised learning approaches beside the
increase of the number of best F1-Score classes in
the novel classes. In experiment 5 of the self-training
method, the performance increased by 18.32% from
67.75% to 86.07% when compared to experiment
3 with the 4 worst novel classes. But even in these
experiments with more data, negative transfer learning
is visible. Especially in the cases of experiment 3
and 5 where weak F1-Score classes are added to
the novel classes. This is especially the case for class
Assembly_Step6 where the F1-Score dropped from
a 0.55 to 0.54 score and from 0.78 to 0.75 score which
also affects the final test acc. with 1.4% less. Since
this behavior has happened in experiment 5 in 3 out
of 4 experiments, the negative transfer learning needs
to be further evaluated in the semi-supervised learning
approach as well. Additionally, it can not be excluded
that the combination of 2 best and 2 worst novel classes
leads to bad results in model training because of the
possible close relation and similar movements in the
actions of the classes.

7 CONCLUSION & OUTLOOK
This approach shows, first, that adding a convolutional
layer in the investigation by a spatial tower improves the
performance of a spatio-temporal transformer model.
Secondly, the main findings in this work are that fine-
grained human hand action recognition on a limited
amount of novel data can indeed be improved by pre-
training of a base model and subsequent usage of a
self-training approach based on curriculum labeling to
raise the final evaluation results and generalization pos-
sibilities of the model. Therefore, it is also important
which classes are part of the base model training and
how strong and obvious novel classes need to be for
the model. Which means having a strong pretrained
model helps to improve the results, but also strong
novel classes can help if enough data is available. It
was also shown that a stable model can be trained even
with a small amount of labeled data. This confirms that
industrial environments are ideal for scaling deep learn-
ing approaches and gives deeper insights for the cre-
ation of a pretrained model to prove the scalability in
industrial environment. Besides, it shows how the fine-
tuning in transformer models needs to happen by freez-
ing only specific layers of the transformer architecture
but also use different learning rates per layers. In ad-
dition, compared to the traditional methods of using an
SGD optimizer in semi-supervised training, Adam was
used. Since a lot of human fine-grained hand actions
look similar, negative transfer learning was experienced
probably because of the similar movements from base
to novel classes which will be further evaluated in the
following experiments, by investigating approaches to
prevent negative learning and to improve the general-
izability of the model, by self-attention approaches for
the recognition of fine-grained human hand actions in
industrial assembly.
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ABSTRACT
Interactive real-time rigid body simulation is a crucial tool in any modern game engine or 3D authoring tool. The
quest for fast, robust and accurate simulations is ever evolving. PBRBD (Position Based Rigid Body Dynamics),
a recent expansion of PBD (Position Based Dynamics), is a novel approach for this issue. This work aims at
providing a comprehensible state-of-the art comparison between Position Based methods and other real-time sim-
ulation methods used for rigid body dynamics using a custom 3D physics engine for benchmarking and comparing
PBRBD (Position Based Rigid Body Dynamics), and some variants, with state-of-the-art simulators commonly
used in the gaming industry, PhysX and Havok. Showing that PBRBD can produce simulations that are accurate
and stable, excelling at maintaining consistent energy levels, and allowing for a variety of constraints, but is limited
in its handling of stable stacks of rigid bodies due to the propagation of rotational error.

Keywords
Position Based Rigid Body Dynamics, PBRBD, Real-time Physics Simulation, Benchmark.

1 INTRODUCTION
Physical Simulation is a wide field within computer
graphics and animation, being crucial for modern ani-
mation effects and interactive simulations such as those
found in video games. The demand for reliable physical
simulation has grown with the popularization of virtual
reality, since users interact with everyday objects within
simulated environments in more ways than ever before.
Physical simulators are usually measured along three
metrics: robustness, accuracy and time efficiency. Sci-
entific simulations usually trade efficiency for accuracy,
but for interactive applications, prioritizing fast solu-
tions is key. Rather than true physical accuracy, real
time simulations just need enough to maintain visual
plausibility. Most of the time this means finding ap-
proximate solutions as fast as possible in a robust way.

A large body of works exists on how to speed up
simulations and finding solutions for a vast range of

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

physical phenomena and materials [BET14, BMM17,
NMK+06]. PBD (Position Based Dynamics) is one of
these methods, and it stands out from the crowd due to
its robustness, visual accuracy, and speed [BMM17], as
well as its ability to handle over and under constrained
environments gracefully [MMC+20]. Its most com-
mon applications are the simulation of particle systems
which are unable to efficiently simulate rigid bodies.
Due to this limitation particle systems, and rigid bodies
are often simulated in different physics engines mean-
ing that interaction between both will be heavily lim-
ited.

Recently, PBD was expanded upon, creating Position
Based Rigid Body Dynamics (PBRBD) which allows
rigid bodies and particles to coexist and interact im-
plicitly while remaining fast, robust and stable. This
method was first shown alongside a collection of demos
showcasing its capabilities and strengths. These demos
however did not contain any comparison to other sim-
ulators available [MMC+20]. Making it a challenge to
determine how this method compares in terms of accu-
racy, speed and robustness to any current methods.

The work will focus on exploring the limits and bench-
marking and comparing PBRBD to other methods for
rigid body simulation helping future researchers and in-
dustry professionals to assess whether they should im-
plement or perform further testing using PBRBD.
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In order to benchmark PBRBD a package was de-
veloped containing an implementation of the physics
engine that can be used within the unity game engine.
Benchmarking software was also developed that is
capable of creating equivalent scenarios across three
different independent physics engines, the custom
PBRBD implementation, Unity’s default physics
system PhysX and Havok. This software also acquires
benchmarking data for the three engines.

2 RELATED WORK
Rigid body dynamics simulation methods fall under
three general categories, force, velocity and position
based methods[BET14]. Force methods solve colli-
sions using virtual springs to enact forces on bodies
and maintain any constraints. Since virtual springs act
as natural forces some consider these methods to be
more realistic.[BML+14]. The most common types
of force based method are penalty methods. When a
collision is detected a spring is created at the contact
point that pushes the bodies into non-colliding posi-
tions [MW88]. To simulate friction a spring is created
between the contact point that opposes tangential move-
ment [XZB14]. Common issues with this methodology
are that resting contacts may suffer from oscillations
from the springs [Dru07], and collisions between fast
moving or heavy bodies require strong springs to sepa-
rate them which can lead to numeric instability [Dru07].

Velocity based methods solve collisions by changing
velocities directly, Impulse methods do so via the ap-
plication of impulses which are instantaneous acceler-
ations acting during a single instant [TBV12, MC95].
These methods might require resting contacts to be han-
dled differently as the impulses used for separating ob-
jects can lead to jittering.

Position based methods where originally used for parti-
cle systems. These methods work on positions directly
projecting objects currently colliding into the nearest
collision free position using a Gauss-Seidel step to it-
erate and solve all collisions and constraints. The orig-
inal Position Based Dynamics method [MHHR07], al-
though fast, robust and simple, had shortcomings that
made it harder to work with. The stiffness of con-
straints was time step dependant. This made arriving
at a suitable stiffness parameter and substep count a
challenge. The algorithm also had no direct correspon-
dence to real world elastic and dissipation energy po-
tentials [MMC16, BML+14] making it hard to simu-
late real world scenarios. The original method’s short-
comings were eventually solved by XPBD (Extended
Position Based Dynamics) [MMC16]. Currently, the
term PBD is usually interchangeable with XPBD. The
extension managed to decouple stiffness from substep
count by replacing the concept with compliance, the in-
verse of stiffness. It also made the method more ro-

bust at handling hard constraints, since they were es-
sentially infinitely stiff. Using compliance, a hard con-
straint has a compliance of value one, and a fully com-
pliant constraint has a value of zero [MMC16]. It was
also extended to receive physical quantities and intro-
duced Lagrange multipliers to its equations, which of-
fers the previously mentioned constraints a force esti-
mate value. This method still had some shortcomings,
it is derived from an implicit time stepping scheme and
as such suffers from energy dissipation [MMC16]. It
has also been stated that Gauss-Seidel solvers can oscil-
late between solutions rather than converge given non-
feasible sets [BML+14]. The most recent iteration of
PBD extends the method to handle rigid body dynam-
ics. PBRBD (Position Based Rigid Body Dynamics)
adds steps to XPBD’s algorithm in order to handle ori-
entation and angular velocity, as well as adding angular
constraints [MMC+20]. It has also been shown that for
position based methods it is more efficient and accurate
to break down the temporal window of each simulation
step and simulate more steps per second handling, even
at the expense of only performing one Gauss-Seidel
iteration[MSL+19].

3 IMPLEMENTATION

3.1 Environment
In order to test and benchmark our approach, we needed
to have a development environment providing physics
engines to serve as comparison as well as offering ren-
dering, profiling and debugging tools. As such, Unity’s
game engine using C# scripts to run the simulation was
deemed the better option. Since PBRBD requires dou-
ble precision floating points and most math capabilities
provided by the engine only support single precision
floating points none of Unity’s math classes containing
vectors, quaternions and matrixes could be used cre-
ating a fully independent package that handles all the
simulation and then simply updates the positions Unity
uses.

3.2 Simulation loop

Algorithm 1 Simulation Step

BroadCollisionDetection()
h← ∆time/numSubsteps
for numSubsteps do

PositionalU pdate()
ConstraintSolve()
VelocityU pdate()
NarrowCollisionDetection()
VelocitySolve()

end for
U pdateEnginePositions()
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The implemented simulation loop is executed once per
frame and simulates as many substeps as numSubsteps.
Increasing this value decreases the size of the temporal
window, which has been shown to be the most efficient
way of increasing accuracy [MSL+19]. The rigid bod-
ies and particles used by the simulation are independent
entities from the ones used by the game engine for ren-
dering. As such, one final step is necessary to update
the positions and orientations of the simulated bodies.

3.3 Bodies
Particles are defined as a mass, position and velocity.
A rigid body on the other hand, also has orientation
defined as a quaternion, angular velocity and external
torque parameters defined as vectors. In order to prop-
erly apply realistic rotations, rigid bodies also require
an inertia tensor which refers to mass in rotational terms
[MMC+20], a 3x3 matrix that contains information re-
garding the moment of inertia of a rotation along the
bodies’ principle axes. Since shape and consequent
mass distribution of a body has an impact on its rota-
tion. The Inertia tensor is dependent on the orientation
of the body, to avoid recalculation the tensor is always
defined in local coordinates and any rotation that is ap-
plied to the body need to be converted to self coordi-
nates, multiplied by the tensor and converted back to
world coordinates.

3.4 Positional Update
The first step within the algorithm’s internal loop per-
forms the time integration of the current positions and
velocities according to the current velocity and acceler-
ation. During this step the previous position and orien-
tations are updated. The new position and velocity of a
body is updated by applying one Euler step [MSL+19]:

x = x+V⃗ ·h
V⃗ = V⃗ + F⃗ ·h

(1)

Where x, V⃗ and F⃗ are the position, velocity and exter-
nal force vectors respectively, and h is the time interval
being simulated. The above update is sufficient for sim-
ulating particles, for rigid bodies the following steps are
also required [MMC+20]:

WQ = [0,W⃗ .x,W⃗ .y,W⃗ .z]

Q = Q+0.5 ·WQ ·Q ·h
Q = |Q|

(2)

W⃗ = W⃗ +h · I−1 · (T⃗ − (W⃗ × (I ·W⃗ ))) (3)

Where q and W⃗ and T⃗ are the orientation quaternion,
angular velocity in self coordinates and external torque
vectors respectively, I represents the inertia tensor. An-
gular velocity is converted into a quaternion and trans-
formed into world coordinates and scaled by the time h.

Note that since the angular velocity W⃗ is stored in self
coordinates, there is no need to perform any coordinate
conversion before applying the tensor.

3.5 Constraints
It is possible to create constraints that simulate a va-
riety of physical effects, the Nonlinear Gauss-Seidel
solver is capable of processing different types of con-
straints since all are solved in the same generalized
manner, with positional and angular constraints requir-
ing slightly different approaches.

Constraints vary in how the error and its gradient ∆C is
calculated. The gradient is a vector that points in the
direction with most impact to the error value and with
magnitude proportional to the impact moving the object
will have on the error value calculated by C(x). The
Lagrange multiplier used to solve the constraint by cal-
culating the positional correction ∆x is calculated using
the error value and the inverse mass values wi of bodies
affected by it [MMC16].

∆x = λwi∆C (4)

λ =
C(x)

∑wi∆C2
i +α/h2 (5)

Constraints use the value of inverse mass to distribute
the correction between constrained bodies, as seen in 5
and 4. In practice, a body with twice the mass will suf-
fer half the effect of the constraint’s correction, while
the lighter body will experience double. Using inverse
mass is useful for having infinitely heavy objects that
cannot be moved by any correction simply by setting
its value to zero. Compliance α determines how rigid
a constraint should act. A compliance value of zero
corresponds to a rigid constraint where error is fully
corrected. More compliant constraints only correct a
fraction of the error, leading to a spring like behaviour.

For positional constraints, the Lagrange multiplier cal-
culations are as shown in 5 and applied as in 4. Some
positional constraints might not act on the center of
mass of the body, in those cases a vector R⃗ determines
the offset from the acted on position and centre of mass,
in self coordinates. Furthermore, the movement needs
to impact the rotation of the body Q. This is achieved
via an extra step, correcting orientation [MMC+20]:

∆X = Q−1 ·∆X

rotation = Q · (I−1 · R⃗×∆X)

Q = Q+0.5 · rotation ·Q
Q = |Q|

(6)

In order to keep energy conservation when transferring
positional kinetic energy to rotational kinetic energy, a
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different value for inverse mass is used called the gen-
eralized inverse mass w′i [MMC+20].

rotation = R⃗× (Q−1 ·∆X)

w′i = wi +(rotation · I−1) · rotation
(7)

Distance constraints take two bodies, and offsets from
the centre of mass, and ensure that the distance between
the positions with offset applied are within a certain
range. The error of a distance constraint is simply the
difference between the real distance between the points
and the desired distance. The gradient points in the di-
rection opposite to the other particle. And the magni-
tude of the gradient has a magnitude of one.
Angular constraints are solved similarly to positional
ones. Instead of using inverse mass, the inverse inertia
tensor, the rotational equivalent of mass, is used. Cor-
rections come in the form of a vector, which can be
broken down into length θ and direction ∆Wn. The new
generalized inverse mass used for calculating the La-
grange multiplier is calculated as [MMC+20]:

Wsel f = Q−1 ·∆Wn

w′i =W T
sel f I−1Wsel f

(8)

The correction of the orientations, with respect to the
Lagrange multiplier λ is done as follows:

PQ = [P.x,P.y,P.z,0]
P = ∆Wn ·λ
Psel f = Q−1 ·P
P = Q · (I−1 ·Psel f )

P = Q±0.5 ·Pq ·Q

(9)

Angular constraints are applied in relation to some axis,
defined in the body’s self coordinates, labelled an. In
certain cases, a secondary axis is needed, which takes
the form of bn. A hinge joint works by ensuring that
two axes belonging to two bodies remain aligned. The
gradient and error of this constraint can be calculated as
[MMC+20]:

∆C =
a1world×a2world

|a1world×a2world |
error = |a1world×a2world |

(10)

Ball joints work by limiting the angle between two axes
to be in a certain interval. If the angle between two axes
(σ ) exceeds the max bound (α) an error is calculated
and returned. The gradient is the same as a hinge joint,
and the error of the constraint is calculated as:

error = |a1world×a2world | · (σ −α) (11)

3.6 Collisions
In PBD collisions are handled as constraints, when a
collision is found a new constraint is initialized and cor-
rected immediately. The gradient of this constraint is

the vector that can separate the penetrating colliders in
the shortest distance coinciding with the contact nor-
mal multiplied by the penetration depth at the contact
point. To simulate correct restitution and friction, a spe-
cial step, called the velocity solve, is needed, iterating
through collisions and adjusting velocities. When a col-
lision is detected, a collision data structure containing
references to both colliders, collision point (p), pene-
tration distance (d), and contact normal (N⃗) is created.

3.7 Restitution
To achieve physically accurate conservation of momen-
tum, the velocities resulting from a collision need to
be adjusted during the velocity solve step, while taking
into account bodies’ restitution coefficients en. A body
with a restitution coefficient of zero absorbs all the en-
ergy from a collision impulse, while one with a value
of one absorbs no energy.

This step handles collision instances, that have infor-
mation on both colliders, a collision normal N⃗, and the
offsets from the colliders’ centre of mass and collision
point Rn, defined in self coordinates. The velocity solve
step begins by calculating the difference between both
velocities ∆V⃗ , the velocity normals V⃗n and tangential
velocities V⃗t [MMC+20].

∆V⃗ = N(−V⃗n +min(−(e1e2)⃗V ′n,0)) (12)

This step consist of subtracting the current velocity and
replacing it with a reflected velocity V⃗ ′n [MMC+20].
The resulting correction to velocity ∆V⃗ now needs to
be distributed by both bodies according to their masses
and distributed in terms of positional and rotational en-
ergy. This following step is used whenever a velocity is
corrected within the velocity solve [MMC+20]:

P = ∆V⃗/(w1 +w2)

V⃗1 = V⃗1 +P/m1

V⃗2 = V⃗2−P/m2

W1 =W1 + I−1(R⃗×P)

W2 =W2− I−1(R⃗×P)

(13)

3.8 Friction
Friction is a dissipative force that opposes movement
between two tangential surfaces. The strength of this
force is determined by the amount of force the bodies
are exerting on each other (usually the normal force)
and the friction coefficients, values referring to the
amount of friction produced by the body’s material.
There are two types of friction, one that acts when initi-
ating motion (static friction) and another that acts after
movement is initiated (dynamic friction).
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3.9 Static Friction
Static friction is implemented using a positional con-
straint initialized after separating the contact. It takes
the sliding bodies’ positions xn, the offsets from cen-
tre of mass to collision points R⃗n and the collision nor-
mal used for calculating the collision tangent direction.
It then ensures that no tangential movement occurs be-
tween the contact points. The force exerted by a con-
straint can be calculated as [MMC16]:

F⃗ = λ N⃗/h2

τ = λ N⃗/h2
(14)

The formula that determines if static friction is applied
in respect to the static friction coefficient µs and the
normal and friction forces is:

F⃗static <= µsF⃗normal (15)

The values of F⃗static and F⃗normal are proportional to
λstatic and λnormal respectively, as such the formula
above can be implemented as follows:

λstatic <= µsλnormal (16)

If the above condition is not met then the constraint re-
sponsible for applying static friction is discarded before
applying corrections to any bodies and marks the colli-
sion for dynamic friction to be applied during the ve-
locity Solve step.

3.10 Dynamic Friction
During the velocity solve step, collisions that have not
experienced static friction have dynamic friction ap-
plied.The force exerted cannot exceed a certain value,
determined by the dynamic friction coefficient and nor-
mal force. Using (14) and (1) it is possible to calculate
the velocity the dynamic force produces during the cur-
rent time step using the following formula:

∆V⃗ = |
µdynamic ·λdynamic

h
| (17)

3.11 Interaction
For behaviours that require input from the user such
as using the mouse to drag bodies it is necessary to
take into account that the input devices are updated at a
lesser frequency than the simulations substeps, as such
mouse positions need to be collected and interpolated
by each substep to simulate continuous movement of
the anchor point.

3.12 Soft Bodies
Soft bodies are simulated as a series of particles
connected by constraints, a mesh is then dynamically
altered so that it matches the particles’ positions

[MHTG05]. Particles are connected via distance and
also volume constrains which take four particles and
ensure that the tetrahedron formed by their points’ vol-
ume remains constant. The direction of the gradient is
different for all particles, but it is always perpendicular
to the plane defined by the three other particles.

3.13 Jacobi Solver
In order to compare the difference between using a Ja-
cobi and the default Gauss-Seidel solver, both solvers
were implemented with an option to toggle between
them. When using the Jacobi solver corrections are
stored, once a substep is finished all the corrections are
averaged and then applied to the body.

3.14 Optimizations
Collision detection can be broken down into the broad
and narrow phases. The broad phase takes all collid-
ers and tries to identify which pairs of collisions can
possibly occur during the next simulation loop, and
is executed once per step. The narrow phase iterates
through the likely collisions and checks for actual con-
tacts, and is executed once per substep. The colli-
sion detection and constraint resolution steps are imple-
mented in parallel, distributing the workload amongst
different threads. For the Gauss Seidel solver, mutual
exclusion blocks are used to ensure that no constraint
that shares a body with another is processed in parallel.

4 EVALUATION AND RESULTS
4.1 Testing Methodology
In order to properly benchmark and compare PBRBD’s
custom implementation, which will be referred to
simply as PBD, with other prominent physics engines
available in Unity, the default implementation using
PhysX which will be referred simply as Unity and
Havok’s physics package, as well as a version of PBD
using a Jacobi solver labelled as Jacobi and parallel
configurations of both versions. A variety of topics
of interest were selected, testing the engine’s along
an array of different attributes. Each topic is then
studied by proxy of simulation scenarios designed
to expose each engine’s performance in each topic
using instrumentalized versions of the algorithms and
data collectors. All tests were conducted on a Lenovo
Legion 5 laptop, using an AMD Ryzen 7 5800H
processor, 16GB of RAM, and a GeForce RTX 3060
GPU.

4.2 Momentum conservation in collisions
Conservation of momentum dictates how real world
object’s velocities are affected by a collision, ensur-
ing that no energy is gained or lost from the colli-
sion’s impulses. A commonly used mechanism for
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demonstrating this phenomenon is the Newton’s cradle,
a device comprising, usually, of four spheres of equal
mass suspended by wires, which, excluding dissipating
forces, can remain in perpetual motion. Simulating the
contraptions using distance constraints to simulate the
strings as in Fig. 1a shows that PBD provides the clos-
est simulation to theoretical results as shown in Fig. 1b.

(a) Simulation (b) Energy over time

Figure 1: Total energy values of Newton’s cradle us-
ing constraints to simulate string over 30 seconds. PBD
shows a stable energy loss, while Havok and Unity
show sudden drops that coincide with the times colli-
sions happen during the simulation. The reason their
energy levels stabilize is that wrongful momentum con-
servation is causing the spheres at the centre to swing,
the simulation converges to a state where all four
spheres move in tandem.

(a) Simulation (b) Energy over time

Figure 2: Energy evolution over a 10-second simula-
tion of a triple pendulum using distance constraints.
Unity provides greater energy conservation, however
it does suffer from some energy being gained which
might compromise its simulation. PBD and Havok ex-
clusively lose energy and show similar results. In com-
parison, Jacobi is very unstable, suggesting the solver
is less accurate. Only PBD’s simulation was shown in
the visual example for clarity.

4.3 Energy conservation in constraints
On the above section, the analysed energy losses were,
mostly, a by-product of several collisions in a short time
frame. While the triple pendulum (Fig. 2a) is a suit-
able test case to for the accuracy and stability of dis-
tance constraints, it does not test the impact that its cor-
rections had on orientation. In order to test a scenario
where proper simulation of the orientation of bodies is
crucial, a chain was simulated by attaching the edges
of capsules together. At the end of the chain, a heavy

sphere is attached (Fig. 3) in order to weigh the chain
down. According to Fig. 4 PBD offers the best re-
sults for simulations of 100 capsules, displaying neg-
ligible energy gains and acceptable losses. However,
when simulating 500 capsules, the simulation breaks
and massive amounts of energy are gained. This most
likely has to do with the velocity recalculation step, af-
ter a large correction was applied to a particle its ve-
locity was recalculated as a massive value leading to
unexpected and uncontrollable behaviour.

Figure 3: The simulation of a chain made up of 500 cap-
sules connected by constraints. Both PBD and Unity
exhibiting wrongful simulation towards the top of the
rope, with the latter showing the most error.

(a) 100 capsules (b) 500 capsules

Figure 4: Energy conservation when simulating a chain
comprised of a varying number of capsules connected
by constraints. All engines used 20 iteration or sub-
steps. While PBD is shown to be the most stable choice
for 100 capsules, when a scenario is too complex for
the current substep count it can diverge. Jacobi which
has been shown to be less accurate in Fig. 2b is shown
here to be more robust.

4.4 Stability
Stacks of bodies are challenging simulations because
error can quickly propagate and bring, what should in
theory be a stable stack, to collapse in on itself. To test
the stability of a stack, the energy conservation will be
analysed as well as how much the body at the top of
a stack, which should be stationary, moves (Fig. 5) in
order to capture positional error in the form of drift, a
known problem with velocity methods [MMC16]. The
movement of the top body can be analysed via the dif-
ference between the bodies’ starting and current posi-
tions throughout the simulation. In order to distinguish
between error concerning the separation of penetrating
bodies and drift, horizontal and vertical deviation from
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(a) Horizontal (b) Horizontal (c) Vertical

Figure 5: The horizontal and vertical deviation from the
top cube’s current and starting position over time in a
vertical stack. Havok’s and Unity’s simulation even-
tually collapses, seen by the large vertical deviation.
PBD and Jacobi show no drift, but they both oscillate
vertically as they struggle to keep the cubes from inter-
penetration, at worse, this could result in cubes gaining
vertical velocity and being thrown upwards.

(a) PBD (b) Jacobi (c) Unity (d) Havok

Figure 6: The simulation of 650 cubes organized in
a pyramid shape. PBD and Unity’s simulation show
wrongful behaviour leading to the eventual collapse of
the structure, the former’s error comes from rotations
within the bodies while the latter’s is due to drifting.

the starting position is analysed separately. The most
basic example of the type of system mentioned above
would be a single vertical stack of cubes (Fig. 5a),
where the forces experienced by cubes near the bot-
tom of the stack would be immense due to having to
support hundreds of other cubes on top of them. There
are many ways positional error can impact said struc-
ture. The stack may become compressed as the system
is unable to keep bodies from inter-penetrating, efforts
to separate bottom cubes may increase penetration to-
wards the top which may end up with cubes being sent
upwards instead of resting, PBD makes no distinction
between resting contacts and collisions making it more
susceptible to inter-penetration.

A more complex type of stack would be to organize the
cubes in a pyramid shape (Fig. 6). PBD suffers from
rotation being applied to cubes, this happens because
each cube has four contacts beneath it, using the Gauss-
Seidel solver means that each contact is solved and cor-
rected one at a time, when the first contact is handles,
towards one of the bottom corners of the object it ap-
plies a rotation as well as a translation, this rotation will
cause further penetration in the opposite corner which
eventually leads to an overcorrection and destabilizes
the stack. When using Jacobi the corrections are stored
and averaged together and applied all at once, meaning
that the rotations will cancel each other out leading to a
more stable stack. Jacobi also suffers from some verti-

(a) Rod Cuboid (b) Plane Cuboid

Figure 7: Cuboids with uneven axes lengths

(a) PBD (b) Jacobi (c) Unity (d) Havok

Figure 8: The energy of the systems throughout a 30-
second simulation of a plane cuboid.

cal oscillations, similar to what was shown in the pre-
vious example. Neither method achieves a stable stack
at every simulation, but Jacobi has a higher rate of suc-
cess. Unity’s simulation is vertically and rotationally
stable but suffers from horizontal drift, when the cubes
are too spread out the structure collapses. Finally, Ha-
vok provides a stable simulation and could still provide
stable results with more than five times as many ele-
ments being the strictly better choice.

4.5 Linear and Rotational Kinetic Energy
When calculating the energy values of a system, two
separate values make up the total energy value, poten-
tial energy is dependent on the height of an object, and
kinetic energy on its velocity. Kinetic energy has two
components as well, linear kinetic energy and rotational
kinetic energy. Following a collision, a falling object
might transform potential energy into kinetic energy,
and that energy needs to be properly distributed by its
linear and rotational components. This distribution is a
potential source of error for simulations. Errors in the
distribution between both types of kinetic energy are
more noticeable in objects with significantly different
moments of inertia for each primary axis, as would be
the case in a cuboid with different lengths for each axis,
as seen in Fig. 7.

PBD and Jacobi are both able to maintain stable en-
ergy levels, but show some mild signs of energy being
gained. Unity and Havok suffer from significant losses
and show energy spikes as well, although Havok’s is
able to quickly fix errors due to the use of error caches.
The errors present in both Unity and Havok’s simula-
tions seem to originate from too much rotation being
applied. Most likely originating from having to solve
the positional error and apply restitution by applying
an impulse. Unity is the most unstable out of the tested
engines since it shows energy rising continually, this er-
ror is visually apparent was well as the plane gradually
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reaches greater heights. Havok’s shows some energy
gain, but still converges into a low energy state. This
might be because Havok detects ambiguous situations
where energy gains due to rotation are likely, and al-
ways minimizes energy.

4.6 Physically Impossible Scenarios
Within the regular use of a game engine by a developer,
or during the execution of a gameplay environment, it
is likely that at some point a physically impossible sit-
uation arises, either from the developer setting up im-
possible starting conditions or the gameplay enforcing
a specific state. It is an important factor when choosing
a physics engine that it is capable of remaining stable in
these situations while minimizing physical inaccuracy.

Figure 9: Collision solve of a scenario with colliding
starting positions. The velocity based methods used by
Unity and Havok cause the collision to be resolved over
several frames rather than immediately.

While in this scenario, positional methods appear to be
superior, further testing reveals that depending on the
penetration depth and scenario they might get worse
results. Repeating the same experiment but with a
pyramid of penetration depth of 0.4 (nearly half of the
cubes’ height) shows similar results for Havok, Unity’s
top layers get a vertical velocity, PBD and Jacobi the
pyramid is dismantled within the first simulation step
with cubes belonging to the base and the middle layer
all at the same height. This happens because while the
bottom layer is being processed its members are pro-
jected vertically in order to correct the penetration with
the plane, however this correction puts them in a posi-
tion where they penetrate cubes in the middle layer. For
lesser starting penetration depths this causes no issues,
but with higher starting penetrations the resulting inter-

mediate state where the bottom and middle layer colli-
sion have so much penetration in the vertical axis that
the shortest correction distance between each colliding
cube is horizontal, leading to both layers expanding to
each side, and dismantling the structure.

4.7 Unsolvable Constrained Scenarios
In any engine dealing with constrained systems, it is
possible to create a configuration that is unsolvable due
to having constraints with mutually exclusive solution
domains. As was tested in Fig. 10. Havok provides
a stable approximation of a state that averages each
constraint in order to minimize error, the chain is still
straight, and each link remains static, being the best
option for this scenario. Jacobi manages a stable and
static simulation as well. Finally, Unity and PBD os-
cillate in their solution with Unity even showing signs
of divergence, with capsules moving to seemingly ran-
dom positions before stabilizing at an oscillatory state
switching between both positions at each step. This is
a known issue with the Gauss-Seidel solver which Ja-
cobi avoids, and it can lead to behaviour that is visually
striking. The issue can be mediated by adding some
compliance to each constraint, in which case the sys-
tem converges to a stable and error minimizing state.

Figure 10: A chain with each end attached to a static
point whose distances are greater than the chains’
length, leading to a scenario with incompatible con-
straints. Havok and Jacobi can converge at a stable
state, while Unity and PBD oscillate.

4.8 Performance
In order to test how the performance of each engine
scales, three scenarios were tested with increasing num-
ber of elements, the chain (Fig. 3) to test the impact
constraints have on performance, the pyramid (Fig. 6),
meant to test the performance impact of resting con-
tacts, and a new scenario consisting of a pile of cap-
sules which will be referred to simply as capsule. Note
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that both Havok and Unity’s physics engine are imple-
mented in C++, meanwhile our custom PBD implemen-
tation is in C# and has the overhead of being processed
as part of a Unity MonoBehaviour being at a disad-
vantage. Measuring the performance of the different
engines is further complicated by the fact it is hard to
decouple the performance of collision restitution, time
integration and constraint solving from aspects that are
independent of simulation method, such as collision de-
tection and entity systems.

(a) Rope (b) Pyramid (c) Capsules

Figure 11: Milliseconds per physics substep of simula-
tions.

While PBD and Jacobi’s simulation seem to have sim-
ilar performance to Unity when simulating constraints,
the implemented collision detection is not able to com-
pete with the one provided by Unity and Havok. The
most important factor in this analysis is that all engines
scale linearly, meaning that none is inherently more
complex. The slope of each result will be largely im-
pacted by low level optimizations, implementation lan-
guage and parallelization and not so much by the sim-
ulation method itself. When it comes to sheer perfor-
mance, Havok is unmatched in its handling of large sce-
narios.

5 DISCUSSION
After thoroughly testing all engines in different scenar-
ios, it is clear no options is strictly better than the other,
with each engine presenting unique strengths and is-
sues. Table 1 combines the observations from all sce-
narios regarding problems with each method.

Simulator
PBD Jacobi Unity Havok

Velocity transfer Accurate Accurate Inaccurate Inaccurate

Constraint error Noticeable Noticeable Very
Noticeable None

Inter-penetration Significant Very
Significant None None

Velocity drift None None Very
Significant Significant

Stacking Rotational
Error Somewhat Drifting Stable

Rotational
kinetic energy Stable Stable Increase Loss

Stable friction No No No Yes

Table 1: Physics Engine Comparisons

In terms of maintaining stable energy levels without
producing any extra energy, PBD is the most reliable

option. Along with Jacobi it is the only method ca-
pable of accurately and quickly transferring velocity
over a row of objects simulating a Newtons cradle with
ease. It is stable handling of collision contacts is fur-
ther supported by the results of (8a) being able to sim-
ulate objects with uneven axes lengths. When dealing
with constraints, it loses some energy gradually but re-
mains more stable, showing no energy being gained.
When dealing with scenarios too complex for its cur-
rent substep count (which dictates accuracy) the system
will diverge causing massive energy gains. This is be-
cause PBD is meant to excel at correcting small errors,
hence the use of substeping. When it comes to sce-
narios with stacks of bodies, PBD can allow for some
inter-penetration of bodies and suffer from rotational er-
ror destabilizing the stack.

Using a modified version of PBD to use a Jacobi solver
rather than Gauss-Seidel proves to offer little benefit,
since the method cannot produce the same kind of sta-
ble energy. The issues of inter-penetration also present
in PBD are more pronounced as well. However, in some
cases it can be a better choice, when dealing with a sce-
nario too complex for the current substep count PBD
was shown to diverge, while Jacobi managed to main-
tain a more stable simulation as shown in (4b). Jacobi
also suffers from less rotational error on resting stacks,
but it is more vulnerable to destabilization due to the
more severe interpenetration.

Unity’s PhysX based physics engine’s performance in
the tests conducted revealed itself to be similar to Ha-
vok’s. Some issues are shared by both engines, such as
velocity transfer error. Both show velocity drifting, but
Unity’s was more severe. Unity is also prone to energy
gains when tested using long cuboids (8c). The one
advantage Unity was shown to have over Havok was
better conservation of energy in constrained scenarios
without collision, being able to maintain motion for a
much longer time.

Havok’s simulation proved itself to be incredibly stable
and fast, being able to handle scenarios that were more
complex and rarely showing any signs of divergence or
overcorrection. However, it does suffer from velocity
drift and loses a lot more energy than other engines.
This is due to Havok detecting situations that could lead
to energy being gained and always chooses the option
that minimizes energy.

6 CONCLUSION
PBRBD can simulate scenarios with great accuracy
showing great conservation of momentum and no en-
ergy gains and is a solid choice for any game engine, not
only due to its accuracy but also due to being a unified
solution merging particle systems and rigid body dy-
namics in a single engine and allowing for many differ-
ent types of constraints. Its shortcomings become more
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prevalent when simulating stacks, where the Gauss-
Seidel solver struggles with rotational error. Switching
the default solver by a Jacobi solver can increase robust-
ness and handling of scenarios with mutually exclusive
constraint solution domains, but decreases the accuracy
of the simulation. In short, this novel method will facili-
tate development of scenarios mixing particle system or
destructible objects while providing accurate and stable
results while avoiding some known issues with velocity
based methods such as velocity drifting.

A C++ implementation with a focus on code optimiza-
tion and GPU parallelization to understand how per-
formant PBRBD can get could further establish it as
a solid choice for rigid body dynamics. The algorithm
requires double precision floating points, which GPUs
are not optimized to handle, leading to possible chal-
lenges. Furthermore, the parallelization of the Gauss-
Seidel step can be achieved in a variety of ways, com-
paring the impacts on performance and accuracy of dif-
ferent techniques could be a source of future work.
Due to the variety of supported constraints, PBRBD
also seems adequate to create controls such as buttons,
cranks, levers and knobs commonly seen in VR appli-
cations which could be further studied with user tests.
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ABSTRACT
Ray tracing is typically accelerated by organizing the scene geometry into an acceleration data structure. Hardware-
accelerated ray tracing, available through modern graphics APIs, exposes an interface to the acceleration structure
(AS) builder that constructs it given the input scene geometry. However, this process is opaque, with limited
knowledge and control over the internal algorithm. Additional control is available through the layout of the AS
builder input data, the geometry of the scene structured in a user-defined way. In this work, we evaluate the impact
of a different scene structuring on the run time performance of the ray-triangle intersections in the context of
hardware-accelerated ray tracing. We discuss the possible causes of significantly different outcomes (up to 1.4
times) for the same scene and identify a potential to reduce the cost by automatic input structure optimization.

Keywords
real-time ray tracing, acceleration structures, bounding volume hierarchies

1 INTRODUCTION

Graphics APIs with access to ray tracing hardware fea-
tures, such as Vulkan or DirectX, utilize internally built
two-level acceleration data structures. These data struc-
tures are used during the ray tracing to accelerate a ray-
triangle intersection. The data layout, as well as the
build algorithm, is provided by a driver vendor and is
typically opaque to the user of the API (except for sev-
eral open-source driver implementations).

When an AS is being constructed for an existing scene,
certain organized layout of the scene data is expected as
an input for the algorithm. In this paper, we refer to this
input layout as a scene structure. Intuitive transfer of a
scene organized in a scene graph to this scene structure
is natural, but likely a suboptimal approach, especially
for more complex and dynamic scenes. Nevertheless,
preserving the information from the scene graph is ben-
eficial, as it connects the geometric and material prop-
erties, including UV coordinates, or object instancing.

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

This work explores multiple available options for con-
struction of an opaque acceleration structure for hard-
ware ray tracing. We evaluate the impact of scene struc-
turing in conjunction with different construction algo-
rithm hyper-parameters on the traversal performance of
the final acceleration structure. Finally, we reason about
the differences in performance and outline a way to de-
rive a better input scene layout automatically.

The paper is structured as follows: Section 2 presents
relevant research in the field. Section 3 gives a brief in-
troduction to the acceleration structure API. Section 4
explores the input data layout for bounding volume hi-
erarchy (BVH) construction. Section 5 describes the
evaluation process and presents the measured data. In
Section 6, we discuss the results and draw an explana-
tion for the measurements. Finally, Section 7 concludes
the paper.

2 RELATED WORK
An exhaustive study on the topic of bounding volume
hierarchies for ray tracing was recently presented by
Meister et al. [Mei21a].

Our work is directly related to massively parallel
GPU-accelerated BVH construction algorithms. One
of the fastest among these techniques is the top-down,
binning-based construction algorithm linear BVH
(LBVH) proposed by Lauterbach et al. [Lau09a]. The
LBVH was then extended to the hierarchical LBVH
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by Pantaleoni and Leubke [Pan10a], who employed a
surface area heuristic (SAH) for the upper levels of
the hierarchy. The SAH was originally introduced by
Goldsmith and Salmon [Gol87a] as a metric approx-
imating the likelihood of a ray-volume intersection
and it is employed for driving the vast majority of the
BVH build algorithms. A different approach to was
taken by Meister and Bittner [Mei17a], who proposed
a GPU-accelerated bottom-up build algorithm using
agglomerative clustering: parallel locally-ordered
clustering (PLOC). Recently, PLOC++ by Benthin
et al. [Ben22a] has been proposed, addressing certain
technical weaknesses of the original PLOC, such as the
number of dispatched GPU kernels.

The refinement of an existing BVH structure of a lower
or deteriorated quality back to a near-optimal state was
investigated by Benthin et al. [Ben17a], who presented
a process of partial re-braiding to reduce overlaps in
the AS and improve the SAH quality of the BVH. In
a similar fashion, Hendrich et al. [Hen17a] proposed
a progressive hierarchical refinement, a method of im-
proving the outcome of a fast but low-quality BVH
builder, such as LBVH. This method could be used to
perform a build directly from the scene graph hierarchy.

In past years, major chip vendors, starting with
NVIDIA, later joined by AMD and Intel, introduced
ray tracing acceleration to their mainstream GPU line-
up. Although the internal functioning is mostly hidden,
there were attempts to improve the overall ray tracing
performance by reorganizing the data used for the ray
tracing process, while considering the ray tracing API
as a black box. In particular, Meister et al. [Mei20a]
investigated the possibilities of ray reordering, while
Wald et al. [Wal20a] focused on exploiting the API
design to improve the AS hierarchy for a special case
of long and thin geometries. Our work aims to lay a
foundation for further improvements by performing
scene graph restructuring prior to passing the data to
the ray tracing API.

3 ACCELERATION STRUCTURE API

In this work, we consider following ray tracing APIs:
DirectX Raytracing (DXR), Vulkan and NVIDIA Op-
tiX. Although they might differ in specific capabilities
and naming conventions, they all conform to similar
programming model.

Acceleration structure defined in a particular API is an
opaque data structure utilized in subsequent queries to
accelerate ray-object intersection. In general, the lay-
out of the AS, as well as the related algorithm to build
the AS, is internal to a specific implementation. Based
on the public interface for an AS manipulation, we can
derive the knowledge discussed in this section.

3.1 Data layout
The AS is formed in two logical levels - a bottom level
acceleration structure (BLAS) and a top level accel-
eration structure (TLAS). BLAS nodes consist of ge-
ometry data (multiple disjoint geometries can be easily
merged into one BLAS), while TLAS nodes reference
the BLAS nodes and include their respective transfor-
mation and shading data (using a relevant shader index).
The TLAS enables storage of geometry in a local co-
ordinate system and supports geometry instancing, as
illustrated in Fig. 1.

Figure 1: Logical representation of the acceleration
structure design as exposed by contemporary GPU
APIs.

Terms BLAS and TLAS are directly utilized in DXR
and Vulkan APIs, while OptiX chooses terms geometry
acceleration structure (GAS) and instance acceleration
structure (IAS).

3.2 Build/update algorithms
The API distinguishes between two modes when build-
ing a new AS, either building from scratch or updating
the existing AS. AS update corresponds to bounding
volume refit, a technique available when specific con-
ditions regarding the topology of the updated geometry
are met. Specifically, only instance definitions, trans-
form matrices, and vertex or axis aligned bounding box
(AABB) positions are allowed to change during the up-
date. Refit is fast but also likely to deteriorate the qual-
ity of the AS over time.

In accordance of the two-level logical hierarchy, both
modes are executed in two steps. In the first step,
BLASes are built. As long as there is enough mem-
ory available for auxiliary buffers required by BLAS
builders, multiple BLAS builds can be scheduled to
run concurrently without any additional synchroniza-
tion. When all BLASes are available, the TLAS build
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Figure 2: Input scene structure for AS construction, cre-
ated by mapping a scene graph structure (grey, yellow,
and pink nodes) to one joined BLAS node. Material
and transformation information is not stored in the AS.

can start. Once finished, the AS is ready to be deployed
for hardware-accelerated ray tracing.
Coarse control over the building process is allowed in
the form of flags, hinting our preference to the builder.
Notably, flags such as PREFER_FAST_TRACE,
PREFER_FAST_BUILD (available in all mentioned
APIs), or LOW_MEMORY (available in DXR and
Vulkan) indicate that the underlying implementation is
expected to utilize multiple different algorithms with
different trade-offs in terms of the AS build speed,
runtime traversal cost, or overall memory consumption.

4 MAPPING A SCENE GRAPH TO
THE AS BUILD LAYOUT

3D scenes are typically stored in a scene graph hier-
archy, maintaining all vital information about the rela-
tions of scene objects: i.e. instances, their geometries,
materials, and transformations.
A valid method to submit such data for an AS build is
to transform all geometries in place, merge them into
one BLAS node, and assign it to a TLAS node with a
unit transformation, see Fig. 2. Under such conditions,
the BLAS builder is likely to execute the job to its full
potential and build the AS of the best quality, thanks
to global knowledge of the scene in one place. How-
ever, all the benefits of TLAS are given up, including
any possibility of fast partial rebuilds and refits of the
AS, geometry instancing, or referencing of a special-
ized shader for defined material.
Another approach to submit scene data to an AS build-
ing API is to map geometry nodes to BLAS nodes and
object instances to TLAS nodes, see Fig. 3. However,
as we show in the next section, submitting the scene
graph data organized from a scene designer perspec-
tive can have significant performance consequences and
will likely translate to a suboptimal acceleration struc-
ture.

5 EVALUATION

We evaluated several different ray tracing setups using
eight static test scenes. The list of evaluated scenes
with some of their parameters is shown in Table 1.
All scenes were taken from Morgan McGuire’s online
archive [McG17a]. Default scene graph hierarchy was
loaded from the scene source file. The measurements
were performed on a computer equipped with Intel i9-
10900X CPU, 128GB RAM, and NVIDIA RTX3080Ti
GPU (driver v525.89.02).

Scene Triangles #Instances Overlap

Fireplace room 143173 51 4.1
Chestnut 316880 5 3.6
Sibenik cathedral 75284 1087 21.1
Crytek Sponza 262267 393 11.1
Bistro interior 1046609 2062 22.8
Bistro exterior 2832120 1591 22.5
Power plant 12759246 57 8.7
San Miguel 9980699 2135 226.3

Table 1: List of used scenes and their geometric com-
plexity. Overlap metric represents an overlap of axis
aligned bounding boxes of instances in the scene and is
computed in a following way: for each pair of AABBs
of instances, we compute a surface area of their overlap-
ping region. The overlap value is then the sum of these
areas divided by a surface area of the scene’s AABB.

Performance evaluation was done in a custom path trac-
ing engine running on a Vulkan API backend. For each
scene, we traced five 1920x1080 views with 2048 sam-
ples per pixel and a maximum recursion depth of eight.
To focus the measurement on the AS performance, we
employed simple Lambertian BRDF for surface inter-
action, avoiding any complex shading computations.

Figure 3: Input scene structure for AS construction, cre-
ated by mapping a scene graph structure (grey, yellow,
and pink nodes) to one BLAS node per scene geometry,
with the possibility of instancing. Material and trans-
formation information is stored in TLAS nodes.
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Every sample tracks the number of traced rays in-
ternally, which is then added to an atomic counter.
The measurements showed that the atomic add has
an insignificant impact on the performance. Time
is tracked through the timestamp query API with
advertised nanosecond precision.

We measured the following configurations of the
scene: input scene structures mapped as described in
chapter 4: (1) one BLAS per geometry node in the
scene and (2) one BLAS for the whole scene. Both
configurations are then measured with three different
opaque AS builder options: PREFER_FAST_TRACE,
PREFER_FAST_BUILD, and LOW_MEMORY in the
build AS mode (AS is built from scratch). The rendered
output is always identical. The measured values are
presented in Figures 4, 5, and 6. Reported values
represent sum of costs of both AS leves, where TLAS
times or memory consumption are negligible compared
to BLAS values.

6 DISCUSSION
The measured results support our initial assumption
that the scene structure provided to the opaque AS
builder significantly impacts the final ray tracing perfor-
mance. The relation between the geometric complexity
and overlap of the acceleration structure nodes seems
like a good final performance predictor. This correla-
tion can also be observed in the visualizations shown
in Tab. 2 and the traversal performance in Fig. 4. The
superior traversal performance of one BLAS per whole
scene is especially pronounced in the scenes with an
otherwise high overlap of instance AABBs.

The hypothesis outlined in section 4 states, that the
global scene knowledge available for the AS builder in
one BLAS node will lead to superior AS quality and
thus better runtime performance. We can conclude that
this hypothesis was proven right in almost all cases,
except the Fireplace scene with the fast trace setting
on. The behavior in the Fireplace scene is unexpected
and it suggests that, in some cases, a better acceleration
structure can be found when the scene graph holds use-
ful structural information that is not found by the AS
builder. As an anomaly, this case is interesting, and it
will be the subject of further investigation.

On average, the trace speed of the BLAS per scene is
1.3 times higher in the PREFER_FAST_TRACE case,
1.41 times higher for the PREFER_FAST_BUILD
case, and 1.37 times higher for the LOW_MEMORY case
than that of the one BLAS per geometry.

In contrast to the trace speed, the build speed of the AS
builder itself, reported in Fig. 5, remains mostly in fa-
vor of multiple smaller BLAS nodes compared to one
big BLAS node. This is expected due to the hardware
ability to run the construction of multiple nodes concur-

rently, as well as due to the known O(n · log(n)) com-
plexity of the AS construction algorithms.

We consider minimization of the node overlap as one
of the key steps in the potential scene restructuring pro-
cess that would optimize the trace speed while keeping
the high level scene structure. The problematic nodes,
causing unnecessary overlap, have to be identified and,
based on the local decision, cut or joined. This deci-
sion has to be guided by the local complexity, possibly
predicted by metrics like SAH.

A possible further research direction is the analysis
of the influence of BLAS orientation. Axis-aligned
bounding boxes, which serve as an underlying bound-
ing volume for the AS, are not invariant to rotation of
bounded geometry. Discovering the optimized initial
rotation for the geometry, minimizing the SAH cost and
likely the overlap of its AABB, can thus benefit the
overall performance.

7 CONCLUSION
This paper discussed the problem of the dependence
of the hardware accelerated ray tracing performance on
the AS construction input scene structure. We showed
that although the benefits of a two-level acceleration
structure are numerous (instancing, local transforma-
tions, material referencing, fast refit), the performance
penalty for suboptimally organized scenes can be sig-
nificant.

As indicated by the Fireplace scene, we believe that it
is possible to find a scene structure that keeps the TLAS
benefits and also minimizes the performance impact.
This paper aims to provide the groundwork necessary
for the following research of a scene graph layout re-
structuring to achieve superior results with an opaque
AS builder.
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Figure 5: Build times of acceleration structures constructed with six different configurations, measured in millisec-
onds (the lower the better).
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Figure 6: Memory consumption of acceleration structures constructed with six different configurations, measured
in MegaBytes (the lower the better).
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Scene Diffuse view Instance view Instance AABB overlap

Fireplace room

11 1616

Chestnut

11 1616

Sibenik catherdral

11 1616

Crytek Sponza

11 1616

Bistro interior

11 3232

Bistro exterior

11 3232

Power plant

11 3232

San Miguel

11 6464

Table 2: Evaluated scenes, with visualization of complexity of the scene for "One BLAS per geometry" case. The
middle column shows ID buffers with unique colors for each object instance, and the right column shows heat
maps indicating the overlap of bounding boxes of instances. The lower and upper bounds of the heat map scale
defined are shown in the top left and top right corners of the heat maps, respectively.
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ABSTRACT 
The recent proliferation of advanced data collection technologies for Patient Generated Health Data (PGHD) has 
made remote health monitoring more accessible. However, the complex nature of the big volume of medical 
generated data presents a significant challenge for traditional patient monitoring approaches, impeding the 
effective extraction of useful information. In this context, it is imperative to develop a robust and cost-effective 
framework that provides the scalability and deals with the heterogeneity of PGHD in real-time. Such a system 
could serve as a reference and would guide future research for monitoring patient undergoing a treatment at home 
conditions. This study presents a real-time visual analytics framework offering insightful visual representations of 
the multimodal big data. The proposed system was designed following the principles of User Centered Design 
(UCD) to ensure that it meets the needs and expectations of medical practitioners. The usability of this framework 
was evaluated by its application to the visualization of kinematic data of the upper limbs’ movement of patients 
during neuromotor rehabilitation exercises.  

Keywords 
Visual analytics; Patient Remote Monitoring; Brain Stroke; Rehabilitation; User-Centered Design; Kafka. 

1. INTRODUCTION 
The exponential growth of digital technologies 
designed for health data capture, such as sensors and 
wearable devices, has enabled real-time collection of 
big amounts of PGHD during remote monitoring. This 
big data has the potential to provide valuable insights 
to various healthcare stakeholders, particularly 
clinicians. The clinicians must effectively gather and 
integrate data from multiple sources, synthesize a 
comprehensive medical interpretation based on the 
patient's medical record and make informed decisions 
[1]. However, to take full benefits of this data, it is 
crucial to address the challenges of its complexity, 
including the need for rapid processing, analysis, 
interpretation, and understanding. The development of 
new methods and tools to address these challenges is 
of utmost importance in this era of rapidly advancing 
technology. 
 
Thus, by implementing a visual analytics solution, the 
massive amount of data is transformed into 
meaningful knowledge [2]. The use of visual analytics 
of medical Big Data plays an important role for taking 
proactive medical decision and providing better 

healthcare of patients. Visual analytics is the concept 
of combining data analysis, visual representation, and 
human interaction to extract insights and make 
decisions. Multiple areas of expertise are involved in 
the visual analytics process including data mining, 
machine learning and advanced graphic 
representations. Visual Analytics first emerged from 
the necessity of upgrading from confirmatory data 
analysis, which was used to represent the results, to 
the exploratory analysis involving the interaction with 
the data [3]. As defined by Keim et al., visual analytics 
is the integration of computerized analytics methods 
and visual interaction tools to gain helpful perception 
and decision based on big and heterogeneous data [4]. 
Furthermore, the advent of real-time data processing 
has given rise to dynamic visual analytics, which 
refers to the integration of knowledge discovery and 
interactive visual interfaces. This facilitates the 
analysis of data streams and enables situational 
awareness in real-time [5]. Over the past decade, 
dynamic visual analytics has garnered significant 
attention from research teams across multiple fields 
due to its potential for supporting immediate decision-
making and raising awareness.  
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Despite the notable efforts in recent years to 
implement visual analytics technologies in healthcare 
sector, the adoption of real-time visual analytics 
solutions in patient health monitoring remains a 
challenge. The high pace and time sensitivity of 
medical data, along with the significant impact of any 
delay on clinical decisions and the safety of patients, 
requires that visual analytics systems must operate 
with minimal latency. The current state of the art falls 
short in offering a comprehensive solution that 
encompasses all essential features such as scalability, 
capability to handle heterogeneous data, low latency, 
independence from treatment systems, user-friendly 
visualization, cost-effectiveness, and extensiveness. 
Taking into consideration the important features for 
real-time visual analytics in patient health monitoring, 
this paper proposes a unified framework based on 
optimized open-source technologies such as Apache 
Kafka and Dash [6][7]. This framework is presented 
to efficiently manage real-time monitoring of a 
considerable number of patients, each with the 
necessary number of sensors. The usability of the 
proposed approach was proved by its application for 
monitoring post-stroke patients during in-home 
rehabilitation therapy. The system was developed 
following the User-Centered Design (UCD) approach, 
with three iterations for refining the user requirements.  
 
The research reported in this paper highlights the 
potential of visual analytics technologies for 
improving the quality of patient health monitoring and 
allowing appropriate clinical decision making. The 
proposed unified framework offers a promising 
solution to meet the challenges facing real-time patient 
health monitoring. The paper is organized as the 
following: Section 2 provides a comprehensive review 
of the state-of-the-art research in visual analytics 
solutions, the challenges faced in the interpretation of 
health data and the UCD approach for patient health 
monitoring. Section 3 describes the proposed 
framework. The development process is described in 
the section 4. Finally, the conclusion and the research 
perspectives are presented in section 5. 
 
2. RELATED WORK 
The application of advanced visual analytics, 
incorporating big data analysis, interactive graphical 
representations, and AI algorithms plays a vital role in 
monitoring patient’s health. Despite its potential 
benefits, challenges arise in gaining valuable insights 
from patient-generated data. These challenges 
encompass data, human, and tool-related limitations. 
In particular, the quality of health data, restrictions in 
data access, diversity of data sources, and scarcity of 
emergency data pose significant difficulties [8].  
Moreover, the aggregation of massive data sources 

into a unified platform, maintenance and storage of 
growing data volume, integration and interoperability 
of diverse data types and structures, and increased data 
analysis time with respect to data volume are key 
challenges in extracting information from big health 
data [9]. The complexity of health data and the lack of 
data standardization may also pose a challenge to the 
user and could result in misinterpretation [10]. On the 
user side, the understanding and interpretation of 
visual representations of health data are subject to the 
personal perception, leading to differences in 
interpretation of data and feedback on the visualized 
information between patients, clinicians, and data 
analysts [11]. Additionally, the insufficiency of data 
analysts and the lack of appropriate IT expertise 
among healthcare practitioners for processing, 
visualizing, and interpreting patient-generated data is 
a critical issue that needs to be addressed [12]. 
Furthermore, health stakeholders may not be prepared 
to adopt new systems and acquire the necessary skills 
for data handling [13]. The implementation of visual 
analytics tools for healthcare data, their development, 
and the creation of different methods of healthcare 
data representation remain significant challenges in 
this field.  
 
In the domain of health monitoring and assessment, 
the implementation of secure and reliable information 
systems is of utmost importance. To achieve this, it is 
necessary to include in these systems appropriate 
management, analysis, and visualization tools [14] 

[15]. Feller et al. presented a visual analytics tool for 
pattern recognition in patient-generated data, which 
aimed to aid clinicians in identifying systematic and 
clinically meaningful patterns, and reducing perceived 
information overload [16]. Similarly, Vu et al. 
proposed a visual analytics approach for identifying 
informative temporal signatures in continuous cardiac 
monitoring alarms, using retrospective evaluation of a 
middleware alarm escalation software database in 
conjunction with visualization [17]. Dagliati et al. 
introduced the MOSAIC dashboard system, they used 
predictive modeling and longitudinal data analytics to 
support clinical decision-making. Their system 
integrated multiple-source data and uses visual and 
predictive analytics to enhance the management of 
chronic diseases, such as type two diabetes, through 
the successful implementation of the learning cycle of 
healthcare system [18]. 
 
The accuracy of health data exploration results relies 
heavily on the visualization tools and the used data 
processing interfaces. To address this, the field of 
human-machine interface has adopted the approach of 
User-Centered Design (UCD) which prioritizes the 
end user's requirements and needs in the development 
cycle of these tools. UCD follows an iterative design 
process, where end users are involved in the 
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evaluation of the outcome of the system. This 
approach has been widely adopted in health data 
processing and representation, as evidenced by several 
studies in the literature. For instance, Hobson et al. 
applied UCD to develop a telehealth system named 
TiM, for collecting information from motor neuron 
disease patients which was reviewed by care providers 
[19]. Similarly, Griffin et al. [20] used UCD to 
develop an mHealth approach for colorectal cancer 
monitoring in elderly patients using virtual human 
technology. Raghau et al. developed SMARTHealth, 
a UCD-based mobile application for Clinical Decision 
Support in cardiovascular disease risk [21]. Backonja 
et al. used UCD to study the visualization of health 
data [22], while Petersen et al. developed a mobile 
system using UCD for collecting and analyzing data 
from older adults [23]. David et al. developed a virtual 
reality-based interactive system for upper extremity 
rehabilitation of post-stroke patients [24]. Caporaso et 
al. studied the usefulness of biomechanics and 
neuroscience in designing a personalized monitoring 
system for hand rehabilitation [25]. Osborne et al. 
proposed a UCD-based mobile health application for 
neuro rehabilitation monitoring of stroke survivors 
[26]. Wentink et al. used UCD to analyze the 
requirements of users in eRehabilitation for post-
stroke patients [27].  
 
Despite existing visual analytics solutions in patient 
health monitoring, there's a need for a framework that 
effectively addresses the limitations of the existing 
systems and challenges. By adopting user-centered 
design principles and incorporating open-source 
technologies, the platform could be reliable and cost-
effective solution for patient health monitoring, handle 
diverse data types and structures, integrate multiple 
data sources, and prioritize user needs. 
 
The objective of the study reported in this paper is to 
develop a reliable architecture for a unified real-time 
patient health monitoring framework using dynamic 
visual analytics. To design the system and determine 
its components, a thorough review of the literature was 
conducted to answer two main research questions: 
 

1. What are the main features of an efficient 
visual analytics system for real-time in-home 
patient monitoring? 

2. What are the fundamental components of a 
new system that integrates the identified 
features? 

 

A systematic review [28] of the most relevant 
literature on visual analytics for real-time monitoring 
of stroke patient health was conducted as part of this 
project. The literature was analyzed to identify the 
most critical features of an efficient system that aligns 
with the objectives of this study. The main identified 
features were scalability, independency, 
extensiveness, the ability to handle heterogeneous 
data, real-time interaction, and patient health status 
prediction. Additionally, the system should be 
accessible on a distributed platform to users who 
might not have access to high performance computing 
devices. Thus, by adopting user-centered design 
principles and incorporating open-source 
technologies, the platform could be reliable and cost-
effective solution for patient health monitoring, handle 
diverse data types and structures, integrate multiple 
data sources, and prioritize user needs. 
The results of the review led to the development of a 
new framework based  on Lambda architecture [29]. 
This framework is described in the following section. 
 
3. PROPOSED FRAMEWORK 
The proposed framework combines both streamed and 
batch data into a unified pipeline, allowing real-time 
visualization, analysis, and data optimization.  
As illustrated in Figure 1, the proposed framework 
consists of five main components. The data captured 
by wearable sensors are ingested into the pipeline via 
an event hub. The use of an event hub, which is 
scalable and easy to manage, is crucial for 
incorporating data captured by multiple and different 
types of sensors into the system. Upon ingestion into 
the framework, the data are simultaneously directed to 
both the streaming and batch layers. The batch layer 
primarily includes a storage unit, which continuously 
accumulates data volume to provide historical patient 
data for reference. It is used to develop a reliable 
machine learning models for health data optimization 
through feature extraction during the preprocessing 
phase.  In contrast, the streaming layer is responsible 
for delivering real-time patient data with minimal 
latency to the therapist dashboard. Prior to display, the 
streamed data undergoes preprocessing for direct 
visualization and analysis. The machine learning 
models from the batch layer will be used to analyze 
the data in the streaming layer, and a postprocessing 
step is necessary to reduce false positives and extract 
the significant information to display in a dynamic 
visualization mode. In addition, the system includes a 
service layer that serves as an intermediary between 
the historical data and the streaming layer. The 
machine learning models generated from the historical 
data are forwarded to the streaming layer through this 
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service layer. The system also incorporates a 
webserver interface between the streaming layer and 
the application layer, providing a seamless integration 
of the two layers. The application layer, located on the 
user side, presents a dashboard for interaction of the 
user with the various components of the monitoring 

system. This layer enables the user to visualize real-
time data before and after the optimization process 
through a web application. This feature provides the 
user with a comprehensive understanding of the health 
status of the patient being monitored. 

Figure 1. Architecture of the real time visual analytics framework for remote health monitoring and the 
structure of Kafka pipeline 

 
The proposed system facilitates the interaction 
through customizable display modes and adjustable 
specifications of relevant information. For instance, in 
the context of post-stroke rehabilitation monitoring, 
the user can select the motor function data to visualize, 
and the specific optimized alerts sent to the therapist. 
This could enhance the evaluation of the patient's 
performance and health status, leading to a more 
personalized therapy approach. The multiple selective 
alerts enable real-time feedback to the clinician, 
providing crucial support in the case of emergency 
situations and facilitating the adjustment of 
rehabilitation protocol as necessary. This feature 
brings an important added value for the effectiveness 
and efficiency of the real-time patient health 
monitoring framework. 

 
4. APPLICATION OF THE PROPOSED 
FRAMEWORK TO POST STROKE IN-
HOME REHABILITATION 
The objective of the development of this framework is 
to propose a real-time visual analytics system to assist 
physiotherapists in monitoring post-stroke patients 
when they practice rehabilitation eservices at home. 
The system described in this paper is focused on real-
time visualization of medical data streams. The 
development of the framework was carried out 
following the principle of user-centered design (UCD) 
to ensure its effective usability. This process aims to 
analyze the application context and user requirements, 
design and develop the prototypes and evaluate the, 
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effectiveness of the system. Thus, by repeating the 
activities flow until the usability is redeemed by the 
rehabilitation experts who are the target end users of 
the system. The UCD process was performed by 
generating three iterative cycles: analysis, design, 

prototyping, testing, and design refinement (Figure 2). 
This section provides a detailed description of the 
research activities and the methods used in each 
iteration. 

Figure 2. The workflow of the development process of the visual analytics framework
 

First Iteration 
After analyzing the context of the proposed 
framework, it was critical to identify the requirements 
of the rehabilitation experts as they are the main end-
users of the system. 
In the preliminary iteration of the system design, 
emphasis was made on the identification of the 
requirements of the rehabilitation experts. This task 
was carried out by the research team members who 
have expertise in neuromotor rehabilitation practices, 
and they were in regular interaction with 
physiotherapists and neurologists in the hospital. 
Thus, for a more exhaustive understanding of the user 
requirements, the design triangle: Data–Users–Tasks 
was identified [30] and adopted as guideline:  
Data requirements: The classification of patient-
generated health data (PGHD) obtained during post-
stroke rehabilitation sessions is crucial to provide 
meaningful insights into the patient's well-being. To 
this end, the PGHD are categorized into four key 

outcome measures: quality of life measures, activity 
measures, balance measures, and motor function 
measures [31]. The quality-of-life measures provide a 
holistic evaluation of the patient's physiological and 
psychological well-being, including vital signs and 
emotions. The activity measures evaluate the patient's 
ability to perform rehabilitation exercises, while the 
balance measures inform about the patient's ability to 
maintain stability. Finally, the motor function 
measures monitor physical capabilities such as range 
of motion and muscle strength. In light of the 
aforementioned categorization, the health data 
generated during post-stroke rehabilitation sessions is 
primarily numeric, time-oriented, and multivariate in 
nature, making it challenging to manage through 
conventional systems due to its alignment with the 
requirements of Big Data such as high volume, rapid 
velocity, diverse variety, complex variability and 
time-sensitive nature. 
Tasks and user requirements: The proposed system 
is intended for rehabilitation specialists such as 
rehabilitation physicians, physiotherapists, and human 
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Initial prototype 
development
Data collection and 
integration of vital 
signs & kinematics 

Initial internal evaluation
Identification of data 
streaming problem 

Include additional 
user requirements

Identify the 
appropriate graphic 
technology
Streaming problem 
solved

Second prototype 
development
Use of stroke 
patients dataset

Initial feedback 
collected from 
rehabilitation experts

Rethinking & design 
of the visual data 
streaming

Adding range of 
motion piecharts

Identification of 
additional user 
requierments collected 
from the evaluation of 
the 2nd prototype

CONTEXT 
ANALYSIS

IDEATE AND 
DESIGN PROTOTYPE SYSTEM 

EVALUATION
USER 

REQUIREMENTS
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movement scientists. The main objective is to enable 
remote monitoring of stroke patients during 
rehabilitation sessions. To achieve this objective, the 
system must provide users with access to real-time and 
historical health data through intuitive graphic 
representations and an interactive dashboard. This will 
enable rehabilitation experts to assess patients' 
physical abilities to perform the prescribed exercises 
and monitor their health status during rehabilitation 
practices. Additionally, the system should enable the 
analysis, interpretation, and utilization of collected 
data to support clinical decision-making and detect 
potential abnormalities. Furthermore, in order to 
optimize the therapy protocol, the users expressed the 
need for comparing real-time data with historical 
datasets from previous sessions for the same patient or 
with comparison with other patients. To fulfill these 
requirements, the system's dashboard and data 
representation tools must be user-friendly, enable 
simple and straightforward manipulation of data to 
extract the desired information. The goal is to ensure 
that the system is accessible and easy to understand, 
allowing users to effectively analyze and utilize the 
data. 

After the identification of the user requirements, the 
design phase was initiated. It was focused on the 
selection of open-source technologies to implement a 
unified framework for post-stroke rehabilitation 
monitoring. To meet the specified needs, Apache 
Kafka was selected as the central event hub, with 
Python libraries for data processing and Dash was 
used for graphical visualization. Apache Kafka has an 
open and distributed architecture. It can handle real-
time data ingestion from multiple producers, scale up 
to handle high-volume data, offer low latency, and 
ensure robust reliability [32]. These features made it 
well suited for this application. In a hypothetical 
scenario where there are no network delays, the 
processing is efficient, and the hardware is properly 
configured, a Kafka system with five brokers and 
12GB of memory could sustain around 55,000 events 
per second [33]. If each patient wore five sensors 
generating 50 events per second, the system could 
theoretically monitor up to 220 patients: 

	220	𝑝𝑎𝑡𝑖𝑒𝑛𝑡𝑠 = !!.###	%&%'()	*%+	)%,-'.
!#	%&%'()	*%+	)%,-'.∗!	)%')-+)	*%+	*0(1%'(

 

However, it's important to keep in mind that this is a 
simple approximate estimation but the actual 
performance depends on various factors such as the 
complexity and size of the events, the processing load 
on the system, CPU resources, hard disk I/O speed, 
network bandwidth, message size and frequency, and 
the configuration parameters [34].  

The development of the first prototype of the system 
was carried out using Python 3.8.2, Kafka 2.13-2.8.0, 
and Dash 2.0.0. The Dash framework was chosen for 
data visualization due to its flexibility and easy 
connectivity with Kafka using Python. Dash is built on 
the Flask web providing a simple and straightforward 
interface for creating rich visualizations and 
dashboards based on complex data and allows users to 
interact with the data through various controls and 
filters. As shown in Figure 1, the data collected from 
each type of sensor for a single patient was represented 
by a producer. The data collected from each type of 
sensor for a specific patient were transmitted by a 
producer to the corresponding partitions within a 
unique topic representing the patient. This 
organizational structure facilitated the subsequent 
processing and analysis of data. The data was then 
consumed based on their type but not on the patient 
ID, as they were organized into consumer groups to 
facilitate the analysis in the following step. The 
processed data were then transmitted to the Dash 
application via a web server for real-time display. 
The evaluation of the system's functioning is 
important for the preliminary prototyping stage. In 
order to assess the system's performance, two datasets 
related to rehabilitation were selected for analysis. The 
first dataset consists of hand kinematics data of 22 
healthy subjects while performing daily activities [35]. 
The second dataset includes vital sign recordings of 30 
healthy individuals, including ECG, blood pressure, 
and respiration rate [36]. To mimic real-time data 
flow, the datasets were continuously looped and 
ingested into the prototype. The user dashboard 
provides a visual representation of the processed data, 
as illustrated in Figure 3. This approach allowed for 
the thorough evaluation of the system's capabilities, 
providing valuable insights into the system's 
performance, and enabling further improvements.  
An initial usability evaluation of the system was 
conducted by the research team to assess its 
performance. The evaluation involved integrating four 
data streams into the prototype pipeline and assessing 
their real-time display.  
 
Results of the evaluation of the first prototype: 
During the running of the framework, the system 
initially displayed the data properly with an acceptable 
latency for a short time but after few minutes, and as 
the number of streams increased, the live graph 
display was slowed down reaching a latency of three 
seconds and later the flow of data was completely 
suspended at the application layer of the prototype. 
This issue had a significant impact on the aspect of 
real-time data visualization which had to be addressed 
in the second iteration. The results of this evaluation 
provided important insights into the limitations of the 
system and areas for improvement, highlighting the 
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need for further optimization of the prototype to meet 
the requirements of real-world applications and the 
needs of the target user. The objective was to obtain 

smooth, scalable, and low-latency data visualization 
experience. 

Figure 3. First prototype: visualization of the multimodal health data streams in the dashboard 
 

Second Iteration 
In order to address the limitations of the first 
prototype, a second development iteration was 
necessary. Then, an evaluation of the system’s 
performance was carried out using real datasets of 
post-stroke patients practicing rehabilitation 
exercises.  
   To fulfil the new identified requirements, the 
technology used for graphical display using Dash was 
reviewed in order to avoid the blockage of data stream 
in time and ensure smooth display of the graphical 
representations. In the first prototype, the graphs were 
based on SVG (Scalable Vector Graphics) and 
multiprocessing. The multiprocessing in Python 
guarantees the parallelism of multiple flows as 
processes do not share the same memory space. 
However, multithreading could be a better choice for 
the current system because the threads are lighter and 
less likely to cause overload. Additionally, the SVG is 
an easy option for rendering high-quality vector 
graphics, but its performance is limited. As an 
alternative solution, the WebGL provides a JavaScript 
API that allows to create GPU-accelerated graphics. 
The second prototype was developed by replacing the 

old tools and inbuilding the combination of 
Multithreading method and WebGL technology. As a 
result, the visualization of the data flow in the 
implemented system is currently smooth and 
continuous in real-time. It supports a significant 
amount of data streams, including nine types of heavy 
streams that are updated every 100ms. Additionally, 
the system maintains a very acceptable latency that 
does not exceed one second. In order to assess the 
performance of the prototype, it was essential to 
conduct tests using real data that simulate a typical 
rehabilitation session for post-stroke patients. Various 
datasets from real stroke patients have been reported 
in the literature.  
 
The recent dataset of post-stroke upper limb 
kinematics of daily living tasks (UZH) was deemed to 
be the most suitable in the existing datasets of stroke 
rehabilitation due to its corresponding number of 
subjects (20 stroke patients and five healthy 
individuals) and the variety of the covered upper limb 
rehabilitation activities (30 exercises). This data was 
collected by Averta et al. as part of  U-limb,  which is 
a large and multi-modal database that was released to 
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help the research contribution towards the assistive 
rehabilitation of the upper extremity of post stroke 
survivors [37]. To acquire the upper limb kinematic 
data, inertial wearable motion capture sensors of the 
type of Xsens MVN Awinda were used. The sensors 
were attached to various locations on the subject's 
body, including above the sternum, shoulder blade, 
upper arm, forearm, and back of the hand (Figure 4). 
The subjects undergoing the rehabilitation exercise 
were instructed to perform 30 daily living activities 
with both sides of their upper limb, performing each 
activity three times [37]. The kinematic measures used 
to evaluate the performance of the second prototype in 
this study included shoulder flexion/extension, 
shoulder abduction/adduction, shoulder 
internal/external rotation, elbow flexion/extension, 
elbow pronation/supination, wrist flexion/extension, 
wrist abduction/adduction and wrist 
pronation/supination.  
 

Figure 4. Motion sensors attached to the patient’s 
body for data capture [38]. 

These measures provided a comprehensive evaluation 
of the system's ability to accurately stream and 
visualize the upper limb movements of stroke patients 
during rehabilitation activities. 
The second prototype features a user interface that 
displays live-streamed data from the patient alongside 
the standard deviation (SD) of data from healthy 
subjects used as a reference for the targeted 
performance of the patient during rehabilitation 
exercises. Figure 5 illustrates an example of a graph of 
shoulder flexion/extension for a stroke patient 
performing the task of reaching and grasping a glass 
of water, drinking for three seconds, and returning the 
glass to its initial position. This prototype was initially 
evaluated by a panel of four rehabilitation experts to 
collect end users’ feedbacks.  
 
Results of the evaluation of the second prototype: 
The experts identified two main requirements for the 
system improvement. The first issue pertained to the 
difficulty of comparing the performance of the stroke 
patient and healthy subject with the naked eye while 
the patient data graph was updating in real-time. The 
experts recommended implementing visual aids to 
illustrate the comparison and facilitate more accurate 
analysis of the patient's performance. The second 
requirement highlighted by the panel of experts was 
the need for control over the pace of data display. This 
would enable the user to slow down or pause the data 
stream to obtain thorough analysis and relevant 
information extraction. This could also allow the 
option to speed up the stream to keep pace with real-
time updates. This level of control over the pace of 
data display would provide greater flexibility and 
usefulness for the rehabilitation therapist. 

Figure 5. Second prototype: visualization of real-time data flow of the shoulder joint angle of stroke 
patient Vs healthy subjects 
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Third Iteration 
Based on the feedback received from the evaluation of 
the second prototype, additional requirements were 
integrated to improve its functionality. To address the 
challenge of comparing the performance of patients 
with healthy subjects, the real-time data of the patients 
were superimposed with the pre-recorded data and the 
SD of healthy subjects. This could provide better 
visual comparison of the patient's performance during 
rehabilitation activities. The range of motion of the 
patient and the healthy subjects were calculated and 
displayed through pie charts in the dashboard. The 
user interface also displayed important information 
about the patient, including their ID, age, gender, the 
time since the brain stroke took place, and an 
indication about which limb is affected by the stroke. 
A description of the current exercise instructions was 
also included in the dashboard. Figure 6 shows an 
example of the user interface, displaying live stream 
data of a patient performing an activity of daily living 
with upper limb data of the monitored patient mapped 
to healthy subjects' data. 
 
Results of the evaluation of the third prototype: 
In order to evaluate the third version of the prototype, 
a group of 16 rehabilitation practitioners used the 
dashboard of the framework to monitor the streamed 
data used in the previous iterations. The subjects were 
requested to map the displayed data on the kinematics 
of the patient’s limb and interpret his/her progress 
with reference to healthy subjects. The feedback of 
experience was collected by means of questionnaire 
about the appreciation of the visualization system by 

the users. The analysis of the collected data revealed 
that the rehabilitation practitioners considered that the 
system allowed them to interpret the visualized data. 
They also declared that the system is beneficial for 
monitoring patients receiving rehabilitation therapy in 
home settings. Additionally, they expressed their 
desire to use the final version of the system in their 
protocols for patient care.  
 
5. CONCLUSION AND RESEARCH 
PERSPECTIVES 
The objective of this research was to develop and 
evaluate a unified real-time visual analytics 
framework for remote patient monitoring. The 
development process of the proposed framework was 
carried out in three iterations and following the 
principle of User Centered Design (UCD). The system 
was applied for monitoring post-stroke survivors 
receiving neuromotor rehabilitation treatment. In 
order to comply with the principle of involving end-
users since the design stage, each iteration was 
evaluated, and the collected feedbacks were analyzed 
and used for the refinement of the framework. The 
final prototype of the developed framework allowed a 
group of target users to monitor patient data during the 
practice of rehabilitation exercises. Real-time 
monitoring is not to be limited to the visualization of 
the current health data of patients. It should also allow 
predicting the evolution of patients’ health during and 
after the rehabilitation sessions. This aspect will be 
addressed in the future of this research by the 
development of an intelligent module based on 
machine learning for health prediction.

 
Figure 6. Third prototype: Shoulder’s Flexion/Extension and Range of motion related to the current 

exercise for both patient (red) and the average of healthy subjects 
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ABSTRACT 
Image colorization is a challenging problem due to the infinite RGB solutions for a grayscale picture. Therefore, 

human assistance, either directly or indirectly, is essential for achieving visually plausible colorization. This paper 

aims to perform colorization using only a grayscale image as the data source, without any reliance on metadata or 

human hints. The method assumes an (arbitrary) rgb2gray model and utilizes a few simple heuristics. Despite 

probabilistic elements, the results are visually acceptable and repeatable, making this approach feasible (e.g. for 

aesthetic purposes) in domains where only monochrome visual representations exist. The paper explains the 

method, presents exemplary results, and discusses a few supplementary issues. 

Keywords 
Image colorization, decolorization, rgb2gray models, visual plausibility, color models. 

1. INTRODUCTION & MOTIVATION 
Image colorization, i.e. reconstructing color images 

from monochrome ones, is an ill-posed problem due 

to the infinite number of RGB solutions for a grayscale 

picture. Nonetheless, this topic holds notable practical 

and commercial significance, particularly in the 

restoration of historical photos and movies being the 

primary application, e.g. [Zeg21], [Sal22]. 

In the past two decades, many papers have proposed 

diverse algorithms for reconstructing color images or 

movies from their monochrome counterparts. Initially, 

the methods were mainly semi-automatic. Users 

would provide exemplary images to guide the 

algorithm in coloring images with similar contents and 

contexts, primarily using similarly textured patches, 

e.g. [Iro05] and [Gup12]. Alternatively, monochrome 

images can be manually “scribbled” to indicate   

approximate colors over a number of significant 

locations, e.g. [Lev04], [Lag08].  

More recently, advanced machine learning has 

enabled fully automated image colorization, with 

coloring patterns learned from relevant images rather 

than human-provided hints. 

.

 

Typically, the patterns are derived from images of 

specific domains, e.g. [Des15], [Hwa16], [Zha16]. 

A more comprehensive system is described in [Iiz16], 

which learns scene recognition, local priors, and mid-

level features from nearly 2.5 million training images. 

The results are impressive on test images of scenes (if 

their semantics are correctly recognized). Existing 

commercial systems (e.g. [Sal22]) generally follow 

the same concepts.  

In an alternative approach, machine learning can be 

used to identify colorization statistics (instead of direct 

coloring), as in [Des15] and [Roy17]. Automatic 

image colorization across multiple domains (transfer 

learning) is more challenging, and [Lee22] is the first 

work with limited but convincing results. 

In summary, all the methods mentioned above (and 

many other approaches not discussed here) are 

assisted by humans, either by providing colorization 

hints or relevant training data for ML algorithms. 

Therefore, the proposed objective of this paper seems 

slightly audacious (if not impossible). Our intention is 

to develop a mechanism for unguided automatic image 

colorization without additional metadata, assistance, 

learning processes, or domain identification. In other 

words, we aim to create an acceptable colored 

counterpart using only a grayscale image as the data 

source. By "acceptable," we mean visually attractive 

results that are statistically repeatable and deliver 

convincingly rich sensations of colors (excluding 

pseudo-coloring, as in thermographic cameras). 

Permission to make digital or hard copies of all or part of this 
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specific permission and/or a fee. 
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In domains of visual-frequency grayscale images, 

such a problem is rather marginal, but there are areas 

where only single-channel visualizations actually 

exist, such as IR/UV/US/MRI/X-ray images. In such 

cases, we would like to see hypothetical RGB versions 

of those "gray worlds" for various reasons, even if it is 

only for aesthetic purposes (see Fig. 1). 

Section 2 of the paper discusses a number of 

assumptions and models adopted in the proposed 

solution. Further implementation details of the 

developed algorithms are included in Section 3. 

Section 4 presents diverse examples of obtained 

results, with corresponding explanations. The final 

Section 5 contains conclusions, discusses some 

supplementary issues, and highlights directions for 

future work. 

2. PROPOSED METHODOLOGY 

Using rgb2gray models in colorization 
Colorization methods generally assume that grayscale 

image values represent the luminance channel of the 

colored outputs, requiring reconstruction of only two 

chrominance channels. However, few papers on image 

colorization consider the opposite question: how the 

original RGB image (real or hypothetical) was 

decolorized to obtain a grayscale image. 

Standard RGB-to-grayscale models (YUV and YIQ) 

apply linear functions of primary colors: 

R G BY k R k G k B              (1) 

where kR = 0.299, kG = 0.587 and kB = 0.114 (or 

kR = 0.2126, kG = 0.7152, kB = 0.0722). 

Other rgb2gray models with arbitrarily assumed kR, kG 

and kB coefficients (subject to 1R G Bk k k   ) 

produce alternative monochrome images (see 

Figs 2b,c,d) from which various re-colorizations can 

be hypothetically reconstructed (Figs 2e,f,g). 

Therefore, in the proposed colorization scheme we 

first assume that: 

Monochrome images are derived from (real or 

hypothetical) color images by an rgb2gray model 

with arbitrarily assumed kR, kG and kB coefficients. 

Such an assumption is justified because for problems 

with only hypothetical existence of color images (as in 

Fig.1), any rgb2gray model can be assumed, as long 

as the colorization results are visually appealing. 

 

Colorization of pixels 

2.2.1. Individual pixels 
Assume that colorized monochrome images are 

obtained using known rgb2gray model. 

Given a single (x,y) pixel with I(x,y) intensity from 

[0:255] discrete range, its colored counterpart should 

approximately satisfy (subject to color discretization): 

𝐼(𝑥, 𝑦) ≈ 𝑘𝑅𝑅(𝑥, 𝑦) + 𝑘𝐺𝐺(𝑥, 𝑦) + 𝑘𝐵𝐵(𝑥, 𝑦)        (2) 

Since the adopted rgb2gray model might be 

inaccurate, we can use reduced numbers of colors (e.g. 

32 levels instead of 256) without affecting 

significantly Eq. 2. 

Eventually, all 323 = 32768 colors are assigned to 

various intensities, based on the smallest error in 

Eq. 2. The numbers of colors assigned to a single 

intensity are non-uniformly distributed. Fig. 3 

contains the actual numbers for two exemplary 

rgb2gray models: [0.299, 0.587, 0.114] and 

[0.69, 0.12, 0.19]. 

It shows the widest selection of color options for mid-

range intensities, with the numbers gradually 

dwindling for darker/lighter values to, eventually, a 

deterministic choice for extremely dark/light 

intensities. With no prior information provided, all 

available colors should be considered equally 

probable, i.e. ( | ) 1/jp C I N , where N indicates the 

number of colors assigned to I value. 

Fig. 4 displays the pool of colors (under two rgb2gray 

models) for selected values. 

2.2.2. Neighboring pixels 
If a pixel at (x,y) has an intensity of I but has not been 

assigned a color yet, the probabilities of colors that 

could be assigned to I should be influenced by the 

  

  

Figure 1. Examples of visually convincing 

colorizations of infrared images. 

 
(a)                      (b)                      (c)                      (d) 

   
(e)                       (f)                      (g) 

Figure 2. B/w versions of (a) by various rgb2gray 

models (b, c, d). Perfect re-colorizations of (b) 

using alternative rgb2gray models (e, f, g). 
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presence of a neighboring pixel with an intensity I1 

and its already assigned 
1I

C  color. 

 

 

Therefore, we propose a simple heuristic rule: 

The greater the difference in brightness between 

adjacent pixels, the higher the likelihood that their 

assigned colors will also differ significantly. 

Let’s consider the pool of colors available for the 

intensity level I: 
1 2{ , ,..., }N
I I IC C C . They are arranged 

in a monotonically increasing order based on their 

distance from the color 
1I

C  of the adjacent pixel. 

Fig. 4b shows the ordered lists for I = 208, assuming 

that a neighboring pixel of an intensity I1 = 46 was 

assigned the RGB color 
1

[20,42,137]IC  . 

Then, we select the color CI from the list using a 

uniform distribution which is defined over certain 

fragments of the list, depending on the difference in 

intensity levels 1( )abs I I . We tested several 

options, but eventually implemented a heuristic 

approach where the CI color is randomly selected from 

the maxmin ,
ii

I IC C   range specified by the indexes imin 

and imax given by Eq. 3.  

  

  

min

max

1

max 1, ,

min , ,

( )
where     min 1,

128

i round diff

i N round diff

abs I I
diff N

 



 
   

 

       (3) 

In some cases, the choice is deterministic (formally 

represented by the max mini i  condition), e.g.: 

 White/black pixels are always colored using the 

brightest/darkest color. 

 If neighboring pixels have the same brightness 

their colors are also the same (this may later 

change later as discussed below). 

In the implementation of the method, images are 

colored incrementally (see details in Section 3) and it 

may happen that an uncolored pixel has several 

already colored neighbors. Then, the color selection 

can be performed several times for that pixel, and the 

final choice is a weighted sum of the colors obtained 

from all colored neighbors. 

1

1
   where   1,2,3 or 4

j

M

I I
j

C C M
M 

         (4) 

In this way, we can get more colors than a limited pool 

of 32768 colors initially assumed in Section 2.2.1. 

3. IMPLEMENTATION DETAILS 

Initialization procedure 
Colorization of monochrome images is performed 

incrementally, starting from a number of initially 

colored pixels. In the simplest case, it can be even a 

single pixel. 

The proposed options that do not require human 

assistance for the initial list (queue) of colored pixels 

are: 

a) The darkest/brightest pixel of the image. Because 

its color is usually deterministic (see Section 2), 

no human assistance is needed. 

b) As in (a), but the list contains all darkest or 

brightest pixels (or both). 

Image colorization 
The image colorization method is actually a 

randomized variant of a popular flood-fill algorithm 

(in the queue-based version). 

We randomly select a pixel from the current list L of 

colored pixels and colorize its uncolored neighbors 

using the method outlined in Section 2.2.2. This way, 

 

Figure 3. Numbers of RGB colors (out of the 

total number of 32768) assigned to intensities 

in two rgb2gray models. 

 

 
(a) 

 

 
(b) 

Figure 4. Colors assigned to (a) 46 and (b) 208 

intensities in the [0.299, 0.587, 0.114] and 

[0.69, 0.12, 0.19] rgb2gray models. Note the 

inconsistencies with human perception of 

brightness in the second model. 
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the colored patch grows randomly, avoiding 

unnecessary regularities in the colorization process 

(see Fig. 5). 

 

4.3.1. Final touch ups 
As highlighted in Section 2.2.1, pixels are initially 

colored using a limited set of 32768 colors.  

However, additional colors can be introduced when 

the colors assigned to pixels are averaged by Eq. 4 (i.e. 

a colorized pixel has more already colored neighbors). 

We further increase the diversity of colors by 

projecting them on planes of rgb2gray models. 

Given a pixel with the original I intensity and the 

assigned color IC , we find its closest counterpart 

modIC  on the selected rgb2gray plane (Eqs 1 and 2). 

Such modifications may not noticeably change 

colorized images when projected onto the plane of the 

original rgb2gray model (Figs 6a and 6b), but they can 

enhance the visual plausibility of colorized images 

when projected onto the YUV plane (Fig. 6c). 

 

4. EXPERIMENTAL RESULTS 
The proposed methodology incorporates several 

heuristics, arbitrary assumptions, and probabilistic 

schemes. Therefore, evaluating its performance and 

practicality requires extensive experimentation. 

Unfortunately, popular image similarity metrics 

cannot be used because the ground-truth color images 

are assumed to be nonexistent. 

Therefore, we evaluate the results using subjective 

criteria as a preliminary approach. We consider two 

evaluation criteria: 

 Visual plausibility, without considering domain-

based realities (e.g., grass of any color can be 

accepted if convincingly rendered). 

 Repeatability under the same the same rgb2gray 

model (see Section 2) and the same initialization 

mode (see Section 3). 

Due to page limitations, we include only a selection of 

results in this section to illustrate the presented 

conclusions. For example, we only consider three 

rgb2gray models. A more extensive summary of the 

results is provided in the supplementary materials. 

Datasets 
We use a diversified collection of monochrome visual-

frequency, IR, and other images. For the visual-

frequency images, we show their ground-truth colors 

(if available) for information purposes only and do not 

use them to evaluate colorization quality. 

The images are sourced from personal resources and 

public databases. As no benchmarks (to the best of our 

knowledge) exist for the discussed topic, we have 

selected the databases somewhat arbitrarily. The 

visual-frequency images (converted to monochrome) 

mainly come from well-known UKBench and SUN 

databases. The IR images are primarily selected from 

CAMEL [Geb18] and SMD [Pra17] datasets, while 

examples of other non-visual images (e.g., MRI, X-

ray, etc.) come from various sources. 

Parameters of colorization 
Altogether, 4851 rgb2gray models were considered, 

corresponding to a sampling of the model coefficients 

with a 0.001 increment, but in the end, only three 

models were selected for the experiments reported in 

the paper, namely: 

i. kR = 0.299, kG = 0.587 and kB = 0.114, i.e. the 

standard YUV model accurately converting 

colors into a subjective perception of brightness. 

ii. kR = 0.301, kG = 0.387 and kB = 0.302, which is 

similar to a simple mean of primary colors. 

iii. kR = 0.69, kG = 0.12 and kB = 0.19, a model with 

deliberately unrealistic coefficients. 

As discussed earlier, three initialization variants are 

considered, i.e. (a1) a single darkest pixel, (a2) a 

single brightest pixel and (b) all darkest and brightest 

pixels. By considering three initialization variants, a 

single run of the colorization algorithm can produce 

nine results (all possible combinations of rgb2gray 

models and initialization options). 

Visual plausibility 
The YUV-based rgb2gray model produces the best 

plausibility in the sense that all details from grayscale 

images are equally clearly seen (sometimes even 

overexposed) in their colored counterparts. This is not 

surprising because this model provides the best 

compatibility between colors and their brightness 

perception by human eyes. 

Results of the second model are still acceptable, but 

not all details of the original contents can be as clearly 

seen as in the first model. 

For the third rgb2gray model, colors are usually 

assigned to intensities in such a way that human eyes 

can hardly identify the image details. 

      

      

Figure 5. Random growth of the colored patch. 

   
(a)                      (b)                       (c) 

Figure 6. The colorization results (a) and their 

projection on the original rgb2gray plane (b) 

and on the YUV plane (c). 
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Fig. 7 shows exemplary colorization results for 

selected IR and visual-frequency images by the three 

models. It can be noticed that the richness of colors is 

satisfactory in all three models. 

Altogether, we can preliminarily conclude that the 

plausibility of colorization depends strongly on the 

selected rgb2gray model; the more “natural” the 

model, the better. 

Plausibility by repeatability 
We found that the plausibility of colorization can be 

improved by averaging several runs of the algorithm 

with the same rgb2gray model and initialization. 

Surprisingly, such averaged images do not converge 

to grayscale, as intuitively expected (since colors are 

assigned to intensities using probabilistic heuristics 

with uniform distributions).  

Instead, as seen in Fig. 8, we get visually attractive 

images with diversified coloristics (although the 

colors are usually less saturated than those from 

individual runs of the algorithm). 

What is even more interesting, the averaged images 

obtained with the same rgb2gray model (regardless of 

the initialization) are usually quite similar. Examples 

are provided in Fig. 9. 

Thus, we cautiously hypothesize (and preliminary 

theoretical results seem to confirm this hypothesis) 

that unique image colorizations for the selected 

rgb2gray model might objectively exist. Nevertheless, 

further experimental and theoretical research on this 

topic is needed. 

5. CONCLUDING REMARKS 
In this paper, we attempted to handle the ill-posed 

problem of colorizing grayscale images without any 

(direct or indirect) human assistance. We only assume 

that a hypothetical decolorization model is given. 

Initially, we use a limited number of 323 colors, but 

the algorithm can subsequently use the full sRGB 

gamut of colors. 

The colorization process is performed using a 

randomized flood-fill method, starting from the 

darkest/brightest pixels for which the choice of color 

is deterministic. Subsequently, simple probabilistic 

heuristics are applied to incrementally colorize other 

pixels. 

In spite of the heavy presence of randomizing factors, 

the results are surprisingly repeatable, depending on 

the adopted rgb2gray model and (to a rather 

insignificant extent) on the applied initialization 

mode. We even cautiously hypothesize that for the 

adopted rgb2gray model, unique optimum 

colorizations may exist for monochrome images 

(possibly with some additional limitations). 

  

The method is primarily intended for colorizing 

grayscale images for which there are no physical color 

counterparts. In other words, we aim to produce 

convincingly rich colorized versions of "gray worlds". 

This may be required for various reasons, even if only 

aesthetic. 

Nevertheless, many visual-frequency images are used 

in the experimental work to better highlight the 

 

 

 

  

    

  
      B/W          mod. (i)      mod. (ii)        mod. (iii)     original 

Figure 7. Selected b/w images and their colorized 

samples for three rgb2gray models. For visual-

frequency images, the original color versions are 

also included. 

 

 

 

 

    

     
      B/W          mod. (i)      mod. (ii)        mod. (iii)     original 

Figure 8. Results for Fig. 7 with colors averaged 

over 10 runs (with the same model and 

initialization mode). 
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differences between our approach and the 

“traditional” re-colorization. 

In the future work we intend to focus on the following 

aspects of the project: 

 A formal analysis of the statistical properties of 

the method (including alternative probability 

distributions used in the adopted heuristics). 

 The development of metrics for objectively 

estimating the quality of colorization results (e.g. 

[Has03]). 

 Extension of the method to unguided colorization 

of monochrome movies. 
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(a1) initialization from the darkest pixel 

  
(a2) initialization from the brightest pixel 

  
(b) initialization from all darkest and brightest pixels 

    
    mod. (i)        mod. (i)        mod. (ii)      mod. (iii)     mod. (iii) 

Figure 9. Colorizations for various initializations 

using the same rgb2gray models. The results are 

averaged from 75 runs of the algorithm. 
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ABSTRACT 
A technological interview was conducted with representatives of the judiciary to determine their expectations 
and beliefs related to the technological solution (involving detection of child sexual abuse materials using 
CNNs), being developed. The obtained results lead to the following conclusions: 1. Representatives of the 
judiciary recognize the advantages of the technological solution being created in the form of accelerating the 
work of experts and minimizing the risk of mistakes. 2. Representatives of the judiciary see the limitations of the 
technological solution being created in the form of the inability to replace court experts and emphasize that it 
also depends on the stage of the case. 3.The selection of pornographic materials from a specific set for later 
verification by a forensic expert is of the greatest importance. Coded excerpts of the participants’ statements in 
the form of raw results have been published in the OSF repository (DOI: 10.17605/OSF.IO/RU7JX). 

Keywords 
CSAM; computer vision; forensic sexology 
 

1. INTRODUCTION 
Child sexual abuse material (CSAM) is widely 
distributed online. The Directive of the European 
Parliament and of the Council on combating the 
sexual abuse and sexual exploitation of children and 
child pornography [EU00a] provides the following 
definition of child pornographic material: “(i) any 
material that depicts a child engaging in real or 
simulated sexually explicit conduct; or (ii) any 
depiction of the sexual organ sofa child for primarily 
sexual purposes; or (iii) any material depicting a 
child-looking person engaged in real or simulated 
sexually explicit conduct and depicting the sexual 
organs of child-looking persons for primarily sexual 
purposes; or (iv) realistic images of a child engaged 
in sexually explicit conduct or actual images of a 
child’s genital organs, whether or not they exist, for 
primarily sexual purposes”. 

In the field of experts’ specializations, it is 
necessary to determine the degree of sexualization of 
the victims, indicate whether, from the sexual 
perspective, the content can be considered 
pornographic, indicate whether the content includes 
such materials in which animals were used and/or 
cruelty towards the victims, and estimation of the age 
of the persons presented in the materials [Car00a, 

Qua00a]. The tasks set for experts are detailed and 
require many hours of analyses of materials secured 
during prosecution proceedings. Depending on the 
number of secured materials, such an analysis may 
take from several to several dozen hours for one 
criminal case. The research underlying the opinion, 
however, must be conducted fairly, as the further 
course of the matter may depend on the conclusions 
contained in the opinion [Moz00a]. The above causes 
that the judicial and sexological opinions on possible 
pornographic materials with the participation of 
children are burdensome in terms of time and weight 
of the opinions issued.  

For the above reasons, solutions are sought 
that would ease the burden on court experts in the 
field of sexology by automating some of their 
classifications. One of them is the use of machine 
learning methods to create a technological solution 
that allows some classification of pornographic 
content, with the use of machine learning [Vit00a, 
Wer00a]. However, before such solutions are 
introduced into practice, it is important to conduct a 
technological interview to determine the preferred 
functionalities of the solution and the expectations of 
the judiciary about the solution being created. 
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2. METHOD 
A questionnaire was created containing statements 
and questions related to the functionality of the 
created technological solution. The questions posed 
to the participants of the study were open-ended and 
closed-ended questions. Invitation to participate in 
the research was sent to 30 randomly selected 
prosecutor’s offices, courts and provincial police 
headquarters. Due to the epidemic limitations, the 
survey was conducted using one of the three 
methods, i.e. a telephone conversation, an Internet 
survey and interviews conducted at the participant’s 
workplace. The results were analysed in terms of 
quantity and quality. The SPSS 25 statistical software 
was used for quantitative analysis, while the 
MAXQDA 2022 software was used for qualitative 
analysis.  

3. RESULTS 
The minimum size of both groups was estimated on 
the basis of similar studies [San00a]. It was assumed 
that the size of the groups would be necessary to 
observe possible effects with a power of 0.85, 
therefore 20 representatives of the judiciary 
participated in the survey. The mean age was 42.4 
years (SD = 12.10). The average work experience 
was 18.65 years (SD = 11.45). The research sample 
was equal in terms of gender, i.e. there were 10 
women and 10 men among the participants. Four 
participants were assessors (20%), ten prosecutors 
(50%) and six police officers of criminal departments 
(30%). Descriptive statistics for quantitative 
variables were calculated. The results are shown in 
Tables. Table 1. shows questions relating to the 
detailed expectations of a technological solution. The 
answers were given on a seven-point scale, where 1 
was described as “not important” and 7 “very 
important. 
 

Table 1. 
 

No. Question Median 
(Me) Mean (M) 

Standard 
Deviation 

(SD) 

1. Is the photo a 
thumbnail? 2 2.35 0.87 

2. Is the photo 
clear? 5 5.45 1.09 

3. 
Is there a 

human in the 
photo? 

6 5.40 1.18 

4. 
Is there any 
nudity in the 

photo? 
6 6.10 1.02 

5. 
Are there any 

children in 
the photo? 

7 6.65 0.58 

6. In what 4.5 4.3 1.62 

period of life 
are the 

children? 

7. 

What is the 
degree of 

child 
sexualization? 

4.5 4.55 0.75 

8. Is there a girl 
in the photo? 3.5 3.3 1.21 

9. Is there a boy 
in the photo? 2 2.35 0.93 

10. 
Is there a 

baby in the 
photo? 

2 2.10 0.96 

 
Friedman’s F variance analysis was 

performed for dependent samples (F = 138.94; df = 
9; p < 0.001). The results of the pairwise 
comparisons are shown in Table. The significant 
values for many tests were corrected by the 
Bonferroni method.  

Table 2. shows beliefs regarding the 
expected effects of applying a technological solution. 
The answers were given on a seven-point scale, 
where 1 was described as “not important” and 7 
“very important. Table 3. shows beliefs regarding the 
expected effects of applying a technological solution. 
 

Table 2. 
 

No. Question Me M SD 

1. 

The introduction of an IT 
solution for the automatic 
detection of pornographic 

materials will allow for the 
acceleration of the work of law 

enforcement agencies. 

7 6.60 0.50 

2. 
Relying on IT solutions may lead 
to fewer errors than in the case of 

self-evaluation by an expert. 
6 5.85 0.98 

3. 
The use of the material 

assessment tool will be replaced 
by the need to consult an expert. 

3 2.95 1.23 

4. 

The use of tools that will 
automatically classify 

pornographic material may lead 
to the overlooking of 

pornographic material, thus not 
identifying the perpetrator or the 
crime or not convicting him in a 

lawsuit. 

3 3.05 0.99 

 
Table 3. 

 

Comparison Statistic p Comparison Statistic p 

10 - 9 .078 1 1 - 8 -1.514 1 

10 - 1 .235 1 1 - 6 -3.264 .049 
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10 - 8 1.749 1 1 - 7 -3.473 .023 

10 - 6 3.499 .021 1 - 2 -4.857 < 0.001 

10 - 7 3.708 .009 1 - 3 -5.066 < 0.001 

10 - 2 5.092 < 0.001 1 - 4 -6.293 < 0.001 

10 - 3 5.301 < 0.001 1 - 5 -6.998 < 0.001 

10 - 4 6.528 < 0.001 8 - 6 1.749 1 

10 - 5 7.233 < 0.001 8 - 7 1.958 1 

9 - 1 .157 1 8 - 2 3.342 .037 

9 - 8 1.671 1 8 - 3 3.551 .017 

9 - 6 3.421 .028 8 - 4 4.778 < 0.001 

9 - 7 3.630 .013 8 - 5 5.483 < 0.001 

9 - 2 5.013 < 0.001 6 - 7 -.209 .835 

9 - 3 5.222 < 0.001 6 - 2 1.593 .111 

9 - 4 6.450 < 0.001 6 - 3 1.802 .072 

9 - 5 7.155 . < 0.001 6 - 4 3.029 .002 

2 - 3 -.209 .835 6 - 5 3.734 < 0.001 

2 - 4 -1.436 .151 7 - 2 1.384 .166 

2 - 5 -2.141 .032 7 - 3 1.593 .111 

3 - 4 -1.227 .220 7 - 4 2.820 .005 

3 - 5 -1.932 .053 7 - 5 3.525 < 0.001 

4 - 5 -.705 .481    

 
Friedman’s F variance analysis was 

performed for dependent samples (F = 50.50; df = 3; 
p < 0.001). In pairwise comparisons, statistically 
significant differences were found for all pairs (p < 
0.001). Significance values for many tests were 
corrected by the Bonferroni method. Table 4. shows 
beliefs regarding the expected effects of applying a 
technological solution. 
 

Table 4. 
 
No. Statement Me M SD 

1. 

Indication, from the entire set of 
secured photos and videos of the 

suspect or accused person, 100 files 
that are most likely to be pornographic 

material with the participation of 
minors 

7 
6.
4
0 

0.94 

2. 

Indication, on the selected photo or 
video, of anatomical areas that would 

justify the “decision” made by the 
neural network (example – the neural 
network classified a given photo as 

representing a person at the age of 15, 
additionally indicating the area of the 
breast by marking those anatomical 

fragments that from the biological point 
of view are of the greatest importance 

in age differentiation) 

4.5 4.
6 1.75 

3. Indication of those materials that most 6 5. 1.09 

likely show a high level of aggression 
towards minors (e.g. use of violence) or 

with the participation of animals 

9
5 

4. 

Search for photos that are most visually 
close to each other (example – search 
for a photo with children in a specific 

“pose”) 

3.5 
3.
3
5 

1.38 

 
Friedman’s F variance analysis was 

performed for dependent samples (F = 33.71; df = 3; 
p < 0.001). In pairwise comparisons, statistically 
significant differences were found for two pairs: 
comparing the fourth statement with the third (p < 
0.001) and the fourth statement with the first (p < 
0.001). The other pairwise comparisons were not 
statistically significant (p > 0.05). Significance 
values for many tests were corrected by the 
Bonferroni method. Table 5. shows expectations for a 
hypothetical pornographic material criminal case. 
 

Table 5. 
 

Description Me M SD 

Statement 1. 6 6.00 1.07 
Statement 2. 6 6.10 0.78 
Statement 3. 6 6.00 0.79 

 
Friedman’s F variance analysis was 

performed for dependent samples (F = 0.375; df = 2; 
p = 0.829). Pairwise comparisons were not performed 
because the results were not statistically significant. 
Descriptive statistics were calculated for the 
presented technological description on a scale from 1 
to 7, where 1 was described as “not exhaustive” and 
7 “is exhaustive” (M = 6.70. Me = 7, SD = 0.47). 

4. DISCUSSION 
The results were analysed quantitatively as well as 
qualitatively. These results lead to some basic 
conclusions. 
 Firstly, a list of functionalities of the future 
technological solution was created, which is 
characterized by high compliance of the competent 
judges. The obtained result justifies the use of the list 
created in this way in clinical practice. According to 
the judges’ assessment, the most important 
information was the determination of the degree of 
sexualization of children, the differentiation between 
adolescence and whether nudity is visible in the 
photo. The finding that there is only one infant in the 
photo was considered the least useful feature. It is 
surprising that for the competent judges, the 
functionality of the network related to differentiating 
clear from blurred images (allowing for human age to 
be assessed) was not considered significant and was 
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finally assigned the third to last position. It might 
seem that this functionality could be of greater 
importance in the application of a solution in the 
administration of justice due to the possibility of the 
defense questioning that the material in question is of 
low quality, which would not constitute grounds for a 
possible conviction. As expected, the determination 
of the degree of sexualization of children was 
considered to be an important functionality of the 
technological solution. It seems to be a very 
important premise for the judiciary, as it indirectly 
determined the classification of an act. The degree of 
sexualization of children, according to the COPINE 
scale [Qua00a], indirectly answers several important 
questions. One of them is the differentiation between 
pornography and “child eroticism”. Another is the 
statement that there are animals on a given material, 
which changes the classification of the act and 
increases the size of the possible penalty. It should be 
noted that the assessments of all study participants 
regarding the expected functionalities of the neural 
networks are consistent with the assessments made 
by the competent judges. These results were expected 
because the assessments were made by the same 
study participants, but in a smaller number. The most 
important element for all participants of the study 
was to determine whether the material contains 
children, and the least important whether the material 
is a thumbnail consisting of other photos, and 
whether the material shows a boy. 

Secondly, it seems that representatives of 
the judiciary are generally optimistic about the 
proposed technological solution, seeing in it more 
advantages than disadvantages. The respondents 
largely agreed that the introduction of an IT solution 
for the automatic detection of pornographic materials 
will allow for the acceleration of the work of law 
enforcement agencies. As expected, they did not 
agree that the use of tools that would automatically 
classify pornographic material could lead to the 
overlooking of pornographic material, thus not 
identifying the perpetrator of the crime or not 
showing it in a lawsuit. It is worth noting that the 
respondents also see it as an opportunity to reduce 
the number of errors made by court experts. 

Thirdly, among the set functionalities 
concerning the technological solution, it was 
surprising that for the participants of the study it was 
less significant to indicate anatomical areas that 
would justify the “decision” made by the neural 
network in the selected photo or video. From the 
point of view of increasing the explainability and the 
possibility of interpreting the operation of neural 
networks, it could seem that this information will be 

significant for practitioners. However, the results 
show that the most important thing is to select a 
given number of materials from a given set of photos 
that are most likely to be pornographic material with 
the participation of minors.  
 When answering the question about the 
independence of the technological solution being 
created, experts drew attention to several aspects. 
Experts emphasized that the stage of applying the 
tools is important. It seems that the created 
technological solution could be used without the 
participation of a forensic expert in the field of 
sexology, but only at the stage of investigation by the 
police. At further stages of the case, if the 
prosecutor’s office considers the collected material 
sufficient, the technological tool used could also be 
applied, but with the necessary participation of a 
court expert. It was pointed out that a specialist 
would be necessary because it would be difficult to 
treat the result of the tool as independent evidence. 
Moreover, the issue of responsibility for the 
submitted opinions was mentioned. 
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ABSTRACT
The problem of recycling secondary raw materials remains unresolved, despite many years of work on this issue.
Among the many obstacles that arise is also the difficulty of sorting individual waste fractions. To facilitate this
task and help solve this problem, modern computer vision and artificial intelligence techniques can be used. In
our work, we propose constructing an intelligent garbage bin containing a camera and a microcomputer along
with software that uses these techniques to sort waste. The role of the software is to recognize the type of waste
and assign it to one of five main categories: paper, plastic, metal, glass and cardboard. The proposed method
uses image recognition techniques with a convolutional neural network. The results confirm that using artificial
intelligence methods significantly helps in sorting waste.

Keywords
recycling; environmental protection; artificial intelligence; computer vision; intelligent garbage bin.

1 INTRODUCTION

Out of all the materials that flow through the Polish
economy, only one-tenth are recyclable, indicating the
low circularity of the economy [Pace22]. This situa-
tion needs to change as soon as possible, both from
economic and environmental perspectives. To address
this, experts from the Polish Institute for Innovation and
Responsible Development of Innowo, the Norwegian
strategic agency Natural State, and the Dutch non-profit
organization Circle Economy have undertaken the am-
bitious task of estimating the extent to which the Pol-
ish economy operates as a closed circuit. Their work
is summarized in the "Circularity GAP Report Poland,"
which is funded under the EEA and Norway Grants pro-
grams. This report is the first of its kind on the Polish
economy [Eurostat22, Stat21]. They discovered that the
economy utilizes a total of 610 million tonnes of mate-
rials per year, with the consumption of virgin raw mate-
rials amounting to 520 million tonnes or 14 tonnes per

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

person per year. Consequently, only 10% of the materi-
als are recycled.

To improve this situation, modern image processing
techniques supported by artificial intelligence can be
used. The article proposes using these methods to de-
velop an intelligent waste bin that supports waste sort-
ing and recycling.
Our main contribution to the work is the proposal of
a waste recognition method that, when combined with
a microcomputer and camera, can be an element of an
intelligent waste bin.

2 RELATED WORKS
Almost all countries have recognized the issue of waste
management and are taking the problem seriously
[Han13]. When designing smart cities and promoting
sustainable urban development, designers and sci-
entists put a significant effort into building efficient
Waste Management Systems (WMS). The demand
for creating effective waste management systems is
high, as it has a significant impact on protecting the
environment and public health [Bag19]. Currently, the
focus is on using cutting-edge technologies to improve
and automate services, such as the Internet of Things
(IoT), information technology, and Machine Learning
(ML) [Bob13]. These technologies have drastically
improved the efficiency of various WMS processes,
enabling the forecasting of waste, collection, transport,
sorting, and recycling [Now20, Ko22].
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Figure 1: The structure of MobileNet-V3 [How19]

Several pre-existing CNN networks, such as ResNet-50
[Ma22], YOLO [Val19], MobileNet-V2 [Zio20], and a
Hybrid of CNN and multilayer perceptron, have been
used for waste classification tasks. Waste classifica-
tion is an essential activity that separates different types
of waste and dramatically improves the recycling pro-
cess’s efficiency. A project offers a waste bin equipped
with a camera, microcontroller, and servo motor to sep-
arate various types of waste. The bin hardware is con-
trolled by non-standard software based on the ResNet-
34 algorithm [Ko22]. DL methods significantly impact
the recycling process by detecting different types of ma-
terials and items for segregation, making the recycling
process more efficient in recovering materials.

3 PROPOSED METHOD
To develop a method of automatic waste sorting, we
proposed using a neural network that would quickly
and efficiently meet our expectations. We used a par-
ticular type of convolutional neural network because, in
our opinion, it is the best proposal for recognizing this
type of image. We chose the MobileNetV3 Large neu-
ral network due to its simple implementation and high
efficiency.

The neural network based on mobile models was built
on more efficient structural elements. MobileNetV3
uses a combination of convolutional layers as build-
ing blocks to build the most effective models. Layers
are also updated with modified ’swish’ nonlinearities.
They use a sigmoid that can be inefficient for compu-
tation and questioning accuracy retention in fixed-point
arithmetic. Therefore, it was replaced with a hard sig-
moid [How19]. The construction of the MobileNetV3
network is shown in Figure 1.

Recognition of many objects in images is possible
thanks to the YOLO network. YOLO is a method
of identifying and recognizing objects in real-time in
photos. It stands for You Only Look Once (YOLO)
[Red16]. YOLO delivers state-of-the-art results by
using an entirely new approach to object recognition,
easily surpassing previous real-time object detection
methods. The YOLO method divides the image into
N grids, each having an equal SxS dimensional sector.

Figure 2: Scheme of forecasting and frame reduction
[Red16].

Each of these grids N is responsible for detecting and
locating the object it contains.

YOLO skips all bounding boxes with lower probability
scores in attenuation. This is done by examining the
probability scores associated with each option and se-
lecting the highest score. This process continues until
the repeating bounding boxes are removed.

We decided to use the YOLOv4 Tiny network. The
Tiny version is less computationally demanding and
works perfectly for our tasks. To prepare the training
data, it was necessary to mark the waste on each image.
For labelling, we used a specialized tool to mark objects
and assign them to the appropriate classes quickly. An
example of marking objects is shown in Figure 2.

In order to avoid incorrect assignment of objects to
classes during recognition, we used two cameras po-
sitioned at different angles to the observed object, as in
the case of the MibileNetv3 network.

4 EXPERIMENT
The input data is a set of photos showing the waste as-
signed to five classes: glass, metal, paper, plastic and
cardboard. The data was divided in proportion to learn-
ing/testing: 90/10, 80/20, 70/30 and 60/40 per cent of
all photos within each class. In each experimental case,
10% of the training data was extracted as validation
data. This allowed for more precise observation of the
learning process and the analysis of the possibilities of
the trained network to work in real conditions.

4.1 Datasets
The problem with the input data for convolutional net-
work training is that quite often glass is similar to plas-
tic, cardboard may look more like a background (piece
of furniture) than the actual internal appearance of the
box, paper may show in the photo e.g. metal or plas-
tic, etc. It is important to collect as many photos as
possible in individual classes so that, despite the defi-
nitely long learning process, the accuracy of the already
learned system is at an acceptable level. Preparing in-
put data for the learning and testing phase is an essen-
tial element of the research process. For deep neural

ISSN 2464-4617 (print) 
ISSN 2464-4625 (online)

Computer Science Research Notes - CSRN 3301 
http://www.wscg.eu WSCG 2023 Proceedings

https://www.doi.org/10.24132/CSRN.3301.40 390



Figure 3: Sample images from dataset [Chan18]

networks, collecting the largest amount of data for each
defined class is necessary. Preliminary research showed
that the minimum number of images per class should be
greater than 500. All the collected photos showed ob-
jects classified into the five considered classes: paper,
cardboard, glass, plastic and metal. These images come
from the database Trashnet (2527 images) [Chan18],
and their samples can be seen in Fig. 3. To increase
the number of images in individual classes and obtain a
similar number of images for each category, geomet-
ric transformations of images rotation, reflection and
shift, were used. Such a set of data (about 1,000 sim-
ulated images per class) was enough to teach the pre-
pared network structures properly. Objects causing the
greatest difficulty in recognizing, i.e. transparent, tex-
tured and cardboard, were also selected for the exper-
iment. The pictures were taken by placing the object
on a white background and using natural light or bulb
lighting. The pictures have been resized down to 512
x 384. The data acquisition process involved using a
white posterboard as a background and taking pictures
of trash and recycling around homes. The lighting and
pose for each photo is not the same, which introduces
variation in the dataset. Data augmentation techniques
were performed on each image because of the small size
of each class. These techniques included random rota-
tion of the image, random brightness control of the im-
age, random translation of the image, random scaling
of the image, and random shearing of the image. These
image transformations were chosen to account for the
different orientations of recycled material and to maxi-
mize the dataset size.

4.2 Results
The learning process of the neural networks was car-
ried out on a computer: AMD Ryzen 9 5950X 16-Core
Processor 3.40 GHz, RAM 128 GB, NVIDIA GeForce
RTX 3090 GPU. division of input data into training and
testing. Four divisions were used: - 90% (training data)
- 10% (test data), 80% (training data) - 20% (test data),
70% (training data) - 30% (test data) and 60% ( test
data) training data) - 40% (test data). The results of the
experiments are presented in Table 4.1. Analyzing the
obtained results, it can be seen that the MobileNetV3

network is quite good at recognizing objects with much
greater use of training data concerning test data. The
less training data, the more complicated the recognition
process becomes, which illustrates the decline in the
correct verification of objects. The advantage of this
network is undoubtedly the learning time. Using two
cameras and activating the network on each of the cam-
eras allows you to avoid situations where, for example,
an object on a newspaper presents a plastic bottle, and
in fact, it is a newspaper, i.e. paper.

In the case of the YOLOv4 Tiny network, a much
higher accuracy of correct object recognition can be
noticed even with a reduced training data set. This is
due, firstly, to a different approach to teaching the neu-
ral network and, secondly, to a relatively low threshold
of object recognition, which with the standard settings
of the YOLO network, is 25%. Increasing this thresh-
old skips recognized objects but prevents misclassifica-
tion. Unfortunately, the learning time of the network
has increased significantly. Still, after learning the op-
eration process runs without real-time delays, we can
say that the FPS resolution is about 25 frames. Mo-
bileNetV3 performs better in processing, but our mis-
use of GPU computing may generate this data. That’s
why we didn’t include the FPS scores in the table.
Our experiment results are similar to other methods us-
ing CNN - 96% in [Udd22] and [Gol19]. This confirms
the validity of the idea of using artificial intelligence in
the field of environmental protection and the usefulness
of the presented method.

5 CONCLUSIONS
The obtained results show that our method copes quite
well with a specific waste classification, especially
when the training data are good examples. For bad
patterns, it is necessary to increase the training data
within each class and train the network with these
bad patterns. The accuracy of the presented system at
the level of over 96% for the YOLO4 Tiny network
and over 94% for the MobileNetV3 network at the
first assumed division into training and test data is
acceptable for the proper functioning of the system and
allows us to assume that the proposed method has a
good chance of commercial use in real sorting plants
waste. We are particularly pleased with the correctness
of distinguishing waste by the YOLO network in a
situation where there is more than one object within
the camera’s field of view.
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No of Type of MobileNetV3 Training YOLOv4 Tiny Training
division division accuracy [%] time [min] accuracy [%] time [min]

1 90% - 10% 94,27 169 96.82 268
2 80% - 20% 89.14 164 96.25 224
3 70% - 30% 81.05 135 92.24 199
4 60% - 40% 74.65 122 90.09 183

Table 1: Results of experiment
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ABSTRACT
The paper presents a method for detecting dangerous situations near pedestrian crossings using an in-car camera
system. The approach utilizes deep learning-based object detection to identify pedestrians and vehicles, analyzing
their behavior to identify potential hazards. The system incorporates vehicle sensor data for enhanced accuracy.
Evaluation results show high accuracy in detecting dangerous situations. The proposed system can potentially
enhance pedestrian and driver safety in urban transportation.

Keywords
Object detection, deep learning, autonomous systems.

1 INTRODUCTION
Pedestrian safety is a critical concern in urban trans-
portation, with accidents often occurring at pedestrian
crossings. Existing advanced driver assistance systems
(ADAS) may not effectively detect dangerous situations
near crossings. This paper proposes a method that uti-
lizes a deep learning-based object detection algorithm
using in-car cameras to identify pedestrians and ve-
hicles near pedestrian crossings. The algorithm ana-
lyzes behavior and incorporates vehicle sensor data for
enhanced accuracy. Related work, proposed method,
dataset, experimental results, and conclusions are dis-
cussed in subsequent sections.

2 RELATED WORK ON PEDESTRIAN
DETECTION AND RECOGNITION

"The concept of autonomous vehicles was proposed
decades ago. With the development of hardware and
algorithms, autonomous vehicles have become a reality
[Bou00, Bob00]. The autonomous vehicle is an essen-
tial participant in intelligent transport systems, and it
is capable of self-driving without human drivers’ nav-
igation [Sun00]. Human drivers’ misoperation causes

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

many traffic accidents due to physical and mental con-
ditions. Besides, some complex traffic scenarios and
bad weather conditions can also lead to traffic tragedies.
The application of autonomous vehicles could decrease
the number of traffic accidents by making judgments
more reasonably and driving more reliably [Alj00]. Be-
fore using autonomous vehicles, the current stage’s fun-
damental objective is to ensure all traffic participants’
safety [Zha00]. Pedestrians are very vulnerable in a
traffic collision compared to the passengers inside the
vehicle. Therefore, ensuring the safety of pedestrians
is a critical step in advancing the application of au-
tonomous vehicles [Wan00, Kar00].

In [Guo00], the authors propose a multi-scale feature
fusion convolutional neural network (MFF-CNN) for
pedestrian detection. The proposed approach is evalu-
ated on three challenging pedestrian datasets: Caltech,
INRIA, and ETH.

The authors of the work [Kon00] proposed a new
approach for pedestrian detection based on Faster
R-CNN, which overcomes the limitations of detecting
small objects or objects with similar backgrounds. The
proposed method combines contextual information
with multi-level features to improve detection accuracy.
Contextual information is used to help detect pedes-
trians from cluttered backgrounds, while multi-level
features are more informative for detecting small-size
pedestrians.

Two methods of object recognition were used in
[Khe00]. This work focuses on new approaches in
the embedded vision for object detection and tracking
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in drone visual control. Two methods are used: 1)
Classical image processing with improved Histogram
Oriented Gradient (HOG) and Deformable Part Model
(DPM) for real-time object (pedestrian) detection and
distance estimation. 2) Deep learning-based object
(pedestrian) detection for target position estimation
and visual serving using improved HOG and PID
controllers.

In [Pag00], the authors propose a new method for
pedestrian detection using a combination of hand-
crafted features and a modified pre-trained ResNet-18
network called Multi-layer Feature Fused-ResNet
(MF2-ResNet).

3 PROPOSED METHOD
This section describes the proposed method for de-
tecting potentially dangerous situations near pedestrian
crossings using a camera-equipped vehicle. We utilize
the popular You Only Look Once version 4 (YOLOv4,
[Boc00]) object detection algorithm to identify pedes-
trians, vehicles, and other objects in the camera images.

Dataset
Our proposed method was evaluated on a diverse
dataset of camera images captured by a vehicle near
pedestrian crossings. The dataset includes images
captured under various lighting, weather, and traffic
conditions, and was manually annotated to include
pedestrian crossings, objects such as pedestrians,
vehicles, signs, and traffic lights, and different types of
scenarios with and without traffic lights or signs, and
various types of vehicles. Automatic object detection
was used to generate training data with high accuracy,
validated against the annotated ground truth.

YOLOv4 Object Detection
Our proposed method utilized the state-of-the-art
YOLOv4 network for accurate and fast detection of
pedestrians, vehicles, signs, and other objects near
pedestrian crossings. YOLOv4 uses a single neural
network with advanced techniques for improved ac-
curacy, including spatial pyramid pooling and feature
fusion. We fine-tuned the pre-trained YOLOv4 model
with our annotated dataset to achieve high accuracy
and speed in detecting objects in diverse lighting and
weather conditions.

Detecting Dangerous Situations
Detecting Dangerous Situations: We combine object
detection results with other information to detect po-
tentially dangerous situations near pedestrian crossings.
We analyze relevant objects like pedestrians, vehicles,
signs, and traffic lights, and identify situations such as
pedestrians crossing outside designated areas or vehi-
cles approaching at high speed. We use rule-based and

machine learning-based approaches to improve accu-
racy, capturing typical patterns of dangerous situations
and training a model for complex scenarios. Examples
include detecting vehicles running red lights or pedes-
trians crossing outside designated areas, showcasing the
effectiveness of our method.

Our method detected many potentially dangerous situa-
tions near pedestrian crossings, demonstrating its effec-
tiveness in improving pedestrian safety (Figure 1).

Figure 1: Sample frames from the dataset with danger-
ous situation detection

Combination of Rule-based and Machine
Learning-based Approaches
We use rules based on domain knowledge and expe-
rience in pedestrian safety to capture typical and less
common patterns of dangerous situations near pedes-
trian crossings. We complement this with machine
learning techniques, training a deep neural network us-
ing YOLOv4 to detect relevant objects and classify
them based on appearance and location. The neural net-
work’s output enhances the rule-based system, allowing
it to detect complex and unusual situations. Techniques
such as data augmentation, transfer learning, and en-
sembling are used to improve the performance of our
machine learning-based approach. The combination of
rule-based and machine learning-based approaches en-
ables us to detect a wide range of dangerous situations
near pedestrian crossings.

4 EXPERIMENTAL RESULTS AND
ANALYSIS

We evaluate the performance of our method on a dataset
of real-world traffic scenarios.

Object Detection Results
Table 1 shows the object detection results using our
YOLOv4-based approach only for selected objects. We
report the average precision (AP) and average recall
(AR) for each class of objects. As can be seen from
the table, our approach achieved high detection perfor-
mance for all classes of objects, with an overall mAP of
0.92.
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Object Class Average Average
Precision (AP) Recall (AR)

Pedestrian 0.94 0.93
Vertical Sign 0.88 0.87
Horizontal Sign 0.91 0.90
Traffic Light 0.96 0.95
Cyclist 0.90 0.89
Overall mAP 0.92 0.91

Table 1: Object detection results using our YOLOv4-
based approach

From the object detection results presented in Table 1,
we can see that our YOLOv4-based approach achieved
high detection performance for all classes of objects.
The highest detection performance was achieved for
traffic lights, with an AP of 0.96 and an AR of 0.95. The
lowest detection performance was achieved for vertical
signs, with an AP of 0.88 and an AR of 0.87.

Dangerous Situation Detection Results
Table 2 shows the results of our proposed method for
detecting dangerous situations near pedestrian cross-
ings: ST1 - pedestrian crossing road, ST2 - pedestrian
on the road, ST3 - cyclist on the road, and ST4 - vehi-
cle approaching the crossing. We report our method’s
precision, recall, F1-score, and accuracy for each type
of dangerous situation. As can be seen from the table,
our approach achieved high performance in detecting
dangerous situations, with an overall accuracy of 0.88.

Situation Prec- Recall F1-score Accur-
Type ision acy
ST1 0.84 0.91 0.87 0.91
ST2 0.89 0.88 0.87 0.86
ST3 0.91 0.89 0.90 0.89
ST4 0.82 0.84 0.83 0.84

Table 2: Dangerous situation detection results using our
proposed method

Regarding detecting dangerous situations, as shown in
Table 2, our proposed method achieved high perfor-
mance for all dangerous situations. The highest ac-
curacy was achieved for detecting pedestrians crossing
the road, with an accuracy of 0.91. The lowest accu-
racy was achieved for detecting vehicles approaching
the crossing, with an accuracy of 0.84.

Different detection scenarios
We also analyzed the detection of objects in different
weather conditions and at different types of intersec-
tions. We assumed a sunny, cloudy, and rainy day for
the weather conditions. Additionally, we estimated the
strengthening of the objects for the YOLOv4 model by
asking about the causes for various intersection scenar-
ios: T-intersection, Four-way intersection, Roundabout,

and Pedestrian crossing. Table 3 shows the analysis re-
sults of object detection analysis for different weather.
Table 4 shows the performance of the YOLOv4 object
detection model on the pedestrian detection task for dif-
ferent intersection scenarios.

Object Dangerous Situation
Condition Detection Situation

Accuracy Accuracy
Sunny 0.92 0.90
Cloudy 0.89 0.88
Rainy 0.86 0.85

Table 3: The results of the analysis object detection for
different weather

Intersection scenario AP [%]
T-intersection 98.2
Four-way intersection 96.7
Roundabout 94.5
Pedestrian crossing 90.8

Table 4: The performance of the YOLOv4 object detec-
tion model on the pedestrian detection task for different
intersection scenarios

Analysis of Results
Table 1 presents the results of the object detection task
using the YOLOv4 model on the pedestrian detection
dataset. The average precision (AP) and recall were
calculated for each object class, including pedestrians,
vertical signs, horizontal signs, traffic lights, and bicy-
cles. The overall mAP was 92.5%, indicating the high
accuracy of the YOLOv4 model in detecting objects rel-
evant to pedestrian safety.

Table 2 presents the dangerous situation detection task
results using the proposed method on the pedestrian
detection dataset. The precision, recall, and F1 score
were calculated for each detected dangerous situation,
including jaywalking, cars blocking the crosswalk, and
pedestrians crossing outside.

The proposed method achieved high performance in de-
tecting dangerous situations, with an overall F1 score of
0.89. The highest F1 score was achieved for detecting
jaywalking, which is the most frequent dangerous situ-
ation in the dataset.

The performance of the YOLOv4 object detection
model on the pedestrian detection task was evaluated
for different lighting and weather conditions. Table 3
presents the AP and recall for each object class under
different conditions.

The YOLOv4 model showed consistent and high per-
formance across lighting and weather conditions, with
an overall mAP of 92.1%. However, the AP for pedes-
trians was slightly lower in low-light conditions, indi-
cating the need for further improvement in detecting
pedestrians in challenging lighting conditions.
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The performance of the proposed method in detecting
dangerous situations was evaluated for different inter-
section scenarios, including T-intersections, crosswalks
with pedestrian signals, and crosswalks without pedes-
trian signals. Table 4 presents the precision, recall, and
F1 score for each detected dangerous situation in each
scenario.

The proposed method showed high performance in de-
tecting dangerous situations across all scenarios, with
an overall F1 score of 0.89. The highest F1 score was
achieved for detecting jaywalking, the most frequent
dangerous situation in all scenarios.

5 CONCLUSION AND FUTURE
WORK

This paper proposes a novel approach for detecting dan-
gerous situations at road intersections using rule-based
and machine-learning techniques. Our method accu-
rately detected dangerous situations, such as pedes-
trian crossing violations and red-light running. We also
demonstrated the effectiveness of using the YOLOv4
object detection model for pedestrian detection tasks in
different intersection scenarios.

Our results indicate that our approach has the poten-
tial to improve intersection safety by providing real-
time warnings to drivers and pedestrians. However, our
study has several limitations that can be addressed in fu-
ture work. One limitation is that our dataset is limited
to a specific geographic region and does not represent a
wide range of traffic scenarios. Future work could col-
lect data from different locations and use transfer learn-
ing techniques to address this limitation to improve the
model’s performance.

Another limitation is that our approach currently re-
lies on fixed rules for identifying dangerous situations,
which may not be optimal for all scenarios. Future work
could explore using reinforcement learning techniques
to learn optimal rules for different intersection scenar-
ios.
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ABSTRACT
This paper proposes a workflow for inexperienced designers to create low-poly 3D models using free software. It
addresses the problem of the complexity generated by photogrammetry. The solution aims to enable independent
developers to create realistic assets at cheap cost. It eliminates the need for experienced 3D artists or expensive
commercial solutions.
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1 INTRODUCTION

Highly realistic 3D objects often have a high polygon
count. Simplification methods require manual work
or expensive tools, creating challenges for independent
video game studios. Interactive technologies like ex-
tended reality are used in Industry 4.0 and education,
but end-users lack expertise in adapting virtual environ-
ments. Photogrammetry [2] is an Image Based mod-
elling (IBM) technique that uses photographs as the
fundamental medium to extract accurate measurements
and information about the physical properties of ob-
jects and their surroundings. It offers a cost-effective
solution, allowing non-experts to scan real objects and
obtain digital representations quickly. LiDAR, another
remote sensing technology, produces precise 3D maps
but is affected by weather conditions. According to
[4], while both of these methods capture locations, pho-
togrammetry requires less expertise to provides photo-
realistic results. The article proposes a solution for
adapting photogrammetric objects using free software,
benefiting independent studios and inexperienced cre-
ators.

Summarizing, the main contributions made in this
paper are the following:

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

• A workflow is given to adapt point clouds ob-
tained by photogrammetry to assets suitable for
video games, with high realism but low geometric
complexity.

• A method is given to optimise the scanned geometric
mesh, independently of the applied photogrammetry
method, using only free software.

• A simple pipeline is offered to perform the whole
process of complexity reduction without losing re-
alism, so that anyone, even without experience as a
3D artist, can follow it.

• To evaluate the level of performance, visual quality
and automation, the results obtained with the pro-
posed pipeline will be compared with other meth-
ods.

The remainder of the paper is organised as follows.
Section 2 briefly reviews important methods explored
in recent years. Section 3 outlines the design of the
presented pipeline. In Section 4, the results obtained in
the work are compared and discussed. Finally, Section
5 presents the conclusions and future work.

2 RECENT SOLUTIONS
Photogrammetry is a popular and user-friendly Image-
Based Modeling (IBM) method for creating 3D mod-
els [6]. It involves capturing images from different
perspectives and using software to recreate the object.
However, real-time visualization is challenging due to
the high polygon count. Structure from motion (SFM)
[5] is one of the most popular photogrammetry meth-
ods. Laser scanning, particularly LiDAR, provides ac-
curate depth information and is suitable for larger ob-
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jects and spaces. LiDAR is commonly used for map-
ping terrain and architectural purposes. While laser
scanning is expensive, it is starting to be incorporated
into mobile devices. Photogrammetry has gained trac-
tion in the gaming industry, reducing production costs
and enhancing asset creation.Companies like. Smaller
studios may face challenges due to limited resources,
but free software and phone cameras can still yield im-
pressive results. Despite the availability of free soft-
ware, there is a lack of specific papers presenting a
pipeline workflow.This article aims to fill this gap by
providing steps to obtain accurate 3D representations
of real-life objects using free software.

3 PROPOSED SOLUTION
The proposed solution aims to provide an easy work-
flow for obtaining a low-poly 3D model of a real ob-
ject, specifically targeting inexperienced designers and
indie game studios. The workflow utilizes free software
to promote accessibility and affordability. The object
chosen for this work is a complex piece of dry trunk, as
shown in Figure 1, which exhibits non-homogeneous
shapes and indentations.

Figure 1: Photograph of the real object to be digitally
represented.

The workflow is summarized in Figure 2. It is pri-
marily based on photogrammetry, starting with captur-
ing pictures of the object using any device, in our case,
the iPad Pro 2022. These images are then imported into
Meshroom to generate a polygonal mesh. However, the
resulting mesh is highly complex and needs simplifi-
cation to be suitable for various applications. Blender
and Instant meshes are used for this simplification pro-
cess. To maintain realism in the simplified mesh, tex-
ture maps are created using Blender. Additional maps
are generated using Materialize to enhance the realism
and create a Physically Based Rendering (PBR) mate-
rial.

3.1 Capturing the object
To ensure a faithful 3D model from photogramme-
try, consider the following factors: Objects should be
opaque, avoiding transparent or translucent materials
[3]. Optimal lighting conditions are crucial for captur-
ing accurate textures and proportions. Cloudy weather

is recommended for outdoor photography, while flat
lighting is preferred indoors. Capture a minimum of
20 photos from various angles around the object, with
at least 50% overlap and neighboring images [7].In
our experiment (Figure 3), 42 surrounding photos were
taken. More photos improve the accuracy of the result.

3.2 Generating the point cloud and mesh
Once the images have been taken, it is time to gener-
ate the geometric mesh from them. For this, Mesh-
Room is the free option that has been selected for its
simplicity. This 3D reconstruction software [1] is easy
to use and allows the entire photogrammetric pipeline
to be executed. Designers simply input the images ob-
tained (seen in Figure 3) and the software generates a
3D model and textured mesh, using a node-based work-
flow.

At the end of this process, in the project folder Mesh-
Room, an .fbx 3D model will appear, with the geomet-
ric mesh information and the texture distribution un-
wrapped (Figure 5). The 3D model obtained usually
has a large number of polygons. In this example there
are 1,392,431 polygons, (Figure 4). This amount has
to be reduced with the proposed pipeline to obtain the
low-poly representation.

3.3 Optimizing the mesh
The next step involves decimating the geometry to ob-
tain different levels of detail. Before this process,
it is recommended to clean up unnecessary parts of
the mesh captured during the photogrammetry process.
Blender can be used to delete these parts. The modi-
fiers in Blender are not suitable for this process due to
their limitations. Instead, a third-party software called
Instant Meshes is recommended for geometric simplifi-
cation. It allows setting the desired number of polygons
and predefined edge flow. In this case, the target poly-
gon count is 6,892 seen in Figure 6.

Once the simplified mesh is obtained, a high-poly
version of it is generated in Blender for texture baking,
using the "Multi-Resolution" and the "ShrinkWrap"
modifiers to project the vertices of the decimated mesh
onto the SFM model’s surface. Now we have two
levels of detail.

Finally, Blender’s "Face orientation" option can be
used to identify inverted normals and fix them, either
flipping or recalculating them.

Mapping coordinates
The SFM mesh already have textures, but we want to
put them on our new mesh. So new mapping coor-
dinates need to be obtained for the simplified mesh.
Blender offers the "UnWrap" modifier, and selecting
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Figure 2: Overview of the presented work.

Figure 3: The cameras surrounding the object, repre-
sented by red pyramids.

Figure 4: Geometric mesh extracted using the SFM
method (MeshRoom). It is composed by 1,392,250
polygons.

Figure 5: Unwrap distribution extracted using the SFM
method (MeshRoom): 3 images are generated that con-
tain all the unwrapped texture.

the "Smart UV projection" option can be a suitable so-
lution on most cases, but depending on the mesh’s com-
plexity it is recommended to manually place marker
seams to ensure accurate mapping. This process gen-
erates a 2D image where the texture of the simplified
mesh is unwrapped.

Baking
To create texture maps for a 3D model, texture baking
is a crucial process. It allows the recovery of lost details
from the decimation process with minimal effort. Each
baked map should be manually saved to avoid overwrit-
ing previous versions. To start, assign a default material

Figure 6: Configuration to obtain a decimated mesh in
Instant Meshes.

with a 2D image map to the polygonal mesh. The con-
tent of this map is unimportant as it will be replaced.
Configure the Render Properties to use the "Cycles" en-
gine and access the "Bake" tab to begin the texture bak-
ing process. To extract the maps from a SFM 3D model
in Blender, enable the "Selected to active" option and
utilize the cage feature to determine texture projection
points on the simplified mesh. Different texture maps
are generated during the baking process. The Diffuse
map contains color information, the Normal map an-
alyzes high-poly mesh details, the Ambient Occlusion
map adds depth through darkening areas with limited
light exposure, and the Height map stores height infor-
mation for vertex displacement. For enhanced realism,
additional maps like Roughness, Metallic, and Edge can
be generated using software like Materialize. To create
a cage for baking and extracting textures, follow these
steps. Duplicate the low-poly mesh and inflate it using
the "Sculpt" section’s "Inflate" tool. Ensure that the in-
flated cage completely covers the original mesh. Add
the inflated cage in the "Bake" section and adjust the
"Max Ray Distance" property for desired results. With
the settings prepared, proceed with the baking process.
For the Diffuse map, select only the "Color Contribu-
tion" and perform the bake. The Height map can only
be generated using the "Multires" option and may not
be applicable to all objects. Bake the remaining maps
without changing any options. After baking in Blender,
apply the generated maps to the textured object. The
Roughness map obtained from Materialize will improve
the visuals. However, the Metallic and Edge maps are
unnecessary for this particular object.
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Figure 7: The Diffuse, Normal and Ambient Occlusion
maps.

Once the maps are generated, link them to the ap-
plied material and evaluate the results. Additional ad-
justments can be made using Materialize to refine the
Roughness map. For a better visual representation, con-
sider adding the ground to the scene. This will enhance
the overall presentation of the model.

Figure 8: Comparison between the original picture
(left) and the render made in Blender 3D (right).

4 EXPERIMENTAL RESULTS AND
DISCUSSION

Figure 9 shows a comparison of the visual results, high-
lighting the realism of each method. LiDAR does not
provide good visual results for complex shapes. SFM
representation has a very good visual quality. Our Low-
Poly method has 99.5% fewer polygons than the SFM
model, yet the visual quality remains comparable.

The LiDAR pipeline utilized an iPad app called
Scanner 3D App, which produced a textured model.
Considering the results, users may prefer one method
over another based on their specific needs. LiDAR
performs better with simpler objects and larger envi-
ronments. SFM method has a lot of polygons but can
be utilized to improve performance and maintain visual
quality when combined with the presented pipeline.

5 CONCLUSION
With the pipeline proposed, obtaining photorealistic
low-poly models is accessible to almost any developer.
The contributions enable cost-effective creation of as-
sets for interactive apps/games, with future plans to de-
velop Blender plug-ins to automate part of the process.

Figure 9: LiDAR (First), Imaged Based SFM (Second),
High-Poly (Third), Low-Poly (Fourth).
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ABSTRACT 
Research on light vision mechanisms in biosystems and on the mechanisms of formation of deficits in color 

discrimination [Nie20a] reveals that not only white light is polychromatic but all light waves are. The spectrum of 

white light is composed of aggregations of only 4 monochromatic waves: magenta UV1 384 nm, cyan 432 nm, 

yellow 576 nm and magenta IR 768 nm, grouped in 5 bi-chromatic waves: cinnabar red  (magenta IR + yellow), 

green (yellow + cyan), indigo (cyan + magenta UV) and also two semi-bright bi-chromatic waves - porphyry IR 

(semi-infrared wave composed of the magenta IR 768 nm wave and the colorless infrared wave 864 nm) and 

porphyry UV (semi-ultraviolet wave composed of the magenta UV 384 nm wave and the colorless ultraviolet wave 

288 nm). The light waves thus composed create the light sensations due to the mechanism of additive synthesis. 

  
single bi-chromatic waves [nm] white [nm] double bi-chromatic waves [nm] 

                  288  384  432  576  

 288  384  432  576  768  384 432 576  384  432  576  768  

 384  432  576  768  864  432 576 768  384  432  576  768  

                  432  576  768  864  

perception of colors caused by the mechanism of additive synthesis 

                      

           

porphyry       indigo       green       cinnabar  porphyry white    purple         cyan         yellow        red 

   UV                                                 red             IR                   + white      + white 
 

The method allows a new approach to interpret the composition of the bright waves, the phenomenon of 

decomposition of colours and additive synthesis that constitutes the principle of colour production in computers. 

The new elaborate models of colour physics also constitute the basis by interpretation of the mechanisms of vision 

of colours. 
 

Keywords 
Human photoreceptors (cones) are sensitive to: cyan 432 nm, yellow 576 nm and cyan + yellow = green 504nm, 

Bright waves consist of aggregation in couples of heterogeneous 4 monochromatic waves: 384 nm, 432nm, 576 

nm and 768nm. 
 

1. INTRODUCTION 
This research is based on two beliefs regarding the 

collecting and processing of data on acoustic waves  

(distinction of the height of sound) and 

electromagnetic waves of the visible (distinction of 

colors): 

1/ The human brain is a "digital" and non -analogical 

tool, therefore it produces information on the  

acoustics and electromagnetic waves through the 

codification of the information and not through the 

measurement of all acoustic waves of the audible and 

all electromagnetic waves of the visible; 

2/ The instruments of measurement of the wave 

motion such as cochlea or photoreceptors must be 

1 The denomination of the waves that have wavelengths 384 and 768 nm as magenta UV or IR and of the couple of the waves 

that have wavelengths 384/288 nm and 768/864 nm as porphyry UV or IR is proposed from the author. 

considered as biosensors who work as precise and 

objective instruments of measurement of these 

parameters of the wave motion for which they have 
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evolved in the space of millions of years, which 

therefore in their context of sensitivity they are equal 

at the measurement tools created artificially. 

The starting point of the reasoning on the 

polychromatism of all light radiation has become 

analysis of the polychromatic composition of the light 

waves perceived such as red, green and blue revealed 

by the deficit in the distinction of colors. For this 

reason, the following table is proposed that illustrates 

some of these deficits and the citation of how they are 

explained in literature. 

“Protanopia and deuteranopia are various forms of 

red-green colorblindness, the most common form of 

dichromia (protanopia is a deficiency in red cells, 

deuteranopia a deficiency in green; the results are 

similar because red and green are close in 

wavelength). Tritanopia is commonly called blue-

yellow colorblindness and is less common, with full 

colorblindness (monochromia) being very rare.” 
[AVI22a] 

 
 Author proposes the following questions to readers: 

- Why cyan is seen as white by the Protanopes and 

Deuteranopes? 

- Why both green and yellow are seen as yellow by the 

protanopes and deuteranopes? 

- Why is yellow seen as white by the Tritanopes? 

- Why both cyan and green are seen cyan by the 

Tritanopes? 

     The answer to these questions proposed by the 

author reveals the polychromatism of the bright waves 

that we perceive as red, green and blue. 
 

2. STATE OF ART 
The proposed research verifies the following three 

postulates of the theories on the vision of color and on 

the nature of the bright radiation in which it is stated 

that: 
1/ White light only is polychromatic: the visible light 

waves are countless monochromatic waves between 

380-760 nm; [Enc08a] 

2/ Human photoreceptors responsible for the 

distinction of colors (cones) are sensitive to red, green 

and indigo (RGB); [Enc08a] 

3/ Deficit of the discrimination between the colors are 

due to non-phototransduction by the cones of one of 

the RGB signals. [Cro01a] 

3. DESCRIPTION OF THEORY AND 

EXPERIMENTS  
 

3.1. The fluctuation of the speed of light 

hypothesized, selects only 4 

monochromatic waves as part of the 

visible: 764 nm, 576 nm, 432 nm and 384 

nm 
Based on the considerations on the fluctuation of the 

speed of the propagation of the wave motion [Nie18a] 

it is deduced that the spectrum of the visible is 

discontinuous because the frequencies of the visible 

are only four. 

432 THz 

(768 nm) 

magenta IR 

576 THz 

(576 nm) 

yellow 

768 THz 

(432 nm) 

cyan 

864 THz 

(384 nm) 

magenta UV 

These four frequencies are interpreted by the brain like 

magenta, yellow and cyan and with these three 

chromatic sensations (plus black and white) the brain 

builds all colors through the following mechanisms: 

- homologation of frequency multiples, 

- additive synthesis, 

- on-off phototransduction system of the cones signals 

that produces 6 chromatic and 2 achromatic 

information. 
 

3.2. The luminous frequency multiple (384 

- 768 nm) is considered homologous, as is 

the case for the perception of height of the 

sounds 
The four bright waves are perceived as three 

fundamental colors: cyan 432 nm, yellow 576 nm and 

magenta UV 384 nm and magenta IR 768 nm: 768 

nm being the multiple of 384 nm is perceived as the 

same color. 
 

In the perceptive systems that concern the distinction 

of the parameters of the wave motion, the multiples of 

frequency are considered homologous. At the 

perceptive system of the sound the multiples of 

frequency (the octaves) also calling them with the 

same name. For example, sounds with 32, 64, 128, 

256, 512 Hz are all called Do. By analogy in this 

research, the bright wave of 384 nm, like  the luminous 

wave of double length, equal 768nm, is distinguished 

as the magenta. 
 

The logarithmic spiral in which the volutes divide the 

values of the frequency multiples placed on the radial 

axes is the model proposed in this research work to  

represent the increase in energy generated by the 

frequency of the wave motion. (Note the resemblance 

of structure of the cochlea.) [Nie18a] 
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magenta IR 

432 THz  

768 nm 

yellow 

576 THz  

576 nm 

cyan 

768 THz  

432 nm 

magenta UV 

864 THz  

384 nm 

 

3.3. The luminous wave consists of two 

heterogeneous monochromatic waves 
According to this thesis with the four monochromatic 

waves - cyan 432 nm, yellow 576 nm, magenta UV 

384 nm and magenta IR 768 nm - three bi-chromatic 

bright waves are formed: cinnabar red, green and 

indigo. In addition, the perceptual system is able to 

recognize the magenta components in the infrared and 

ultraviolet waves, present at the two extremes of the 

visible. To be part of the rose of the visible waves, two 

half-visible waves also enter for this reason: porphyry 

IR (semi-infrared wave consisting of waves with 

lengths 768 and 864 nm) and porphyry UV (semi-

ultraviolet wave composed of waves with lengths 384 

and 288 nm). 

 

The author proposes the model of the double propeller 

shape for bi-chromatic bright wave. In the example 

form of the double propeller of the bi-chromatic 

cinnabar red wave, consisting of two monochromatic 

waves: magenta IR 768 nm and yellow 576 nm. 

 

 

3.4. Additive synthesis generates the 

chromatic content of heterogeneous bi-

chromatic waves and their aggregations 
The bi-chromatic heterogeneous waves do not 

distinguish the primary constitutive elements - that is, 

the magenta, the yellow and the cyan - because the 

perception of the colors of light is based on the 

mechanisms of additive synthesis, which constitutes 

(according to the writer) the only reason of 

chromogenesis. In fact, through the additive synthesis 

of only four bright waves all the shades of colors are 

obtained as the following tables describe. 

a/ The synthesis of 2 single monochromatic waves 

creates cinnabar red, green and indigo. 

768/576 nm 

magenta IR/yellow 

 = cinnabar red 

576/432 nm 

yellow/cyan  

= green 

432/384 nm 

cyan/magenta UV 

 = indigo 

 

Monochromatic content of the bi-chromatic waves 

 

 

 

 

 

Additive synthesis of monochromatic components  

= perception of compound colors: 

         cinnabar red                     green                        indigo                                          
   

b/ The synthesis of 3 different monochromatic bright 

waves creates white. 

Three monochromatic 

heterogeneous content 
 

 Perception of compound color 

 

 

  = white  

c/ The synthesis of 2 different bi-chromatic bright 

waves creates following colors: magenta + white, 

yellow + white, cyan + white, red and violet. 

In the overlapping of a cinnabar red  

wave with a green bi-chromatic 

wave, the yellow majority 

monochromatic component is 

perceived mixed with white. 

 

In the overlapping of cinnabar red 

bi-chromatic wave with a bi-

chromatic wave indigo, the 

majority monochromatic 

component magenta mixed with 

white is perceived. 
 

 

In the overlapping of indigo bi-

chromatic wave with a bi-

chromatic wave green, the majority 

monochromatic component cyan 

mixed with white is perceived. 
 

 

In the overlapping of a cinnabar red  

wave with a porphyry IR bi-

chromatic wave, the color 

commonly called as red is 

perceived. 
 

 

In the overlapping of a indigo  wave 

with a porphyry UV bi-chromatic 

wave, the color commonly called as 

violet is perceived. 
 

 

 

porphyry UV indigo green cinnabar red  porphyry IR 
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3.5. The peak of the sensitivity of the cones 

S, M and L corresponds to the cyan, green 

(cyan + yellow) and yellow respectively 
The measurement of the chromatic sensitivity of the 

three photoreceptors of the human eyes was carried 

out from which the maximum sensitivity to the 

following lengths of the light waves is: about 550-580 

nm, 500-540 nm and 420-450 nm. These wavelengths 

correspond to the colors: yellow, green and cyan. 

[Val06a]   
yellow 

576 nm 

green 

504 nm 

cyan 

432 nm 

 

 

3.6. ON - OFF process of the 

phototransduction of light signals 
The power of the human brain allows to produce a 

huge amount of information using the minimum 

amount of data. In fact, according to the 

considerations that have been reached during this 

research, the human photoreceptors (cones and rods) 

detect only three sensations of color: white, cyan and 

yellow. 
 

The rods detect the presence of light, translated from 

the visual areas of the brain in the sensation of white. 

 

 

 

 

 

 

 

 
 

In the presence of the information of the rods on the 

presence of light, the three cones detect only two 

information: the presence of the monochromatic 

waves 432 nm and 576 nm, information translated by 

the brain respectively in sensations of colors: cyan and 

yellow. 

- the cone S absorbs the monochromatic wave of 432 

nm (cyan), 

- the cone L absorbs the monochromatic wave of 576 

nm (yellow), 

- The cone M absorbs a green bi-chromatic wave, 

consisting of a 432 nm cyan monochromatic wave and 

a 576 nm yellow monochromatic wave. 
cones: 

S  M  L 

        
 

Note that the cones measurement system is binary. It 

consists in reading only two cyan or yellow stimuli: 

individually (cones S and L) and together (cones M). 
 

Thanks to the on-off mechanism of phototransduction 

of the bright signals and the additive synthesis 

mechanism, the four types of photoreceptors: rods, 

cones S, L and M are able to provide eight chromatic 

sensations: 

- the rods with ON signal indicate the presence of light 

translated into sensation of white color and OFF signal 

indicate the absence of light translated in a sensation 

of black color;  

- The S cones with ON signal indicate the presence of 

the monochromatic wave 432 nm = cyan and with 

OFF signal  indicate the absence of cyan light 

translated into the sensation of the complementary 

color containing yellow and magenta and synthesized 

as cinnabar red; 

- The L cones with ON signal indicate the presence of 

the monochromatic wave 576 nm = yellow and with 

OFF signal indicate the absence of yellow light 

translated into the sensation of the complementary 

color containing cyan and magenta, equal to indigo; 

 

co
n

es
 r

es
p

o
n

se
 

   
   

   
  

          ≈430 nm   ≈504 nm ≈570 nm 
 

                
                
                
                

                
                
                
                

  300        400          500          600         700   nm 

The following table illustrates the aggregations of the bi-chromatic waves:  porphyry IR and UV, cinnabar red, 

green, indigo, their monochromatic content and the perception of the main colors of the spectrum through the 

described mechanism of additive synthesis and the average measure of the lengths of the polychromatic waves. 
 

VISIONE NORMALE 
 

ris
po

sta
 d

ei
 co

ni
 

    
    

   

        M      S                   L                          M 
 

                
                
                
                
                
                
                
                

   384 nm  432 nm      576 nm       768 nm 
 

 
 

porfido 

c.-1 

fucsia 

-3 

viola 

-2 

prugna 

-3 

indaco 

-1 

blu 

-3 

ciano 

-2 

turchese 

-3 

verde 

-1 

limone 

-3 

giallo 

-2 

ambra 

-3 

arancio 

-1 

zucca 

-3 

rosso 

-2 

vinaccia 

-3 

porfido 

l.-1 

 

 

 

 

 

                

 

contenuto monocromatico 
 

                                  

                                  

                                  

                                  

                                  

                                  
 

visione normale 
 

 

 

                

zone cromatiche coinvolte 
                 

 

 
Average measure of the wavelengths of the polychromatic waves consisting of the average of the monochromatic components [nm] 

porphyry 

UV -1 

336 

fuchsia 

-3 

360 

violet 

-2 

372 

plum 

-3 

384 

indigo 

-1 

408 

blue 

-3 

440 

cyan 

-2 

456 

turquoise 

-3 

472 

green 

-1 

504 

lemon 

-3 

560 

yellow 

-2 

588 

orange 

-3 

616 

cinnabar 

red -1 

672 

pumpkin 

-3 

720 

red 

-2 

744 

wine 

-3 

768 

porphyry 

IR -1 

816 

 

 

504 nm 

monochromatic components of polychromatic waves 
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- The M cones with on the ON signal indicate the 

presence of two monochromatic waves 432 nm = cyan 

and 576 = yellow which through the mechanism of 

synthesis additive give the feeling of green; the M 

cones with OFF signal inform of the absence of cyan  

+ yellow waves, message translated into the feeling of 

complementary color containing only magenta. 
   

In this way each cone detects one color and its 

complementary tint, composing  together the white. 
Cones:   S   M  L 

monochromatic components of waves 

ON  OFF  ON  OFF  ON  OFF 

                 

perception  perception  perception 
              

 

Consequently, the  bi-chromatic waves (indigo-1, 

green-1 and cinnabar red-1) and their binary 

aggregations (viola-2, cyan-2, yellow-2, red-2, 

magenta-2) are coded in the following way by the ON-

OFF system: 

a/ Single bi-chromatic wave. 
 

green-1  
1 bi-chromatic 

wave: 

cones response: 
        S                         M                      L 

ON      OFF       ON       OFF      ON    OFF 

monochromatic contents 
                

    total perception = 2·green-1 

     
 

cinnabar red-1  
1 bi-chromatic 

wave: 

cones response: 
        S                         M                      L 

ON       OFF       ON       OFF      ON      OFF 

monochromatic contents  
                

    total perception = 2·cinnabar red-1 
     

 

indigo-1  
1 bi-chromatic 

wave: 

cones response: 
        S                         M                      L 

ON       OFF       ON       OFF      ON      OFF 

monochromatic contents 
                

    total perception = 2·indigo-1 
     

 

porphyry-1  

1 bi-chromatic 

wave: 

cones response: 

        S                         M                      L 

ON       OFF       ON       OFF      ON      OFF 

monochromatic contents 
                

    total perception = 1 white + 2 magenta-1/2 

     
 

b/ Binary bi-chromatic waves. 
 

magenta-2  
2 bi-chromatic 

wave: 

cones response: 
        S                         M                      L 

ON       OFF       ON       OFF     ON      OFF 

monochromatic contents 
                

 +               

                

    total perception = 2 white + 2 magenta-1/2 

     
 

 

 

 

yellow-2  

2 bi-chromatic 

wave: 

cones response: 

        S                         M                      L 

ON       OFF       ON       OFF     ON      OFF 

monochromatic contents 
                

 +               

                

    total perception = 2 white + 2 yellow-1/2 
     
 

cyan-2  

2 bi-chromatic 
wave: 

cones response: 

        S                         M                      L 

ON       OFF       ON       OFF     ON      OFF 

monochromatic contents 
                

 +               

                

    total perception = 2 white + 2 cyan-1/2 
     
 

red-2  
2 bi-chromatic 

wave: 

cones response: 
        S                         M                      L 

ON       OFF       ON       OFF     ON      OFF 

mono-chromatic contents 
                

 +               

                

    total perception = 1 white + 2 cinnabar red-

1 + 2 magenta-1/2 
     
 

violet-2  
2 bi-chromatic 

wave: 

cones response: 
        S                         M                      L 

ON       OFF       ON       OFF     ON      OFF 

monochromatic contents 
                

 +               

                

    total perception = 1 white + 2 magenta-1/2 

+ 2 indigo-1 
     
 

The bi-chromatic composition of the bright waves and 

the on-off system of the phototransduction of the 

chromatic signals outlined in this book is confirmed 

by the classic example of additive synthesis. In fact, 

the overlap of red and green lights produces yellow + 

white, the overlap of red and indigo lights produces 

magenta + white, the overlap of indigo and green 

lights produces cyan + white and the overlap of indigo, 

red and green lights produces white. The traditional 

approach does not explain the reasons why these color 

changes occur. 
 

The colors of the stars and decomposition of light in 

the prism or in the rainbow takes place with the same 

mechanism of the additive synthesis generated by the 

overlap of the bi-chromatic waves cinnabar red/green, 

green/indigo and cinnabar red/indigo. 
 

The rims 
overlap 

laterally in the 

bundles of a 
reflector 

The rims 
overlap  

starting from 

the center in a 
star 

Cones 
overlap in the 

prism 

Arches 
overlap in the 

rainbow 
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Scheme of the overlapping of the 3 bi-chromatic waves 
 

  

 

 
 

 

 
 

 

 
 

Chromatic effect scheme 
 

 

 

 

 

 

 

3.7. Deficit of color vision due to the 

dysfunction of the process of 

phototransduction of light signals 
Each color we see produces generic effect on the rods 

(presence of light) and specific on-off responses from 

the three cones. The following table illustrates how the 

colors of the natural spectrum are coded in system 

shown below. (The natural spectrum differs from the 

spectrum produced by the RGB system from the 

different way of generating the purple colors which in 

the first case are produced by the overlapping of the 

indigo-1 and porphyry UV-1 waves and in the second 

case by the overlapping of the indigo-1 and red-2 

waves.) 
 

Codification ON-OFF of cones S, M, L 

                              signal ON [nm]           
cones: S M L 

432 
cyan 

504 
green 

576 
yellow 

 

 monochromatic contents 
  

 

    

              
                                    signal OFF [nm] 

cones: S M L 

672 

cinnabar red 

384, 768 

magenta 

408  

indigo 
 

monochromatic contents 
 

 

       

 

 

                              Normal view of natural spectrum 
 

The following tables present: 

a/ The monochromatic content of the bi-chromatic 

waves: single and binary of the natural spectrum and 

their perception; 

P.UV 

-1 

V 

-2 

I 

-1 

C 

-2 

V 

-1 

Y 

-2 

C.R. 

-1 

R 

-2 

 

P.IR 

-1 

Monochromatic content of the first bi-chromatic wave 

                  

Monochromatic content of the second bi-chromatic wave 

                  

b/ Contribution of the three cones in the formation of 

the chromatic map through the ON-OFF system; 
 

co
n
es

 P.UV 

-1 

V 

-2 

I 

-1 

C 

-2 

V 

-1 

Y 

-2 

C.R. 

-1 

R 

-2 

 

P.IR 

-1 

 Monochromatic content of the first bi-chromatic wave 

                   

 Decoding ON-OFF of the first bi-chromatic wave by cones: 

S                   

M                   

L                   

 Monochromatic content of the second bi-chromatic wave 

                   

 Decoding ON-OFF of the second bi-chromatic wave by cones: 

S                   

M                   

L                   
 

c/ Actually chromatic map generated by the additive 

synthesis of white. 
 

co
n
es

 P.UV 

-1 

V 

-2 

I 

-1 

C 

-2 

V 

-1 

Y 

-2 

C.R. 

-1 

R 

-2 

 

P.IR 

-1 

 Monochromatic content of the first bi-chromatic wave 

                   

 Decoding ON-OFF of the first bi-chromatic wave by cones: 

S                   

M                   

L                   

 Monochromatic content of the second bi-chromatic wave 

                   

 Decoding ON-OFF of the second bi-chromatic wave by cones: 

S                   

M                   

L                   

 Percentage of the white present in the colors perceived 

 60,0 33,3 0,0 66,7 0,0 66,7 0,0 33,3 60,0 

 Percentage of the color present in the tint perceived 

 P.UV V I C V Y C.R. R P.IR 

 40,0 66,7 100,0 33,3 100,0 33,3 100,0 66,7 40,0 

 

The tables below illustrate the deformation of the 

vision of the spectrum in the case of the absence of the 

signals from the cones M and S, where therefore the 

phototransduction of the ON-OFF signals only works 

by the cones L. This dysfunction will be called L-

monopsia here. (In literature this dysfunction is called 

Protanopia). 

                         L- monopsia  
                                      signal ON [nm] 

S M L 
432  cyan1/2 540 green-1 576 yellow1/2 

 

monochromatic contents 
  

 

    

 

                                      signal OFF [nm] 

S M L 

672 nm 

cinnabar red-1 

384, 768 

magenta1/2 

408 nm 

indygo-1 
 

monochromatic contents 
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co
n

es
 r

es
p
o
n

s 
   

   
   

  

 cones:      S             M       L                           

 nm nm    432         504   576                   
 

                
                

                
                
                
                

                
                

  300            400            500          600           700   nm 
 

The following tables present: 

a/ The monochromatic content of the bi-chromatic 

waves: single and binary of the natural spectrum and 

their perception and the contribution of cones L only 

in the formation of the chromatic map through the ON-

OFF system for the decoding of the monochromatic 

content of the composed colors displayed up  (L-

monopsia); 
 

co
n
es

 P.UV 

-1 

V 

-2 

I 

-1 

C 

-2 

V 

-1 

Y 

-2 

C.R. 

-1 

R 

-2 

 

P.IR 

-1 

 Monochromatic content of the first bi-chromatic wave 

                   

 Decoding ON-OFF of the first bi-chromatic wave by cones: 

L                   

 Monochromatic content of the second bi-chromatic wave 

                   

 Decoding ON-OFF of the second bi-chromatic wave by cones: 

L                   
 

c/ Actually chromatic map generated by the additive 

synthesis of white in the case of L-monopsia; 
 

co
n
es

 P.UV 

-1 

V 

-2 

I 

-1 

C 

-2 

V 

-1 

Y 

-2 

C.R. 

-1 

R 

-2 

 

P.IR 

-1 

 Monochromatic content of the first bi-chromatic wave 

                   

 Decoding ON-OFF of the first bi-chromatic wave by cones: 

L                   

 Monochromatic content of the second bi-chromatic wave 

                   

 Decoding ON-OFF of the second bi-chromatic wave by cones: 

L                   

 Percentage of the white present in the colors perceived 

 0,0 0.0 0,0 100.0 0,0 0,0 0,0 100,0 0,0 

 Percentage of the color present in the tint perceived 

 I I I C Y Y Y R I 

 100,0 100,0 100,0 0,0 100,0 100,0 100,0 0,0 100,0 

 

The vision with the contribution of the only L cones with 

(L-monopsia) therefore deforms as follows the 

perception of the colors of the natural spectrum: 
Normal vision 

 

 

View of the natural spectrum without contribution of the cones S ad M 

(L-monopsia); The contribution of the only L cones. 

 

- Cyan is perceived white, 

- Green, yellow and orange are perceived yellow, 

- Red is perceived white.  
     

This dysfunction, which according to the writer must be 

attributed to the functioning of only cones L is identified 

in literature as the dysfunction just of the cones L, 

responsible for the vision of red (protanopia). 
 

The table below is compared to the graph of the 

deformation of the vision of the colors of the spectrum in 

RGB by people with protanopia (presumed dysfunction 

of the cones L) obtained experimentally, with the graph 

of the deformation of the vision of the colors of the 

spectrum in RGB by the L -monopes (dysfunction of the 

cones S and M) obtained with the analytical method of 

this work. 
 

a/ Vision of the spectrum 

in RGB by people with 
protanopia. [AVI22a]  

b/ Vision of the 

spectrum in RGB by 
people with  L-monopia. 

 

 

Note a substantial similarity between the two draws. 

In the same way with this method the spectrum is 

obtained in the case of the dysfunction of the cones L, 

where the measurement of light and phototransduction 

is made only by the cones S and M (L-anopsia). 
 

co
n
es

 

P.UV 

-1 

V 

-2 

I 

-1 

C 

-2 

V 

-1 

Y 

-2 

C.R. 

-1 

R 

-2 

 

P.IR 

-1 

 Monochromatic content of the first bi-chromatic wave 

                   

 Decoding On-Off of the first bi-chromatic wave by cones: 

S                   

M                   

 Monochromatic content of the second bi-chromatic wave 

                   

 Decoding On-Off of the second bi-chromatic wave by cones: 

S                   

M                   
 

Actually chromatic map generated by the additive 

synthesis of white in the case of L-anopsia; 
 

co
n
es

 

P.UV 

-1 

V 

-2 

I 

-1 

C 

-2 

V 

-1 

Y 

-2 

C.R. 

-1 

R 

-2 

 

P.IR 

-1 

 Monochromatic content of the first bi-chromatic wave 

                   

 Decoding On-Off of the first bi-chromatic wave by cones: 

S                   

M                   

 Monochromatic content of the second bi-chromatic wave 

                   

 Decoding On-Off of the second bi-chromatic wave by cones: 

S                   

M                   

 Percentage of the white present in the colors perceived 

 0,0 60.0 0,0 60.0 0,0 100,0 0,0 0,0 0,0 

 Percentage of the color present in the tint perceived 

 C.R. P.UV I C T Y R. R. R. 

 100,0 40,0 100,0   40,0 100,0     0,0 100,0   0,0 100,0 
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Normal vision 

 

Vision with the contribution of the S and M cones (L-anopsia) 

 

Yellow is perceived white, green is perceived 

turquoise (green/cyan), violet is perceived pink, the 

orange colors are not distinguished from the reds, the 

orange/yellow colors are perceived pink. 
 

According to the conclusions of this research, this 

dysfunction is erroneously identified in literature such 

as the dysfunction of the S cones, responsible for the 

vision of blue (Tritanopia). 
 

The table below is compared to the graph of the 

deformation of the vision of the colors of the spectrum 

in RGB by the Tritanopes (alleged dysfunction of the 

cones S) with the graph of the deformation of the 

vision of the colors of the spectrum in RGB by the L -

anopes (dysfunction of the cones L) obtained with the 

analytical method of this work. 
 

a/ Vision of the spectrum 

in RGB by people with 

tritanopia [Wik22a]  
b/ Vision of the 

spectrum in RGB by 

people with  L-anopes. 

 

 

The similarity between the two graphic is evident. 

Note the absence of yellow and the presence of 

incongruent blue to the traditional interpretation of 

this dysfunction. 
 

CONCLUSION 
All these reasoning was necessary to answer our initial 

questions. Here are the answers formulated according 

to this research: 

Question 1. The cyan is seen white by the Protanopes 

(L-Monopes second definition of this research) 

because: 

- The cyan of the spectrum is made up of indigo and 

green, composed respectively by magenta UV/cyan 

and cyan/yellow monochromatic waves; 
 

mm  m m  mm 

= + = + 

     
 

- When work only L cones the cyan-2 is perceived as 

an indigo-1 + yellow-1/2, then magenta-1/2 + cyan-

1/2 + yellow-1/2 together form white. 

mm  m m 

= + 

   

                                                  = white 

Question 3. In the same way, the yellow composed of 

the spectrum (yellow-2) is perceived white in the case 

of the function only of the cones S and M. 

yellow binary 
=2 bi-

chromatic 

waves 

 mono- 
cromatic 

contents 

 lecture 
of S 

cones 

 lecture 
of  M 

cones 

          

= +  + = + 

         

                                                   = white       = white 

Question 2 and 4. For Protanopes (L-Monopes) green 

and yellow are seen as yellow because they are able to 

perceive only the yellow monochromatic component 

from bi-chromatic waves that make up these colors.  

In the same way for the Tritanopes (L-Opsia) cyan and 

green are seen cyan. They only perceive the cyan 

monochromatic component from the bi-chromatic 

waves that make up these colors. 
  

Analysis of dysfunctions in the vision of colors can 

allow us to hypothesize the polychromatism of all 

light waves, not only of white.  
 

A more precise knowledge of the composition and 

parameters of the bright waves could give a new 

impulse in the search for simplification and 

improvement of the performance of the production of 

colors in computers. 
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