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ABSTRACT

It is estimated that breast cancer incidences will increase by more than 50% by 2030 from 2011. Mitosis counting is one
of the most commonly used methods of assessing the level of progression, and is a routine task for every patient diagnosed
with invasive cancer. Although mitotic count is the strongest prognostic value, it is a tedious and subjective task with poor
reproducibility, especially for non-experts. Object detection networks such as Faster RCNN have recently been adapted to
medical applications to automatically localize regions of interest better than a CNN alone. However, the speed and accuracy of
newer state-of-the-art models such as YOLO are now leaders in object detection, which had yet be applied to mitosis counting.
Moreover, combining results of multiple YOLO versions run in parallel and increasing the size of the data in a way that is
appropriate for the specific task are some of the other methods can be used to further improve the score overall. Using these
techniques the highest F-scores of 0.95 and 0.96 on the MITOS-ATYPIA 2014 challenge and MITOS-ATYPIA 2012 challenge
mitosis counting datasets are achieved, respectively.
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1 Introduction

1.1 Mitotic Count & Issues
The Nottingham Grading System (NGS) is recom-
mended by various professional bodies internationally
(World Health Organization [WHO], American Joint
Committee on Cancer [AJCC], European Union [EU],
and the Royal College of Pathologists (UK RCPath)
[17]. It says that tubule formation, nuclear pleomor-
phism, and mitotic index should each be rated from 1
to 3, with the final score ranging between 3 and 9. This
is divided into three grades: Grade 1, score 3-5, well
differentiated; Grade 2, score 6-7, moderately differ-
entiated; and Grade 3, score 8-9, poorly differentiated
[1].

When pathologists need to make this assessment of
the tumor for mitotic count, they start by finding the re-
gion with the highest proliferative activity. The mitotic
count is used to predict the aggressiveness of a tumor
and is defined in a region from ten consecutive high-
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power fields (HPF) within a space of 2mm
2. Variation

in phase and slide preparation techniques make it possi-
ble to misdiagnose. They also often have a low density
and can look different depending on whether the mitosis
is in one of the four main phases: prophase, metaphase,
anaphase, and telophase.

The shape of the cell itself differs significantly for
each phase. For example, when in telophase it is split
into to separate regions even though they are still one
connected mitotic cell. Apoptotic cells (or cells go-
ing through preprogrammed cell death) and other scat-
tered pieces of waste on the slides can also easily be
confused with mitoses, having a similar dark spotty ap-
pearance. Further, mitotic nuclei often resemble many
other hyperchromatic cellular bodies such as necrotic
and non-dividing dense nuclei, making detection of mi-
tosis more difficult on tissue [27]. The variation in the
process of obtaining the slides using different scanners
and different preparation techniques may also make dis-
tinguishing cells more exhausting. Worse yet, patholo-
gists can get tired and it can make it harder to make
proper judgement on slides when trained pathologists
need to examine hundreds of high power fields (HPF)
of histology images, in a short amount of time. Biop-
sies can take up to ten days before the patient receives
results [18].

The increasing numbers of breast cancer incidences
calls for a more time-and cost-efficient method of
prognosis, which could later even help to provide care
to impoverished regions. Automatic image analysis
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has recently proven to be a possible solution, with
inter-observer agreement when tested against the
human judgement [28].

2 Related Work

2.1 Automatic and Machine Learning
Methods

The use and development of automatic detection meth-
ods of mitosis counting have gradually been increasing
since the end of the 20th century in order to make doc-
tors’ jobs easier and more efficient [16]. Due to the
recent progress in digital medication, a large amount
of of data has became available for use in the medical
studies. Machine learning has helped to discover new
characteristics of cancer mutations by sorting through
more image data than humanly possible and simultane-
ously analyzing all of the millions of image pixels un-
detectable to the human eye. For example, in the field of
histopathology, machine learning algorithms have been
used for analysis of scanned slides to assist in tasks
including diagnosis [9]. The use of computing in im-
age analysis may reduce variability in interpretation,
improve classification accuracy, and provide clinicians
(or those in training) with a second opinion [9]. Exist-
ing methods use either handcrafted features captured by
specific morphological, statistical, or textural attributes
determined by a pathologist or features are automati-
cally learned through the use of convolutional neural
networks (CNN).

2.2 Deep Learning Methods
With the help of their strong self-learning qualities,
deep learning networks, especially neural networks
have also been heavily investigated in medical image
processing [26]. CNN’s have made a significant
impact in machine learning for image classification,
segmentation, object detection, and computer vision
tasks [5]. Medical applications in particular, such
as mitosis detection, cell nucleus segmentation and
tissue classification tasks have also been popular tasks
for CNN’s. This is because pathological images are
texture-like in nature, making them ideal task to learn
with their shift invariance and pooling operations. Deep
learning methods often outperform traditional methods
such as use the of handcrafted features alone since
feature extractors and can be classifiers simultaneously
optimized [23] [33].

CNNs are well-suited to learn high level features such
as mitotic figures, which is likely what made these
methods winners of the ICPR2012 [22], ICPR 2014
[21], and AMIDA 2013 challenges [29] [18]. These
well-known mitosis counting competitions were held

at conferences and now are publicly available datasets
commonly used for research, further discussed in 3.3.

Ciresan et al., won ICPR 2012 using deep max-
pooling convolutional neural networks to classify each
image pixel using a patch centered on the pixel as con-
text. The simple CNN consisted of five convolutional
layers with max pooling layer, and two fully connected
layers [3]. A similar model has also been successfully
used in detecting mitoses from the AMIDA13 challenge
[12], where a multi-column neural network is used to
classify image patches and generate the precise image
descriptors.

2.3 Object Detection for Histopathologi-
cal Image Analysis

On the other hand, it has now become well-known that
a basic CNN alone lacks cell level supervision and of-
ten requires limiting the size of the input image. This is
done so that sub-image features can be learned from lo-
calized regions of the image rather than the full image
context consisting of multiple objects as well as non-
objects (regions of interest). Moreover, object detec-
tion or precise localization is actually a more common
task than full-image classification in medical applica-
tions. Consequently, deep learning methods designed
originally for object detection such as R-CNN, Faster
R-CNN, and Mask R-CNN have been applied to this
to target specific frames from within the image which
have been deduced from a ROI (Region of Interest).

For example, Lu et al. cascade detection algorithm
based on segmentation and classification and reached
0.83 on the ICPR 2012 data set and 0.58 on the ICPR
2014 data set. It used a cascaded convolutional neural
network based on UNet, which consisted of three parts:
semantic segmentation and classification to detect mi-
tosis. First UNet is used for segmentation to locate the
candidate set of mitotic targets. Second, the cell nu-
cleus is located by means of semantic segmentation to
obtain accurate image blocks of mitotic and non-mitotic
cells via a Vnet. Third, the cell image output block
is used to train a CNN to do binary classification and
this area is checked for mitosis [14]. Sebai et al. de-
veloped a multi-task deep learning framework for both
object detection and instance segmentation tasks using
Mask RCNN. First, it is used for segmentation to esti-
mate the mitosis mask labels for the weakly annotated
mitosis dataset. This produces the mitosis mask and
bounding box labels for training another mitosis detec-
tion and instance segmentation model for mitosis detec-
tion on the other dataset [25]. They obtained an F-score
of 0.86 on the 2012 ICPR dataset and an F-score of 0.48
on the 2014 ICPR dataset. Rao used Faster-RCNN to
achieve the highest F-score of 0.96 when their model
was trained and tested on all three challenge datasets
above combined [18]. This is 6.22% more accurate than
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the previous high score of 0.90 achieved by the model
proposed by [24].

3 Materials & Methods

The first goal was to test the newer and more advanced
object detection networks such as YOLOv3, YOLOv4-
scaled, YOLOv5, and YOLOR for the mitosis counting
task. The second goal was to try a number of differ-
ent methods of increasing the size of the training data
to further improve prediction accuracy. This included
adding images from multiple scanners, combining the
two different contest datasets, and multiple forms of im-
age augmentation. Image augmentation helps to reduce
overfitting while artificially enlarging the dataset [10].
The third goal was to try running the best YOLO mod-
els in parallel for improved accuracy since the training
and inference times were exceptionally short compared
to former methods.

3.1 Finding the Optimal Model & Config-
uration

Once the best augmentation combination was found,
different numbers of epochs and versions were tested
for each YOLO version model to find the optimal setup
for speed and accuracy for this specific application.
Once this was found, it was used for the further test-
ing.

3.1.1 Combining YOLOv5m-p5 with YOLOR

Both YOLOv5m-p5 and YOLOR consistently pro-
duced the highest F-scores, but with different predic-
tions. Also, YOLOR predicted its highest scores at
quicker runtimes. Therefore, when the bounding box
and confidence scores of each of the predictions made
by YOLOv5m-p5 and YOLOR were averaged, the
overall results and runtimes could be optimized. This
helps to refine the results without loss in efficiency
because each of the models can be trained and tested in
parallel on a separate cloud GPU.

3.2 Increasing the Size of Training Data
3.2.1 Alternate Data Augmentation

Data augmentation can help add more samples, while
increasing variability and diversity in the appearance of
each mitotic region. This makes the model more robust
towards new examples that show up in the test set with
similar characteristics.

The types of augmentation tested included none, blur,
noise, rotation, mosaic, brightness, and exposure, and
each was compared to when no augmentation was ap-
plied. In each case a new training image was added to

the dataset for each image augmentation and the unfil-
tered image was still included in the training set.

3.2.2 Multiple Scanners

To test for the potential change in accuracy by adding
data of multiple scanners, training was done with the
model on the images from each scanner alone and test-
ing on images from the same scanner on which it was
trained. It was then compared that to the results of train-
ing on both scanner data combined to see if adding data
from the other scanner helps predict. Next, testing was
done by alternating the training and testing data to test
on data from another scanner besides the one of which
it was trained on. These tests are also interesting or use-
ful for realistic situations in which similar training data
from the same scanner for the image is missing.

3.2.3 Multiple Databases

Then, to assess the effect of combining data from multi-
ple databases to the training set, the ICPR 2012 training
set was combined with the ICPR 2014 training set. If
the predictions on the test images from one database
alone are better when the model is trained with data
from both then this helps us determine how overall use-
ful this could be in real life cancer detection, as well.
For example, we could continue to add data to the train-
ing set and keep updating the weights to get better pre-
dictions on any test set from a new patient.

3.3 Datasets & Preparation
3.3.1 Contest Datasets

The models were trained with two different open
datasets from the International Conference on Pattern
Recognition (ICPR) of breast cancer histopathology
in 2012 [22] and 2014 [21] developed to address this
challenging issue. The data is for mitosis counting
in images stained with standard hematoxylin and
eosin (H&E) dyes obtained from breast biopsies. The
hematoxylin stains cell nuclei a purplish blue, while
eosin stains the extracellular matrix and cytoplasm pink
(and blood cells in red). The Aperio Scanscope XT and
the Hamamatsu Nanozoomer 2.0-HT slide scanners
have different resolution and are used to produce RGB
high-power fields (HPFs). Annotations for the image
coordinates of each mitosis are made by two senior
pathologists, where if one disagrees a third will give
the final say. The ICPR 2012 X40 resolution training
dataset consists of 35 images with 226 mitotic cells.
The original HPFs are of size 2084 ⇥ 2084 pixels.
The ICPR 2014 X40 resolution training set provided
consists of 1,136 frames containing a total of 749
labeled mitotic cells. Aperio images are sized 1539 ⇥
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1376 pixels, and Hamamatsu images are 1663 ⇥ 1485
pixels.

Since the time of the contests both have been very
commonly re-used among the research in this area thus
far, so testing with these datasets will help compare the
results to other published works.

Preprocessing The annotations of official test set for
the ICPR contests is unavailable to the public so part of
this training set was used for the test set. This is similar
to what most other research groups (such as those refer-
enced) have done, in order to be able to check the cor-
rectness of predictions by their developed framework.
Here, the test set was selected randomly by extracting
a set of images containing approximately the average
number of mitosis in one slide from the provided train-
ing set. Also, similar to other groups referenced, the
training set was artificially augmented to increase the
density of mitosis and avoid class imbalance. Images
needed to be cropped due to the small size and num-
ber of the mitosis compared to the very large size of
the original HPF images.They were then expanded in
order for the mitosis to be large enough for the small-
est detectable size of the network aspect scales. These
patches in mitotic regions were cropped into approxi-
mately 64 equal sized subsections from each HPF af-
ter being converted to JPEG. The bounding box coor-
dinates were then created by adding 25 pixels in the
upper left and lower right directions from the derived
provided centroid coordinates.

Finally, each image is expanded to 416⇥416 and its
coordinates are scaled upward accordingly. This is the
appropriate input image size and scale for the YOLO
network setup, which does internal data augmentation
to rotate and resize the images internally. In order to
provide consistency and better prediction accuracy (of
both large and small objects), it is best for each image
to have the same height and width. For the annota-
tions, the first two coordinates are the centroid, while
the second two coordinates are the width and height.
So the new second coordinates were modified from the
cropped images from the original training set provided
and calculated by subtracting x2 � x1 and y2 � y1 and
the first by adding half of that to the original, then they
are divided by the height and width of the image.

The following calculation were used to generate the
new coordinates for x and y:

• x = (x1 +(x2 � x1) ·1/2) ·1/w

• y = (y1 +(y2 � y1) ·1/2) ·1/h

3.3.2 Accuracy Calculation

The score for the tests here was calculated using the F-
score, in the same way as the contestants. According to
the contest evaluation criteria, a correct detection (true

positive) is the one that lies within 32 pixels from this
centroid of the ground truth mitosis. This is a harmonic
mean of precision and recall (sensitivity), as described
below.

F � score =
2 · (precision · sensitivity)

(precision+ sensitivity)
(1)

The precision measures how accurate the predictions
are using the percentage of the correct predictions out of
the total. It is calculated using the FP which represents
the number of false positive predictions, and T P which
is the number of true positive predictions, as shown be-
low:

Precision =
T P

FP+T P
(2)

The recall measures how well all the positives are found
in the test set, where FN is the number of false nega-
tives (those ground truths which were not detected), as
shown below

Recall =
T P

FN +T P
(3)

3.4 Software & Hardware
Google Colab cloud was used for the GPU access. The
architecture is limited to NVIDIA P100 or T4, with
RAM to 25 GB.

3.4.1 YOLOv5 and YOLOv3

The YOLOv5 [7] implementation used is written in the
Ultralytics framework [6]. The repository also contains
the model parameters and layers for the YOLOv3 net-
work.

3.4.2 YOLOv4-Scaled

The official implementation of YOLOv4-Scaled [30]
makes use of the Pytorch framework. Yolov4-csp from
the yolov4-large branch for cloud GPU was used.

3.4.3 YOLOR

The official implementation of YOLOR [31] is on
Github. The yolor-p6.cfg was used.

4 Results

4.0.1 Results of Data Augmentation

The Table 1 below shows some of the different aug-
mentation techniques which were applied to the dataset
and compared to the test without augmentation. The
Augmentation Type column is the type of augmentation
applied described above.
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Augmentation Type ICPR 2014 F-score ICPR 2012 F-score

None 0.77 0.67

Exposure 0.94 0.96

Brightness 0.94 0.94

Blur 0.92 0.93

Table 1: Tests with YOLOR with Different Data
Augmentation Techniques Applied to each Dataset

For each of the tests, the YOLOR model was trained
for 120 epochs and a batch size of 8. There is a signifi-
cant increase in the score for the dataset with any image
augmentation that was tested. Over 3 trials on ICPR
2014, each type, mosaic blur, rotation, noise produced
an F-score of 0.92, while a combination of techniques
around 0.94. Exposure (and brightness) (changes of +/-
25 %) were consistently the highest on both datasets.
For further testing only one augmentation technique
was applied to the datasets since the combination of
multiple augmentations did not significantly effect the
results, besides increasing the training time.

Further, when no augmentation was applied and the
training time was increased to the same amount as all
of the other tests (the number of epochs were doubled),
the F-score was still not as high as it was with aug-
mentation; it only increased to 0.87 and 0.86 for ICPR
2012 and ICPR 2014, respectively. The training time
for ICPR 2012 was around 0.32 hours for each test with
augmented data, while the training time was around 1.4
hours for ICPR 2014.

4.0.2 Models & Versions

The YOLO version/model, and combined training and
testing runtimes (in hours), are shown in the Model
and Time columns, respectively, of the tables below.
120 epochs were evaluated in order to maximize the F-
score.

YOLOv5 Each preset model scale and size of
YOLOv5 was tested with a batch size of 16 for both
the p5 and p6 versions, but the p5 version performed
better. The resulting scores with each of the different
model scales are shown in Tables 2 and 3 for ICPR
2014 and 2012 datasets, respectively.

Overall the m model consistently had a slightly
higher F-score. For ICPR 2014 and 2012, F-scores of
up to 0.95 and 0.96, respectively, were achieved using
YOLOv5m with the augmented training data when
trained for 120 epochs. The version l and x required far
longer runtime without an increase in F-score for both
datasets.

YOLOv4-Scaled Table 4 shows the tests with the
scaled YOLOv4-csp with a batch size of 16 and a range
of numbers of epochs. For the ICPR 2014 dataset it

Model Time (hrs) Precision Recall F-score

YOLOv5s 1.52 0.93 0.95 0.94

YOLOv5m 1.53 0.95 0.95 0.95

YOLOv5l 2.29 0.90 0.94 0.92

YOLOv5x 4.09 0.95 0.94 0.94

Table 2: Tests with YOLOv5-p5 for 120 Epochs
with ICPR 2014

Model Time (hrs) Precision Recall F-score

YOLOv5s 0.18 0.9 1.0 0.94

YOLOv5m 0.26 0.96 0.96 0.96

YOLOv5l 0.50 0.96 0.96 0.96

YOLOv5x 0.79 0.92 0.96 0.94

Table 3: Tests with YOLOv5-p5 for 120 Epochs
with ICPR 2012

Epochs Time (hrs) Precision Recall F-score

20 0.49 0.90 0.84 0.87

40 0.95 0.89 0.93 0.91

60 1.44 0.90 0.95 0.93

80 1.91 0.89 0.95 0.92
Table 4: Tests with YOLOv4-Scaled with ICPR

2014

Epochs Time (hrs) Precision Recall F-score

20 1.35 0.91 0.77 0.84

60 1.63 0.90 0.92 0.91

120 2.69 0.90 0.92 0.91
Table 5: Tests with YOLOv3 with ICPR 2014

Epochs Time (hrs) Precision Recall F-score

20 0.09 0.82 1.0 0.90

60 0.25 0.82 1.0 0.92

120 0.50 0.81 1.0 0.91
Table 6: Tests with YOLOv3 with ICPR 2012

takes around 60 epochs for the F-score to reach its high-
est F-score of around 0.93. The runtime was similar
than YOLOv5m for a lower F-score. However, it pro-
duced faster speed and higher accuracy than YOLOv3.

YOLOv3 Table 5 and Table 6 shows the tests with
the scaled YOLOv3 model with a batch size of 16
and a range of numbers of epochs for each dateset. It
takes around 60 epochs for the F-scores to reach their
highest of around 0.91 and 0.92 for ICPR 2014 and
2012, respectively. Not only is the F-score much lower,
but the runtime is much longer than the YOLOv5 and
YOLOv4-scaled models for both datasets.
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Epochs Time (hrs) Precision Recall F-score

30 0.84 0.94 0.91 0.93

60 1.34 0.91 0.89 0.90

120 2.64 0.92 1.0 0.92
Table 7: Tests with YOLOR on ICPR 2014

Epochs Time (hrs) Precision Recall F-score

30 0.16 0.92 0.92 0.92

60 0.32 0.97 0.93 0.95

120 0.65 0.93 0.94 0.94
Table 8: Tests with YOLOR on ICPR 2012

Time (hrs) Precision Recall F-score

0.18 0.97 0.94 0.96
Table 9: Tests with YOLOv5-p5 combined with

YOLOR for 30 Epochs with ICPR 2012

YOLOR Table 7 shows the tests with YOLOR when
trained with increasing numbers of epochs, using a
batch size of 8. This model has lower runtime and
a higher F-score for any number of epochs. Only 30
epochs are required to reach the highest F-score for the
model of 0.93.

Table 8 shows the tests with YOLOR when trained
with increasing numbers of epochs, using a batch size
of 8 for ICPR 2012. On this dataset this model provides
a similar runtime and F-score to YOLOv5.

4.0.3 Combining YOLOv5m-p5 with YOLOR

The YOLOv5m-p5 model with YOLOR model run in
parallel on separate GPUs at the same time, for only 30
epochs. Since the predictions made with YOLOv5m-p5
and with YOLOR were both very high yet both had dif-
ferent predictions, the combination of predictions was
used to produce consistently the highest final scores
and lowest runtimes (over multiple tests), as shown in
Table 9. For example, YOLOv5m-p5 helped to elimi-
nate false positives predicted by YOLOR, resulting in
a higher precision than YOLOR alone and a lower run-
time.

4.0.4 Combining Both Datasets

The Tables 10 and 11 below show the results of combin-
ing the ICPR 2012 and 2014 training datasets. For each
test, YOLOR was trained for both 60 and 120 epochs
with a batch size of 8.

By combining the training sets, some of the highest
F-scores were obtained on both the ICPR 2012 test set
and the 2014 test set. The runtime for training the ICPR
2014 dataset with YOLOR was also the lowest with the
highest F-score. Although the training time was much

Epochs Time (hrs) Precision Recall F-score

60 0.44 0.93 0.96 0.94

120 0.87 0.90 0.98 0.94
Table 10: Tests with Combined Training Sets and

YOLOR on ICPR 2014 Test Set

Epochs Time (hrs) Precision Recall F-score

60 1.5 0.93 0.96 0.92

120 3.2 0.89 1.0 0.96
Table 11: Tests with Combined Training Sets and

YOLOR on ICPR 2012 Test Set

Train Dataset Test Dataset F-score

Aperio & Hamamatsu Aperio 0.94

Aperio Aperio 0.94

Aperio Hamamatsu 0.81

Aperio & Hamamatsu Hamamatsu 0.91

Hamamatsu Hamamatsu 0.95

Hamamatsu Aperio 0.95
Table 12: YOLOR with Different Combinations of
Scanners for Train and Test Datasets ICPR 2014

higher, the highest F-score was obtained on the ICPR
2012 test dataset.

4.0.5 Adding the Data from Another Scanner

As shown in the results in the Table 12 below, adding
the Hamamatsu Nanozoomer 2.0-HT slide scanner data
to the training set did not help in prediction in the
tests on the Aperio Scanscope XT scanner data. How-
ever, when the training set consisted of the Hama-
matsu combined with the Aperio or just consisted of the
Hamamatsu the network predicted Hamamatsu scanner
dataset alone, better. Interestingly, the network pre-
dicted the Hamamatsu slide scanner test set best when
the Aperio data was removed from the training set.
Therefore, when the network was trained on both scan-
ner data it was not able to better predict the images from
the test set consisting of one scanner alone. Adding the
data from another scanner to the training set also signif-
icantly increases the runtime for training.

Interestingly, the Hamamatsu only training set helped
to predict both the Aperio test set alone and the Hama-
matsu alone test set the best, but only when it was
trained with the Aperio images excluded. The Hama-
matsu only training set actually produced a very slight
increase in the F-score by 0.01.
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5 Discussion

5.0.1 YOLOv3

It took the YOLOv3 model over an hour and a half to
train to reach a high F-score of 0.91 on ICPR 2014,
while other models reached up to 0.95. It also took
longer and only reached 0.92 with ICPR 2012, which
had a high of 0.96.

5.0.2 YOLOv3 vs. Newer Models

The neck of YOLOv4 and YOLOv5 is a PANet (Path
Aggregation Network) which uses a more advanced
technique called path aggregation to help preserve
more of the spatial information in instance segmen-
tation [13]. Since the complexity of the features in
a CNN increases as the image passes through the
network as spatial resolution of the image decreases,
the pixel-level feature masks are extracted in layers far
from the the deeper layers of the network.

On the other hand, an FPN is used in YOLOv3. This
uses a top-down path through the CNN layers to ex-
tract and combine the semantically rich features with
the precise localization information. This can be time-
consuming for large objects or large networks because
the information must be passed on through hundreds of
layers. Wherefore, PANet takes a short-cut connection
from both a bottom-up path as well as the top-down
path originally taken by FPN. This makes for clean
short cut paths from upper to lower layers, which are
only around ten layers.

5.0.3 YOLOR

YOLOR [32] and YOLOv5 came extremely close in
runtime and accuracy but YOLOv5 was not quite as
fast. YOLOR improves upon the former models with
an unified network architecture which combines the im-
plicit and explicit knowledge in order to optimize the
Kernel Space Alignment, multi-task learning, and pre-
diction refinement for learning implicit features [32].

5.0.4 YOLOR & YOLOv5m-p5 in Parallel

Since both of these models achieved the top scores in
the shortest runtimes, running them in parallel was su-
perior. Both consistently produced the highest scores
since each predicted slightly different. The YOLOv5m-
p5 model helped to increase precision in YOLOR by
eliminating false-positives.

5.0.5 Combining Datasets

The highest F-scores on the test sets were obtained by
combining the two datasets, which proves the real-life
potential for the use of deep learning frameworks for

mitosis counting. If continuously adding data from
other databases helps improve the prediction accuracy
on any given test dataset, we would be able to keep
updating the model weights by training or fine-tuning
with new datasets for better results. The more variety in
the training examples there are, the better the network
learns the features of mitosis and is able to adapt to the
slightly different features contained in the test set.

5.0.6 Combining Scanner Data

More tests need to be run with combinations of scan-
ner data, since it was not necessarily the case that the
combination produced better results than one alone. For
example, better predictions were made with the Hama-
matsu scanner data for each test.

5.0.7 Data Augmentation

For ICPR 2014 and 2012, the augmented data helped
to increase the F-score by 0.17 and 0.28, respectively.
Note, that when the original dataset (without augmen-
tation) training time was increased to the same training
time as adding the augmented data (eg. by doubling the
number of epochs) the F-score only increased by about
0.1 (for each dataset). Therefore, the data augmentation
up-front was critical to obtaining the very high F-score.

Differences in Augmentation Types The difference
between the results of augmentation types is likely due
to the fact that, YOLOv4 and on introduced new data
augmentation techniques. Possibly, the combination
of two mosaic augmentation applications compounded
upon one another reduced the networks ability to learn
from those examples because the region of interest be-
came to small for the network parameters. For example,
four images would have became eight different images,
so the part of the bounding box would be cut off from
most of the images.

The exposure (and brightness) likely had a slightly
better result because HPF slides often have these types
of variations in real-life. Parameters that can contribute
to discrepancy in the representation of the HPF include
scanner optics, camera sensors, and digital resolution,
scan resolution, image viewer, monitor size, aspect ra-
tio, and display resolution [8].

5.1 Comparison to Other Models
Accuracy The F-score is achieved is significantly
higher than contest winners score of 0.356. Addi-
tionally, Table 13 shows a comparison to some of
other top-performing groups. The YOLO-based model
also achieved at least as high of an F-score as others
who have trained and tested their models on test sets
extracted from the ICPR public training dataset. [18]

ISSN 2464-4617 (print) 
ISSN 2464-4625 (DVD)

Computer Science Research Notes 
CSRN 3201 WSCG 2022 Proceedings

https://www.doi.org/10.24132/CSRN.3201.32 262



Model F-score Inference Time (s)

CasNN [2] 0.482 4.62
Lightweight RCNN [12] 0.427 0.83

DeepMitosis (DeepDet+Seg+Ver) [11] 0.437 0.72
FRCNN [18] 0.503 0.58

MS-FRCNN [34] 0.507 0.55
Cascaded w/ U-net [14] 0.576 -

Faster R-CNN and deep CNNs [15] 0.691 -
Deep Cascaded + HC [24] 0.900 0.300

YOLOv5/R 0.950 0.110
MITOS-RCNN [18] 0.955 0.500

Table 13: Performance Comparison on ICPR 2014
Test Set

and [24] both trained their model on all 3 datasets, so
the resulting F-scores are not necessarily comparable.

Further, most of the top performers in literature (such
as those listed below) either used a version of a regional
CNN (eg. RCNN) or a deep cascaded network (as the
contest winners did).

Time Analysis The RCNN-based models above re-
quire multiple hours to train [34]. For example, the
Lightweight RCNN approach still requires 11.4 hours
to train. Without multiple GPUs some frameworks
would even be infeasible, such as, [18] which requires
5 Tesla NVIDIA K80 GPUs and 3 parameter servers.
This is better than the fully CNN-based approaches ini-
tially proposed in the ICPR contests which required
days to weeks to train even with a GPU [4]. How-
ever, neither type of framework is appropriate for clini-
cal use. On the other hand, the YOLO-based real-time
model only takes 15-30 minutes to train on ICPR 2012
and around and hour on ICPR 2014. Not only is the
training time far shorter than other models, but the in-
ference time per full HPF is only about 0.11 which is
significantly shorter than other models as shown in Ta-
ble 13.

YOLO Models vs. RCNN Models YOLO [19],
which stands for You Only Look Once), combines the
CNN used to predict the bounding boxes and the class
probabilities for each box, rather than separating the
two (as in RCNN). Further, the later versions of YOLO
used here improve further by including innovations
such as Cross-Scaled-Partial (CSP) connections [30],
a Path Aggregation Network (PANet) [13], and op-
timized Data Augmentation. Hence, this model can
be many times faster than Faster RCNN, while still
maintaining accuracy.

6 Conclusion

In this paper, YOLO-based [20] models were tested as a
tool for mitosis counting. Multiple models and versions

of YOLO were compared with different types of aug-
mentation, and then top models were run in parallel for
superior results. The model out-performed all earlier
methods on the ICPR contest datasets when YOLOR
[32] was run in parallel with YOLOv5m-p5 on two sep-
arate cloud GPUs with exposure augmentations added
and the results were averaged. Additionally, it took a
fraction of the time for both training and testing, mak-
ing it clinically applicable.
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