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Abstract
Many modern autonomous systems use disparity maps for recognition and interpretation of their environment. The
depth information of these disparity maps can be utilised for point cloud generation. Real-time and high-quality
processing of point clouds is necessary for reliable detection of safety-relevant issues such as barriers or obstacles
in road traffic. However, quality characteristics of point clouds are influenced by properties of depth sensors and
environmental conditions such as illumination, surface and texture. Quality optimisation and real-time implemen-
tation can be resource intensive. Limiting the amount of data allows optimisation of real-time processing. We use
Kohonen network existing self-organising maps to identify and segment salient objects in disparity maps. Kohonen
networks use unsupervised learning to generate disparity maps abstracted by a small number of vectors instead of
all pixels. The combination of object-specific segmentation and reduced pixel number decreases the memory and
processing time towards real-time compatibility. Our results show that trained self-organising maps can be applied
to disparity maps for improved runtime, reduced data volume and further processing of 3D reconstruction of salient
objects.
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1 INTRODUCTION

Modern fields such as autonomous driving or robotics
are computationally intensive and expensive. Real-time
based data processing is a mandatory requirement in au-
tonomous vehicles [Mau15]. Spatial image data must
be processed in time to detect objects and prevent possi-
ble collisions. The depth information of 3D reconstruc-
tions in space can be determined by disparity maps of
stereoscopic image data. However, the quality of 3D re-
constructions is affected by noise, distortion or blurring
effects in the images. The use of volumetric data sets
can optimise image effects, but real-time processing re-
quires the limitation of processed data volume. The size
of volumetric data causes high latency, time delays and
additional occurrences of errors.

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

AI-based computer vision is an promising approach
for real-time closed environmental perception. There
are sophisticated AI algorithms for the recognition
of objects in 2D images, such as YOLOv3 [Red18],
Faster Region Based Convolutional Neural Networks
(R-CNN) [Ren17] and Multi-Scale Convolutional
Neural Network (MSCNN) [Cai16]. However, the
previously trained 2D object recognition is limited to
concrete object classes and visual interference effects
of the images. In order to collect ambient information
and make accurate decisions with high confidence, the
AI usually needs to be trained extensively with many
data sets. Some existing non-trained algorithms detect
salient objects based on depth images. These types of
algorithms process each pixel of a depth image, which
affects the runtime [Hof19]. Even the merging of pixels
into colour images is not suitable for a data-reduced
and performant application [Ju14].

Our motivation is based on the challenges of AI-data
reduction and visual optimisation. By using self-
organising maps (SOM), we intend to abstract disparity
maps to a reduced number of vectors since a reduced
disparity map has a positive impact on computational
and memory-based latency. The corresponding SOM
algorithm reduces and accelerate the object detection
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to a few vectors instead of the necessary total pixels.
This allows the runtime optimisation.

Our contribution comprises the following aspects:

• Kohonen based depth image segmentation for effi-
cient data reduction

• Concept and implementation of the SOM-algorithm
for validation of our approach

• Analysis of data reduction, reliability, runtime and
stability of the disparity based SOM-algorithm

Our evaluation reveals the stability and transferability
of Kohonen based homogeneity detection of disparity
distributions in form of self-organising maps. For this
purpose, we use synthetically generated data from the
Unreal Engine.

The paper is organised according to a fixed structure
consisting of related work, concept and methodology
of SOM optimised disparity matching, evaluation, con-
clusion as well as future work.

2 RELATED WORK
This section describes different related approaches and
interrelationships of unsupervised AI technologies for
object detection, segementation as well as performance
optimisation.

Class-based Object Detection Object recogni-
tion is used across industries as a technology for
image-based classification and localisation [Fri22].
Popular AI-algorithms such as YOLOv3, Faster
R-CNN and MSCNN use a class-verifying diver-
sity of object propositions for object recognition
[Cai16, Mue18, Red18, Ren17]. The number of
object proposals can be significantly reduced by using
disparity images. General sliding window recognition
based methods generate several object proposals of
different sizes per sliding window position [Kri19].

Mueller et al. reduce the number of object proposals
by creating only one object candidate per sliding win-
dow position [Mue18]. The object size is predicted by
information such as object dimensions, disparity-based
depth information or intrinsic sensor parameters. Most
of the detected objects of [Mue18] are additionally up-
right so that the area of a candidate object has an ap-
proximately constant disparity distribution. A homoge-
neous disparity distribution is collected to remove inap-
propriate object proposals. The disparity values of all
pixels within a candidate object are examined for ho-
mogeneity. In case of insufficient disparity homogene-
ity, the object proposal will not be considered further
[Mue18]. The excessive number of object candidates
precludes the suitability of this method for disparity
based data reduction.

A further possibility for data reduction is the area-
reduced creation of disparity map [Pon20]. Objects of

certain classes are identified and localised as input de-
fined stereoscopic images. The MS-CNN algorithm is
used for this object recognition [Cai16, Pon20]. The
pairwise matching object areas from the content bound-
ing box of the respective stereoscopic images can be de-
termined by a similarity check [Pon20]. The disparity
is then determined only for the pixels which represent
an object in a matching object area. Limitation resides
in the recognition of previously trained object classes.
Superpixel Object Recognition The identification of
visually prominent and conspicuous areas are a con-
ducive skill for salient objects recognition [Bor19]. Ju
et al. describe an algorithm that processes information
from input images and depth maps to create a striking
map for detecting salient objects [Ju14]. Thereby, the
striking map shows how salient each individual pixel
is in comparison to other pixels. Striking objects usu-
ally stand out from the surrounding background. Super-
pixels can be defined by grouping the pixels with same
properties like pixel intensity [Jai19]. Ju et al. show
that object recognition can be improved with additional
depth information in relation to raw colour informa-
tions. Salient objects in colour can appear inconspic-
uous, whereas 3D perceptions are conspicuous. Until
now saliency maps have not been optimised for reduc-
ing data. Additional steps, such as the creation of a bi-
nary map, are necessary to determine relevant sections
of the disparity map [Jai19].
Colour and Depth Image Segmentation A division of
the depth maps and its colour images into different seg-
ments allows the detection of salient objects [Hof19].
Through this approach, each pixel contains additional
depth information after segmentation. Fig. 1 describes
a search window method to distinguish the object affil-
iation from the foreground and background.

Figure 1: Square Search Window [Hof19]: Describes
the method for distinguishing object affiliation between
the foreground and background. The squares denote the
individual segments of S1, S2 and Sn.

Each pixel of the depth map is analysed in a search
window for the same segment and the greatest depth.
The sum of depth gradients in a segment is subse-
quently used to allocate foreground or background ob-
jects [Hof19]. This methodology leads to a large num-
ber of false detections. A considerable number of depth
differences is determined on the basis of neighbourhood
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observation. The segmentation in [Hof19] is based on
the depth image as well as the colour image, but depth
differences are still formed for all pixels during object
recognition. This affects the running time.
SOM SOM offers promising properties for image
segmentation through the use of image features such
as colour, texture and pixel intensity [Kau14]. The
Kohonen-referred SOM enables the visualisation of
high-dimensional data by abstracting original colour
sets of matrix-based input data sets [Koh01, Vet18].
The continuous colour set reduction of each pixel
allows the following segmentation of the individual
areas. Fig. 2 describes the individual processing steps
of a SOM.

Initialisation of Reference Vectors
⇓

Iterative Learning Process
⇓

SOM Adjustment

Figure 2: Pipeline of SOM [Koh01]

Initialisation of Reference Vectors A classical SOM is
represented by a n-dimensional array of neurons. Each
neuron µ is connected to a reference vector mi (Eq. 1).

mi = [µi1,µi2, ...,µin]
T ∈ Rn (1)

The arbitrary selectable values of mi must be initialised
at the start time t0. [Koh01]. The reference vectors must
have the same dimensions as the input data set. An iter-
ative learning process is carried out after the reference
vectors have been initialised.
Iterative Learning Process The input data set shall be
defined as a colour-based [Rn,Bn,Gn] input vector x ∈
Rn. From the distance between input vector and all ref-
erence vectors, we can determine the neuron that most
resembles x. A neuron with the greatest similarity to
the input vector x is defined as winner neuron c. The
Euclidean distance dE(a,b) is suitable for calculating the
distance between the vectors a and b (Eq. 2).

dE(a,b) =
√
(ζ1 −η1)2 +(ζn −ηn)2

{
a = (ζ1,ζn)
b = (η1,ηn)

(2)
The direct winner neuron connected reference vector as
well as certain reference vectors are adjusted until they
are similar to the red coloured input vector x of Fig. 3.
The time-dependent neighbourhood function hci(t) can
be used to determine a neuron in the updating neigh-
bourhood.

hci(t) = α(t) · exp
(
−||rc − ri||2

2σ2
(t)

)
(3)

hci(t) defines the learning degree of a corresponding ref-
erence vector from the input vector x as shown in Fig. 3.

Figure 3: Determined Winner Neuron [Kah19]: Up-
date of the selected reference vectors in x-direction

α(t) is described as the learning rate and indicates how
strongly the reference vectors should learn from the in-
put vector at time t. The integer value t in Eq. 3 denotes
the discrete-time coordinate. By using the neighbour-
hood radius σ(t), the neuron distances to the winning
neuron can be determined.

Figure 4: Neighbourhood Building [Kah19]: Tempo-
ral intensity decrease of the neural neighbourhood. The
winner neuron is located in the centre of the coloured
neurons.

The functional temporal and monotonic decrease of σ(t)
causes the equivalent decrease of neighbour neurons
around the winning neuron (Fig. 4). Updating the lo-
cation vector of the winning neuron c (rc ∈ Rn) and
the further neurons i (ri ∈ Rn) decreases with increas-
ing distance (Fig. 5).

Figure 5: Distance-Dependent Neuron Updating
[Kah19]: Representation of the location vector based
distance influence on the map update. The neuron N1.4
is updated more than N1.5 due to its closer distance to
the winning neuron N1.3.

By applying the time-dependent and monotonically de-
creasing learning rate α(t), we can determine how fast
the reference vectors learn from the input vector Eq. 4.

mi(t+1) = mi(1)+hci(t)[x(t)−mi(t)] (4)
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Figure 6: Pipeline of SOM based Disparity Optimisation: The pipeline is structured in 4 main steps consisting
of actual SOM algorithm, optimisation, merging of object reduced SOM maps and the point cloud rendering.

A special feature of SOM is the dimensionally ordered
adoption of reference vectors whereby the reference
vectors are similar between neighbouring neurons. Or-
dering of reference vectors takes place within the initial
phase of the iterative learning process. The global or-
der of SOM requires an initial neighbourhood radius of
sufficient size and high learning rate values.

The initialisation is followed by the final adjustment
of SOM. For this purpose, the learning rate of nearest
neighbour neurons should assume small values over a
long period of time. The iterative process can be accel-
erated by initialising already ordered reference vectors
[Koh01].

3 KOHONEN NET OPTIMISED
DISPARITY MAPPING

In this section we present our SOM based concept for
data reduction of disparity maps. Highlighted object
areas are identified for this purpose within a disparity
map by using kohonen-based SOM. The reduced dis-
parity map has a positive impact on computational and
memory-based latency.

Fig. 6 describes the main pipeline of SOM-based data
reduction. The steps 1a-1d of the SOM pipeline indi-
cate the following contents (Fig. 7):

1a: Disparity map replication on SOM
⇓

1b: SOM based segmentation of disparity Map
⇓

1c: Object area recognition based on SOM
and segmented disparity map

⇓
1d: Disparity map reduction through

identified object areas

Figure 7: SOM Pipeline as shown in Fig. 6

The optimisation of SOM (Fig. 6) occurs through the
following parameter and function adjustment:

• SOM dimension

• Input dataset
• Training sequence
• Initial learning rate and neighbourhood radius
• Disintegration function

1a: Disparity Replication Disparity mapping to SOM
consists of creating the input dataset, SOM initialisa-
tion and training with a used input dataset. The input
data set for the SOM algorithm is defined as dimen-
sional matrix (Fig. 8). The original calculation of the

Figure 8: Disparity based Input Dataset

disparity map may include negative disparity values. To
create the input data set, the origin disparity map must
be reduced by the negative values.
The step for SOM initialisation includes the definition
of map size and initialisation of reference vectors. The
dimensions of the reference vectors must match the di-
mensions of the input data set (y, x, d). Continuing the
iterative learning process in the form of a training, we
obtain a SOM which might be used for further segmen-
tation and detection of object areas. The training pa-
rameters and functions consist of the iteration number,
initial learning rate and neighbourhood radius, distance
and neighbourhood function as well as the function that
defines current learning rate and current neighbourhood
radius at time t (Eq. 1, Eq. 2, Eq. 3 and Eq. 4).
The vectors of the input data set can be processed se-
quentially or in a randomly selected order during train-
ing. In case of Fig. 9 we can see the sequentially train-
ing result.
A meaningful representation of the disparity map can
be achieved by maximising distances between the ref-
erence vectors (Fig. 10).
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Figure 9: Sequential Training

Figure 10: Selected Reference Vectors in a Disparity
Map: The red dots in the disparity map show the ref-
erence vectors. The dimension of the reference vectors
consists of [4 × 7] neurons represented in a data set of
(y,x,d).

1b: Disparity Map Segmentation The number of neu-
rons within the SOM specifies the number of segments
in the segmented disparity map. The following steps
must occur for each pixel in the segmentation (Fig. 11):

Euclidean distance calculation
between pixels and reference vectors

⇓
Determine minimal reference vector
with smallest distance to the pixel

⇓
Pixel to neuron allocation

Figure 11: Steps for SOM based Segmentation

All pixels assigned to neurons represent a segment of
the disparity map (see Fig. 12 and Fig. 6 in 1c).

Figure 12: Segmented Disparity Map: The left im-
age shows the result of a grey segmented disparity map
and right image represents a colour segmented disparity
map.

The grey value of the segments is based on the disparity
of the associated reference vectors. The segments on
the right side of Fig. 12 are coloured with randomly
chosen colour values for the visible area delimitation.
The neuron count of SOM is equivalent to the segment
count of a disparity map. As Fig. 13 shows, dimension
expansion increases the precision of the segmented dis-
parity map.

Figure 13: Neuron-based Dimension Fitting of the
Segmented Disparity Maps

The dimension rise effects the direct growth of running
time. Therefore, the requirements must be balanced
during the optimisation process.

1c: Disparity based Object Area Recognition The
purpose of our object recognition is to identify relevant
disparity sections for further data processing. The fol-
lowing pipeline is to be used for this purpose (Fig. 14):

Presence check of object areas
⇓

Identification of object area and segment
allocated neurons

⇓
Associated pixel identification of

the selected object areas
⇓

Reduce the data volume
of the disparity map

Figure 14: Object Area Identification for processing
based Data Reduction

An object area can be determined by k ≥ 1 segments. A
strong disparity difference is present when the segment
designating neurons are not in close proximity to each
other within the SOM. Similar neurons are determined
in the neuron set for the object area identification. In
case a disturbed neuron occurs between the surrounding
neurons, the similar neuron cannot be part of the object
area. Fig. 15 denotes the distance influence of similarly
identified neurons on the segmented area regions.

Figure 15: Neuron Distances dependent Area Recog-
nition
Disparity based Data Reduction The data volume of
a disparity map can be reduced by considering individ-
ual object sections. The object selection and the asso-
ciated pixel reduction leads to a direct runtime reduc-
tion. A reasonable tolerance must be implemented, as
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not all pixels within a captured object are necessarily
taken into account Fig. 16.

Figure 16: Trimmed Object Area with and with-
out Tolerance: The red frame shows the tolerance-free
neuron area. The purple frame contains a tolerance out-
side the stair contour.

4 EVALUATION
Our evaluation employs the SOM algorithm in sev-
eral measurements to synthetically generated disparity
maps. The performance analysis considers designs for
runtime-optimised and non-runtime-optimised applica-
tion cases. The used stair and garden images (Fig. 17
and Fig. 18) are synthetic data from Unreal Engine 4.

Quality Results We examine the number of executions
necessary for complete identification of the object ar-
eas. Tab. 1 shows that the object areas are not fully
identified in every execution.

100% of Area 95% of Area
NORStair 91 91

ORStair 84 86
NORGarden 79 91

ORGarden 70 87
Table 1: Iterations of SOM Algorithm: Number of
exports with compared 100% and 95% recognition of
the object areas in 100 executions. The comparison
is between the optimised runtime (OR) and the non-
optimised runtime (NOR).

The pre-existence of an object area is incorrectly not re-
established. In addition, only a partial area of the iden-
tified object is recognised. We examined how many ex-
ecutions had at least 95 % of the object areas identified.
In areas with many objects and textures, the last 5%
could not be fully recognised. Further optimisation of
the SOM algorithm can increase the identification rate.

Data Reduction Considering the data reduction, we ex-
amine the percentage influence of data volumes with
complete identification on average, minimum and max-
imum reduction.

Tab. 2 shows that the data quantity of the staircase and
garden disparity maps is minimally reduced or even in-
creased in the worst case. The unique pink segment in

Fig. 17 shows incorrectly detected areas of other ob-
jects. In addition, the data reduction can be lower due
to overlaps of relevant area sections (Fig. 18).

xmin[%] x[%] xmax[%] xopt[%]
NORStair 12.56 79.13 86.35 90.04

ORStair 16.98 75.91 88.11 90.04
NORGarden -6.94 39.42 47.81 56.55

ORGarden 7.11 31.26 47.54 56.55

Table 2: Data Reduction: Results of the data re-
duced disparity maps Fig. 17 and Fig. 18 compared be-
tween the optimised runtime (OR) as well as the non-
optimised runtime (NOR).

Figure 17: Segmented Object Area of Stair Image:
Incorrectly identified object area and overlapping ob-
ject areas. The figure indicates (a) unique segments, (b)
faulty object areas and (c) relevant extracts.

Figure 18: Identified Object Area of Garden Image:
Description of the large-scale identified object area,
which is structured into (a) original disparity map, (b)
SOM map, (c) single object segmentation, (d) correct
object area, (e) identified object area and (f) excess ob-
ject area.

Runtime Behaviour The analysis of algorithmic sta-
bility behaviour is based on differences in runtime with
repeated execution and a constant number of pixels.

A gradual increase from 9072 to 910080 pixels pro-
cessed on a disparity map involves a maximum linear
increase in runtime. Therefore, the number of pixels
should be kept as low as possible with adequate result
quality. It is noticeable that there is an almost constant
runtime behaviour in the recognition of the object areas.
Despite the neuron associated object areas, the number
of pixels does not correlate with the number of neurons.

Stability Behaviour In the stability analysis, we set the
processing pixel count to the runtime-optimised value
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of 9072. Our measurements show top and bottom out-
liers in the detected object areas. The bottom outliers
indicate the runs in which no or only very small object
areas were detected. The top outliers represent the runs
of too large detected object areas. Top and bottom influ-
ence leads to short or long runtimes in terms of reduced
data volume.

5 CONCLUSION AND FUTURE
WORK

In this paper we present a concept for efficient data re-
duction and visual optimisation of 3D reconstuctions by
using SOM modified disparity maps. Our motivation is
based on the challenges of real-time compatibility and
3D reconstructed quality improvements of visible scat-
tering, distortion, noise and offsets effects. Trained Ko-
honen networks in form of SOM allow the detection,
segmentation and further processed 3D reconstruction
of protruding objects from the modified disparity map.

The amount of disparity data can be reduced by the
optimised SOM application. Runtime dependency on
kohonen training phase requires an optimisation of the
SOM algorithm. The direct proportionality between the
pixel numbers of a disparity map and the obtained re-
sults has effects on processing time. The SOM algo-
rithm proves to be stable with different runtimes and
randomness of initial reference vectors and training se-
quences. Due to the significant influence of random-
ness, different results can occur during data reduc-
tion. One advantage that should be exploited by us-
ing SOM is the arrangement of neurons. Neural arrays
are suitable for the closer examination of identified ob-
ject areas. However, a runtime advantage can only be
achieved to a limited extent by ordering a SOM. The
developed algorithm is particularly suitable for the re-
quirements of a data reduction algorithm.

In our future work we will investigate random dropouts
by using non-random sequences of qualitative and con-
stant training results. Additional runtime optimisation
will be achieved by parallelising the algorithm at var-
ious points. Computational operations in the creation
of input data set, segmentation, object recognition, as
well as data reduction can be distributed over several
processes. We will analyse whether a divide and con-
quer strategy can be applied to SOM algorithm. For
this purpose, the disparity map could be divided into
several smaller disparity maps. Protruding detected ob-
jects could be reassembled before the data reduction.
Further, we will examine the influence of Yig or YCbCr
colour models. The recognition features due to striking
colours of the Yig or YCbCr could lead to a reduced res-
olution of disparity map or neuron numbers. Future out-
sourcing of computational operations to the GPU could
prove decently efficient in disparity map segmentation

and training-conditional runtime optimisation. The si-
multaneous training of several pixels could also lead to
promising runtimes. Finally, we will apply the SOM
algorithm to real world based depth images.
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