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ABSTRACT

A chatbot can automatically process a user’s request, e.g. to provide a requested information. In doing so, the user starts a conversation with the chatbot and can specify the request by further inquiry. Due to the developments in the field of NLP in recent years, algorithmic text comprehension has been significantly improved. As a result, chatbots are increasingly used by companies and other institutions for various tasks such as order processes or service requests. Knowledge bases are often used to answer users queries, but these are usually curated manually in various text files, prone to errors. Visual methods can help the expert to identify common problems in the knowledge base and can provide an overview of the chatbot system. In this paper, we present Chatbot Explorer, a system to visually assist the expert to understand, explore, and manage a knowledge base of different chatbot systems. For this purpose, we provide a tree-based visualization of the knowledge base as an overview. For a detailed analysis, the expert can use appropriate visualizations to drill down the analysis to the level of individual elements of a specific story to identify problems within the knowledge base. We support the expert with automatic detection of possible problems, which can be visually highlighted. Additionally, the expert can also change the order of the queries to optimize the conversation lengths and it is possible to add new content. To develop our solution, we have conducted an iterative design process with domain experts and performed two user evaluations. The evaluations and the feedback from our domain experts have shown that our solution can significantly improve the maintainability of chatbot knowledge bases.
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1 INTRODUCTION

In recent years, advances in NLP (Natural Language Processing) have led to the development of more and more applications for text-based dialog systems, so-called chatbots. A user can interact with these programs using textual queries, and the chatbot’s responses are then also delivered in text form, resulting in conversations with the chatbot. Possible use cases for chatbots include ordering processes, service requests, or the control of a smart home. Especially companies try to reach their customers by messenger with the help of a chatbot to reduce their costs. With the high request for systems that are easy to configure and cheap enough to be used by middle or small-sized companies, many tools were created. Chatbots are also used in many households to control the smart home, a well-known example being the voice-based Alexa system developed by Amazon.

Initially, the chatbot matches the user’s input to a text item, the so-called intent, in its knowledge base. This part of the chatbot system is done by an internal NLP unit. Since these parts of the chatbot system are configured in a complex and language-specific way, most systems do not allow any modification of the configuration here. Next, the bot needs information about how to react to what is expected in response to the user’s
request. Those reactions are called actions and can have very different functionalities.

The most common reaction of a chatbot is a text-based response. More complex actions could be to activate a light in the living room, select the pizza that the user wants to order, or register for an academic conference. If the bot cannot determine the intention of the user the bot can get the required information by further inquiries. For the pizza example, it is possible that the bot needs information about the cheese topping, which was not selected by the user beforehand. These conversations with the user are so called stories in the context of a chatbot. Stories are connected intents and actions that are configured by the maintainer to reach a specific goal.

Large companies like Google or Microsoft have complete systems to address all of these parts for their own business. However, there are many small companies with different requirements to make chatbots easier to run or configure. For example, the chatbot system tries to fill the gap of open-source software for this purpose.

However, there are currently still limitations in the use of chatbots. On the one hand, there are open issues in the area of natural language understanding to determine the user requests. On the other hand, it can be tedious to create a knowledge base for the chatbot. Both areas offer great potential for further improvements. In the current state, chatbot systems are mostly trained for one specific topic or task and new knowledge must be added manually. Furthermore, the maintenance tasks of chatbots are currently mostly done by domain experts and are barely assisted by visualizations. Thus, the use of chatbots is only possible productively with greater effort, since malfunctions in commercially used chatbots can lead to lost sales. However, small and medium-sized companies in particular cannot usually afford specialized employees for the support of chatbot systems. Therefore, these companies can only resolve problems or add new content with a great amount of time and effort.

In this paper we propose Chatbot Explorer, a system that enables users to get an overview of the chatbot knowledge base, to detect common errors and performance issues, as well as solve those issues with the assistance of visualizations.

Our contributions in this paper are:

1. an interactive tree representation of knowledge bases for chatbots
2. a semi-automatic detection of errors and problems in these knowledge bases
3. interaction mechanisms for modifying and adding content to a chatbot
4. a two-stage evaluation of the application using the System Usability Scale (SUS) standard

While creating the system the authors were in recurring contact with the domain experts. After developing the first version, an evaluation with 14 people was done to get valuable feedback on the system. That feedback was incorporated then to develop an improved version of Chatbot Explorer. This version was again evaluated with a larger group of participants to show the usability of the developed visualizations and interactions.

2 PROBLEM FORMULATION

For the setup of a chatbot, the maintainer must create a knowledge base using story elements. This mostly tedious task can lead to various errors so that the bot does not react correctly or unpredictably to user requests.

In cooperation with domain experts, we have identified the various sources of problems for this work and have developed mechanisms to detect and fix them. Our cooperation partner is a company that has developed and operated various chatbots for customers in the last years. At the beginning of the cooperation, we analyzed and tested their existing software systems. Additionally, we conducted interviews with the domain experts from their staff. During these interviews, the experts presented their tasks, demonstrated known problems during the setup of chatbots, and discussed possible improvements.

Together with the company a list of maintenance tasks, requirements, and problems that could occur, were identified. In the following, we describe the relevant tasks which are required to set up and maintain a chatbot:

T1 Add new knowledge to the chatbot or modify it to offer more information.
T2 Finding and fixing errors in the stories of a chatbot.
T3 Modification and reordering of the stories of a chatbot.

Different chatbot systems mostly include methods to modify the knowledge base (T1). Besides those standard tasks, the experts are interested in a tool that helps with Tasks T2 and T3, too. In order to ensure that the tool can fulfill all these tasks, we have agreed with the domain experts on the following definition for a knowledge base for chatbots: A knowledge base can be reduced to the possible stories between the bot (actions) and a user (intents) [19]. Accordingly, a story is a goal-oriented conversation, for example, a user can order a specific product using the chatbot. A knowledge base of the chatbot then consists of several stories, for example, one
story for each product of the entire offer of a restaurant. Therefore, the maintenance of the knowledge base is equivalent to the management of the possible stories of the chatbot.

Following the structure of [8] the system requirements were collected together with the experts. In this process, we have identified additional requirements for the system, which are necessary for the successful processing of the tasks. First, the expert must gain an overview of the knowledge base of the chatbot in order to identify relations between the individual elements. On the other hand, knowledge bases can become very large, so the expert should be supported in identifying searched elements. This is especially important for the identification of structural errors, which should be detected (semi-) automatically.

As constraints for the visual system, the following were identified with the domain experts:

**C1** The order in which the stories are stored in the knowledge base should not affect the visualization. Only the content of the stories should influence the visualization.

**C2** Each story should be visualized as a continuous path.

### 3 RELATED WORK

Started in the 1960s by Joseph Weizenbaum [26], chatbots aim to entertain the user. One of the ambitious goals of chatbots is passing the Turing-test [24], by communicating like a real person. With the recent advances in the field of NLP, chatbot systems have gained a high amount of interest recently. Modern chatbots are used for instance as a replacement for FAQ systems or to enhance service for customers.

The wide range of possible applications for chatbots leads to a high amount of case studies. However, in this paper, we focus on surveys showing different aspects of chatbots. An overview of chatbot design techniques was created by Abdul-Kader et al. [1] in 2015 analyzing 9 selected studies. The survey by Chaves et al. [5] covers different interactions of bots. Maroengsit et al. [14] provides a survey about different evaluation methods of chatbots and provides a wide overview of chatbot systems. In 2019 Ch’ng et al. [6] give a summary of chatbots that are reported in the literature. Johannsen et al. [9] investigated 14 commercial chatbot providers in 2018 with a focus on supporting customer interaction. An overview of the training of a chatbot and how they perform on different models and methods of understanding the user is given by Csaky [7], Klopfenstein et al. [12] give an overview of different conversational interfaces, patterns, and paradigms. These works highlight exemplary the state of the art for the deployment and usage of chatbots. However, they are not covering the area of developing and maintaining a knowledge base for a chatbot efficiently.

In the non-academic area, different systems analyze chatbot system data. The three most popular tools in this area are botanalytics, Virtual Agent Analytics by chatbase and dashbot.io. All three tools use the logs of chatbots and the collected metadata to provide insights into customer usage. All tools generate a tree structure for the analysis from the knowledge base and visualize the paths that users can follow in the conversations. However, these systems have been developed to show the use of chatbots and less to correct errors.

Several commercial tools are available to help the maintainer with creating and running chatbot systems. One of the largest open-source toolset for that purpose is RASA. With RASA it is also possible to visualize the chatbot knowledge base. For this purpose, the intents and actions are represented as nodes in a DAG (directed acyclic graph). This DAG is then represented using standard algorithms, but this is only suitable for smaller knowledge bases.

Recently, Yaeli and Zeltyn [27] presented a system to identify and fix problems and failures in chatbots. Their system can identify errors in productively deployed systems based on the conversation processes, so that the maintainer can then adjust the knowledge base. However, this requires a larger amount of conversational logs, which is why we chose a different approach for our system.

The usage of visualizations to gain insights into complex knowledge bases can help to understand data, communicate structures, and find the right decisions. Baumeister et al. [2] proposed a tree view-based visualization to show possible paths by creating nodes with different configurations. Renaud et al. [21] show why knowledge base visualization can help various target groups to understand the decisions of a system as well as a framework to increase the power of knowledge visualization. She highlights, the question “For whom?” has a high impact on the system. The work of Jonassen [10] shows that for problem-solving annotated directed graphs are efficient to assist the user with their already known mental representation of a problem. Neumann et al. [19] have used digital mind maps to structure knowledge for different audiences.

The visualization of conversational data is a common problem and was addressed by various works over time. Pascual-Cid et al. [18] developed a hierarchical tool to explore asynchronously online discussions using a hierarchical, radial layout. In the year 2012 Jyothi et al. [11] developed a similar visual tool to analyze asyn-
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chronically students’ interactions in online communications using radial, directed graphs. The work of Wattenberg et al. [25] uses a collapsible tree view to analyze a large number of conversations. The hierarchical representation of conversational data was proposed by Newman [17] using an icicle plot. All of these representations work with historically collected real-live conversational data. Her main goal is to make large conversations explorable and to give an overview of the conversation. The case of managing those stories or changing the structure of that conversations was not intended due to the used dataset.

None of the described approaches can fully cover all tasks and constraints as they are domain-specific. In the context of our work, we have therefore extended them to apply them to our problem setting.

4 DATA PROCESSING

Knowledge bases of chatbots can exist in different types as shown in Section 3. For Chatbot Explorer, we selected the stories as a representation of the data, since they are common for as many chatbot systems as possible.

The system works with the standard configuration files of RASA. This configuration consists of at least three files: domain.yml, story.md, and nlu.md. A specification of those parts of the files that are necessary for the system together with an example can be found in the supplemental material. The used configuration is, in general, the main source for a list of stories, intents, actions, and some meta-information like the messages that are used for the elements.

Chatbot Explorer was tested during the development with a self-created dataset that is supposed to represent a chatbot ordering a menu from a restaurant. We have generated this dataset from the offer of a large restaurant franchise. Therefore, each pizza and pasta was manually disassembled into their features. From the combination of those features, the first intent of each story was the type of the dish (intent “type pasta” or intent “type pizza”). Each story ends with an action, where the bot tells the user which menu s/he has ordered. The dataset contains 19 stories with 33 intents and 27 actions.

5 METHODS

Following the task analysis with the experts, we started with the development of visualizations that provide an overview of a given knowledge base. In the following, we investigated methods to interact with the visualizations and the underlying data. Afterwards, an automatic data analysis was conducted to highlight common problems in chatbot knowledge bases using structural information. These visualizations were created with the mantra of Shneiderman “Overview first, zoom and filter, then details-on-demand” [24] in mind.

Chatbot Explorer uses a tree visualization as an overview as well as a highly detailed view. The expert can apply filters, set highlights, and can zoom into the data. Details like intent examples are shown on demand. This tree representation was then adapted in the following process in order to improve the representation of the knowledge base.

5.1 Tree Layout

The action of a user of a chatbot in a conversation is a central point to decide what information is given to the user at the end. In general, the user requests the chatbot, whereupon the chatbot precipitates this request by asking questions to be able to execute the desired goal, for example ordering a product. These queries of the chatbot should thus be as precise and error-free as possible, so that the conversation is efficient. Therefore, the amount of decisions of the user is key to the performance of the chatbot. For that, we introduce the concept of story levels. If two conversations or parts of those conversations are on the same level, the number of decisions made by users is equal. Decisions where the user cannot decide what answer s/he has to give, do not increase the level number. An example is when the chatbot asks for the user’s customer number, the user cannot make their own decision for their answer.

Using a tree or graph for the representation of conversation paths is a common approach while using chatbots as already pointed out in Section 3. Existing approaches use an empty graph or tree and let the user manual fill with the desired data. However, our approach needs a suitable mapping from the knowledge base to the tree representation to work with an already defined knowledge base. This representation is created using a basic tree aggregation followed by several optional optimizations.

For the basic aggregation step, each story is integrated into the current tree. Each intent and action is represented as a node and each connection between them is stored as an edge. If a path in the tree already exists that is equal to a part of the added story, all shared nodes get only a reference to the newly added story. One common example is the greeting part of most stories, which merges into one node in the tree.

However, this approach can lead to unnecessarily sequential paths in the tree representation, since a given intent sometimes have only one possible action (e.g., asking for the name and address of the user). Therefore, we added a step optimization. The first approach is to combine intents and the following actions since this follows the idea that a question of the bot is a reaction to the text of the user. A second aggregation step combines in following all nodes that do not allow decisions of the user or the bot. Both aggregations decreased the drawing space of the tree significantly.
To improve the identification of the ending elements of a story, they are highlighted in the visualization. In addition, they can be separated from aggregated intent/action blocks by using a filter. Before the positions of the tree elements is calculated, the children of each node are ordered descending by the number of children. While the order only depends on the number of children after the aggregation, all stories are treated equally with respect to Constraint C1.

We improved the positioning of the nodes iteratively to the final, presented version. In the beginning, we used the default algorithm implemented in d3-tree. This algorithm uses the Reingold-Tilford [20] algorithm with an improvement of Buchheim et al. [3] to run in linear time. Since the nodes can differ in their height we switched to d3-flextree[7] that is size aware. However, the participants of the first evaluation stated that the space-saving approaches of both algorithms sometimes make it unlikely to find a story end (leave). Figures of this first version can be found in the supplemental material as reference. Therefore, we decided to reimplement the layout on our own to achieve a better positioning of the nodes. This position algorithm starts to position all leaves on a level, which is indicated by the colored and labeled background area. The number on the top of each node represents the number of stories that share this path and is followed by two actions: "utter_ask_topping_meat" and "utter_tell_pasta_cheese". If the zoom level reaches a certain level, the texts inside the elements are hidden and all boxes are transformed to squares with the same height as width. This "large elements" drawing stretches the tree in the y-direction and helps to gain an overview even with larger trees on smaller screens.

Details on Demand: The expert may need more information about a specific element in the tree than is shown in the node. Therefore, we provide a tooltip mechanism that appears if the mouse hovers an element. To interact with the knowledge base the expert can select an element by clicking it (done so in Figure 1(b)). Chatbot Explorer then offers the expert the following options: Modify the item, create a new story, and remove a story. Additionally, the highlighted element is shown at the bottom of the Treeview as a single element (see Figure 1(2)).

Possible Problem Detection: Structural issues (see Task T2) are a serious problem that should be fixed before a knowledge base is used in a productive environment. Structural problems are often missed (see Section 2), causing problems after deployment. Therefore, Chatbot Explorer contains functionalities to detect and present these problems. The interface that summarizes possible problems within a given knowledge base is shown in Figure 1(b). It shows the selected type, the currently selected problem, and how many problems were detected. The problem of "Undecidable paths" represents the error that after an intent of a user more than one possible reaction of the bot is possible. This is a problem since a non-deterministic answer can result in side effects, e.g., the bot has to decide, which way to follow. While selecting one of those "Undecidable paths" the parent-node, the children, and the paths between them are highlighted with a red border. That highlighting mechanism allows the user to use the overview to spot the position of the problem easily. The selected error can be found in Figure 1(2). In the example, the intent "cheese_mozzarella" is followed by two actions: "utter_ask_topping_meat" and "utter_tell_pasta_cheese". If this problem occurs a chatbot engine randomly selects an action. Nevertheless this can lead to unexpected results. One possible solution to these errors can be the reordering of the queries the bot sends to the user or the addition of new queries to a story. To select a solution, however, a decision of the expert is necessary. Another common problem is the "Unnecessary step". It is defined as an action that asks something, followed by only one possible answer of the user (intent). For example, the bot asks the user for the cheese topping ("utter_ask_cheese") and the only answer that is possible is the selection of "cheese_mozzarella" (see Figure 1 bottom node on the left side in (2)). The bot system stays at that point of the story until the cor-
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Figure 1: The main interface of the Chatbot Explorer. The interface can be separated into two basic areas: The configuration area (1) at the top of the view and the TreeView (2) below. Inside the Tree View (2) there is a legend of the used highlights (a), the possible problems interface (b), and color-scale of the node elements (c). Below that the zoomable and draggable tree of the selected stories are shown.

rect intent is provided by the user. The obvious solution is to remove this step from the story.

Filtering: To support the expert in the search for a particular element, Chatbot Explorer implements mechanisms to filter the stories by any intent, action, and story. While filtering for a story results in a single story, it is possible to invert every single filter and use that to remove specific stories from the analysis. Additionally, we implemented a user-defined highlight functionality to identify parts of interests faster and find relations between elements. One possible question regarding this is to identify elements where the bot asks questions about the sauce (see orange highlighted action "utter_ask_sauce" in Figure 1). While highlighting intents and actions shows the usage of those elements inside the tree, the highlighting of stories helps to find these stories in the tree more easily.

5.3 Manage Stories

In addition to the tree representation of the knowledge base, other visual representations were developed that experts can use to modify individual elements in the stories (see Task T1).

To create a new story the expert selects a starting point for the new content in the tree. For the new story, all parent nodes of the selected node are inherited to a new story, except the expert selects the root node. Since all stories consist of intents and action, Chatbot Explorer shows all elements as a list, so the expert can add and remove them for the new story. To avoid ambiguities or missing aspects, the systems shows for each item in how many other stories this item is already used. For example, when modeling food orders, the expert can set up all processes as similar as possible for the customer. Since this task requires more than just rearranging existing elements, the expert can also create new intents and actions. Besides the creation of new stories, it is often necessary to modify existing stories. Therefore, the expert can select a node within the TreeView and activate the edit view. In this editing view (see Figure 2) the expert can select a story that uses this element. The selected story is centered in the view as a list. Additionally, a list of all available intents is shown on the left side of the view, and on the other side, a list of all available actions is shown. Equivalent to the creation of a new story, the story can be modified by dragging elements into the list, change the position of elements, or
A further important aspect identified by the requirements process was the possibility of rearranging existing stories to make them more efficient according to certain criteria (see Task T3). For example, as a retailer, you want to be able to offer customers a short ordering process. Therefore, we combine actions and the intents and actions of the stories are grouped. This is especially helpful if stories are very similar, for example in order processes. Therefore, we combine actions and the corresponding intents into groups within a story. Then these groups are compared between all stories using the visualizations used are a self-developed, CSS-styled, div-container structure. Due to its modular structure, Chatbot Explorer can also be easily integrated into existing systems. For this purpose, it needs access to the chatbot’s knowledge base.

6 EVALUATION

While developing Chatbot Explorer we conducted two evaluations. Based on the interviews with domain experts, we developed the first prototype in close collaboration with them. This prototype was then tested by a user evaluation. In the first evaluation, several improvements were suggested, so we have extensively revised our visualization. After the implementation of the improvements was completed we conducted a re-evaluation of Chatbot Explorer. Both evaluations were using the questions of the SUS (System Usability Scale).

The SUS was introduced by Brooke [3] in the year 1986 and has become since then a standard for evaluating the usability of a software system. It uses a 5-point Likert-type scale for 10 questions to calculate an overall usability score that is presented by a single value between 0 and 100. Following the recommendations of [13], we used the scale defined by Sauro and Lewis. To give the reader a better understanding of the calculated scores we added the grade-based interpretation of Sauro and Lewis [22] that maps the score values to the grades A to F. Additionally, we added a color-based interpretation by McLellan et al. [15] that uses green for excellent results (score between 85 and 100), yellow represents acceptable results (score between 65 and 84) and red represents all not acceptable results (below 65). Since Chatbot Explorer was designed to help maintainers with limited knowledge about the usage of chatbots, there were no special requirements for the participants of the evaluations. Due to the COVID 19 pandemic, the participants had to perform the evaluation on their own hardware, but this also allowed us to test the accessibility as a result of the multiple hardware configurations. The devices used by the participants vary from laptops to workstations, FullHD to 4K displays, different amounts of available screens, and different systems (Linux, Mac, and Windows users). The used browsers were restricted to Chrome and Firefox. For the evaluation, we modified our test dataset to include various errors and problems that the participants were asked to identify and correct.
At the beginning of the evaluation, participants were asked to determine the number of intents that are necessary to order certain dishes. After that, the participants were asked to search for errors such as undecidable paths and unnecessary inquiries in the knowledge base of the chatbot. At the end of the evaluation, participants should rearrange the paths for certain stories in the chatbot to optimize the ordering process. Further descriptions of the use case can be found in the supplemental material. Each evaluation started with a prepared presentation to introduce Chatbot Explorer by the tester. For the second evaluation, we added for participants that did not participate in the first evaluation, two more slides for a more detailed view of the used dataset and how it was created. After the presentation, we provided a handout (see supplemental material) with three parts. The first part contains some support images to identify elements and problems. Afterward, multiple-choice questions were asked, which the participants had to answer. The last part contains more complex tasks, like changing the order of some bot queries. Additionally, all participants were asked to share their thoughts on the system while solving the tasks. After finishing the tasks, the tester had an open discussion with each participant about the use of Chatbot Explorer.

The form of the first evaluation consisted of the standard SUS questions and the following four additional questions:

1. The gender of the interviewed/participating person (male, female, other)
2. The age of the interviewed/participating person (<18, 18-29, 30-39, 40-49, 50-59, 60-69, >70)
3. The experience of the interviewed/participating person with chatbot-systems in general (5-point Likert-scale: 1 [no experience] ... 5 [expert])
4. If the interviewed/participating person has already worked with the tested system (yes, no, "I have seen pictures or a presentation of it")

For the second evaluation, we adjusted the questions for the experience level based on the findings of the first round (answer options: no experience, some experience, expert) and also ask whether the person participated in the first evaluation.

The first evaluation was attended by 14 persons (12 male and two female). Five persons had an academic natural language processing background, while seven persons worked at the visualization department. The other 2 participants were domain experts of our cooperation partner. In the second evaluation, all 14 participants from the first round attended again as well as six additional participants. Three of the 20 people were female and 17 were male. The background of the participants were: 5 people with a natural language processing background, 11 people with a visualization background, and 4 people from the associated chatbot company. The authors discussed the fact that the second evaluation could be biased by testing the same participants again. After collecting pros and cons we decided, that the reuse of those participants do not have a high impact since the visualizations and interactions comprehensively changed since the first evaluation.

The first evaluation showed some cases where our proposed visualizations did not perform satisfactorily. Also, some improvements were suggested by the participants. For example, many participants had problems with the proposed reordering mechanism due to a missing drag and drop mechanism. Another problem was that the test persons had difficulties in determining whether a branch of the tree represents a decision of the user. The participants also complained that they could only modify selected aspects of the knowledge base. Nevertheless, most participants appreciated the concept of the system and the possibilities of interaction. The first evaluation also shows that the person with more knowledge about chatbots sets a higher standard for the tool than people without experience. The granularity of the 5-point Likert-scale (values from 1 to 5) for the experience question results in one person for each of the values 2 and 4. To provide a better understanding of how the experience influences the results, the authors decided to reduce the experience scale of the first evaluation and aggregate them into three groups: no experience (value 1), some experience (value 2-4), and extensive experience (expert, value 5). The previous scale was mapped, aggregating values of 2 to 4 into the "some experience" group.

The mean of the SUS scores for all participants was a score of 77.9 (grade B+) and a median of 81.3 (grade A). The values according to the experience of the participants are shown in Table 1. Both values are acceptable but can be improved. Based on the results we decided that an additional round of implementing and improving the interaction mechanisms of the system would help to find a better solution.

In the second evaluation, participants who also participated in the first evaluation were more likely to indicate that they already had experience with chatbots in general. The values according to the experience level and if the participants were part of both evaluations can be found in Table 1. The mean of all scores in the second evaluation is 80.88 (grade A) and the median is 85 (grade A+). If one considers only the persons who already participated, the mean value is 79.82 (grade A-) and the median is 85 (grade A+). Those who participated for the second time also noted a significant improvement. All participants of the second evaluation recognized the usability of the Chatbot Explorer and expressed the opinion that the use of this system facilitates the maintenance of chatbot knowledge bases. The scores of each participant and
for each question as well as the computed scores can be found in the supplemental.

### 7 DESIGN CHALLENGES

Several challenges were faced during the development of the final application that is described in this manuscript. One of the biggest challenges was to develop a visualization that could provide all the necessary information, but not overwhelm the user. This was especially important since Chatbot Explorer is explicitly also aimed at users who have no to little experience in creating and maintaining chatbots. Therefore, the first prototype focused on the visualization and analysis of the structure of the knowledge base. However, users had to identify common errors in knowledge based on the visualization. This turned out to be difficult and time-consuming, therefore we developed automatic error detection. The detected errors are presented in Chatbot Explorer and the user can analyze them individually. This has drastically reduced the required training time for new users.

Another challenge was to create an efficient and easy way of sorting many stories at once. The first version contains a list of stories to manually resort to each story. Based on the feedback from users, we added a function for editing more than one story in parallel is a useful addition as well as the user-friendly drag and drop possibility. The steps to the final described version of the "reorder stories" view contain many tested ideas like the traceability of changes and different types of grouping to assist the user.

### 8 CONCLUSION AND FUTURE WORK

Our work shows that visualization methods can help to gain a deeper understanding of the knowledge base of a chatbot. Chatbot Explorer can help the maintainer of a chatbot to identify different stories and to recognize parts of stories that s/he is interested in. The proposed tree visualization has the advantage of efficiently representing stories that share elements and the layer visualization helps to get a faster overview of the user’s decisions. Additionally, the methods to rearrange the bot’s queries and explore the resulting stories have proven to be useful to the experts.

We evaluated the system twice and overall positive feedback. The participants and our domain experts emphasize the comprehensible visualization as well as the possibility to easily change elements of a chatbot knowledge base using Chatbot Explorer.

In this work, we observed that changing the order of questions of the bot changes the appearance of several elements and the length of the paths. Therefore, it might be useful to develop a measurement of how certain changes affect corresponding stories and their efficiency to generate suggestions for possible changes and to be able to visualize the consequences of structural changes.
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