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Memory-Friendly Deep Mesh Registration
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ABSTRACT

Processing 3D meshes using convolutional neural networks requires convolutions to operate on features sampled on non-Euclidean manifolds. To this purpose, spatial-domain approaches applicable to meshes with different topologies locally map feature values in vertex neighborhoods to Euclidean ‘patches’ that provide consistent inputs to the convolution filters around all mesh vertices. This generalization of the convolution operator significantly increases the memory footprint of convolutional layers and sets a practical limit to network depths on the available GPU hardware. We propose a memory-optimized convolution scheme that mitigates the issue and allows more convolutional layers to be included in a network for a given memory budget. The experimental evaluation of mesh registration accuracy on datasets of human face and body scans shows that deeper networks bring substantial performance improvements and demonstrate the benefits of our scheme. Our results outperform the state of art.

Keywords
Geometric deep learning, convolutional neural networks, shape matching, 3D mesh

1 INTRODUCTION

Mesh registration, aka shape matching, is a key stage of a 3D geometry processing pipeline that provides control on the sampling of vertices and brings all processed meshes to a common representation. Effective registration techniques based on non-rigid Iterative Closest Point approaches have been developed, but their computational cost makes them unsuitable for interactive processing. Besides, landmark annotations are needed to drive the convergence of these algorithms. Recent advances in machine learning and particularly deep learning offer promising prospects for improvements in the field. Inference on a deep network is fast thanks to the availability of high-performance GPU hardware, and learning rather than computing the registration removes the need for landmarking. The challenge for learning-based approaches is to maintain the high levels of accuracy achieved by computational geometry algorithms.

Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee.

Convolutional neural networks were originally applied to signals regularly sampled on a Euclidean domain, for which the implementation of discrete convolution is straightforward. For signals defined on non-Euclidean mesh surfaces, the convolution operator becomes a position-dependent filter [Bro17a]. When the processed meshes have different topologies, the feature values known at the locations of vertices must be locally mapped to Euclidean ‘patches’ to provide the inputs to the convolution filters. The patch extraction process incurs additional computations and increased memory requirements. In practice, the network depth is limited by the memory capacity of the available GPU hardware: network architectures proposed in [Mas15a, Mon17a, Ver18a] do not contain more than 3 convolutional layers.

In this paper we quantify the storage space needed for implementing convolutions on feature signals sampled on the surface of a 3D mesh. In addition to the Euclidean case requirements, local geometry information around each vertex must be fed into the network for extracting the patches, and storage must be allocated for intermediate tensors in the computation of convolutions. We propose mitigation schemes for both of these issues to reduce the memory footprint of convolutional layers. For a given memory budget, more of these layers can be squeezed into the network. The shape matching performance of our memory-optimized networks is evaluated on human body and human face mesh datasets with varying resolutions. The results show that the registration accuracy greatly benefits from in-

1 Work done while the author was with Technicolor R&D, now InterDigital
increased network depths. Our approach outperforms the
state-of-art and achieves close to perfect registration
scores on the FAUST dataset.

2 RELATED WORK

We focus our review of past research on approaches
most related to our work, and in particular to registra-
tion algorithms that can deal with non-isometric de-
formations. For a comprehensive review of shape match-
ing, we refer the reader to the survey in [Kai04a].

Non-rigid Iterative Closest Point

Early shape matching approaches [Sum04a, Amb07a]
were extensions of the Iterative Closest Point method to
non-rigid registration, where the deformation between
a source and a target mesh is modelled as a set of local
affine transforms. The registration is obtained by glob-
ally solving for the deformed source vertex positions,
with regularization terms to ensure a spatially smooth
mapping. Landmark correspondences, typically ob-
tained by manual annotation, are required to initiate
the process. [Zel13a] improves the resilience of these
methods to large differences in the geometries of the
source and target mesh by initiating the computation
of the deformation on geometrically simplified meshes.
All of these approaches require solving a bulky sparse
linear system dimensioned by the number of vertices
and faces in the meshes, making them unsuitable for
interactive operation except on small meshes.

Functional Maps

Functional maps [Ovs12a] extend the notion of vertex-
to-vertex correspondence to mappings between real-
valued functions that encode descriptors of the geome-
try around each vertex. The mapping between functions
is expressed as a linear operator on orthogonal bases
taken to be the eigenfunctions of the Laplace-Beltrami
operator. Solving a large linear system yields the co-
efficients of this linear operator. [Lit17a] improves on
the original approach by leveraging a deep network to
jointly compute the functional map correspondence and
optimize the functional descriptors.

Learning descriptor-based correspond-
dences

In early machine learning approaches, shape registra-
tion is cast as a classification problem and the corre-
spondence is computed from local mesh geometry de-
scriptors. In [Rod14a] correspondence labels for shape
vertices are computed from the outputs of a random
forest whose split functions are designed based on the
Wave Kernel Signatures of the vertices. In [Wei16a]
per-pixel descriptors on depth maps of human bodies
are learnt as intermediate features of a shape classifica-
tion network, and the correspondence problem is solved
by a closest neighbor search in descriptor space.

Graph Convolutional Neural Networks

Deep learning approaches formulate mesh registration
as a classification problem whose outputs for each
source mesh vertex are the probabilities of assignment
to each of the target mesh vertices. The generalization
of Convolutional Neural Networks (CNNs) to signals
sampled on non-Euclidean domains (in the most
general setting, graphs) can be achieved by defining
the convolution in the graph Fourier domain [Bro17a].
However, these spectral-domain approaches, e.g. [Kip17a], are inadequate for processing meshes with
different topologies as the graph Fourier transform
differs for each mesh. Approaches applicable to shape
matching operate in the spatial domain by locally
mapping feature values in a neighborhood of each
vertex on the mesh surface to a Euclidean domain on
which a convolution kernel can be defined consistently
for all vertices. In [Mas15a, Bos16a, Mon17a] these
mappings target local geodesic polar coordinate
systems, while in [Ver18a] they are learnt from the
convolutional layer inputs.

The adaptation of the convolution operator in spatial-
domain graph-CNN approaches incurs additional com-
putations and increased memory requirements that limit
in practice the network depth. Based on the intuition
that deeper networks could provide better performance,
we propose a memory-optimized convolution scheme
that allows more convolutional layers to be included in
the network for the same memory budget.

3 TECHNICAL APPROACH

3.1 Problem and notations

We address the shape matching problem for input
meshes with $N$ vertices by means of a spatial-domain
graph-CNN. For simplicity and without loss of gen-
erality, we assume minibatches to enclose the feature
descriptors of all the vertices of a mesh. We consider a
generic convolutional layer of the network with $D$ input
channels, $E$ output channels and convolution kernels of
size $M$. The learnable parameters for the layer are the
convolution weights $w_m^{de}$ with $1 \leq d \leq D$, $1 \leq e \leq E$
and $1 \leq m \leq M$.

3.2 Patch operator

The convolution can be formulated using a "patch oper-
ator" [Mas15a, Bro17a] that interpolates a feature signal
$f$ sampled at vertex locations on the mesh surface to
consistent inputs to the convolution operator, based on
data available in local neighborhoods $\Gamma_i$ of each vertex
$V_i$:

$$D_m(V_i)f = \sum_{j \in \Gamma_i} c_m[u(V_i, V_j)].f(V_j).$$

(1)

In this equation, $m$ indexes the values of the convolution
kernel, $u(V_i, V_j)$ is a local parameterization of the mesh
surface in \( \Gamma_i \) and the \( c_m \) weights define the patch operator. The \( \Gamma_i \) can be defined as geodesic, Euclidean or ring neighborhoods. Their size \( K_i \) is a dimensioning parameter for the memory footprint of the convolutional layer. We denote by \( K \) the average of \( K_i \) over the mesh. Following [Mas15a, Mon17a] we define \( \mathbf{u}(V_i, V_j) = (\rho_{ij}, \theta_{ij})^T \) as local polar intrinsic coordinate systems where \( \rho_{ij} \) is the geodesic distance between \( V_i \) and \( V_j \) and \( \theta_{ij} \) the angle between the geodesic path at \( V_i \) with a reference direction that we set to the maximum curvature direction at \( V_i \). For notational simplicity we define \( c_{ijm} = c_m[\mathbf{u}(V_i, V_j)] \) and obtain the \( d^m \) output component of the convolution as

\[
g_j^m = \sum_{d=1}^D \sum_{m=1}^M c_{ijm} w_{jm} f_{jd}.
\] (2)

In [Mas15a, Mon17a] the patch operator relies on a mixture of Gaussian kernels:

\[
c_m(\mathbf{u}) = \exp\left[-\frac{1}{2}(\mathbf{u} - \mathbf{u}_m)^T \begin{pmatrix} \sigma_{\rho}^2 & 0 \\ 0 & \sigma_{\theta}^2 \end{pmatrix}^{-1}(\mathbf{u} - \mathbf{u}_m)\right] \tag{3}
\]

with the difference that \( \sigma_{\rho}, \sigma_{\theta} \) and \( \mathbf{u}_m \) are fixed in [Mas15a] and learnt in [Mon17a]. [Ver18a] remove the hand-crafted parameterization \( \mathbf{u}(V_i, V_j) \) of the mesh surface and directly learn the patch operator as a function of the feature inputs to the current layer:

\[
c_m(f_i, f_j) \propto \exp [a^T(f_i - f_j) + b_m]. \tag{4}
\]

We opt for the baseline patch operator of [Mas15a] and define the support of the convolution kernel to be a regular grid of \( N_{\rho} \times N_{\theta} \) points in the local polar geodesic systems around each vertex. To reduce training times we speed up the computation by bi-linearly interpolating the contribution of the feature value at each \( V_j \) to its 4 closest points on the grid (Figure 2). Subject to the corresponding restrictions on \( |\rho_{ij} - \rho_m| \) and \( |\theta_{ij} - \theta_m| \), letting \( \Delta \rho \) and \( \Delta \theta \) be the spacings between adjacent grid points along each axis, our patch operator is defined as

\[
c_m((\rho_{ij}, \theta_{ij})^T) = \left(1 - \frac{|\rho_{ij} - \rho_m|}{\Delta \rho}\right) \left(1 - \frac{|\theta_{ij} - \theta_m|}{\Delta \theta}\right). \tag{5}
\]

We weight the contributions of vertex features \( f(V_j) \) in the patch operator (1) by a term that approximates the Voronoi area of \( V_j \), thereby giving more importance to feature values that represent larger areas on the mesh surface. Specifically, each triangle a vertex belongs to contributes 1/3 of its area to the vertex weight. The weight value is accumulated over all the triangles. Experimentally we found that this refinement stabilizes the convergence of the training process and slightly improves the registration accuracy.

### 3.3 Memory optimization

Implementing CNNs on non-Euclidean domains using a patch operator (1) incurs extra complexity: a local parameterization \( \mathbf{u}(V_i, V_j) \) of the mesh surface around each \( V_i \) is needed, and the convolution involves an extra summation level. We show below that this strongly impacts memory consumption.

To obtain orders of magnitude on the memory footprints of convolutional layers, we consider as a typical use case medium resolution meshes with \( N = 15000 \) vertices and an average vertex neighborhood size of \( K = 300 \) that corresponds to the optimum in our experiments on face meshes. We further assume values of \( M = 32, \ldots, \)
\[ D = 128, \; E = 256 \text{ that are typical of the experimental}
\]

setups used in [Mas15a, Mon17a, Ver18a].

The patch operators used in [Mas15a, Mon17a] and in our approach depend on local polar coordinates \( u(V_i, V_j) \) around each \( V_i \) on the mesh surface. This information must be fed to the network for extracting the convolution patches around each vertex through the \( c_m(u) \) coefficients and is used in each convolutional layer. These coefficients represent in total \( NKM \) floating point values for a minibatch of \( N \) vertices. In the approach of [Ver18a] the geometrical data needed to compute the patch operator are the indicator functions of neighborhoods \( \Gamma_i \), \( NK \) integer vertex indices whose memory footprint is negligible.

Assuming a 4-byte floating point representation, \( NKM \) values amount to 0.58 GB of data in our numerical example. However, this estimation assumes neighborhoods of fixed size \( K \). In practice \( K \) is an average and the count of vertices in each \( \Gamma_i \) varies as a function of the sampling density on the mesh surface. In our experiments the ratio \( K_{\text{max}} / K \) of max to average neighborhood vertex count lies between 2 and 4. We optimize the memory management of our patch operator coefficients \( c_{i,j,m} \equiv c_m(u) \) in two ways. First, we reduce their memory footprint from \( NKM \) to \( 4NK \) values by restricting the contribution of each feature at \( V_j \) to the 4 neighboring points on the convolution kernel grid, as explained in section 3.2 (see figure 2). Second, to avoid wasting space through padding because of the varying vertex neighborhood size, we map patch extraction coefficients to 1D tensors of \( 4N_{\text{pairs}} \) values, where \( N_{\text{pairs}} \) is the total number of \( (V_i, V_j) \) pairs on the mesh. Each tensor element represents one of the 4 patch extraction coefficients for one such pair. As illustrated on figure 3, the input feature values \( f_j^d \) are mapped to this representation using gather operations, and after multiplying the features elementwise with the \( c_{i,j,m} \) the result is scattered to an \( (N,M,D) \) tensor. Note that the scatter operation accumulates the contributions of the \( (V_i, V_j) \) pairs at each patch location \( m \) and consequently performs the summation over \( j \) indices.

The computation of the convolution as defined by equation (2) involves a 3-level summation over tensors \( \{c_{i,j,m}\} \) of shape \( (N,K,M) \), \( \{w_m^d\} \) of shape \( (M,D,E) \) and \( \{f_j^d\} \) of shape \( (N,D) \). In practice, the values of the \( f_j^d \) have to be duplicated for each \( \Gamma_j \) to compute the convolution, resulting in a tensor of shape \( (N,K,D) \). The 3 reduction operations in (2) must be performed one after the other, generating intermediate tensors among which the output of the first reduction is the largest. Thus, the ordering of the summations impacts memory usage. There are three options:

- over \( j \) first: \( \sum_{j \in \Gamma_i} c_{i,j,m} f_j^d \) has shape \( (N,M,D) \)
- over \( m \) first: \( \sum_{m=1}^{M} c_{i,j,m} w_m^d \) has shape \( (N,K,D,E) \)
- over \( d \) first: \( \sum_{d=1}^{D} w_m^d f_j^d \) has shape \( (N,K,M,E) \)

Summing over \( j \) first allows considerable memory savings as it outputs an order 3 tensor while the other options generate intermediate tensors of order 4. A numerical evaluation on our typical use case illustrates how important the summation order is:

- \( j \) first: \( N \times M \times D \approx 61.4 \times 10^8 \), or 246 MB
- \( m \) first: \( N \times K \times D \times E \approx 147 \times 10^9 \), or 590 GB
- \( d \) first: \( N \times K \times M \times E \approx 36.9 \times 10^9 \), or 147 GB.

Using today’s GPU hardware, any option other than summing over \( j \) first precludes the implementation of a large number of convolutional layers in mesh registration networks.

---

2 Deep learning frameworks offer the possibility of combining several reduction operations using an Einstein summation, but experiments on TensorFlow and PyTorch show that the underlying implementations compute the sums sequentially without optimizing their order for memory consumption.
3.4 Baseline network architecture

The architecture of our baseline network is shown on figure 4. The network is fed with minibatches of SHOT descriptors [Sal14a] for all the vertices of the processed mesh. The registration task is cast as a labeling problem: for each source mesh vertex, the network outputs the probabilities of assignment to each target mesh vertex, and its correspondence is computed as the argmax of this vector. The network core consists of memory-optimized geodesic convolutional layers, as described above, each of depth 64. Each pair is set-up as a residual block [HeK16a] by-passed by a skip connection. The number of such blocks is maximized to fit into the available hardware memory.

3.5 Multi-resolution network architecture

In a spatial graph-CNN each vertex is processed independently from its neighbors at inference time. A multi-resolution network as proposed in [Ver18a] introduces some amount of spatial regularization on the outputs, and was shown to improve mesh registration performance on the FAUST dataset. We base our multi-resolution network on the same U-Net architecture but replace the convolutional layers by residual blocks of our memory-optimized layers (figure 5), resulting in a deeper network.

The pooling approach in [Ver18a] is generic for all types of graphs. Following [Ran18a], we specialize it to benefit from the spatial vertex layout information available on a mesh. Pooling in our multi-resolution network relies on the edge collapsing scheme of [Gar97a]. Collapsing an edge maps its two end vertices to one vertex in the decimated mesh, thereby halving the number of vertices. We choose as decimated vertex the edge end that has the smaller collapsing cost.

A pooling layer in our network generates a feature value for each decimated mesh vertex by copying the feature value of the corresponding vertex in the original mesh. Letting $N_{\text{orig}}$ be the vertex count of the original mesh, a pooling layer is implemented as a fixed sparse $N_{\text{orig}}/2 \times N_{\text{orig}}$ matrix that is precomputed from the mesh decimation results. Each row has a unique non-zero value equal to 1 at the location of the collapsed vertex index in the original mesh.

In the same way, the unpooling layer is implemented as a precomputed sparse $N_{\text{orig}} \times N_{\text{orig}}/2$ matrix. Each row represents a vertex in the upsampled mesh and holds a unique non-zero value equal to 1 at the location of the corresponding vertex in the decimated mesh, computed as the closest vertex.

4 EXPERIMENTAL DATASETS

We validate our approach on two complementary datasets with very different features.

4.1 FAUST [Bog14a]

We experiment with the low-resolution version of the MPI FAUST dataset, built from 100 human body scans with varying poses and morphology. The meshes have 6890 vertices each and are completely free of geometrical artefacts. All meshes have been pre-registered using
landmark annotations on the bodies to provide accurate ground-truth correspondence. We follow the protocol of [Mon17a] and split the dataset into 80 meshes for training and 20 for testing. The first mesh in the training dataset is used as the registration target.

To experiment with memory limitations, we generate a higher-resolution version FAUST-15K of the dataset by upsampling the meshes to 15000 vertices (Figure 6). To this purpose we fit a cubic surface patch around each vertex following the algorithm of [Gol04a] and interpolate on this patch the locations of the centroids on each triangle adjacent to the vertex. The centroid for each triangle is computed as the average of these locations. We add centroids to a reference original mesh in the FAUST dataset up to the desired target vertex count, in decreasing order of triangle area. We then select the same set of centroids for all other meshes in order to preserve the ground-truth per-vertex correspondence of the original dataset.

4.2 Bosphorus [Sav08a]

We also validate our approach on Bosphorus, a dataset of higher-resolution, noisy expressive facial scans that is more representative of the 3D data processed in the industry. The scans come as point clouds with holes and sometimes noticeable artifacts, which we pre-process as shown on Figure 7. After removing background points by depth thresholding, the point clouds are meshed using 2D Delaunay triangulation in a plane perpendicular to the scanning axis (Figure 7b). Next, we fill holes and remove small connected components (Figure 7c). Finally, we apply quadric edge decimation to downsample all meshes to 15K vertices (Figure 7d). The target mesh is set to a neutral expression scan that belongs neither to the training set nor to the test set, and is pre-processed in the same way. Ground truth correspondences to this target are obtained using the deformation transfer algorithm of [Sum04a], leveraging the landmark annotations provided with the Bosphorus dataset. We validate the excellent registration quality of this method through high-resolution texture transfer. 150 scans are selected for training and 50 for testing.

5 EXPERIMENTAL RESULTS

5.1 Methodology

We assess the performance of our registration approach using the Princeton benchmark protocol [Kim11a], and compare it with two recent approaches [Mon17a, Ver18a] for which the authors provide their code. The registration accuracy is plotted as the proportion of correct correspondences over the test set (vertical axis) as a function of the tolerance on the geodesic error (horizontal axis), expressed as a ratio of the mesh diameter. To allow for a fair comparison we optimize the network and training parameters separately for all approaches given a fixed GPU memory budget. We run all our experiments on an NVidia Tesla P100 GPU with 16 GB memory. We use as network inputs for all datasets 352-dimensional SHOT descriptors [Sal14a]. Minibatches consist of the descriptors for all the vertices of a mesh, except for [Mon17a] where they are restricted to mesh regions to avoid running out of memory. In this case the processing of sub-meshes is managed in the authors code.

Besides the number of convolutional layers in the network, the parameters most impacting the memory requirements are the geometrical extent $\rho_{\text{max}}$ of the vertex neighborhoods and the size $M$ of the convolution kernel. In our approach, kernels are sampled on 8 by 8 regular grids in the local geodesic polar systems around each vertex, hence $M$ is set to 64. For [Mon17a, Ver18a] we use the values of $M$ advocated in the papers. For each approach we optimize the remaining parameters by performing a grid search, selecting the values that yield the best registration accuracy while not running out of memory. These parameters are $\rho_{\text{max}}$ for [Ver18a], $\rho_{\text{max}}$ and the count of vertices in each minibatch for [Mon17a], and for our approach $\rho_{\text{max}}$ and the number of convolutional layers.

The network is trained by minimizing the standard cross-entropy loss by means of an Adam optimizer, with an initial learning rate of $10^{-4}$ and over 800 epochs. We use batch normalization but no dropout.

5.2 Single-resolution performance

Figure 8 shows the compared accuracy of our approach against MoNet [Mon17a] and the single resolution version of FeaStNet [Ver18a]. For completeness we also plot the performance curves of older shape matching approaches on FAUST, reproduced from [Lit17a] and [Mas15a].

Our scheme outperforms all previous single-resolution approaches on the 3 considered datasets. Unsurprisingly, the accuracy on Bosphorus for all methods is considerably less than on FAUST, a consequence of the large amount of geometrical noise of this dataset. However, for the same quality of geometry (FAUST and
Figure 7: Pre-processing pipeline of the Bosphorus dataset point clouds

<table>
<thead>
<tr>
<th>Algo - Database</th>
<th>Num conv. layers</th>
<th>$\rho_{\text{max}}$</th>
<th>M</th>
<th>Batch size</th>
</tr>
</thead>
<tbody>
<tr>
<td>[Mon17a] - FAUST</td>
<td>3</td>
<td>0.60 IOD</td>
<td>80</td>
<td>75 vertices</td>
</tr>
<tr>
<td>[Mon17a] - FAUST 15K</td>
<td>3</td>
<td>0.30 IOD</td>
<td>80</td>
<td>150 vertices</td>
</tr>
<tr>
<td>[Mon17a] - Bosphorus</td>
<td>3</td>
<td>0.06 IOD</td>
<td>80</td>
<td>150 vertices</td>
</tr>
<tr>
<td>[Ver18a] - FAUST</td>
<td>3</td>
<td>1-ring</td>
<td>32</td>
<td>1 mesh</td>
</tr>
<tr>
<td>[Ver18a] - FAUST 15K</td>
<td>3</td>
<td>1-ring</td>
<td>32</td>
<td>1 mesh</td>
</tr>
<tr>
<td>[Ver18a] - Bosphorus</td>
<td>3</td>
<td>1-ring</td>
<td>32</td>
<td>1 mesh</td>
</tr>
<tr>
<td>Ours single-res - FAUST</td>
<td>30</td>
<td>1.20 IOD</td>
<td>64</td>
<td>1 mesh</td>
</tr>
<tr>
<td>Ours single-res - FAUST 15K</td>
<td>30</td>
<td>1.20 IOD</td>
<td>64</td>
<td>1 mesh</td>
</tr>
<tr>
<td>Ours single-res - Bosphorus</td>
<td>14</td>
<td>0.25 IOD</td>
<td>64</td>
<td>1 mesh</td>
</tr>
<tr>
<td>Ours 2 res levels - FAUST</td>
<td>10+10+10</td>
<td>1.20 IOD</td>
<td>64</td>
<td>1 mesh</td>
</tr>
<tr>
<td>Ours 2 res levels - FAUST 15K</td>
<td>10+10+10</td>
<td>0.90 IOD</td>
<td>64</td>
<td>1 mesh</td>
</tr>
<tr>
<td>Ours 2 res levels - Bosphorus</td>
<td>10+10+10</td>
<td>0.18 IOD</td>
<td>64</td>
<td>1 mesh</td>
</tr>
</tbody>
</table>

Table 1: Optimal experimental settings of memory-dimensioning parameters (IOD: Inter-Ocular Distance)

FAUST-15K), our approach maintains its performance level when the vertex count is increased, while the accuracy of [Mon17a] and [Ver18a] drops significantly. Figure 9 a) and b) demonstrates the improvement of the registration accuracy as more convolutional layers are added to the network. On Bosphorus performance keeps improving up to the depth limit set by the hardware memory capacity.

5.3 Multi-resolution performance

Table 2 summarizes the performance of our multi-resolution network on the FAUST and FAUST-15K datasets. Our architecture has 2 resolution levels and 10 convolutional layers in each of the sections delimited by the pooling and unpooling layers. Adding more layers again improves performance, but the gain becomes less significant as our registration scores approach perfection. On FAUST our performance is superior to the results reported in [Ver18a], the only point of comparison in this case.

On Bosphorus the multi-resolution accuracy improves with network depth but remains lower than using a single-resolution network (Figure 9 c). We hypothesize that the noisier geometry on this dataset hinders the convergence of the network towards stable vertex correspondence patterns and thereby cancels the benefits of the multi-resolution analysis of the meshes.

5.4 Qualitative experimental results

Table 2: multi-resolution registration accuracy at zero geodesic error for [Ver18a] and the optimal configuration of our multi-resolution network

<table>
<thead>
<tr>
<th>Database</th>
<th>[Ver18a]</th>
<th>Ours(10+10+10)</th>
</tr>
</thead>
<tbody>
<tr>
<td>FAUST</td>
<td>0.9860</td>
<td>0.99997</td>
</tr>
<tr>
<td>FAUST 15K</td>
<td>N/A</td>
<td>0.9984</td>
</tr>
</tbody>
</table>

Figure 11 shows qualitative registration results on samples from the FAUST and Bosphorus datasets. Geodesic registration errors are translated into cm assuming an interocular distance of 6.3 cm.

On FAUST most of the registration errors are localized on the torso, which lacks distinctive geometrical features for shape matching. For the same reason, the largest registration errors on Bosphorus occur on the peripheral areas of the meshes, away from the main facial features. The approach of [Ver18a] tends to map neighboring source vertices to the same target location, creating colocated vertices that give the morphed mesh a lower-resolution appearance.

The morphs of the source meshes to the geometry of the target mesh on Figure 11 should be interpreted with care. Most conspicuous in these morphs are the large
Figure 8: registration accuracy benchmark on FAUST (a), FAUST 15K (b) and Bosphorus (c) datasets

Figure 9: influence of the number of convolutional layers on registration accuracy
(a) Faust single-resolution, (b) Bosphorus single-resolution, (c) Bosphorus multi-resolution

FAUST

Bosphorus

Figure 10: FAUST and Bosphorus registration targets.

6 CONCLUSION

When processing 3D meshes using deep networks, increased memory requirements resulting from the generalization of convolution operators to non-Euclidean domains set a limit to the number of convolutional layers that can be placed in the network. The memory-friendly convolution scheme we propose mitigates this issue and allows deeper networks to be implemented for a given memory budget. On the mesh registration task we showed that deeper network architectures result in substantial performance gains.

Using a multi-resolution network featuring pooling and unpooling operators specialized for 3D mesh processing, we obtain close to perfect registration scores on the FAUST dataset. However, on noisy Bosphorus meshes the registration quality leaves much room for improvement. We believe FAUST is a toy dataset that has been useful for benchmarking mesh registration results so far, but should now be abandoned in favor of collections of meshes that are more representative of the noisy and higher-resolution scans used in the industry. In this respect, Bosphorus is arguably a worst case. The progress of 3D capture technology and photogrammetry in recent years should allow the constitution of datasets of better geometrical quality.

Further issues remain with the proposed registration scheme. First, like all competing approaches it takes as inputs meshes with different topologies and registers them to a common template. In practical use cases the reverse correspondence is needed to transfer the reference topology in a source mesh to a set of captured scans. Second, the local intrinsic mapping of vertex neighborhoods on the mesh surface to Euclidean convolution patches incurs heavy pre-processing as geodesic paths need to be computed in every vertex neighborhood. Simplifying this mapping would be desirable in order to better benefit from the efficiency of deep learning inference on GPU hardware.
Figure 11: per-vertex registration errors for FAUST (s1) and Bosphorus (s2, s3) samples. Rows s1, s2, s3 display a color encoding of the geodesic correspondence errors on the source meshes. Rows m1, m2, m3 show the morphs of the source meshes to the target, based on correspondence results. Best viewed in color.
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ABSTRACT
This paper presents the problem of coarse classification in an application to teeth shapes. Coarse classification allows to separate a set of objects into several general classes and can precede more detailed identification or narrow the search space. Features of an object are mainly determined by its geometrical aspects, therefore we investigate the use of shape description algorithms, namely the Two-Dimensional Fourier Descriptor, UNL-Fourier Descriptor, Generic Fourier Descriptor, Curvature Scale Space, Zernike Moments and Point Distance Histogram. During the experiments we examine the accuracy of classification into two classes: single-rooted teeth and multi-rooted teeth—each class has five representatives. We also employ an additional step of data reduction. Reduced representations are obtained in three ways: by taking a part of an original representation, by predefining a shape description algorithm parameter or by applying an additional step of data reduction technique, i.e. the Principal Component Analysis or Linear Discriminant Analysis. Euclidean distance is used to match final feature vectors with class representatives in order to indicate the most similar one. The experimental results proved the effectiveness of the proposed approach.
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1 INTRODUCTION
The application of teeth as a biometric feature is accepted worldwide and appreciated especially in the field of forensic odontology, which is the science of dentistry related to law. Various forms of dental evidence are used in the identification process, such as entire dentitions, tooth fragments, bite mark impressions, dental treatment histories, including dental radiographs, dentition anomalies and dental works. Full permanent dentition consists of 32 teeth divided into four groups: 8 incisors, 4 canines, 8 premolars and 12 molars. The size of upper and lower teeth of the same type varies. Upper incisors are bigger than lower incisors, while upper molars are smaller than lower molars. All first molars are larger than second and third molars, and third molars are the smallest molars in the mouth, but generally molars are the largest teeth of the permanent set of teeth. All incisors, canines and premolars are single-rooted, while lower molars are double-rooted, and upper molars are triple-rooted. Upper molar roots are more or less fused [Gra00].

Radiographic dental images are extensively used in the analysis and identification of human, and X-ray imaging enables to obtain a considerable amount of data. Various types of radiographs can be obtained (depending on the view and the part of the mouth that is being imaged), however not all of them are equally often utilized in the identification process [Vin08]. Three types of dental radiographs—periapical, bitewing and panoramic radiographs—are presented in Figure 1. Periapical radiography produces intraoral radiograph images that most frequently depict three or four teeth with surrounding tissue and are mainly used in diagnosis. A bitewing radiograph is used to depict some of the teeth in left or right side of the jaws, namely molars, premolars and canines [Che08]. The third type of radiograph is an orthopantomogram, which is a panoramic, two-dimensional view of the full dentition, both jawbones and supporting structures from ear to ear.

The major sources of dental features are bitewing and panoramic radiographs. The most distinguishable substances visible on dental radiographs are dental

Figure 1: Sample radiographs: a) periapical [Jai05], b) bitewing [Che09], c) panoramic [Jai05].
fillings, especially amalgam restorations [Phi09]. Although dental restorations pay a significant role in the identification process, due to improved dental care and minimal restorations (modern filling materials have poor radiographic characteristics), other oral features are assessed during the identification [Pre01], such as the shape of teeth, both crown and root, and teeth appearance (grey level). This reason, coupled with the significant amount of dental records and low efficiency of manual methods, has led to the development of automatic identification techniques, and ultimately to the creation of automated dental identification systems. Given an input image, usually a postmortem radiograph, a search is performed in order to find the best matching antemortem radiograph in the database. This problem can be therefore considered as an image matching and retrieval problem [Mar11]. Moreover, the use of dental biometrics, compared to other biometric visual features (such as fingerprints [Yan10] or ear shape [Sul15]), can be performed regardless of the condition of soft tissues.

An automated dental identification system consists of three main steps: feature extraction, atlas registration and matching of dental radiographs [Che09]. Teeth classification is an important step preceding teeth numbering and subsequent matching, and its importance stems from several reasons. Firstly, the quality of classification affects subsequent processing steps. Secondly, due to the diversity of human dentition, particularly in molars appearance—the shape of crowns and roots and the number of the roots—person identification can be limited solely to the use of molar features. This approach also narrows the search space and reduces the computation time at matching stage. Bitewing radiographs are usually used for teeth classification into molars and premolars, and the results of the classification are then verified to check if they follow specific patterns. However, bitewing projection provides only partial information about an individual dentition and panoramic radiographs should be considered, particularly in the classification of teeth into four classes (molars, premolars, canines and incisors, eg. [Nas08]) or three classes (e.g. [Jai05]).

This paper considers and examines the problem of tooth shape classification using various approaches based on shape description algorithms. Panoramic radiographs are used as input images for tooth contour extraction. Contours are then represented using shape descriptors and divided into two classes—molars (multi-rooted) and non-molars (single-rooted) based on the similarity to the previously prepared templates. It is desired to find the best solution for this classification task, combining the highest percentage of classification accuracy and the smallest size of shape description.

The remaining part of the paper is organised as follows: the second section describes some related works on representation and classification of tooth contours. The third section contains the description of the proposed approach and presents algorithms selected for the experiments. The fourth section presents experimental conditions and results, and the last section summarizes and concludes the paper.

2 RELATED WORKS
This section presents some works concerning methods which are used for shape representation/feature extraction and teeth classification. We are mostly interested in applications of various shape description algorithms to teeth silhouettes. The second area of interest is a matching process performed during classification stage. Moreover, we intend to find an appropriate solution for obtaining small and compact representations. Several approaches that meet some of these requirements are presented below.

In [Mah05], Mahoor and Abdel-Mottaleb provided the solution for teeth classification and numbering in bitewing radiographs. Teeth are classified using the Bayesian classification into molars and premolars and later an absolute number is assigned to each tooth according to the common numbering system. The approach is based on tooth contours and two different kinds of Fourier descriptors are used as features for the classification—complex coordinates signatures and centroid distance of the contours. The arrangement of the teeth is taken into consideration in order to correct any misclassifications and to perform teeth numbering.

In [Bar12], Barboza et al. proposed the use of two different shape descriptors as biometric features for human identification. The authors used a graph-based algorithm for tooth contours extraction from panoramic radiographs. Tooth contours were represented using the Shape Context and Beam Angle Statistics (BAS) descriptors. Slightly better results were obtained for the matching of BAS representations. The majority of failures were attributed to the radiographs with poor segmentation.

Raju and Modi [Raj11] introduced a novel approach to feature extraction based on the multiple features of tooth shape and texture. The shape analysis is performed using Fourier Descriptors, and the texture analysis utilizes Grey Level Co-occurrence Matrix and its various properties such as Energy, Contrast, Correlation and Homogeneity. For feature matching the mean square error is calculated between the query and database radiographs.

Pattanachai [Pat12] proposed the use of Hu’s moment invariants as tooth features and the Euclidean distance for feature matching. Another moment-based approach is described in [Gho12]. Ghodsi and Faez proposed
the Zernike Moments for shape description in two steps: high-level features were used to reduce search space and low-level features were matched using the Euclidean distance.

In [Kuo10], Kuo and Lin presented a method for dental work extraction from bitewing radiographs which comprises two stages: the location of the coarse contours of all dental works and the utilization of region growing technique to obtain complete dental works. The matching approach uses two metrics: frequency domain based on Fourier Descriptors and spatial domain based on the relative size of the misaligned region between two matched dental works.

Nassar et al. [Nas08] proposed a two-stage approach to the automatic classification of teeth into four classes, i.e. molars, premolars, canines and incisors. In the first stage, some appearance-based features are used to assign initial classes, while in the second stage a string matching technique is used for class validation and assigning of tooth numbers. The method used in the second stage is based on teeth neighbourhood rules. The classification application is applied for periapical and bitewing radiographs, achieving an accuracy rate of 87%.

Arifin et al. [Ari12] proposed a novel method for classification of teeth into molars and premolars on bitewing radiographs. The approach utilizes a support vector machine for classification and mesiodistal neck detection for feature extraction.

In [Als12] Al-sherif et al. proposed the utilization of appearance-based Orthogonal Locality Preserving Projection algorithm for assigning initial classes to teeth on bitewing radiographs. Later, a string matching technique is used to validate initial classes and finally to assign tooth numbers. The proposed approach achieved classification accuracy of 89%, which was enhanced by class validation to the overall accuracy of 92%.

Yuniarti et al. [Yun12] proposed a system for human identification, which utilizes the binary SVM method for teeth classification into molars and premolars using three tooth features: area, a ratio of height to width and centroid. Next, the numbering is applied to avoid incorrect teeth patterns. The accuracy of the SVM classification amounted to 89.07% and was subsequently improved to 91.6% by pattern correction.

3 THE PROPOSED APPROACH

In the paper, an approach based on the classification of teeth extracted from panoramic radiographs into single-rooted and multi-rooted teeth classes is proposed. The main goal of this classification is to narrow the number of teeth used for identification. Due to the fact that shape of molars is more diversified and varies visibly from (bi)cuspids and incisors, high classification accuracy values are expected. Panoramic radiographs are less frequently utilized for human identification due to uneven illumination and magnification as well as teeth occlusion they are more difficult to process. Nevertheless, orthopantomograms are still a valuable source of dental data, because they illustrate teeth with crowns and roots, their relative positions in the mouth and surrounding structures on a single image.

All tooth shapes were obtained from panoramic radiographs using the approaches proposed by Frejlichowski and Wanat in [Fre10b, Fre11a, Fre11b]. Three stages were involved in the preparation of tooth shapes for experimental databases: image enhancement, radiograph segmentation, and extraction of tooth contours. The enhancement of image quality was performed using the Laplacian Pyramid Decomposition. As a result, images had improved contrast, sharper edges and the difference between teeth and surrounding bones was more visible [Fre10b]. Image segmentation was performed on the basis of the locations of areas between necks of teeth, which were used for determining separating lines [Fre11a]. For tooth contour extraction a novel method was utilized. An image was segmented using the watershed algorithm and resulting regions were classified as belonging to the tooth or to the background by means of a fitness function. Regions, considered as belonging to the tooth, had their pixels set to 1, whereas other regions were rejected. Afterwards, the remaining regions were processed by means of dilation and traced to find external boundaries. Tooth contours were smoothed using Gaussian filtering [Fre11b]. The resulting list of points for each tooth was plotted on the image plane and saved.

In the next step, each tooth contour is represented using selected shape descriptor—six various description algorithms were chosen, namely the Two-Dimensional Fourier Descriptor (2DFD) [Kuk98], Generic Fourier Descriptor (GFD) [Zha02], UNL-Fourier Descriptor (UNL-F) [Rau94], Curvature Scale Space (CSS) [Abb99] with an additional Fourier Transform step, Zernike Moments (ZM) [Yan08] and Point Distance Histogram (PDH) [Fre10a]. In the proposed approach, the classification is based on feature matching using the Euclidean distance. Each of the two classes is represented by five binary tooth shape images, i.e. templates. The database consists of test objects, i.e. binary tooth shape images extracted from panoramic radiographs. Properly prepared description vectors of test objects are matched with template description vectors—the nearest template indicates the class of the test object. A brief description of applied algorithms is provided below.

Owing to its useful properties, the Fourier Transform is widely used in pattern recognition. The Two-Dimensional Fourier Descriptor applies Fourier Transform to a region shape (a contour with its in-
The Zernike polynomials are a complete set of functions orthogonal over the unit disk $x^2 + y^2 < 1$. The Zernike Moments are rotation invariant and resistant to noise and minor variations in shape [Yan08].

The Point Distance Histogram is a contour-based shape descriptor which utilizes the transformation of contour points from Cartesian to polar coordinates. As a result, the representation of a shape is invariant to translation and scaling provided that normalization is applied. In order to obtain basic shape representation, the centroid is calculated. Next, the shape contour is transformed into polar coordinates, and new coordinates are put into two vectors—$\Theta^i$ for angles and $P^i$ for radii. Values in $\Theta^i$ are converted to the nearest integers. In the next step, the elements of $\Theta^i$ and $P^i$ are sorted according to increasing values in $\Theta^i$ and denoted as $\Theta^f$ and $P^f$. If there are any equal angle values in $\Theta^i$, only the value with the highest corresponding radii value in $P^i$ is left. These transformations produce a vector consisting of no more than 360 elements, and only $P^f$ is further processed (denoted as $P^h$). The $P^h$ vector is normalized according to its highest value. The elements in $P^h$ are assigned to bins in a histogram ($p_h$ to $l_h$). In the next step, the values in bins are normalized according to the highest one and final histogram is obtained [Fre10a].

The Principal Component Analysis is an unsupervised, linear dimensionality reduction technique. It enables the construction of low-dimensional representation of the data, which describes the most variability of the original data. Dimensionality reduction is obtained by finding a linear combinations of the original variables, which are uncorrelated and are characterised by the highest variance. These combinations are called principal components. For instance, the second component is linearly combined with the second highest variance value and is orthogonal to the first component. In many cases, a small number of first components reflects the highest variability of the data. The remaining components are deleted—although this results in data reduction, the loss of information is small [Fod02]. In the proposed approach, a matrix of feature vectors is used as an input for PCA—one row corresponds to one feature vector. After the PCA is applied, a new set of data is obtained. Then each row corresponds to the reduced feature vector, which contains from 1 to 10 principal components.

The Linear Discriminant Analysis is applied as a supervised data reduction technique. It is used to find a linear combination of features which best explains the data and preserves information about class labels. In other words, the method is focused on finding such data transformation that will maximize the separation between classes and minimalize the separation within classes [Cun07]. In practice, an input matrix is the same as the one used for PCA, and in addition the vector of class labels is given. Moreover, from an algorithmic point of view, LDA utilizes PCA as a step, therefore a various number of principal components can be used in the experiments. However, the final reduced representation includes two LDA components due to the consideration of the two-class classification problem.

The main focus of the proposed approach is to choose shape features that will ensure accurate classification. However, an attempt is made to maximally reduce the size of the shape description vector in order to minimize the storage space and to reduce the matching time. Therefore, various sizes of feature vectors were prepared for the experiments. The first set of experiments included the original shape representations. For
the Zernike Moments and Point Distance Histogram  
the representations were generated using various orders  
and numbers of histogram bins respectively. For other  
shape descriptors using the Two-Dimensional Fourier  
Transform, which produces a coefficient matrix, vari-  
ous subparts of the original matrix were taken into ac-  
count. In the subsequent experiments an additional data  
reduction step is performed prior to feature matching  
and two techniques are utilized—the Principal Compo-  
nent Analysis (PCA) and Linear Discriminant Analysis  
(LDA).

4 EXPERIMENTAL RESULTS

The main goal of the experiments was to choose the best  
shape description method for teeth classification into  
multi-rooted and single-rooted classes. The shape rep-  
presentation should be compact, therefore the descrip-  
tions were reduced in various ways. The experimental  
database consisted of 903 tooth contour images, ex-  
tracted from panoramic radiographs of 30 different per-  
sons. Ten other tooth shapes were extracted from a sepa-  
rate set of radiographs and prepared for the template  
database (see Figure 2). Each class was represented by  
five template images. Since the original classes were  
known, it was possible to obtain a percentage accuracy  
of the classification.

In total, eighteen experiments were performed. Dur-  
ing each experiment, various shape descriptions’ sizes  
or variants) were taken into consideration, as well as  
the different number of principal components if it was  
applicable. Firstly, all shapes in the database and the  
templates were represented by the same variant of the  
shape descriptor. Secondly, the Euclidean distance be-  
tween each test object and template was calculated. The  
template with the smallest dissimilarity value indicated  
the class of the test object (the closest match). Finally,  
the classification accuracy as well as the ratio of cor-  
correctly classified shapes to the number of all known class  
members was estimated for each class.

The first set of six experiments concerned the utilization  
of shape descriptors and their various variants, param-  
eters or sizes. The representations obtained using shape  
description algorithms utilizing the Fourier Transform  
were manually reduced to smaller sizes by selecting  
square subparts of the Fourier coefficient matrix. The  
experiment using the PDH descriptor was performed  
for various numbers of histogram bins, whereas the ex-  
periment that utilized the Zernike Moments was carried  
out for the moments of various orders. All features used  
in the first set of experiments are considered as ‘origi-  
nal’. The highest percentage accuracy values of each  
experiment and various description parameters are tab-  
ulated in Table 4.

The best results, exceeding the accuracy of 90%,  
were obtained for 2DFD, GFD and ZM, however they  
concerned the classification into single-rooted class.  
The classification accuracy to multi-rooted class was  
worser and not satisfactory. The highest accuracy value  
reached 81% and was observed in the experiment  
utilizing CSS+2DFD. For this reason, it was assumed  
that the manual selection of the size of the description  
vector is inefficient—it was probably caused by the fact  
that the original shape representation either contains  
additional information which worsen the results, or  
the feature vector could not appropriately reflect all  
distinctive and important shape features. Therefore,  
two additional sets of the experiments were performed.  
In the second set, the Principal Component Analysis  
step was added. All shapes were represented by the ap-  

<table>
<thead>
<tr>
<th>Shape Descriptor</th>
<th>Class</th>
<th>Accuracy</th>
<th>Variant</th>
</tr>
</thead>
<tbody>
<tr>
<td>2DFD</td>
<td>Multi-rooted</td>
<td>61.5%</td>
<td>2 × 2 subpart</td>
</tr>
<tr>
<td></td>
<td>Single-rooted</td>
<td>93.7%</td>
<td>15 × 15 subpart</td>
</tr>
<tr>
<td>CSS</td>
<td>Multi-rooted</td>
<td>81.4%</td>
<td>10 × 10 subpart</td>
</tr>
<tr>
<td></td>
<td>Single-rooted</td>
<td>73.5%</td>
<td>25 × 25 subpart</td>
</tr>
<tr>
<td>GFD</td>
<td>Multi-rooted</td>
<td>61.8%</td>
<td>2 × 2 subpart</td>
</tr>
<tr>
<td></td>
<td>Single-rooted</td>
<td>93.2%</td>
<td>10 × 10 subpart</td>
</tr>
<tr>
<td>UNL-F</td>
<td>Multi-rooted</td>
<td>68.8%</td>
<td>5 × 5 subpart</td>
</tr>
<tr>
<td></td>
<td>Single-rooted</td>
<td>86.2%</td>
<td>15 × 15 subpart</td>
</tr>
<tr>
<td>PDH</td>
<td>Multi-rooted</td>
<td>72.8%</td>
<td>2 bins</td>
</tr>
<tr>
<td></td>
<td>Single-rooted</td>
<td>79.4%</td>
<td>50 bins</td>
</tr>
<tr>
<td>ZM</td>
<td>Multi-rooted</td>
<td>60.2%</td>
<td>1st order</td>
</tr>
<tr>
<td></td>
<td>Single-rooted</td>
<td>94.0%</td>
<td>8th order</td>
</tr>
</tbody>
</table>

Table 1: The experiments utilizing shape descriptors.

Figure 2: Templates used in the experiments: single-  
rooted class representatives are shown in the first  
row, whereas multi-rooted class representatives are  
presented in the second one.
The best classification results were obtained in the experiment using CSS+2DFD. The accuracy values were nearly equal for both classes and amounted to 93.4% for the multi-rooted class, and 95.7% for the single-rooted class. The second rank was scored by the PDH descriptor which achieved accuracy at the level of 91.2% for molars and 92.5% for incisors and (bi)cuspids. The results obtained for the other descriptors are more varied between classes.

In the third set, the experiments were carried out in the same way as before, with the difference that instead of the PCA, the LDA method was used. The experiments were performed for one to ten PCA components. All of the matched feature vectors had two elements after reduction, due to the fact that classification into two classes by means of LDA produces shape description composed of two components. The highest percentage classification accuracy values are tabulated in Table 4.

The experimental results obtained with the use of LDA instead of PCA resulted in a slight improvement. This time the highest accuracy value achieved 96.9% for the experiment utilizing 2DFD and for single-rooted classification. Unfortunately, the application of 2DFD for multi-rooted teeth classification yielded poor results. The best overall effectiveness of the classification to both classes can be attributed to the Point Distance Histogram (95.2% and 92.5%).

Table 4 and Table 4 contain a summarized representation of best results. Each row contains the best percentage accuracy values obtained for a particular shape descriptor in its original form and with the application of additional data reduction step. "Variant" refers to the sizes or parameters of the feature vectors that were matched during experiments. The results are presented separately for each class.

Taking into consideration the accuracy values together with the sizes of the feature vectors, the best solution was obtained in the experiment combining PDH and LDA. The feature vector had only two elements and the percentage classification accuracy reached 95.2% for multi-rooted teeth class, and 92.5% for single-rooted

### Table 2: The experiments utilizing shape descriptors and the Principal Component Analysis.

<table>
<thead>
<tr>
<th>Shape Descriptor</th>
<th>Class</th>
<th>Acc.</th>
<th>PCA input</th>
<th>PCA output</th>
</tr>
</thead>
<tbody>
<tr>
<td>2DFD</td>
<td>Multi-rooted</td>
<td>60.5%</td>
<td>15 × 15</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Single-rooted</td>
<td>94.2%</td>
<td>5 × 5</td>
<td>5</td>
</tr>
<tr>
<td>CSS</td>
<td>Multi-rooted</td>
<td>93.4%</td>
<td>10 × 10</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>Single-rooted</td>
<td>95.7%</td>
<td>75 × 75</td>
<td>10</td>
</tr>
<tr>
<td>GFD</td>
<td>Multi-rooted</td>
<td>69.7%</td>
<td>5 × 5</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Single-rooted</td>
<td>93.7%</td>
<td>25 × 25</td>
<td>7</td>
</tr>
<tr>
<td>UNL-F</td>
<td>Multi-rooted</td>
<td>80.0%</td>
<td>100 × 100</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>Single-rooted</td>
<td>94.0%</td>
<td>15 × 15</td>
<td>7</td>
</tr>
<tr>
<td>PDH</td>
<td>Multi-rooted</td>
<td>91.2%</td>
<td>75 bins</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Single-rooted</td>
<td>92.5%</td>
<td>200 bins</td>
<td>2</td>
</tr>
<tr>
<td>ZM</td>
<td>Multi-rooted</td>
<td>60.3%</td>
<td>9th order</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Single-rooted</td>
<td>94.5%</td>
<td>8th order</td>
<td>4</td>
</tr>
</tbody>
</table>

### Table 3: The experiments utilizing shape descriptors and the Linear Discriminant Analysis.

<table>
<thead>
<tr>
<th>Shape Descriptor</th>
<th>Class</th>
<th>Acc.</th>
<th>LDA input</th>
<th>LDA output</th>
</tr>
</thead>
<tbody>
<tr>
<td>2DFD</td>
<td>Multi-rooted</td>
<td>61.2%</td>
<td>10 × 10</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Single-rooted</td>
<td>96.9%</td>
<td>5 × 5</td>
<td>6</td>
</tr>
<tr>
<td>CSS</td>
<td>Multi-rooted</td>
<td>79.8%</td>
<td>10 × 10</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>Single-rooted</td>
<td>81.9%</td>
<td>20 × 20</td>
<td>7</td>
</tr>
<tr>
<td>GFD</td>
<td>Multi-rooted</td>
<td>78.2%</td>
<td>5 × 5</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Single-rooted</td>
<td>92.5%</td>
<td>5 × 5</td>
<td>1</td>
</tr>
<tr>
<td>UNL-F</td>
<td>Multi-rooted</td>
<td>77.0%</td>
<td>5 × 5</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>Single-rooted</td>
<td>83.9%</td>
<td>15 × 15</td>
<td>7</td>
</tr>
<tr>
<td>PDH</td>
<td>Multi-rooted</td>
<td>95.3%</td>
<td>200 bins</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>Single-rooted</td>
<td>92.5%</td>
<td>200 bins</td>
<td>2</td>
</tr>
<tr>
<td>ZM</td>
<td>Multi-rooted</td>
<td>64.0%</td>
<td>8th order</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>Single-rooted</td>
<td>94.5%</td>
<td>10th order</td>
<td>4</td>
</tr>
</tbody>
</table>
teeth class. Consequently, this approach is regarded as the best solution for classifying molars.

5 CONCLUSIONS

In this paper, an approach for tooth shapes classification to multi-rooted and single-rooted teeth classes is proposed. The approach utilizes a combination of six various shape descriptors and three different data reduction techniques. The experiments were performed using 903 test objects and 10 templates, where one class was represented by five templates. Test objects were extracted from 30 panoramic radiographs and templates were extracted from other randomly selected orthopantomograms. In order to assign a class to a test object, the Euclidean distance between a particular test object’s description vector and all templates’ description vectors was calculated. The nearest template indicated a class of the test object. The experimental results were evaluated in terms of two factors: the highest classification accuracy and the smallest description vector size. The best results were obtained for PDH+LDA with the accuracy of 95.2% for multi-rooted teeth classification and 92.5% for single-rooted teeth classification. The results are satisfactory, however further improvements are still necessary.

It is important to emphasize the purpose of such classification. Panoramic radiographs are not as popular in human identification as bitewing radiographs, probably due to teeth occlusion and blurry areas. However, they still form a good source of dental data, and in some cases may be the only source available. The proposed classification approach divides teeth into two groups. Knowing that molars have more diversified shapes, the binary tooth images classified as multi-rooted teeth can be applied as a database for person identification. In this case, the proposed approach plays a role of a coarse classification and a search space reduction, which are performed before an exact identification.
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ABSTRACT

The process of filtering digital images represented by complex Cartesian allows to use the available one-dimensional (1D) elements (interpixel); however, having those additional 1D elements increases both the volume of data and the time for processing them. The time reduction strategy based on a parallel computing scheme on the number of available central processing units (CPUs) does not consider additional computing resources such as those offered by general purpose graphics processing units (GPUs) of NVIDIA. Parallel computing possibilities provided by the NVIDIA GPUs were explored and, based on them, a computational scheme for the digital image Cartesian complexes filtering task was proposed using the application program interface Open Computing Language (OpenCL) provided for NVIDIA corporation GPUs. The results assessment was established by comparing the response times of the proposed solution compared to those obtained using only CPU resources. The obtained implementation is an alternative to parallelization of the filtering task, which provides response times up to 14 times faster than those obtained with the implementation that uses only the CPU resource. The NVIDIA multicore GPU significantly improves the parallelism, which can be used in conjunction with the available multicore CPU computing capacity, balancing the workload between these two computing powers using both simultaneously.
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1 INTRODUCTION

The increasing availability of high geometric, radiometric, spectral and temporal resolution multispectral digital images of the earth surface increases the possibility of using them in space planning and management applications geographical. Such applications require object detection capabilities for monitoring based on edge detection procedures very frequently supported in the outcomes of the application of filters for edge detection, which, given the high volumes of data to be processed, demand huge computing resources. So, computational implementations, which are focused on reducing response times, are required.

In recent decades, specific purpose parallel computing capabilities for graphics processing have evolved, giving rise to graphical processing units (GPUs), which can be leveraged for other processing, when conveniently using application programming interfaces (APIs) they provide [1]. Efforts have been made to provide strategies and environments that facilitate programming to enhance GPU-based software development.

In [2] an introduction to modern PC architectures is given and discusses strategies and guidelines for developing GPU programs. [3] introduces a graphical user interface (GUI) tool called GPUBlocks whose purpose is to facilitate parallel programming in multicore computer systems. The GPU is designed for high-speed graphic processing that is inherently parallel. The Open Computing Language (OpenCL) takes a platform independent simple model of data parallelism and incorporates it into a programming model [4]. The OpenCL language makes the GPU look the same as another programmable device, using an execution model defined in terms of device kernels and a host program. In this way, the executable is in a virtual platform independent architecture, The OpenCL framework. This framework allows applications to use a host and one or more OpenCL devices as a single heterogeneous parallel computer system. Backwards compatibility allows
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that a device consume earlier versions of the OpenCL C and other programming languages [5].

[6] manages to design and implement an alternative method for segmenting multispectral images based on axiomatic locally finite spaces (ALFS) provided by Cartesian complexes, and which takes into account topological and geometric properties [7]. This alternative representation model provides a geometric space that complies with the digital topology \( T_0 \) free of topological ambiguities, on which a new way of segmenting image data is built. The proposed model is developed and implemented in such a way that required topological and geometric characteristics present in the combinatorial semi-spaces are transformed into combinatorial structures which encode them using their associated oriented matroid [8, 9, 10]. Having additional inter-pixel elements means that the volume of data increases considerably. In particular, the task of texture analysis demands a significant amount of computing resources. The strategy adopted in [6], based on a parallel computing scheme from the execution in as many groups of 1-cells as the number of central processing units (CPUs) available, significantly reduces the time of processing required to process the entire Cartesian complex. However, the size of the digital image makes up such amount of data to be processed that the response times, even with dozens of CPUs, are prolonged.

[11] examines parallel algorithms for performing image boundary detection as part of the segmentation process and performs deployment on highly parallel NVIDIA processors, achieving a contour detector that provides accuracy with an F-measure of 0.70. The runtime is reduced from 4 minutes to 1.8 seconds. The efficiency gains that are made there allow the detection of contours in much larger images and the algorithms are applicable to various approaches to image segmentation. [12] starts from the fact that nowadays it is increasingly common to detect changes in land use and coverage using multispectral images and that a large part of the available change detection (CD) methods focus on pixel-based operations. Since the use of spectral-spatial techniques helps to improve accuracy results, but also implies a significant increase in process time, [12] used a GPU framework to make object-based CD from multitemporal hyperspectral images and achieved real-time execution with accelerations of up to 46.5 times with respect to an open multi-processing (OpenMP) implementation.

This research proposes the implementation of the multi-kernel multi-scale steerable filtering task of digital images represented as Cartesian complexes, on graphical processing units (GPUs), using a parallel computational scheme in terms of the OpenCL API. In this way, the processing that is currently assigned to each CPU can be performed in parallel including also the processing cores available on the GPU. The evaluation of the results was established by comparing the response times of the proposed solution compared to those obtained using only CPU resources. The produced implementation is an alternative parallelization of the filtering task, which provides response times up to 26 times faster than those obtained with the proposed implementation in [6].

2 PARALLELIZATION SCHEMA

The possibilities of parallel computation provided by the GPUs were explored in the context of the multi-kernel multi-scale steerable filtering task proposed in [13] and reformulated in [6] in terms of Cartesian complex. Finally, a parallel computational scheme was proposed and the outcomes quality assessment was established by comparing the response times of the proposed solution against the response times obtained through the implementation proposed in [6].

2.1 RAM memory resource management scheme

Memory in OpenCL is divided into Host and Device Memories. The device memory is directly available to kernels executing on OpenCL devices. In fact, a OpenCL kernel through work-items can access data from private memory spaces, local memory that can be used to allocate variables that are shared by all work-items in a work-group. Additionally, all work-items in all work-groups running on any device within a context can access to any element of a memory object in both Global and Constant Memories [5]. Therefore, it is unavoidable to transfer data from the host memory space to the device memory for processing and from the device memory to the host memory to obtain the results.

In order to reduce the copying time, the OpenCL function call for non-blocking memory transfers between host-device are used, by submitting Memory commands to a command-queue. So, the waiting times of the data copying between device and host memories in non-blocking mode can concurrently be used to perform other tasks on the host side. Based on the above, the required global device memory must be fully allocated to copy to there the input data from the host memory and then passed to each device work-item the segments that it must copy to the shared local memory, process and , after getting the results, copy from the shared local memory to the global device memory. There are two sets of data that must be copied in this way: (i) the one-dimensional cells of the Cartesian complex space over which the filtering process is to be performed; and (ii) the set of multi-kernel and multi-scale steerable filters [6] that will be applied. The two data sets will remain in the device memory.
shared by the threads within a block, which involves the intra-device copying between global and shared memories.

If GPU device provides support for concurrent copying, the transfer time between memory spaces becomes a load balancing parameter, being clear that whenever possible it should be performed simultaneously with data subset processing assigned to the threads available on the CPU. On the other hand, the use of the parallel computation processing available in the GPU can be incorporated into the processing of the functions of the multi-kernel and multi-scale oriented filtering task of Cartesian complexes based on at least two parallelization schemes: (i) considering each CORE of the GPU as an additional processing unit and extending to them the parallelism scheme proposed in [6], and (ii) creating as many GPU work-items as one-dimensional space cells present in the Cartesian complex corresponding to the image to be processed and leave parallelization management to the GPU. Regardless of the schema used, the code block that the kernel must execute must present as few branches as possible in order to increase the performance of the underlying work-items within a single work-group execute concurrently guaranteed to make independent progress in the presence of subgroups and device support [5]. Next, the algorithmic solution for each of the two parallelization schemes mentioned above will be presented.

2.2 Parallelism scheme considering each GPU core as a processing unit equivalent to a CPU core

One intended parallelism scheme using the highly massive capabilities provided by a GPU is to treat each GPU core as an equivalent CPU core. In parallelism scheme proposed in [6], the one-dimensional cells of the Cartesian complex space are distributed using the row prime path [14, pp. 233, 234], among the m available CPU cores (see Fig. 1 left). What is proposed here is to make the distribution of the one-dimensional cells taking each one of the p GPU cores that are available, as an additional processing unit, for a total of m + p processing units (see Fig. 1 right). However, in the case of the GPU, the following should be taken into account: first, the necessary copies between the host and device memory resources must be made; and second, differentiated code bifurcations between work-items of the same work-group should be avoided [15].

In this parallelism scheme, there is a one-dimensional NDRange consisting of as many work-items as the number of cores available on the device (GPU). In order to avoid code divergence between work-items that are part of each work-group eventually released by the GPU, the number of one-dimensional cells assigned to each GPU core must be the same, so the expression for the size calculation of each group of one-dimensional cells proposed in [6, p. 98] should be rethought.

A balanced mapping is made between the CPU and GPU, with an initial distribution based on the proportion that the number of GPU cores represents of the total available processing units. So, the number \( \text{pct}_{\text{GPU}} \) of one-dimensional cells proportionally assigned to the GPU is set based on equation Equation (1), and number \( g_1 \) of one-dimensional cells assigned to each core based on Equation (2).

\[
pct_{\text{GPU}} = \text{ceil}(r \times \frac{p}{m+p}) \times c , \tag{1}
\]

where \( r \) and \( c \) are respectively the number of rows and columns in the image, while \( m \) and \( p \) are respectively the number of CPU cores and GPU cores. \text{ceil} means “the smallest integer larger than”.

\[
g_1 = \frac{\text{pct}_{\text{GPU}} - (\text{pct}_{\text{GPU}} \% p)}{p}, \tag{2}
\]

where \% represents the modulo operation. The number of cells assigned to the GPU \( n_{\text{GPU}} \) that guarantees the same number of cells for each of its threads is given by Equation (3).

\[
n_{\text{GPU}} = g_1 \times p. \tag{3}
\]

So, the number of one-dimensional cells assigned to the CPU \( n_{\text{CPU}} \) is set according to Equation (4).

\[
n_{\text{CPU}} = (r \times c) - n_{\text{GPU}}. \tag{4}
\]

Finally, the distribution scheme proposed in [6, p. 98] is applied to obtain the two group sizes applicable to the CPU cores according to Equations (5) and (6).

\[
g_2 = \frac{n_{\text{CPU}} - (n_{\text{CPU}} \% m)}{m}. \tag{5}
\]

\[
g_3 = g_2 + 1. \tag{6}
\]

Therefore, each of the \( p \) cores of GPU will get assigned \( g_1 \) one-dimensional cells, and there will be as many as \( m - (n_{\text{CPU}} \% m) \) CPU cores with \( g_2 \) assigned one-dimensional cells and as many as \( (n_{\text{CPU}} \% m) \) CPU cores with \( g_3 \) assigned one-dimensional cells.

2.3 Parallelism scheme creating as many GPU threads as cells assigned to the device

The second tested parallelism scheme, using the highly massive capabilities provided by a GPU, is to create as many GPU work-items as the number of
two-dimensional cells assigned to it. This scheme uses the same group sizes used in section 2.2 by Equations (2), (5) and (6) but instead of creating \( p \) device work-items each with \( g_1 \) two-dimensional cells, \( p \times g_1 \) work-items are created in the device, each processing a cell of the Cartesian complex as shown in Figure 2 (bottom). As can be seen in the figure (above), the cells assigned to the CPU are distributed among the available cores using the scheme proposed in [6, p. 98].

As in the scheme proposed in section 2.2, in the case of the GPU, the following should be considered: first, that the necessary copies between the host and device memory resources must be made; and second, that differentiated code bifurcations between work-items of the same work-group should be avoided. In this parallel scheme, a three-dimensional NDRange whose first and second dimension sizes correspond respectively with the number of rows and columns of the two-dimensional cells set assigned to the GPU, and the third dimension corresponds to \( n_l \) layers in the digital image to be processed. In this case the divergence of the code between the work-items that are part of each work-group, is counteracted by assigning to each work-item only one cell of the Cartesian complex in each layer of the digital image. Since the position of the two-dimensional cell assigned to a work-item is determined by the position of the work-item within the hierarchy of work-items, the number of cells must be a multiple of the number of columns in the image. By the above, in this case the number of two-dimensional cells assigned to the GPU is defined based on Equation 1 but using Equation 7 instead of Equation 3.

\[
n_{\text{GPU}} = \text{ceil} \left( \frac{r \times c \times p}{m + p} \right).
\] (7)

3 PARALLELISM MODEL IMPLEMENTATION

For performance reasons, the parallelization model of the multi-scale, multi-kernel steerable filtering process proposed in Section 2 using the OpenCL API, was adapted to Nvidia’s CUDA programming framework and implemented using the integrated development environment (IDE) provided by Eclipse [16], for the Java and C/C++ programming languages. The Java language was used to include in the implementation proposed in [6] the copying of the host memory to that of the device (and vice versa) and for the configuration of the grid of threads blocks that are launched in the GPU using the respective support provided by the JCuda API version 10.1 [17]. The C / C++ language was used to implement the kernel code that is executed by each thread. Next, a description of these components is made.

3.1 Host - device memory copying and thread block grid configuration

The implementation of the host - device memory copy scheme proposed in Section 2.1, included two phases: (i) the first phase includes copying the input data from the host memory to that of the device before launching the Thread block grid and the final copy of the results from the device memory to the host; and (ii) the second phase comprises the copying of the input data from the device memory to the memory shared by the threads of each block, as well as the final copying of the results from the memory shared to the device memory. Copying between host and device memory was carried out concurrently for the four data sets: (i) the Cartesian input complex, (ii) the filter bank to be applied, (iii) the
arrangement with the number of 2-cells (pixels) in each filtering kernel, and (iv) the resulting Cartesian complex. This was implemented as shown in the code fragments of the filtering process shown in the Java program listing 1.

Because the JNI API used by JCuda to pass the parameters in the components implemented in Java and C programming languages only allows the use of one-dimensional arrays, it was necessary to convert the input data sets to a representation of one-dimensional primitive data arrays and vice versa (lines 8 and 11). To carry out this copying process, the asynchronous memory copy support provided by the GPU was used. The asynchronous copying process began by creating a stream which was assigned in the creation of the page-locked memory segments of the host and device (lines 12, 14, 17, 19, 24 and 31), in asynchronous copying from conventional memory to host page-locked memory (lines 13 and 15), from host memory to device memory (lines 18 and 20), as in those copied from the memory of the device to that of the host (line 32). To ensure that the asynchronous copying process was carried out consistently, before proceeding to a next phase, synchronization points were included (lines 16, 24, 30 and 33).

Copying to the shared memory segments was configured using the API provided by JCuda in launching the thread block grid (lines 26 to 29), defining the size of the memory segment shared by the threads within a block (line 28) and copying in it the input data for each GPU thread. The kernels that must be executed by each GPU thread, according to the massively concurrent processing schemes proposed in Sections 2.2 and 2.3, were implemented in C programming language in the way described below.

3.2 Kernel code implementation considering each GPU core as an additional processing unit

In the GPU Kernel listing 2, shown below, presents the GPU kernel that must be executed by each thread for the parallelism scheme defined in Section 2.2.

Each kernel starts by defining the memory segment shared by the threads in a block (lines 19 and 21), in which the input data that will be used in the filtering process is placed (lines 25 and 26), looking for use memory management that guarantees the highest efficiency. As in the parallelism scheme implemented in Section 3.2, it acts not on two-dimensional data structures but on one-dimensional data, so, its indexing had to be adapted (lines 3, 4, 8, 9 and 10). On the other hand, with the purpose of avoiding the divergence of thread warps, the “if” sentences were completely replaced by logical expressions that evaluate values 1 or 0 used to adequately activate addends or factors in accumulation expressions (line 14). These logical expressions were also used to activate / deactivate displacements in indexing expressions (lines 14 and 23). In this way, the only flow control statement used is “for”, but assigning to each GPU thread the same number of one-dimensional cells, which guarantees that the number of cycles in each thread that is part of a warp is exactly the same.

3.3 Kernel code implementation for a GPU thread for each two-dimensional cell

In the GPU Kernel listing 3, shown below, presents the GPU kernel that must be executed by each thread for the parallelism scheme defined in Section 2.3.

Each kernel starts by defining the memory segment shared by the threads in a block (lines 19 and 21), in which the input data that will be used in the filtering process is placed (lines 25 and 26), looking for use memory management that guarantees the highest efficiency. As in the parallelism scheme implemented in Section 3.2, it acts not on two-dimensional data structures but on one-dimensional data, so, its indexing had to be adapted (lines 3, 4, 8, 9 and 10). On the other hand, with the purpose of avoiding the divergence of thread warps, the “if” sentences were completely replaced by logical expressions that evaluate values 1 or 0 used to adequately activate addends or factors in accumulation expressions (line 10); as well as displacements in indexing expressions (line 15). Additionally, the multidimensionality of the GPU threads hierarchy was used, using the thread X dimension (threadIdx.x) and thread blocks (blockIdx.x) to access the 2-cells of the input Cartesian complex, the Y dimension of the thread block grid (blockIdx.y) to access each filtering kernel, and the Z dimension of the thread block grid (blockIdx.z) to Access each input channel. This allowed the removal of the respective “for” cycles of the DirectionalFilterProcessor, computeFilteredCell and applyFilter functions, leaving only one “for” cycle in the applyFilter function to control the filtering kernel neighborhood.

Thus, unlike the parallelism scheme implemented in Section 3.2, the only flow control statement used is a “for” cycle which is evidenced in the algorithmic simplicity of the implementation presented in the GPU Kernel listing 3 regarding the one presented in the listing 2. The “if” flow control statement used on line 39 does not introduce significant divergence of threads as it is used exclusively to avoid the process of threads that are not assigned 2-cells.

4 RESULTS AND DISCUSSION

The implementation described in Section 3, was executed on a machine with OpenSUSE Linux Leap 15.1
Listing 1: Java copying code snippet for FilteredCartesianComplex method

```java
public FilteredCartesianComplex(...) {
    int cores = Runtime.getRuntime().availableProcessors();
    // Enable exceptions and omit all subsequent error checks
    JCudaDriver.setExceptionsEnabled(true);
    String ptxFileName = preparePtxFile("DirectionalFilterProcessorByCore.cu");
    cuInit(0); CUdevice device = new CUdevice();
    ...
    inputImage = aCartesianComplex.convert2PrimitiveArray(rows4GPU);
    hostInputImage = new Memory(MemoryType.PAGE_LOCKED,...,stream);
    hostInputImage.put(inputImage);
    float inputFilterBank[] = convert2PrimitiveArray(nFilterKernel,...);
    Memory hostInputFilterBank = new Memory(MemoryType.PAGE_LOCKED,...);
    hostInputFilterBank.put(inputFilterBank);
    Memory hostFilterKernelsCellCount = new Memory(MemoryType.PAGE_LOCKED,...);
    hostFilterKernelsCellCount.put(filterKernelsCellCount);
    cuStreamSynchronize(stream);
    deviceInputImage = new Memory(MemoryType.DEVICE, sizeOf2CellValues,stream);
    cuMemcpyHtoDAsync(deviceInputImage, hostInputImage,...);
    deviceFilterBank = new Memory(MemoryType.DEVICE,...);
    cuMemcpyHtoDAsync(deviceFilterBank, hostInputFilterBank,...);
    devFilterKernelsCellCount = new Memory(MemoryType.DEVICE,...);
    cuMemcpyHtoDAsync(devFilterKernelsCellCount, hostFilterKernelsCellCount,...);
    deviceOutputImage = new Memory(MemoryType.DEVICE,...);
    cuStreamSynchronize(stream);
    cuLaunchKernel(function,1/gridSizeX/, 1, 1, // Grid dimension
    blockSizeX , 1, 1, // Block dimension
    kernelParameters, null); // Kernel- and extra parameters
    cuCtxSynchronize();
    Memory hostOutputImage = new Memory(MemoryType.PAGE_LOCKED,...);
    cuMemcpyDtoHAsync(hostOutputImage, deviceOutputImage,...);
    cuStreamSynchronize(stream);
    hostOutputImage.get(outputImage);
    ...
}
```

operating system, with *AMD FX™ – 8320* processor with 8 cores, RAM memory (host memory) of 16 *GiB* and a GPU device with the configuration features shown in Table 1. With the purpose of dedicating the GPU to the filtering process only, the machine was equipped with a second ATI Radeon 3000 video card for the management of the Graphic interface.

For the multi-scale multi-kernel steerable filtering process it was used a 500 by 500 pixel image. The implementation execution was monitored using NVIDIA Nsight Systems software version 2019.5.2, taking the events of creation and destruction of the GPU context, respectively as the start and end of the filtering process. The monitoring the execution of the filtering process using only the 8 CPU cores showed that (Figure is not shown for reasons of space), the filtering process starts at 1.48594 seconds, after the end of the CUDA context creation event. The filtering process ends at 2.18768 seconds, before the start of the CUDA context destruc-

<table>
<thead>
<tr>
<th>Nvidia Device</th>
<th>GeForce GTX 950</th>
</tr>
</thead>
<tbody>
<tr>
<td>CUDA Driver Version</td>
<td>10.1</td>
</tr>
<tr>
<td>CUDA Capability</td>
<td>5.2</td>
</tr>
<tr>
<td>Total global memory</td>
<td>2002 MBytes</td>
</tr>
<tr>
<td>Multiprocessors (MP)</td>
<td>6</td>
</tr>
<tr>
<td>CUDA Cores / MP</td>
<td>128 (768)</td>
</tr>
<tr>
<td>Total shared memory</td>
<td>49152 bytes (per block)</td>
</tr>
<tr>
<td>Warp size</td>
<td>32</td>
</tr>
<tr>
<td>Max block size(x, y, z)</td>
<td>(1024, 1024, 64)</td>
</tr>
<tr>
<td>Max grid size(x, y, z)</td>
<td>(2147483647,65535,65535)</td>
</tr>
<tr>
<td>Concurrent copy and kernel execution</td>
<td>Yes, 2 copy engine (s)</td>
</tr>
</tbody>
</table>

Table 1: GPU hardware configuration of the test environment.
Listing 2: process that employs one GPU core per 2-cell group

```c
extern "C" _device_ void applyFilter(int central1DCoord, ...) {
    int aCoord1D = 0;
    for (int channel = 0 ; channel < numberOfInputChannels ; channel++) {
        int inputChannelCentral1DCoord = channel * numberOfInputCellTypes * pixelsInX * pixelsInY + central1DCoord;
        int outputChannelCentral1DCoord = ((kernelIndex * numberOfInputChannels + channel) * numberOfOutputCellTypes + cellType) * pixelsInX * pixelsInY + central1DCoord;
        aFilteredCC[outputChannelCentral1DCoord] = 0;
        for (int cellInd = 0 ; cellInd < kernelCellCount ; cellInd++) {
            int cX = (aFilterKernel[cellInd * 3] - 1 + cellType) / 2,
            cY = (aFilterKernel[cellInd * 3 + 1] - cellType) / 2;
            aCoord1D = central1DCoord + (cY * pixelsInX) + cX;
            aFilteredCC[outputChannelCentral1DCoord] += ((1 && (aCoord1D >= 0) && (aCoord1D < (pixelsInY * pixelsInX))) * (aMonochromatic[inputChannelCentral1DCoord + (1 && (aCoord1D >= 0) && (aCoord1D < (pixelsInY * pixelsInX))) * ((cY * pixelsInX) + cX)] * aFilterKernel[cellInd * 3 + 2]));
        }
    }
}

extern "C" _device_ void computeFilteredCell(int central1DCoord, ...) {
    float * dF = nFilterKernel + cellType * filterKernelsCellCount[0] * 3;
    for(int iFK= cellType ; iFK < numberOfKernels ; iFK += 2){
        applyFilter(central1DCoord, ...);
        dF = dF + (filterKernelsCellCount[iFK] + filterKernelsCellCount[(iFK + 1) % numberOfKernels]) * 3;
    }
}

extern "C" _global_ void DirectionalFilterProcessor(...){
    extern _shared_ float interchangedData[];
    float * sharedFilterBank = interchangedData;
    int groupStart = threadIdx.x * groupSize;
    if (threadIdx.x == 0) memcpy(sharedFilterBank, nFilterKernel, sizeof(float) * bankSize);
    __syncthreads();
    for(int i = 0; i < groupSize; i++){
        int central1DCoord = groupStart + i;
        computeFilteredCell(central1DCoord, HORIZONTAL_CRACK, ...);
        computeFilteredCell(central1DCoord, VERTICAL_CRACK, ...);
    }
}
```

tion event. That is, the filtering process performed concurrently only by the eight CPU cores, each processing 31250 or 31251 pixels according to Equations 5 and 6, took a time of 701.74 milliseconds.

On the other hand, Figure 3 presents the results of the monitoring of the filtering process execution using, in addition to the 8 CPU cores, also the 768 GPU cores. In this case, of the $500 \times 500 = 250,000$ pixels, 247,296 were assigned to the GPU, that is, 768 groups (one for each GPU core), each of 322 pixels. As shown in the figure, the filtering process starts at 1.49453 seconds, after the end of the CUDA context creation event. As can also be seen, the filtering process ends at 1.64496 seconds, before the start of the CUDA context destruction event (labeled in the figure as call to cuCtxDestroy). Therefore, the filtering process performed concurrently by the eight CPU cores, each processing 338 or 339 pixels according to equations Equations 5 and 6, took a time of 150.43 milliseconds. In the case of GPU threads, the filtering process performed concurrently by processing each 322 pixels, started at 1.52946 seconds and finished 1.58076 (labeled in the figure as DirectionalFilterProcessor), that is, it took 51.3 milliseconds. This means that, using all available CPU and GPU computing resources, the process performed by the CPU
Listing 3: process that employs one GPU thread per 2-cell

```
extern "C" _device_ void applyFilter(int central1DCoord, ...)
{
    int aCoord1D = 0;
    int inputChannelCentral1DCoord = channel * numberOfInputCellTypes * pixelsInX * pixelsInY + central1DCoord;
    int outputChannelCentral1DCoord = ((kernelIndex * numberOfInputChannels + channel) * numberOfOutputCellTypes + cellType) * pixelsInX * pixelsInY + central1DCoord;
    aFilteredCC[outputChannelCentral1DCoord] = 0;

    for (int cellInd = 0; cellInd < kernelCellCount; cellInd++) {
        int cX = (aFilterKernel[cellInd * 3] - 1 + cellType) / 2, cY = (aFilterKernel[cellInd * 3 + 1] - cellType) / 2;
        aCoord1D = central1DCoord + (cY * pixelsInX) + cX;
        aFilteredCC[outputChannelCentral1DCoord] += ((1 && (aCoord1D >= 0) && (aCoord1D < (pixelsInY * pixelsInX))) * (aMonochromatic[inputChannelCentral1DCoord + (1 && (aCoord1D >= 0) && (aCoord1D < (pixelsInY * pixelsInX)))] * (cY * pixelsInX) + cX)) * aFilterKernel[cellInd * 3 + 2]);
    }
}
```

```
extern "C" _device_ void computeFilteredCell(int central1DCoord, ...)
{
    applyFilter(central1DCoord, ...,
                nFilterKernel + filterKernelsCellCount[2 * (2 * iFK + cellType) + 1],
                filterKernelsCellCount[2 * (2 * iFK + cellType)], pixelsInX, pixelsInY, channel);
}
```

```
extern "C" _global_ void DirectionalFilterProcessor(...){
    extern _shared_ float interchangedData[];
    float * sharedFilterBank = interchangedData;
    extern _shared_ float sharedFilterKernelsCellCount[numberOfKernels * 4];
    int central1DCoord = blockIdx.x * blockDim.x + threadIdx.x;

    if (threadIdx.x == 0){
        memcpy(sharedFilterBank, nFilterKernel, sizeof(float) * bankSize);
        memcpy(sharedFilterKernelsCellCount, devFilterKernelsCellCount, sizeof(float) * numberOfKernels * 4);
    }

    __syncthreads();

    if (central1DCoord < (pixelsInX * pixelsInY)){
        computeFilteredCell(central1DCoord,HORIZONTAL_CRACK, blockIdx.z,blockIdx.y,...);
        computeFilteredCell(central1DCoord,VERTICAL_CRACK, blockIdx.z,blockIdx.y,...);
    }
}
```
The adopted hierarchy of memory scheme, which is based on the use of the device’s global memory to copy there both the input image represented by the Cartesian complex, and the filter bank to be applied to each block of threads, involves three phases of memory transfer, including the final copying of the results. The processing time is significantly reduced by performing it in parallel using the asynchronous copy scheme provided by the CUDA API, as well as assigning to each of the threads blocks the copying in the shared memory segments, the data to be processed. This means that, although it is true, additional time is devoted to copy processing, the overall performance is also increased when processing on the cells of the Cartesian complex, since they are placed in shared memory of the device, which has the largest bandwidth.

The massive parallelization schemes presented in Section 2, which were introduced using the Java programming language and the CUDA implementation for Java called Jcuda [17], as well as the C programming language for the case of the processing kernels to be executed by a GPU thread, show at least two ways of performing the multi-scale and multi-kernel filtering process of an image represented as a Cartesian complex, by distributing the cell processing among GPU and CPU resources highly massive available.

5 CONCLUSIONS AND FUTURE WORK

The proposed scheme for multi-scale and multi-kernel oriented filtering of an image represented as a Cartesian complex implies additional processing times dedicated to memory copying and conversion of the Cartesian complex to one-dimensional primitive arrays. However, since these processes are carried out in parallel, their impact on overall performance is negligible compared to the performance gain when performing the filtering process using the highly massive processing offered by GPU devices. While it is true, the parallelism capability offered by a multi-core CPU is greatly exceeded by that offered by
a multi-core GPU, the proposed parallelism approach manages to perform a proportional balance between these two parallel computing capabilities using both in a concurrent way. Although in general the frequency of a CPU may be slightly higher than that of a GPU, the data orientation of the latter makes it more appropriate for the processing of high volumes of data such as digital images represented as Cartesian complexes.

The proposed approach constitutes a prototype and therefore presents several limitations that must be taken into account and that would warrant the continuation of this research. On the one hand, the proposed processing contemplates the copying of the input Cartesian complex, represented as a one-dimensional primitive arrangement, to the global and shared memories of the device. However, these resources are limited, so that the size of the image that can be processed is quite restricted for practical purposes. In order to be applicable to images regardless of their size, a research should be undertaken that extends the copying component to and from the global and shared memories of the device, by partitioning the image into fragments that can be housed in these memory resources.

The approach proposed in [6, pp. 94-97] supports the types of data that the input image presents through the use of the GDAL layer ([18]); however, the approach proposed here only supports the float data type, so a research should be undertaken that addresses the types supported by GDAL layer.

6 ACKNOWLEDGMENTS

Our thanks to the District University for allowing work time to carry out the research.

7 REFERENCES

Epsilon-Rotation Invariance using Approximate Euclidean Spheres Packing Algorithm for Cancer Treatment Planning

Anod Alhazmi
Department of Computer Science
University of Colorado
Colorado Springs
Colorado, USA
aalhazmi@uccs.edu

Sudhanshu Kumar Semwal
Department of Computer Science
University of Colorado
Colorado Springs
Colorado, USA
ssemwal@uccs.edu

ABSTRACT
Cancer treatment planning using SRS (Stereotactic Radio Surgery) uses approximate sphere packing algorithms by guiding multiple beams to treat a set of spherical cancerous regions. Usually volume data from CT/MRI scans is used to identify the cancerous region as a set of voxels. Computationally optimal Sphere Packing is proven NP-Complete. So usually approximate sphere packing algorithms are used to find a set of non-intersecting spheres inside the region of interest (ROI). We implemented a greedy strategy where largest Euclidean spheres are found using distance transformation algorithm. The voxels inside of the largest Euclidean sphere are then subtracted from the ROI, and the next Euclidean sphere is found again from the subtracted volume. The process continues iteratively until we find the desired coverage. In this paper, our goal is to analyze the rotational invariance properties of resulting sphere-packing when the shape of the ROI is rotated. If our sphere packing algorithm generate spheres of identical radius before and after the rotation, then our algorithm could also be used for matching and tracking similar shapes across data sets of multiple patients. In this paper, we describe unique shape descriptors to show that our sphere packing algorithm has high degree of rotation invariance within ±ε. We estimate the value of ε in the data set for 30 patients by implementing these ideas using Slicer3D™ platform.
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1. INTRODUCTION
In Stereotactic radio surgery, tumors are irradiated by beams of high-energy waves. It is a challenge during cancer treatment planning to provide minimal damage to healthy tissue around the tumors that get exposed to the radiation and still radiate cancerous cells. Our goal using sphere packing is to arrange beams on “spheres” in a way that hit the unhealthy tissue and leave the healthy tissue intact. A key geometric problem in Stereotactic radio surgery planning is to fill a 3D irregular-tumor shape (ROI) with disjointed spheres in several medical applications such as inspection of tumor or interacting with portion of a 3D volume data, the cancer, represented as Region of Interest (ROI), could be rotated at arbitrary angles. If a sphere packing algorithm is used before and after such rotation, then rotational invariance suggests that there might be high correlation between spheres found by our sphere packing algorithm before and after the rotation. Defining correspondences between the original and rotated ROIs is an important task that could be solved by spheres’ descriptors. If these descriptors are highly correlated, then we can anticipate that the ROIs might be similar as well. Li et al. (Li & Simske, 2002) stated that translation and scaling are easy compared to rotation. Rotation of a 3D volume data or 3D image involves simultaneous manipulation of three coordinates to maintain invariance. In the case of sphere packing, as we capture the ROI with non-
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intersecting spheres, the rotation invariance means that set of spheres will remain identical in size although their placement is expected to change under an arbitrary rotation. There are three major techniques to prove the rotation invariance: landmarking, rotation invariant features/shape extraction descriptor (Kazhdan and Funkhouser, 2003) and brute force rotation alignment mapping the problem to sub-graph isomorphism (Johnson and Garey et.al.) which is NP-Complete. The landmarking is normally carried out by following two methods, domain specific landmarking and generic landmarking (Szeptycki, Ardabilian, & Chen, 2009). The domain specific landmarking accepts some fixed point in the image and does rotation with respect to that about an arbitrary axis. The generic landmarking method on the other hand, finds the major axes of the 3D/2D image and that can rotate the volume or image as a whole in carrying out the rotation. Because the size of the volume data can be typically large based on the size of the data, both these approaches require that large memory storage is available as the complete voxel information is required, and usually is time consuming. The brute force alignment method divides/degrades the object into large number of smaller parts and works with them for rotation. This method is time consuming, complex and complicated because parts have to be organized. The developed code for a particular shape in this method may only apply to the data in hand and may not be generalizable. Finally, Invariant feature/shape descriptor involves identification of certain invariant features (measurable quantities) that remains unaltered under rotations of the 3D image or volume data.

The field of 3D object shape-similarity has been studied for years. Shape analysis is the key problem in the object similarity issues. There are different methods used for recognition of the representation of the objects such as using the global features, local features, or spatial features. The human notation of similarity is based on the overall shape which rely on the global features of the whole object. Our algorithm uses global method for capturing the whole object by filling it with spheres and then using the local method for the sphere packing based radius and distance matching, under the constraint of preserving the relative features such as size. Figure 2(b) shows the main idea of ESP algorithm where we use distance transformation isolate largest spherical volume first in the given volume data. The center and radius of this largest so far spherical volume is recorded. More details of O(n) algorithm to find distance transformation and the largest sphere are explained elsewhere (Alhazmi and Semwal, 2018a; Anhazmi and Semwal, 2018b; Alhazmi and Semwal 2019; Alhazmi 2019). Once one sphere is found, volume data is subtracted (Figure 2(c)) and the process is repeated again, and the iteration continues until we have the desired coverage or size of the sphere is very small (defined by 1-2 voxels). The output of our ESP (Euclidean Sphere Packing) algorithm is set of spheres’ center and radius. This descriptor set is defined as shape-descriptor for the given volume data. The sphere-packing descriptors (SPDs) are shown in Figure 1.

The sphere packing centers define a spatial 3D-template of the shape of the 3D object. The template is defined using the centers of all spheres generated using ESP whose main idea has been explained in the previous section. The set of centers of these spheres define vertices, and edges are defined by the sequence of edges connecting two consecutively generated spheres’ centers. In summary, vertices represent the spheres centers and the edges connects every pair of the spheres. Our study focuses on analyzing this template representation under translation, scaling and rotation. Our objective to analyze the sphere packing description resulting from packing the 3D objects (tumors) based on spheres packing descriptor (SPD) that doesn’t change when transforming the objects. Our proposed SPD development is a novel featureless method. SPD can describe volumetric shapes more succinctly than its voxel representation and approximated the volume-data representation by packing spheres to represent the volume data. Figure 1: Top: 3D original and rotated volume with its spheres packing. Bottom: small difference in the distance ratio and radiuses measurements.
1 shows the volume data and their corresponding SPDs. Before and after graphs are within Epsilon (ε) of each other under novel rotation and ratio measures developed in this paper. Our method characterizes the 3D object similarity by the size, shape, arrangement, and proportions of its parts. The sphere packing together with the radius and center provide an integrated approach for characterization and compression of shape information. When the volume data is rotated the SPDs provide rotational variance within +/-Epsilon. The significance of our work is that we have found a value of epsilon which works across the image data in slicer3D available for our research. In the rest of the paper we will explain these results and develop the idea of SPD using ESP method.

The outcome of the ESP is defined as a set of n unequal spheres and object P of a bounding box B. Each sphere \( i \in [1, 2, \ldots, n] \) is characterized by its radius \( r_i \) and center \( c_i \). The first goal of our study is to optimize the coverage of the object P such that all spheres in n are packed in the target object inside B without overlapping. The second goal, is to apply transformations on our spheres and study the invariance of SPD under translation, scaling and rotations.

We use the packed spheres to represent the 3D object as regions. Therefore, this method of representation can also be seen region-based descriptor since it is based on regions. The idea is to find correspondence between object elements under different transformations. The size of the regions can be controlled depending on the treatment planning collimator size as we discussed earlier.

![Figure 2: (a) sphere’s shape =0, multiply by (b) segmented region. (c) the result of the segment region without the pixels/voxels of the first sphere.](image)

The invariant features are indexed with a feature vector also known as shape signatures. Then, the optimal rotation can be defined by measuring model’s similarities in terms of the distance such that the rotation invariant property would mean that these distance measures are as close to each other with certain limit before and after the rotation. There are literally many of rotation invariant features that been used in the past, including ratio of perimeter to area, fractal measures, circularity, min/max/mean curvature, and shape histograms, etc. Lin et al. (Lin, Khade, & Li, 2012) and Yankov et al. (Yankov, Keogh, Wei, Xi, & Hodges, 2008) use time series representation as a feature vector to match the 3D shapes to prove the rotation invariance. Based on our research, most of the studies have been used spherical harmonic method to map the features of objects into a unit sphere to prove the invariance under rotation (Kazhdan, Funkhouser, & Rusinkiewicz, 2003; Nina-Paravecino & Manian, 2010; Vranic, 2003). The spherical harmonic method does not always give accurate results to distinguish between models since the internal parts of the 3D shapes may not fit in same sphere. Other researchers combined the spherical harmonic with spatial geometric moments (El Mallahi, Zouhri, El-Mekkaoui, & Qidaa, 2017; Kakarala & Mao, 2010). The most common graph method used is skeletons. The skeletons are based on medial axis. The medial axis of the 3D objects has been used as a shape descriptor in a number of researches (Iyer, Kalyanaraman, Lou, Jayanti, & Ramani, 2003; Iyer, Jayanti, Lou, Kalyanaraman, & Ramani, 2004; Liu, 2009; Lou et al., 2003; S’anchez-Cruz & Bribiesca, 2003; Sundar, Silver, Gagvani, & Dickinson, 2003). However, this method is sensitive to noise and has a heavy computationally cost.

In this paper, we considered the set of spheres as shape-descriptors and analyzed the sphere packing before and after the rotations and looked for the similarity measure. We aimed to show that set of spheres are invariant such that even if we rotate the image, the size of the spheres and center’s distances are highly correlated. We used our sphere packing algorithm to pack non-intersecting spheres into the ROIs before and after rotations. As mentioned earlier, those spheres could provide invariant shape descriptor. After rotation the voxels will be populated with the new voxel orientation. Our shape descriptor provides a novel featureless method that doesn’t depend on any specific feature or texture, instead is related to sphere packing generated by our sphere packing algorithm. Our method characterizes the 3D object similarity by the shape geometries of the sphere packing, and sphere’s correspondence with one another and their spatial relationships. In this paper, we show that our previous work for sphere packing (Alhazmi and Semwal 2019; Alhazmi 2019) can be used to show the invariance under rotation since our algorithm can describe volumetric shapes more succinctly than voxel representation. In this work, the spheres packing together with the radiuses and centers functions provided an shape descriptor, a novel approach for characterization and compression of shape information for 3D volume and voxel data. As we will discuss later, our heuristics is ε-invariant and has an impressive result of 96% invariant under rotations.
2. SPHERE PACKING DESCRIPTOR

We use the spheres packing to represent the 3D object, so this method of representation is called region-based descriptor since it is based on regions. In one of our work, Sphere Packing algorithm is used based on the maximum Euclidean distance has been studied and implemented in Slicer3D using medical imaging (Alhazmi and Semwal, 2019). Sphere packing problem is heuristically solved by using Euclidean maximum distance. The solution is to find a set of non-intersecting spheres that used greedy method and can be called largest sphere first. Each sphere is characterized by its radius and center. The size of the regions can be controlled depending on the treatment planning required size. Also, in our implementation, the density of the volume coverage can be customized such as we did in (Alhazmi and Semwal, 2019; 2018), we used 50%-90% of the density. This means 50% to 90% (or theoretically any amount up to 100%) of the ROI is covered disjoint spheres which our algorithm finds. Of course, more the coverage, more time is taken by the algorithm to find all the spheres satisfying the user selected criteria. Generally for all patients, 50% coverage takes up to 25 minutes, and 90% takes minimum of 7 hours and maximum of 72 hours.

Our algorithm for the sphere packing is defined as a set of n unequal spheres and object P of a bounding box B. The goal of this algorithm is to pack sets of disjoint spheres inside the ROI providing certain coverage. Our strategy is as follows: A uniform grid (voxelization) is used to calculate the maximum distance of each voxel to the 3D object boundary. Then, use the maximum distance to be the radius of the first sphere and the location to be the sphere center. Iteratively, we extract new spheres each time and recalculate the distances based on the following constraints: spheres must not intersect with other spheres must completely locate inside the volume, and the volume covered by spheres is maximized using greedy strategy by subtracting the volume of the largest sphere for every iteration where largest sphere is found using a distance transformation. In our technique, sphere placements are no longer on the skeleton line. Instead, the spheres are placed wherever the maximum distance value occurred inside theROI during that iteration (Figure 2d). We applied our maximum distance sphere packing strategy algorithm successfully on many MRIs using the Slicer3D platform; a new module in Slicer3D to be used for different shape approximation purposes.

The spheres centers of the 3D object represent a spatial template as a graph. The graph is a representation of the intersection of the sphere’s centers that represent vertices of the graph of all maximum distances contained inside the 3D object, and edges connected each two consecutive generated spheres (Fig. 3).

Figure 2d: 3D results of our algorithm for sphere packing in Slicer3D with 50%, 60%, 70% of packing density (gray is tumor, blue is sphere) Alhazmi and Semwal 2018; 2019).

3. EPSILON ROTATION INVARIANT

We introduce a measure called epsilon-rotation invariant. Such geometric accuracy of MRI is practical especially when it used for planning radio surgery. Testing different angles of the image for beam planning is needed. Rotating the 3D volume must give the similar arrangement of sphere packing. We captured inner distances between two consecutive spheres’ centers of our shape descriptors as an approximation to compute the difference between the two 3D shape descriptors, before and after the rotation. This graph distances representation is useful to abstract a geometric meaning of the 3D shape and to characterize the connectivity information. From Figure 3, assuming we rotated a 3D tumor, apart from how close d1 is to d'1 and d2 is to d'2 etc., we also look at the inner spheres’ centers distances between center of the original spheres compared with the corresponding distances on the rotated volume by finding the ratio as follow:

Ordering of the spheres is important for example: B, C, A will give different signature graph than A, B, C.

Figure 3: Spatial template graph of the original and rotated volumes generated from the intersection of the spheres’ centers.
Definitions:

\[
\begin{align*}
\text{Distance ratio} &= \begin{cases} 
\frac{d_1}{d_2} = \frac{d'_1}{d'_2} & \text{invariance is met} \\
\frac{d_1}{d_2} \neq \frac{d'_1}{d'_2} & \text{invariance not met}
\end{cases}
\end{align*}
\]

The inner distances between the spheres capture the distances before and after the rotation of 3D object, and find the sphere packing descriptors. In other words, we find how similar the spherical coverage is before and after, and intuitively compare that to the graph inside the spheres. Although we did not implement the orientation of such inter-distances, we expect that to be closely related for better results for our distance transformation based shape descriptors. Intuitive idea is that apart from radius being equal, the relationship between the centers should also be similar between one sphere to another. Our algorithm descriptor map entries correspond to the Euclidean distance between one sphere to another. Our algorithm relationship between the centers should also be similar before and after, and intuitively compare that to the graph inside the spheres. Although we did not implement the orientation of such inter-distances, we expect that to be closely related for better results for our distance transformation based shape descriptors.

4. IMPLEMENTATION

We implemented our method in Slicer3D (Fig. 4). The Slicer3D (Kikinis, Pieper, & Vosburgh, 2014) is an open source medical visualization tool. The Slicer3D builds on top of different libraries such as VTK, ITK, CMake, NA-MIC, Qt and Python (Alhazmi and Semwal, 2018). Also, it contains more than a hundred modules written in C++ or Python to provide researchers many common tools and rich implementations to achieve and implement their goals. The visualization toolkit (VTK) framework is an open source with C++ libraries that contains many filters for data representation/visualization. We developed our Slicer3D Python module for sphere packing to work with the VTK for volume rotation. 3D arbitrary rotations are introduced for medical images as an extension of our previous work carried out for sphere packing (Alhazmi and Semwal, 2019). We used *VtkTransform* to apply rotation via 4x4 matrix multiplications. Our algorithm rotates images any number of degrees around x, y, and z axes. Any arbitrary rotation can be described by specifying the coordinates of the object in 3D space and rotation angels. Unlike 2D rotation, 3D rotation occurs along an arbitrary axis. Suppose the rotation angle is \( a \), the rotations about three major axes uses well known formulae:

- Rotation along x:
  \[
  \begin{bmatrix}
  1 & 0 & 0 \\
  0 & \cos(a) & -\sin(a) \\
  0 & \sin(a) & \cos(a)
  \end{bmatrix}
  \]

- Rotation along y:
  \[
  \begin{bmatrix}
  \cos(a) & 0 & \sin(a) \\
  0 & 1 & 0 \\
  -\sin(a) & 0 & \cos(a)
  \end{bmatrix}
  \]

- Rotation along z:
  \[
  \begin{bmatrix}
  \cos(a) & -\sin(a) & 0 \\
  \sin(a) & \cos(a) & 0 \\
  0 & 0 & 1
  \end{bmatrix}
  \]

Slicer3D creates a 3D scene file as Medical Reality Markup Language (MRML) and display images in physical space using patient coordinates system RAS (Right Anterior Superior), based on the information of the image spacing, origin, and direction. When applying rotation, we used the spheres packing information along with the origin and spacing. Thus, before we apply the rotation, we need to know the data of the volume:

- Position: the 3D coordinates of the object.
- Bound: the bound box of the object represented as \((x_{min}, x_{max}, y_{min}, y_{max}, z_{min}, z_{max})\).
- Origin: it is the position of the first voxel in the patient coordinate \((0, 0, 0)\). It is the space origin, which is the center of all rotations.
- Spacing: it is the voxels distances along each axis in the image.

Applying rotation using *VtkTransform* is done by following six phases as follow:

- **Phase 1**: Create and add a transformation node. We first create a *TransformNode* using *VtkMRMLTransformNode*, then add that node to the MRML scene. This node contains the transform ID and can store any linear transformations of composite of multiple transformations.

  ```python
  def addTransform(self):
      transformNode = slicer.mrmlScene.AddNode
      (slicer.vtkMRMLTransformNode())
  ```

- **Phase 2**: Create a homogenous 4x4 transformation matrix. *VtkTransform* generates 4x4 matrix that initialized to the identity matrix transformation (all zeros with ones in the diagonal) to describe the linear transformation.

  ```python
  Rotation = vtk.vtkTransform()
  ```

- **Phase 3**: Set the parameters of rotation. Our algorithm rotates images any number of degrees around x, y, and z in x, y, z order.

  ```python
  if rx != 0:
      rotation.RotateX(rx)
  if ry != 0:
  ```
rotation.RotateY(ry)
if rz != 0:
    rotation.RotateZ(rz)

RotateX, RotateY, and RotateZ create the rotation matrix. Since VtkTransform rotate the object around the origin (0,0,0), the rotation algorithm performs the following steps to rotate the volume about its center. The volume is first translated to its center so that its centroids lie on the center of the image instead of the origin (0,0,0). The resulting volume is then rotated according to transformation chosen by the user (x, y, and z angles values). Then, translate the volume back to its original pose.

**Phase 4: Apply transformation.**

```python
    tNode.ApplyTransformMatrix(rotation.GetMatrix())
```

Where tNode is the transform node. GetMatrix is used to return the current values to be used for the view manipulations such as rotate the current values in x, y, z angles. So, the current values (vtkMatrix 4x4) are multiplied by transformation matrix. Applying transformation is basically done by multiplying current node with the transform node and stored in simple linear transform:

```python
    VtkMRMLVolumeNode(tNode) * transformNode
```

**Phase 5: Concatenate multiple (nested) transformations and attach volume to transform node.**

```python
    OutputVolume.SetAndObserveTransformNodeID(tNode.GetID())
```

**Phase 6: Harden transform.**

Describe applying transformations and save it as a transformed model. Invoking transform model and harden transform the volume to get the correct new orientation, which will be stored in the image header. Thus, harden transformation is used for: changing orientation and generation of the output volume.

```python
    logicH = slicer.vtkSlicerTransformLogic()
    logicH.hardenTransform(outputVolume)
```

Our heuristic is based on the greedy concept of generating largest spheres first, is O(n*K) where n is the number of spheres found to satisfy the chosen coverage and K is per sphere iterative constant where K= number of voxels in the volume data set. The pseudo code for Euclidean sphere packing rotation algorithm is as follow:

1. Input volume as nrrd file
2. Calculate 3D coordinates position, origin, and spacing
3. Add a transfer node: VtkMRMLTransformNode
4. Create a homogenous 4x4 transformation matrix: VtkTransform
5. Set the parameters of rotation: RotateX(), RotateY(), RotateZ()
6. Apply transformation: ApplyTransform
7. Compute the new spacing, origin
8. Output (Rotated Model)
9. SegmentedRegion= Bounded rotated Model
10. Distance= EuclideanDistance(SegmentedRegion)
11. Max= maximum distance
12. SphereRadius= max
13. SphereCenter= location(max) // center inside bounding box
14. SphereCenter= (SphereCenter + nrrd) // center inside nrrd volume
15. SphereGrid= (distance, radius, center)
16. SegmentedRegion= (1- SphereGrid)
17. While(pixels not covered > pixels in desired coverage)do
   1) Repeat Steps 10-16
18. Draw MultiSpheres()

![Figure 4: The GUI of our sphere packing rotation in Slicer3D.](image)

5. **Similarity Distance Ratio Calculation**

The Euclidean distance from spheres’ centers are compare as: $d_1 = \frac{d_1^2}{d_2}$ where $d_1$ and $d_2$ are the...
distances of the original volume from center 1 to center 2 and center 2 to center 3. While $d'_1$ and $d'_2$ are the corresponding distances between the transformed volume from center 1 to center 2. By repeating the same process, we can get the full range of distances to be compared for similarity. Here is the pseudo-code:

1. def getRatios(self, centerList, radiusList):
2.   num = int(len(radiusList) / 3)
3.   circleSetList = []
4.   distRatioList = []
5.   for i in range(num):
6.     c1 = centerList[i * 3]
7.     c2 = centerList[i * 3 + 1]
8.     c3 = centerList[i * 3 + 2]
9.     cList = []
10.    cList.append(c1)
11.    cList.append(c2)
12.    cList.append(c3)
13.    circleSetList.append(cList)
15.    d2 = np.sqrt((c3[0] - c2[0]) ** 2 + (c3[1] - c2[1]) ** 2 + (c3[2] - c2[2]) ** 2)
16.    distRatioList.append(d1 / d2)
17. return circleSetList, distRatioList

5.1. Accuracy
This is the accuracy of approximating the same radiuses/ratio values after transformation. For each patient, we divide each radius or ratio in the original volume by its corresponding radius/ratio after transformation to see how well our algorithm works. Then, we take the average accuracy per patient. Finally, we find the overall average accuracy for our algorithm regarding how accurate our algorithm approximated the volume after rotation.

Accuracy = IF sphere_before < sphere_after
Sphere_before / sphere_after
else
sphere_after / sphere_before

5.2. Error Percentage
This is the percentage of the number of radiuses/ratios distances that are not covered after transformation. It is calculated by dividing the sum of the absolute difference in total number of distances ((sum_before) - (sum_after)) over correct number of distances before transformation (sum_before).

Finally, Error percentage = (Before_sum - After_sum) / sum(before_spheres)

6. RESULTS
In our experiments, we used thirty MRIs of segmented brain tumors from the BRATS dataset (Menze, Bjorn H and Jakab, 2015) separated on three datasets with ten patients on each (Fig. 5). The three datasets were already manually revised and delineated by experts board-certified neuroradiologists and radically different in size, shape and complexity, so that was helpful to our research. The tumor sizes range from 248318 to 12948 pixels.

![Figure 5: 3D MRI datasets of brain tumor.](image)

We created arbitrary rotations to the data sets (as shown in Figure 6); and applied our algorithm of section 5. We wanted to study the ESP algorithm with the matching similarity performance of ESP algorithm before and after the rotations. That meant comparing the rations of the set of spheres which are output of our ESP algorithm before and after the arbitrary rotations. We expected a few differences as ROI before and after the rotation is expected to the voxels slightly differently. We first pack the ROI-volume with spheres. Then, distances ratios and radii of each sphere are calculated to be compared with the correspondence on the rotated volume of distance ratio and radii values (Section 5). More similarity measurements are investigated such calculating the accuracy along with the Mean Absolute Error (MAE) of our algorithm. Our epsilon value measure for similarity based on our study is developed using Error percentage before and after the rotations. This allowed us to manage differences that result due to the fact that voxel sizes also change and are within epsilon ($\epsilon$) of each other.

Results under Epsilon ($\epsilon$) -value criteria
In our study, we observed interesting patterns looking at the radius of spheres, and they are being close enough before and after the rotation. The spheres radiiuses and distance ratios are actually within epsilon ($\epsilon$) value criteria. The Epsilon is the maximum distance in terms of voxel size and is always given within a small range of numbers. Thus, after analyzing our 30 patients MRIs, the epsilon values of the difference spheres’ radius before and after rotation are under one unit of difference, specifically within the value of 0.8 mm. Therefore, any radiuses within $\pm 0.8$
are meant to be acceptable and there is then a high probability that the 3D volumes are similar when there are no multiple spheres with the same sphere-radius. Since previous epsilon value is based on the 50% of the packing density, we tested our epsilon value under different packing densities such as 60%, 70% and 90%. We found that, our epsilon value is consistent under ± 0.8 (Fig. 7).

On the other hand, when we consider the ratio of distance between two consecutive spheres in both before and after sphere packing list, the epsilon value between the distance ratios of the original volume and the rotated volume is within ± 2.5. That means, the difference in distance ratio between any consecutive spheres has to be within ± 2.5. However, increasing the packing density strongly increase this value to ± 4 in 60%, ± 12 in 70%, and ± 32 in 80% of packing density (Fig. 8). This is as expected as we go deeper in the list of spheres the difference is expected to increase as more (100+) additions are being made (See Figure 8).

![Figure 6: Before (brown) and after (purple) rotated ROIs with their ESP spheres.](image)

![Figure 7: Radius difference plotted against number of spheres within epsilon value for three different packing density filling the ROI 60, 70, and 80%.](image)

The accuracy of our technique to approximate the same radiuses/ratio values after rotation is calculated for each patient data, we divided each radius or ratio in the original volume by its corresponding radius/ratio after rotation to see how well our algorithm works. The overall average radiuses accuracy percentage is 96.86% (Fig. 9). On the other hand, differences between the ratio of distance before and after, the overall Ratio average accuracy of getting same ratios is 69.23% (Fig. 10). We noted that our results are driven by a good accuracy and further 3D-spatial improvements will fetch better results.

To increase the accuracy, we further tested the accuracy of some of our results by varying the volume dimension (voxel size). Our datasets patients’ grid size varies so we increased the dimensions to different values to have bigger grid size with a greater number of voxels of smaller sizes. We find that the decrease in voxel size change the accuracy level. The more the voxel size decreased (grid became finer), the accuracy increased (Fig. 11). This is expected because smaller voxel sized provide more accuracy than the bigger size
here. Therefore, increasing the number of packed spheres of the same size to place first, is the big issue. Having different spheres generated before and after the rotations can be distributed far away from each other, and the list of algorithm can generate spheres with same radius yet epsilon value of the distance ratios because ESP affect the epsilon value. Changing the topology due to the number of packed spheres to cover the required maximum radius distance to pick first, so increasing because our algorithm at each iteration finds the epsilon value. The consistency of spheres radius is calculated to their list. The algorithm decision of choosing which spheres have the same radius to place first, is the big issue here. Therefore, increasing the number of packed spheres will significantly increase the changes in topology which will results in increasing the epsilon value. In other words, when the radiiuses are equal, the descriptor graph before and after might change considerably based on which sphere our algorithm suggests. In this case, aggregate we will need to collect all those spheres which are equal and replace them by the average of the center of the sphere in the shape descriptor, and so then (e) value will be similar in the shape description before and after the rotation. Thus, set of spheres whose radius are equal are replaced with one sphere. That is expected to reduce the epsilon (e) value further. Moreover, the topology changing in our study affect our accuracy results. We believe that eliminating equal spheres by using the enclosing sphere in our implementation will decrease the distance ratio results comparing the shape descriptors before and after the rotation of the ROI. That can be tried in future.

**Figure 10: Distance ratio accuracy.**

Still, we analyzed the data further. For each patient, we computed the absolute error between the original and the rotated radiiuses/ratios. Absolute values were estimated across a range of different patients.

**Absolute error** = *(Before_radius – After_radius).*

Then, the mean absolute error (MAE) was calculated for patients using the distribution of ratios and radiiuses in 30 patients. The closer this value to the zero indicate the great algorithm approximation to cover the targeted object. The overall MAE of our algorithm is 0.2. In medical applications (Irwig, 2007), we believe that this measure could be important because the absolute error represents the risk of developing recurrent disease because this value indicates the untreated cells/voxels. Being able to differentiate between patient with highest and lowest absolute risk of recurrence is an important task in order to diagnose the patient with the appropriate treatment. Therefore, the MAE could play an important role to differentiate whom radiotherapy can yield to meaningful benefits.

**7. Conclusions and Future Research**

The spheres radius works the best for our study for finding the similarity after rotation. Even though there are differences between the total number of calculated distances before and after rotation, our algorithm accuracy is reasonably high because it is able to calculate almost similar radiiuses each time within epsilon value. The consistency of spheres radius is because our algorithm at each iteration finds the maximum radius distance to pick first, so increasing the number of packed spheres to cover the required voxels based on the desired packing density doesn’t affect the epsilon value. Changing the topology due to equal spheres is the main reason of the increase of the epsilon value of the distance ratios because ESP algorithm can generate spheres with same radius yet distributed far away from each other, and the list of spheres generated before and after the rotations can have different order for these same-radius spheres in their list. The algorithm decision of choosing which sphere of the same size to place first, is the big issue here. Therefore, increasing the number of packed spheres is used to match the objects from different rotations/viewpoints. Our method can be applied to a wide variety of data types such as 2D images and even polygonal meshes. Our heuristics is $\epsilon$-invariant and has an impressive result of 96% invariant under rotations. The experimental results prove the effectiveness of our novel idea. The proposed system was fully software implemented in Slicer3D and has been tested on 30 patient’s databases. For future works, we will apply other

**Figure 11: Increased radius accuracy.**

Our novel medical visualization techniques promise to improve the efficiency, diagnostic quality and the treatment. The field of 3D shape approximation and similarity have been a focus in the area of geometry in general for several hundred years now. Shape analysis for feature extraction is the key problem in the shape approximation and similarity issues. The best way for similarity matching is to identify certain shape signatures (prominent features in the image). These signatures are then compared between the transformed images through similarity assessment, distance computation or any other appropriate methods. This paper presented a method for defining a possible invariant shape descriptor from 3D-image or 3D-volume data to be used to match the objects from different rotations/viewpoints. Our method can be applied to a wide variety of data types such as 2D images and even polygonal meshes. Our heuristics is $\epsilon$-invariant and has an impressive result of 96% invariant under rotations. The experimental results prove the effectiveness of our novel idea. The proposed system was fully software implemented in Slicer3D and has been tested on 30 patient’s databases. For future works, we will apply other
measures such as 3D-spatial sorting based on the spheres found, or identifying a minimal volume enclosing sphere surrounding all spheres of equal radius (as mentioned earlier) to improve epsilon ($\epsilon$) value further. Moreover, as Slicer3D is experimental, not FDA approved, yet used worldwide, our plan is to upload our implementations under BSD license so that world-wide communities can try the system and provide more feedback using their 3D volume data and reporting $\epsilon$-value for their data.
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ABSTRACT
The precise orientation-estimation of humans relative to the pose of a monocular camera system is a challenging task due to the general aspects of camera calibration and the deformable nature of a human body in motion. Thus, novel approaches of Deep Learning for precise object pose-estimation in robotics are hard to adapt to human body analysis. In this work, a hybrid approach for the accurate estimation of a human body rotation relative to a camera system is presented, thereby significantly improving results derived from poseNet by applying analysis of optical flow in a frame to frame comparison. The human body in-place rotating in T-pose is thereby aligned in the center, applying object tracking methods to compensate for translations of the body movement. After 2D skeleton extraction, the optical flow is calculated for a region of interest (ROI) area aligned relative to the vertical skeleton joint representing the spine and compared frame by frame. To evaluate the eligibility of the clothing as a fundament for good feature, the local pixel homogeneity is taken into consideration to restrict the optical flow to heterogeneous regions with distinctive features like imprint patterns, buttons or buckles besides local illumination changes. Based on the mean optical flow with a coarse approximation of the axial body shape as ellipsoid, an accuracy between 0.1° and 2.0° by a target rotation of 10° for orientation-estimation is achieved on a frame-to-frame comparison evaluated and validated on both, Computer Generated Imagery (CGI) renderings and real-world videos of people wearing clothing of varying feature appropriateness.
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1. INTRODUCTION
Accurate knowledge of the orientation of a human from a monocular video is besides skeleton analysis of highest importance to allow for 3D reconstruction of the body, e.g., for subsequent analysis of the size of a garment. Furthermore, in the field of collaborative human-computer interaction with respect to industry 4.0 or general person tracking in the surveillance field, the analysis of human pose and orientation is of high interest. Using only one static monocular camera system without any knowledge of extrinsic camera parameters, the human as the target object needs to be recorded from several views, e.g., by in-place rotating in T-pose. With a static camera system and rotating jet centered aligned objects, it is inevitable to gain accurate knowledge of the exact orientation relative to the camera system to allow for subsequent analysis and post-processing such as the 3D reconstruction of the individual body shape. The deformable and non-rigid nature of a human body in motion with all intrinsic and decoupled movements of hips, head and ankles harden the task of defining exact orientation relative to a camera system. Furthermore, a human body with its rotational-symmetric and homogeneous shape will project to very similar silhouettes in the 2D video recordings if only marginally varying the rotation
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angle making it hard to derive specific, unambiguous estimations.

2. Related Work

2.1 Action Recognition

The field of action recognition and pose classification can be seen as a predecessor of nowadays joint-based human pose estimation. For most of these approaches, it is generally assumed that human detection, i.e., removing the background, already has been achieved somehow [Ger10a], and thus the silhouette contour is available for processing. While simple local features such as the shape modeled as the histogram of oriented gradients (HOG) can be exploited to deduce the human activity, incorporation of motion as the histogram of optical flow (HOF) [Lap08a] for spatio-temporal context introduces additional robustness in video processing. Besides the shape, also spatio-temporal texture features can be utilized by applying local binary patterns (LBP) [Kell08a]. Body shape as silhouette derived after background removal can be directly used as a feature vector for clustering in the vector space [Singh08a]. State of the art feature detectors such as Speed-Up Robust Features (SURF) allows deriving robust markers as input for action recognition [Ben14a]. Nowadays, action recognition is achieved using neural networks or even Deep Learning architectures [Ron16a].

2.2 Deep Learning for Human Pose Estimation

With the evolution of Deep Learning frameworks and methodologies, accurate human pose estimation is now feasible with 2D joint skeletons derived from input video frames, e.g., with DeepPose introduced by Toshev [Tos14a]. To derive the joint skeleton in 3D, it can either be derived from a single planar RGB image utilizing Deep Learning [Li14a] or from predicting the 3D skeleton by projecting assumed 3D positions back to 2D for evaluating the best match [Che16a]. A 3D skeleton can easily be derived if incorporating multiple views with particular 3D approximation to combine the results with a simple neural network [Rho18a]. If the relative orientation of the human within the frames is known, the topic of this paper, plain 2D skeletons and epipolar geometry are sufficient for an approximation of 3D skeleton joint positions [Yan98a].

2.3 Human Orientation Estimation

For the domain of human orientation-estimation, specific deep learning models can be trained [Cho16a] at validation accuracy slightly above 80%. Given the 3D skeleton joint positions, the human orientation can further be directly estimated by e.g. calculating the orthogonal vector from a plane between neck and left/right leg [Cho16a] or by assessing the hip-rotation with a plane between chest and left/right hip [Wei19a]. Likewise, the human face orientation can be approximated from relative landmark positions such as nose, mouth, eyes from 2D [Sug05a] [Gou04a] or from 3D marker positions for full pose recovery [Der17a]. While the estimation of the human body as an elastic and deformable multi-joint kinetic skeleton is hard to determine and unambiguous, for solid bodies in case of a priori known 3D shape Deep Learning has recently led to significant improvements in 3D orientation and pose estimation [Xia18a].

A similar approach using pixel motions to evaluate the rotational changes is presented in [Pra20a]. There we describe a method to determine the rotation in the context of head-mounted augmented reality (AR) devices. In contrast to the presented paper, we are using the method for inside-out orientation determination for AR devices, while this paper introduces an outside-in approach.

3. Hybrid Approach for Human Orientation-Estimation

3.1 Overview of our approach

Image data utilized in this research work is acquired with a particular camera setup. One monocular static camera system is used to record a person rotating in T-pose on a spot facilitating simplified camera calibration. The body skeleton is tracked in 2D by utilizing OpenPose pose estimation [Ca017a]. To compensate for body movement, the 2D frames are scaled and aligned according to the spline-joint of the tracked skeletons.

A rough orientation estimation is directly derived from the body skeleton evaluating the shoulder to hip plane, while significant refinement is achieved by evaluating the optical flow. Preconditioned nearly homogeneous object position and distance from the camera, the person elliptic axial cross-section is estimated from 0° and 90° views. Utilizing the modeled person cross-section and the quantitative phase shift of optical flow when comparing two frames, the relative rotation can be calculated based on the derived translation. The pixel homogeneity, via a co-occurrence matrix, allows excluding of homogeneous areas from optical flow analysis, resulting in a more stable and precise result.

3.2 MATERIAL

With a very broad field of application in terms of the used camera system, this paper differentiates between tests using Computer Generated Imagery (CGI) data and those using real-world data to address a wide range of scenarios. The first of the two used materials is shown in Figure 1 and uses the game engine Unity to render a virtual environment containing a model of a person, which rotates around its spine.
That allows us to verify the approach in a perfect setting with a precisely known rotation as the ground truth and without additional distortions related to the used camera or, e.g., movements of the camera. However, it also allows us to evaluate the effect of such influences, which can be configured/simulated in such a virtual environment.

In the second scenario, videos are captured form a person who is rotating in place around their spine, shown in Figure 2. The usage of real camera footage is associated with, among other things, the problems mentioned above, but allows us to evaluate our approach in a real-world scenario, in which it finally should find application. In this test environment, we also distinguish between two camera settings – a positional static and a dynamic one. In the first setup, we are using a fixed camera on a tripod, and in the second one, the camera is held by a second person. This additional differentiation allows comparing the synthetic scenario tests with the static camera. First, to evaluate the influence of different camera-related impacts, and secondly, the influence of real-world conditions that contain additional sources of errors, such as (minimal) movements of the camera. As the ground truth in the real-world scenarios, we use a motorized turntable that can be rotated degree-wise and is mounted on a printed degree circle, shown in Figure 3.

In both, the synthetic scenario as well as the real-world scenario, we evaluate the rotation of the person at 0°, 10°, 20°, and 90° each based on a single image frame with 24-bit color depth. The approach is tested with images of size 1920x1080px. For this, the synthetic scenario scene is exported with this resolution at the corresponding rotations. The real-world images are taken with a Logitech C920 that is mounted on a tripod.
in the static scenario and in the dynamic one with an iPhoneXR.

### 3.3 METHODOLOGY

Identifying the rotation of an object with a monocular camera requires various aspects to be checked and corrected. First of all, three frames are necessary, as described in section 3.2, one as origin, one as the target, and one with a 90° view. Handheld cameras usually introduce movement between consecutive images. The target image therefore has to be aligned to prevent such an error first. This alignment has to be a translation only and there must not be any Euclidian, affine, or homography transformation. This transformation allows us to align the background and to preserve the motion between the frames. Figure 4 shows the overall abstract workflow. It highlights the required steps for this approach to calculate the rotation of an object within images.

Following the alignment correction, the optical flow gets calculated for the entire image but evaluated only within a small region of the rotating object. Since the flow in the direction of the vertical axis is not relevant, the subsequent process steps ignore it. Within the resulting features (a two-dimensional array), the direction of the flow is essential. The main rotation direction is determined by checking for one direction that has more than 75% of all flow values in its direction. If this is not guaranteed, it is impossible to calculate the rotation from the given samples. That leads to dropping all values in the wrong direction and are therefore classified as noise by the optical flow calculation. After those steps, another check further cleans the remaining values. Within the small region of interest, the homogeneity is vital to decide for further cleaning tasks or to calculate the rotation directly. Via the co-occurrence matrix based on the grayscale values in the horizontal direction, reliable homogeneity information can be acquired. Combined with the statistical variance within the horizontal flow, it is possible to decide for further cleaning or not.

To determine the homogeneity of the texture in the ROI, a gray value co-occurrence matrix $M$ is calculated for range = 64 as number of bins for 8bit unsigned input image $l$ leading to range factor $rF = \frac{\text{range}}{256}$ with:

$$M(T_i, k, l) = \frac{1}{\text{width} \times \text{height} \times |T_j|}$$

$$\sum_{i}^{\text{range}} \sum_{k=1}^{\text{range}} \sum_{l=1}^{\text{range}} M(k, l) = \sum_{k=1}^{\text{range}} \sum_{l=1}^{\text{range}} M(k, l)$$

applying the translation vector $T_1(1,0)$ and $T_2(0,1)$ provided as a parameter set $(T_i)$ with translation $T_i$ as pair $(\Delta x_i, \Delta y_i)$. Based on co-occurrence matrix $M$, homogeneity is calculated as

$$\text{homogeneity}(M) = \sum_{k=1}^{\text{range}} \sum_{l=1}^{\text{range}} M(k, l) / (|T_j| – 1)$$

The following cleaning steps intend to remove unbalance within the remaining optical flow values. If the image has many homogenous areas, then the optical flow contains peaks within the histogram of the residual values. In order to determine if such peaks exist, the histogram is split into ten equal-width slices. Values in a slice are dropped if the slice contains more than the 85 quantiles of the number of values. That cleaning results in a more uniform distribution of all flow values. This step is valid under the assumption that the image contains many homogenous areas were no real optical flow can be calculated and would bias the further calculation steps. This allows to boost/reinforce the remaining values in their contribution to the rotation calculation.

Finally, after pre-processing, the core rotation calculation requires some additional information besides the optical flow data. It involves the width of the cross-section of the rotating object. Therefore, it is mandatory to know a priori where the rotating object and its outline resides. If the object is a can, then the cross-section is always equal, but in the case of a person, a 90° rotated view is required to extract the cross-section width. This information is used as the diameter in pixels. Reducing this value by a factor of two results in a first approximation of the radius and is further used as an adjacent leg. Flowing that is the mean value of the remaining optical flow values used as the opposite side value as shown in Figure 5 as $x Flow$. The optical flow values are further corrected by calculating a scale factor with the arccosine, dividing

![Figure 5: Rotation calculation via arctangent calculation with the flow values as opposite and the radius cross-section as the adjacent leg.](image-url)
the values by that factor and recalculating the opposite side value. The arctangent of the fixed values represents the final rotation value.

4. IMPLEMENTATION

Our rotation estimation requires image processing steps and statistical calculations. Respective steps are described in section 3. For those tasks, we chose Python (v.3.7) as our environment to test our approach. For image processing, we rely on OpenCV (v.4.1.2.30) with the Python-Wrapper available via PyPI. Since there is no co-occurrence matrix calculation implemented in OpenCV, we additionally use Scikit-image (v.0.16.2) for calculating the matrix and deriving the homogeneity within the image from it. OpenCV additionally requires the NumPy library when used within the Python environment. NumPy (v.1.17.4) further provides the possibility for calculating quantiles and histograms. For the geometric calculation, we rely on the math implementation of the Python environment. We use the following OpenCV functions throughout the implementation: `findTransformECC`, `warpAffine`, `calcOpticalFlowFarneback`.

![Reference image with 0° rotation](image1)

![Target image with 5° rotation](image2)

![Target image with 5° rotation and alignment to the reference image](image3)

Figure 6: Test sample with statically mounted monocular camera and no alignment required

![Reference image with 0° rotation](image4)

![Target image with 10° rotation](image5)

![Target image with 10° rotation and alignment to the reference image](image6)

Figure 7: Test sample with handheld monocular camera and alignment required, visible as black rectangles (c) due to the alignment
Figure 8: (a) CGI rendering sample, (b) ROI within the rendering and the corresponding optical flow values with a rotation to the right from camera viewpoint, (c) density of all optical flow values and the remaining densities after the cleaning

5. RESULTS
Although the person is expected to rotate in T-pose, the follow test cases cover different kinds of poses to prove the applicability of the optical-flow based orientation estimation.

5.1 Alignment Texture Normalization
Figure 6 contains a test sample with alignment. This case shows that alignment is not required because the recording happened with a statically mounted monocular camera.

The scene in Figure 7 shows, that the alignment is required in the case of cameras handheld by a second person. The aligned target image is therefore moved to the left and a bit up, visible as black rectangles in the Figure 7 (c) The movement of the hand has been corrected to calculate the flow information from the same region of interest (ROI). Otherwise, two non-aligned areas could be compared with no significant overlap of information in the ROI.

Alignment via Enhanced Correlation Coefficient (ECC) estimates the required transformation based on maximizing the correlation coefficients between the reference and target image. The best fitting alignment in our case is with translation transformation because it does not distort the content of the target image.

5.2 Tests on CGI Renderings
Figure 8 (a) shows the initial CGI scene. The ROI in the scene contains several features and has, therefore, a low homogeneity value of 0.267. The Figure 8 (b) contains the ROI clip out and a visualization of the optical flow. Figure 8 (c) contains the histogram of the optical flow values. It highlights a small density of noise in the range of 0 to 15. The mean is 27.97, and the median at 28.79. The calculated radius for this scene is 110. The calculation result is 14.73° with mean and 15.14° as the median value, after the correction. The expected target rotation for this sample was 15° and is consequently below the ±2° bound of the target rotation. The quantile-based cleaning, as the histogram shows in Figure 8 (c) worsens the result to a rotation value of 12.72°.

All synthetic scenario scenes results are shown in Figure 10. There are eight cases for 5°, four cases for 10° and one case for 15°. The 5° rotation are between (0°, 5°) and (5°, 10°). The 10° rotation are always between (0°, 10°). Further tests with less rotation in the range of 0° to 10° were tested with equal accurate results as the 5° target.

5.3 Tests on Real-World Recordings
The real-world recordings achieved similar results as with CGI renderings. Figure 9 shows an example from a real recording done with a handheld camera. The homogeneity in the ROI states a value of 0.487, which concludes to apply all preprocessing cleaning steps.

Figure 9 (c) highlights the steps of the cleaning process. First, the side cleaning and finally the quantile cleaning. The target rotation in this sample is 10°, starting at 0°. Without cleaning, a rotation of 6° can directly be calculated. After both cleaning steps and correction, the final rotation results in 10.05°, which represents a very accurate result. The median flow value is, therefore, 30.71, the median value 26.92, and the radius 176. The rotation based on the median value only achieves 8.8°.
Figure 9: (a) real-world recording with printed degrees below, (b) ROI within the recording and the corresponding optical flow values with a rotation to the left from camera viewpoint, (c) density of all optical flow values and the remaining density.

Figure 10: All synthetic scenario results with the cleaning steps and the resulting rotation by mean and median value from the optical flow.

Figure 11: All real-world results with the cleaning steps and the resulting rotation by mean and median value from the optical flow.
All real-world results are summarized in Figure 11. The target rotation cases range from 5° to 20° with nine for 5°, 21 for 10°, three for 15° and seven for 20°. It is clear to see that with a rotation > 10° as target, the results get more incorrect. The samples itself inflict that because no feature information cannot be compensated like a too homogeneous ROI.

5.3 Homogeneity between CGI Rendering and Real-World Recordings
As expected, the homogeneity is utterly different between the CGI renderings and the real-world recordings, as visible in Figure 12. The CGI scenes usually have more features based on the perfect texture. The homogeneity values are significantly lower and centered at 0.167 and the real-world values at 0.396. In real-world recordings, it depends on the sharpness of the image, such as the focus, for example.

6. DISCUSSION AND CONCLUSION
The results show that the approach is working from controlled scenarios such as CGI rendering but also for real-world recordings. In all cases, it is visible that the rotation cannot be calculated as perfect as wanted in every scenario. Since the approach is relying on optical flow information, it is not possible to calculate a rotation higher than 45°. On the other side, the rotation calculation between contiguous frames from a video allows tracking of the rotation in a range lower than 10°. In this range, as stated, it is possible to extract the information at a high confidence.

We also tested scenarios with people wearing T-shirts with only horizontal textures. For those cases, the homogeneity is high, and by ignoring this information, the resulting rotation is far away from the desired target. That further concludes that reliable optical flow information is required. Without that, all pre and in-between cleaning steps do not automatically repair the calculated features. Therefore, it works not in every case, but with the described checks, it is possible to decide if the result is reliable or not.

Our simplified model of a person with a circle has some limitations. Naturally a person does not have a shape like this, but a more ellipse-like one instead, which has to be improved. Further, the rotation is typically not around the center of such a model. It is more likely around an asymmetric point between the center of our model and the backside. The first tests conclude that the resulting rotation can be more accurate by moving the center nearer to this desired arbitrary point.

7. OUTLOOK
Future tests will focus on the applicability of the presented orientation estimation for human shape reconstruction with real-world data. Due to the skeleton-based alignment, the presented accuracy should be sufficient with ±2° to allow for 3D human body reconstruction from a single static monocular video feed.

As the static monocular video acquires frames from one entire rotation of 360°, some potential for improvement as post-processing similar to VSLAM loop closure exists. If, e.g., the orientation evaluated from the neighboring frame pairs (n₀, n₁), (n₁, n₂), …., (nₘ₋₁, nₘ) sums up to 360 ± err then all frame-to-frame estimations can get scaled with $s = \frac{360}{360+err}$.

Furthermore, the input video can be processed at various sampling rates, e.g., ten frames, 20 frames, and so on combining the particular results by applying maximum likelihood estimation for higher robustness.
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ABSTRACT

In the process of creating digital images of concrete, wave propagation can be used to generate a suitable inner representation of this element, producing an ultrasonic tomography. Although tomography devices are efficient in generating images, they are high-cost and not very accessible. On the other hand, images obtained through ultrasound tests allow identifying the presence of flaws in different types of materials at lower costs. In ultrasonic tests, ultrasonic wave velocity paths are generated from different measurement points. Thus, in order to improve the data range, interpolation techniques can be used to estimate the acoustic velocity at the unmeasured test points, completing the image creation process. This work aims to evaluate the influence on the quality of the generated image of (1) the spatial resolution and (2) the number of measurement points in the ultrasonic test. Experiments were carried out using Inverse Distance Weighting interpolation technique and ultrasonic tomography on concrete beams with and without flaws. The resulting images indicated the importance of the appropriate choice of number and arrangement of measuring points in the ultrasonic test to properly detect internal flaws. In addition, we verify that a higher spatial resolution may also interfere in the identification of internal flaws in the image.

Keywords
Concrete, Ultrasonic Test, Ultrasonic Tomography, Data Interpolation.

1 INTRODUCTION

Concrete is the most used building material. Several structures, such as Bridges, Buildings, Structures, among others, are continuously subject to the effects that degrade their structural integrity [MEH06]. For this reason, it is necessary to take preventive actions to inspect and monitor the concrete, to ensure the safety of the structures and maintain their design performance.

It is usual to notice internal flaws in reinforced concrete construction elements, due to the execution failures or curing problems. Among the most common flaws are the concreting voids, which are difficult to identify and locate and can cause harmful consequences to structures. The difficulties on identifying and locating this flaw can be managed by using non-destructive inspection methods. The Non-Destructive Testing (NDT) is a technique used to evaluate a material without damaging it.

Among the advantages of NDT, it allows controlling the concrete quality in new constructions, evaluate the conditions of existing structures and also ensure the quality of repair work. In addition, NDT are used to assess the uniformity of the material, the modulus of elasticity and strength of concrete [CAR19].

The ultrasonic test uses the wave propagation to represent the flat section of the concrete in a 2D image. This technique has been widely used in the inspection field because it is portable, non-invasive and low-cost. In fact, the test is the most reliable, easy and portable non-destructive method used for assessing elastic properties of materials [HAS12].

Several studies have discussed the use of ultrasonic tests for detecting internal flaws in concrete. Parameters such as the number of measuring points in the test can significantly influence the results, discussed by [HAA16] and [PER19].

By means of the interpolation technique it is possible to reconstruct or approximate the continuous signals from a series of discrete points [CHE19]. This technique has been widely applied to super-resolution and im-
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age reconstruction in ultrasonic tomography [DON16] [FAN17] [FAN18].

This study intends to evaluate the influence of the number of measured points in the ultrasonic test and, consequently, on the tomography image quality generated after the interpolation process. The influence of the resolution will also be evaluated on the quality of the generated image. The interpolation method used to generate the images was the Inverse Distance Weighting (IDW).

The reminder of this paper is organized as follows: In Section 2 we address related work and basic concepts. The proposed method, the fundamentals and details of each step in the method are addressed in Section 3. The experiments and results are shown in Section 4. Finally, in Section 5 we present our conclusions.

2 RELATED WORK AND FUNDAMENTAL CONCEPTS

This section introduces some basic concepts of Ultrasonic Tomography and Data Interpolation. Furthermore, some of related known methods are discussed.

2.1 Fundamental Concepts of Ultrasonic Tomography

Ultrasonic tomography is an NDT method that allows the mapping of the entire internal section of the object from its projections of ultrasonic waves. In contrast with traditional ultrasonic single measurement techniques, tomographic ultrasound technique provides methods of sampling a substantial volume rather than a single point, with an automated way of data collection and processing [KOU19]. It provides visualization, either by the cross section or by the three-dimensional structure. A better identification of the anomalous regions and determination of the physical properties of the measured region can be obtained [BON00].

Recently, ultrasound tomography has attracted a great deal of interest in a wide spectrum of applications. In the industrial field, a study demonstrated the effectiveness of an online sound speed travel-time ultrasound computed tomography system to inspect liquid mixtures of different densities. The study shows the sound-speed tomographic imaging to monitor liquid elaboration processes [KOU19]. In the biological field, the development of multi-spectral optoacoustic tomography techniques was proposed by [MER19] for whole-body computed tomography of mice, in a devised a hybrid transmission-reflection optoacoustic ultrasound (TROPUS) imaging platform. The method proved that the noninvasive technique of ultrasound imaging can also provides highly complementary information on elastic and functional tissue properties of small animals, enhancing optoacoustic image quality.

Although efficient tomography devices are already available, the ultrasound test is more cost-effective and can produce even better images. Regarding to the ultrasonic test, it is performed by positioning the transmitting transducer and the receiver transducer, of the ultrasonic equipment, either side of the specimen as shown in Figure 1. The transmitting sends a compression wave through the specimen, and the receiver records the full waveform on the other side. The time the wave takes to propagate through the specimen is registered, i.e., the Time Of Flight (TOF). In addition to the direct measurements, the test can be performed with the transducers on the same surface (indirect measurements) or on adjacent surfaces (semi-direct measurements), according to the American Standard ASTM-C597. [AST02].

![Figure 1: Ultrasonic Test on a Concrete Specimen of length L.](image-url)
Their results included a good match found between tomographic images and the true physical conditions of the samples.

In concrete, the use of interpolation for generation and reconstruction of images is still not widely discussed. However, some studies present the advantage of the method applied to concrete. In the study proposed by [FAN17], the maximum likelihood expectation maximization algorithm and ultrasonic TOF data was used to reconstruct concrete images. In order to obtain a high quality image, TOF data interpolation and normalization were proposed and validated for image reconstruction system. In the study conducted by [GOM19] three spatial interpolation techniques for generating digital concrete images were used: Nearest Neighbor Interpolation, IDW and a modified IDW technique. The results showed that the presence of voids in concrete could be identified using the IDW interpolation technique.

### 2.3 Ultrasonic Tomography on Concrete

The ultrasonic test has been effectively used for the evaluation of several types of concrete internal flaws, such as void detection [DON16] and cracking on concrete [YAN19]. A successful example of implementation was achieved on the evaluation of structures repair by comparing the pulse velocity of the structures before and after repair [AGG11]. Regarding the identification of non-homogeneity in concrete, [SCH14] used ultrasonic tomography to determine the location and size of internal flaws in a sample of concrete and confirmed the reliability of the technique. In the experiment proposed by [FAN18], the images of concrete specimens were reconstructed by using transit time parameters and MLEM improved algorithm. The proposed image reconstruction technique was effective to improve the accuracy and the quality of image reconstruction on concrete. [HAA16] studied the influence of different number of measurements in the ultrasonic test. Using the principle of image reconstruction, their tomographic images were generated using the transformation of each TOF data as sums of partial travel-times in all elements of a defined mesh. The Simultaneous Iterative Reconstruction Technique (SRIT) algorithm was used to solve the system of linear equations of all measurements generated. The results demonstrated that quality of the tomographic images depends on the number of the measurements and its distribution. [PER19] Also performed ultrasonic tests for detecting flaws in tomographic images of concrete. They used the Network Theory to improve the ultrasonic tomography in concrete. This theory uses a network of interconnected nodes, defining the permissible ultrasonic travel paths. By dividing the object into elements, each element was added to secondary nodes. The Dijkstra’s algorithm is used to identify which travel path is the fastest. Then, for the principle of image reconstruction, the SIRT technique is also applied to solve the system of linear equations. The authors found out that the reduction of the mesh size (greater number of measuring points) provided a better image than the increment of secondary nodes (network theory proposed by the authors), proving the importance of choosing an adequate mesh for generating tomographic image by means of ultrasonic test. The use of more robust interpolation techniques have received attention in the last years. On the other hand, simpler techniques can have computational advantages if they are efficient for what is being proposed. [GOM18] used the interpolation technique to detect concrete internal flaws. They used IDW interpolation, as one of techniques proposed achieved satisfactory results in the ultrasonic tomographic images.

Considering previous work, our contribution are mainly concerned in the use of basic interpolation techniques to generate digital images for detecting internal flaws in concrete, enabling the generation of tomographic images at lower computational cost. Besides, the study of resolution in image quality is also directly linked to computational cost. Finally, the study was conducted on two reinforced concrete beams of different configurations. Although many works use a large amount of concrete specimen in their studies, the use of a concrete beam containing steel armour is more linked to practice, bringing the situation closer to reality.

### 3 PROPOSED APPROACH

In this section we describe the proposed approach of this work. It consists of 4 steps which are illustrated in Figure 2 and described though the remainder of this section.

![Figure 2: Workflow of proposed approach.](image)

#### 3.1 TOF Acquisition

The Time of Flight (TOF) acquisition consists in obtaining the ultrasonic pulse propagation times (TOF) by means of ultrasonic tests. The ultrasonic tests were
performed on two reinforced concrete beams, 3 meters long, 0.4 meters high and 0.2 meters wide produced by [ROC17], both concreted with the same concrete. PVC pipes were included in one of the beams in order to simulate concreting voids defects. It had different sizes and locations according to Table 1. Figure 3(a) shows the longitudinal side of BEAM-A and the sections (1- 1', 2- 2', 3- 3' and 4- 4') used to generate the images with the TOF data. Figure 3(b) shows the longitudinal side of BEAM-B and the sections (A-A', B-B', C-C' and D-D') used to generate the images with the TOF data.

<table>
<thead>
<tr>
<th>Pipe</th>
<th>Diameter(mm)</th>
<th>Length(mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>25</td>
<td>150</td>
</tr>
<tr>
<td>2</td>
<td>50</td>
<td>200</td>
</tr>
<tr>
<td>3</td>
<td>25</td>
<td>300</td>
</tr>
<tr>
<td>4</td>
<td>75</td>
<td>100</td>
</tr>
</tbody>
</table>

Table 1: PVC pipes dimensions.

The comparison will be carried out between the two sections of BEAM-B that contain PVC pipes, and the other that do not contain. Besides, the 4 cross sections of BEAM-A will also be compared with the sections of BEAM-B, specially the ones without flaws since they have to be similar regardless of whether the beam has flaws or not.

3.2 Data Interpolation

The data interpolation was used to complement the generation of tomographic images. The method selected to interpolate the data in this work was the inverse distance weighting (IDW). This method is one of the most frequently used deterministic models in spatial interpolation. Its general idea is based on the assumption that the value of a point out of sample is the weighted average of known values within the neighborhood, and the weights are inversely related to the distances between the prediction location and the sampled locations [LU08].

In the IDW technique, the points closer to the point to be interpolated have more influence on the interpolation, because they have smaller distances compared to the others [HAR16].

Equation (1) describes the formulation of this interpolation method.

The value at any point $P$ is a weighted average of values at the data point in which weighting is a function of distance to those points ([SHE68]).

$$u(x) = \frac{\sum_{i=1}^{N} (d(x_i))^p u_i}{\sum_{i=1}^{N} (d(x_i))^p}$$

(1)

Where $x$ is an interpolated (arbitrary) point (data point), $X_i$ is an interpolating (known) point, $d_i$ is the Cartesian distance between $x$ and $x_i$ ($d(x, x_i)$). $N$ is the total number of known points used in interpolation. $p$ is a positive real number, called the power parameter. $u_i$ represents the noise value at position $i$.

Since the IDW model is simple and fast, the proposed method to accomplish this study is computationally efficient.

3.3 Study of Arrangements

The third step consists in comparing the images generated with different arrangements of measuring points with orthogonal and oblique measurements. The ultrasonic test was conducted in 4 cross sections of each reinforced beam as shown Figure 3. It was used three arrangements (ARR1, ARR2 and ARR3) in order to make a comparison between the number of measured points for evaluation of the generated image. ARR1 had nine measuring points, ARR2 had five, and ARR3 had 3 measuring points. Each arrangement was done in two configurations: (1) orthogonal direct measurements, and (2) oblique direct measurements.

Orthogonal Direct Measurements: In this configuration, the TOF data was collected by using orthogonal direct measurements (Figure 3). Arrangements 1, 2 and 3 were used. Figure 4 shows the images generated in the 3 arrangements of Orthogonal Direct Measurements.

Oblique Direct Measurement: In this configuration, the test was performed in oblique direct measurements. In ARR1 it was build a mesh with nine measuring points, generating 81 travel paths. In ARR2 the mesh had 5 reading points, generating 25 travel paths. In ARR3, the mesh had 3 reading points , totaling 9 travel paths. Figure 5 shows the three stages of this configuration.

3.4 Study of Resolution

This study also includes the analysis of the spatial resolution influence on image quality for flaw detection. Considering the same size, images with better spatial resolution have a larger number of pixels than those with lower spatial resolution. Considering the size of the beam, images with the following pixel dimensions were generated: 10x20 pixels, 20x40 pixels and 40x80 pixels. If the pixel size becomes larger than the size of a flaw, it is possible that this flaw is not visualized in the digital image. Also, if it is possible to visualize the flaws with a lower resolution, the computational cost is lower. Thus, 3 different resolutions will be analyzed to choose the one that offers more advantage.

4 EXPERIMENTS AND RESULTS

The tests were conducted by the through-transmission method (direct transmissions), according to the American Report on Nondestructive testing [ACI13], with Pundit Lab commercial instrument at Proceq Company.
Figure 3: Reinforced Concrete Beam (a) without flaws and (b) with flaws. Adapted from [ROC17].

Figure 4: Cross Section of the beam in the three arrangements using Orthogonal Direct Measurements.

Figure 5: Cross Section of the beam in the three arrangements using Oblique Direct Measurements.

Figure 6: orthogonal direct measurements with 9 measuring points for (a) BEAM-A and (b) BEAM-B

Transducers of longitudinal waves at 54kHz frequency were applied to the tests. The transducer face and the specimen were coupled by a medical ultrasound transmission gel. The images were generated using python’s matplotlib library, in the “tab20c” color palette. In the IDW interpolation, the weight (P) assigned to the distance between the points used was 2.

4.1 Study of Arrangements

The images generated for the cross sections with orthogonal direct measurement are shown in Figures 6, 7 and 8, for both BEAM-A and BEAM-B. The oblique direct measurements are represented in Figures 9,10 and 11 for BEAM-A and BEAM-B.

In direct orthogonal measurements the images were generated with 1 pixel representing 1.0 cm$^2$. The images generated from the sections without flaws (BEAM-A, and sections B-B’ and D-D’ of BEAM-B) are mostly homogeneous as shown in Figures 6, 7 and 8. In this configuration, section 1-1’ and 2-2’ did not show consistent results, as they are more alike to sections A-A’ and C-C’(sections with flaws), where the non-homogeneity may be identified as a flaw in concrete, since the measurements at some points showed lower TOF. It is suggested that the results for direct measurements might be misleading, where non-homogeneous regions (with lower TOF values) could be interpreted as flaws even in sections where they do not occur, regardless of the number of measurements points. Also, the IDW technique may impact the sections without flaws, because it calculates...
the interpolated point considering all points measured in the section.

In direct oblique measurements the images were generated with 1 pixel representing 0.5 cm$^2$. The flaws had more defined shapes, represented by the colors green and orange (lower TOF) according to Figures 9, 10 and 11. As expected, the measurements with more travel paths presented better results (9 measuring points). However, anomalies could be identified even with 5 or 3 arrangements of measuring points.

Different from the orthogonal measurements, in oblique measurements, sections B-B’ and D-D’ of BEAM-B resemble section 1-1 ’of BEAM-A. Even though these are sections without flaws, some points with lower TOF values were identified. Even so, these sections are distinguished from sections A-A’ and C-C’, where most of the image actually represents non-homogeneous regions identified by lower TOF values.

4.2 Study of Resolution

The resolution was analyzed by taking the sections with flaws (BEAM-B) as a reference, i.e., A-A’ and C-C’ in ARR2 (oblique direct measurements). A comparison was made among the images generated with 8x4 pixels, 20x10 pixels, 40x20 pixels and 80x40 pixels.

Figures 12 and 13 shows that the image generated with more pixels (80x40) presented better spatial resolution compared to the images generated with a smaller number of pixels (40x20 and 20x10). However, in a smaller number of pixels we understood that the presence of discontinuity could still be identified. In addition, when

The proposed algorithm only requires about 2.6 s to interpolate the images with 9 measurement points in oblique direct measurement (Figure 9), and it has much lower computational complexity than methods here commented. [HAA16] [FAN18][CHE19]
Figure 11: oblique direct measurements with 3 measuring points for (a) BEAM-A and (b) BEAM-B

Figure 12: Image Generated with different resolutions for section A-A'.

Figure 13: Image Generated with different resolutions for section C-C'.

the pixel size becomes larger than the size of the smallest beam flaw (8x4), it is hard to detect any kind of flaw.

5 CONCLUSIONS

This paper presented a study of different arrangements of measuring points in the ultrasonic test and evaluate its influence on the result of the interpolation and image quality. The IDW technique was used to interpolate the data collected in the ultrasound test. The approach provided important information regarding the experimental procedures of ultrasonic tests. Also, some limitations and favorable conditions were identified. Our initial findings indicate that the quality of the images may depend on the number of measuring points. The direct orthogonal measurements did not show consistent results, since the images with and without flaws showed similar results. However, in the oblique measurements the presence of points that could represent a flaw in concrete, was identified even in arrangements of fewer measuring points. It should be noted that the IDW technique may influence the analysis of the sections without flaws, since it considers all points of the sample. Furthermore, the spatial resolution seemed to be more relevant than the number of measuring points. The tomographic images generated with more pixels in the direct oblique measurements achieved better results. Finally, ultrasonic tomography using data interpolation presented as a satisfactory technique for assessing concrete elements homogeneity. According to results, internal flaws in concrete were find considering different analysis. However, steel reinforcement, was not considered and may induce some errors. Future work includes the use of a larger database for verifying the results and the use of other type of interpolation. In addition, we intend to use image processing metrics in order to evaluate the results quantitatively.
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ABSTRACT

This paper is devoted to the development of an algorithmic model that solves a set of interrelated computational geometry problems efficiently. To do this, an algorithmic environment with a unified data structure is created, which allows to implement complex use cases efficiently with respect to required computational resources. We build the environment based on the “divide-and-conquer” strategy. Once a convex hull is a key to a set of computational geometry problems, we offer a concatenable queue data structure to maintain it. The data structure is in the form of a modified balanced binary tree. This allows us to perform operations needed in algorithms for a set of problems in $O(\log^2 n)$ time. Furthermore we offer a way to execute the algorithms both sequentially and in parallel. In the future the algorithmic environment can be improved to support other computational models with similar properties for solving problems. As an example, the Voronoi diagram or the Delaunay triangulation can be considered.

Keywords
unified data structure, simulation problem, interrelated problems set, unified algorithmic environment, concatenable queue

1 INTRODUCTION

Nowadays, advanced computer simulations and visualizations of complex scientific researches and large-scale technical projects require to solve simultaneously a set of problems. The core of this set are problems of computational geometry and computer graphics. To solve such problems it is needed to create suitable algorithmic frameworks that would yield accurate results in real-time. Existing methods (ImageJ [Ima19a], IMARIS [Ima19b], iLastic [SSKH11]), that are based on a set of algorithms implementations organized in a package do not result in desirable efficiency and accuracy. It is worth noting that there are a lot of parallel algorithms designed to solve specifically certain computational geometry problems such as in [ACG*88, AL93, AGR94, ACG89, BSV96, Che95, CG88, G97, Ja97, Rei93, Lee90]. Every such algorithm requires its computational resources and is executed independently from others. In such cases identi-cal steps, such as preprocessing and building data structures, are repeated several times.

Therefore, an important aim in developing algorithmic models is to create a universal tool that would have a means to solve efficiently a set of problems. This tool should also execute identical steps of the algorithms once and be able to represent the results of those steps in the form of unified data structures. In [TA10] the notion of a unified algorithmic environment is introduced, which is based on the “divide-and-conquer” principle and takes into account the aforementioned features of the algorithms. In particular, preprocessing and dividing the initial set of data to form a recursion tree is common for all problems and is executed only once. During the merge stage, intermediate results are maintained in a concatenable queue for the convex hull, Delaunay triangulation and Voronoi diagram problems. This model does not repeat identical computations, which yields good performance.

In this article we first describe how the convex hull algorithm for a static set of points is decomposed into separate stages and incorporated into our unified algorithmic environment model (UAEM). Then we detailedly explain how we implement the concatenable queue, which is used in the algorithmic environment. Finally, we make a complexity analysis for the algorithm and test its performance.
2 UNIFIED ALGORITHMIC ENVIRONMENT

In this section we described the principle of how we decompose each algorithm into distinct stages. We then use this partition to avoid repeating the computations in the algorithmic environment. The principle will be shown on a convex hull algorithm, which is similar to the one described in [OL81]. The idea there is to divide the hull into the left and right sub-hulls and represent them with two concatenable queues. This allows to achieve \(O(\log^2 n)\) time for update operations such as adding or removing points from the hull. We use the approach to compute the convex hull for a static set of points. Additionally, unlike in [OL81], a convex hull here is divided into upper and lower sub-hulls.

2.1 Algorithms stages

The notion of a convex hull is simple. For a set of points \(S\) in a \(k\)-dimensional space it is the smallest convex set that comprises \(S\). To solve such a problem means finding a subset in \(S\) that is "skeleton" for the convex hull. From now on, we will consider the case where \(k = 2\).

To eliminate corner cases during the merging step we need to ensure that there are no 3 points that lie on a horizontal or vertical line. Points that violate this condition are removed from \(S\) in the preprocessing stage. Formally, the removal criterion is formulated as follows. For \(a = (x_a, y_a)\) we denote \(x(a) = x_a, y(a) = y_a\). Let the points \(a_1, \ldots, a_k\) lie on one horizontal line and \(x(a_1) < \ldots < x(a_k)\). Then, by the criterion, the points \(a_2, a_3, \ldots, a_{k-1}\) must be removed. Analogously for the vertical case.

The algorithm of removing “inner” repetitions in a sorted array is trivial. To perform the preprocessing described above, it is needed to:

1. Sort points by \(y\) (if \(y\) coordinates are equal, the \(x\) coordinates are compared).
2. Delete “inner” repetitions by \(y\) coordinate using the described algorithm.
3. Sort points by \(x\) (if \(x\) coordinates are equal, the \(y\) coordinates are compared).
4. Delete “inner” repetitions by \(x\) coordinate.

As a result we get a list of points for which we can apply the recursive convex hull algorithm. At the stage of dividing the problem into sub-problems, the list of points is split into left and right parts of roughly equal size. This can be done in \(O(1)\) time for an interval \([i, j]\) by computing the average of indices \(i\) and \(j\).

The recursion stops when there are no more than 3 points in the list. For the base case the list of points can have 2 or 3 elements. In those two cases the convex hull can be trivially constructed. The result of the base case are two concatenable queues representing upper and lower sub-hulls with one or two points in each.

To merge two convex hulls that are separable by a vertical line, we need to find upper and lower tangents that will serve as a basis for the resulting hull. Those tangents are found using the search algorithm described in [OL81]. It remains to split the sub-hulls at found nodes that form upper and lower tangents and merge the remaining parts. An example of performing such a procedure is shown in Fig. 1.

We use the following markings on the convex hull schemes. Sub-hulls of left and right hulls are marked with orange color, sub-hulls of merged hull are marked with blue color, correct tangents are marked with green color, incorrect tangents are marked with red color and removed edges during merging are overscored with two red lines. Each convex hull is divided into the upper and lower parts due to its representation in the algorithm.

Now we will consider the corner cases that arise when performing the merging. The first of these cases is related to the ambiguity of the position of the utmost left and utmost right points in the described representation. They might be included both in the upper and lower sub-hull. Both points must belong to the upper sub-hulls of the left and right hulls before finding the tangent line, because otherwise such tangent may be found incorrectly. An example of such an incorrect search is given in Fig. 2.

To avoid such a situation, it is necessary to move the aforementioned points to the upper sub-hulls before merging them. For the rightmost point of the left hull and the leftmost point of the right hull we have the following cases. Similarly to the previous argument, they must be transferred to the upper parts of the hulls. And after merging, these points must be transferred to the lower parts of the hull, if they do not belong to the resulting upper part of the final hull. Otherwise, the formed hull may be incorrect. An example of such a case is shown in Fig. 3.
To transfer the utmost left point of the lower sub-hull to the upper sub-hull means to split the concatenable queue representing the lower sub-hull over its utmost left points and merge the obtained part with the upper sub-hull.

After combining the parts of the convex hulls, another corner case might take place. The search for the tangent for the upper parts of the hulls does not take into account the position of the lower parts and vice versa. As a result, the upper and lower parts of the final hull may not form a coherent structure. An example of such a situation is shown in Fig. 4.

To avoid such a situation, it is necessary to perform the step of cutting off the redundant left and right parts of the formed lower sub-hull. To do so, we perform two more binary searches on the lower sub-hull to find pivoting left and pivoting right nodes. The part of the lower sub-hull in between those pivoting nodes forms the correct hull with the upper sub-hull. Fig. 5 shows example of such procedure.

2.2 “Divide-and-conquer” algorithm interface

The next goal of this work is to build a unified algorithmic environment. The construction of such an object requires the combination of an algorithmic database together with the necessary data structures. It is needed to create an interface for generic algorithms based on the “divide-and-conquer” strategy.

We first list the components of such an interface:

- Preprocessing.
- Dividing task into sub-tasks.
- Merging results of solved sub-tasks.
- Checking if a given input represents a base case.
- Solving the base case.

To construct the final interface it remains to determine the input and output types of its functions. A large number of computational geometry algorithms, such as the minimum spanning tree, the Delaunay triangulation, the Voronoi diagram, and the convex hull accept the list of points. A list can also be easily split into two parts of roughly the same size. The output type of the interface should store result data computed by the algorithmic environment. In our implementation we use a special class Result with convexHull field. The field stores convex hull computed on a specific step of the recursion.
Listing 1 shows the constructed algorithm model. Here every aforementioned component is represented as a function.

```java
1 interface DaCAlgorithm:
2   Points preprocess(Points input)
3   Pair[Points, Points] divide(Points input)
4   Result merge(Result first, Result second)
5
6   boolean isBaseCase(Points input)
7   Result solveBaseCase(Points input)
```

Listing 1: Algorithm model based on the “divide-and-conquer” principle. Here a list of points is denoted as Points

### 2.3 Sequential and parallel execution

Although this model very accurately describes the class of algorithms, it does not make it possible to solve the problem directly by having input data. This allows us to separate the implementation of the algorithm from how it is executed. Next the principles of sequential and parallel execution are discussed.

When executing sequentially an algorithm, the sub-problems are computed one by one. We first check if the current input is a base case and if so we can directly compute it by calling `solveBaseCase` procedure. Otherwise the input is split with `divide` and the obtained sub-problems are solved sequentially. Finally the obtained results are merged with `merge` procedure.

In parallel execution, we take into account that the individual sub-problems can be calculated independently, which significantly speeds up the execution of the algorithm. To construct the concurrent execution algorithm, we use the following parallel computation abstraction `computeInParallel(function1, function2)` which runs the functions `function1` and `function2` simultaneously. We use it to solve sub-problems obtained after dividing a given input. Other than that parallel version is identical to the sequential one.

From the implementation standpoint, the performance of parallel execution was improved by introducing a limit on the size of sub-tasks that can be calculated in parallel. This allowed us to distribute work between threads more evenly.

### 3 CONCATENABLE QUEUE IMPLEMENTATION

As shown in [OL81], the concatenable queue is the key data structure for the algorithm described above and is therefore the basis for the UAEM. Now we will focus on how to efficiently implement it for our algorithmic environment.

Concatenable queue is an Abstract Data Type, that supports the following operations:

- `insert()`;
- `remove()`;
- `getMinimum();`
- `contains();`
- `split();`
- `concatenate()`.

By default the elements in a concatenable queue are kept in a certain predefined order [AH74, pp. 155-157]. In this article the concatenable queue is implemented as a modified balanced binary tree. Its nodes are divided into non-leaf and leaf ones. The leaf nodes contain all points kept in a tree. A `ConcatenableQueue` object maintains pointers to the root of the tree as well as leaf nodes that contain minimum and maximum values in the tree. Every node has `left` and `right` pointers which point to its left and right neighboring leaf nodes or `nil` if the node is utmost in the tree. Additionally every node keeps a pointer `leftMax` to a node with the largest element in its left sub-tree, which allows us to perform binary search. The node constructor accepts values `leftMax, left` and `right`. The `height` value each node is kept for the balancing during the split and merge operations. Now we will go into details on how this data structure is implemented.

The `contains` operations is pretty straightforward and uses binary search over the tree so its complexity is \(O(\log n)\), where \(n\) hereafter denotes the numbers of nodes in the queue.

Algorithm of inserting a new element in a queue looks like as follows. First, the position for a new node is searched. Then a new node is inserted between two adjacent leaves. Going back a new non-leaf node is created - the parent for the new node and one of its neighbors. The algorithm is formally described in Listing 2. Here the `updateHeight` subroutine updates the height value for a given node, the `insertLeaf` insets a new leaf node between two adjacent leaf nodes.

```java
1 Node insert(int v, Node node):
2   Node result = nil
3   if v > node.leftMax.value:
4     if !node.isLeaf:
5       node.right = insert(v, node.right)
6     else:
7       Node newNode = insertLeaf(node, node.
8       right, v)
9     result = Node(node, node, newNode)
10   else:
```
Now we will discuss the split procedure. In the first step we find out if the current node is not a leaf, the search proceeds on the right sub-tree of the current node. Otherwise, a new leaf is created between the current node and its right neighbor. The case, when leftMax has a greater value than v is analogous. The procedure ends with updating the height on a newly created node, which is returned as a result value.

Since in every step we perform a constant amount of work, the complexity of the procedure is \( O(h) = O(\log n) \), where \( h \) hereafter denotes the height of the tree. The remove operation is analogous.

Now we will discuss the split procedure. As an input the procedure takes a value based on which the split operation is performed, a current node as well as left and right queues, which are constructed as a result of the procedure. The value, by which the split has been performed, belongs to the left queue. The procedure is formally described in Listing 3.

Here the concatenate procedure is used. It performs concatenation of two arbitrary nodes and uses their heights to balance the resulting queue. The cut procedure breaks connections between two adjacent leaf nodes in a queue and therefore is trivial. In the first step of the split operation we check if the current node is not a leaf. If so, then the procedure continues on either left or right sub-tree. Here a special corner case is considered, where leftMax contains the dividing value. If that is the case, then leftMax becomes the maximum node for the left queue and its right neighboring leaf node becomes the minimum node for the right queue. Finally, if node is a leaf, its connections are broken and the value of maxNode is updated for the left queue as well as the value of minNode for the right queue.

The algorithm of the concatenate procedure is described in Listing 4. First, we consider corner cases where one of the nodes is nil. This is needed to ensure the correctness of the recursion. Then, if the left node is lower than the right, one step down is taken for the right node. If the right node is lower - we take a step down for the left node. If the heights are equal, the joining point is found and a new node must be created. In each step, it is necessary to update the height of the current node because it changes.

We begin analyzing the complexity of the split procedure by determining the complexity of the concatenate procedure. At each iteration, a step is performed ei-
th to the left son of the current node or to the right one. The execution of the recursive procedure finishes by merging two nodes.

Since each step moves us down one level and a constant amount of work is performed for each level, the total complexity of the *concatenate* procedure is $O(h) = O(\log n)$. The *split* procedure uses the *concatenate* procedure as a subroutine. The complexity of a *split* call is equal to the complexity of *concatenate*. The number of recursive *split* calls for one such operation is $O(\log n)$, so the total complexity of the procedure $O(\log^2 n)$. The merge operation of two queues is reduced to the clamping of their root nodes by the *concatenate* procedure, so its complexity is $O(\log n)$.

4 COMPLEXITY ANALYSIS

**Theorem 1.** The complexity of the described convex hull construction algorithm for a static set of points is $O(n \log n)$ with sequential execution.

**Proof.** We will argue the complexity of the algorithm by listing the complexities of the main steps.

1. Preprocessing: sorting and removal of “inner” repetitions by $x$ and $y$ coordinates $O(n \log n)$.
2. Divide step: splitting list of points in half $O(1)$.
3. Merge step: merging convex hulls obtained from solved sub-tasks $O(\log^2 n)$:
   - (a) transfer of the utmost points to upper parts of convex hulls with at most 4 calls to *split* and *merge* operations $O(\log^2 n)$;
   - (b) finding the tangent for the upper parts of the hulls with a binary search $O(\log n)$;
   - (c) splitting and merging the upper parts with 2 calls to *split* and 1 call to *merge* operations $O(\log^2 n)$;
   - (d) moving the utmost points to the bottom of the hulls with at most 2 calls to *split* and *merge* operations $O(\log^2 n)$;
   - (e) finding the tangent for the lower parts of the hulls with a binary search $O(\log n)$;
   - (f) splitting and merging the lower parts with 2 calls to *split* and 1 call to *merge* operation $O(\log^2 n)$;
   - (g) normalization of the obtained lower part with 2 binary searches and 2 calls to *split* operation $O(\log n)$.

Using known algorithms, we can perform sorting in $O(n \log n)$. To estimate the complexity of the recursive procedure for constructing a convex hull, we make the following equation:

$$T(n) = 2T\left(\frac{n}{2}\right) + O(\log^2 n) \quad (1)$$

According to result from the theory of algorithmic complexity, we have that the solution of this equation is:

$$T(n) = O(n) \quad (2)$$

Thus, taking into account the preprocessing, we get the total complexity of the algorithm $O(n \log n)$.

**Theorem 2.** The complexity of the recursive convex hull construction is $O(\log^3 n)$ when executed concurrently on $\frac{n}{2}$ processors.

**Proof.** The recursion tree has a height of $O(\log n)$ levels. At the lowest level, the number of sub-tasks created is $\frac{n}{2}$. Thus, each sub-task takes no more than $\frac{n}{2}$ time. Next, $O(\log^2 n)$ work is performed at each level. Having the height of the recursion tree, we get the total complexity of the algorithm.

5 PERFORMANCE EVALUATION

We implement the UAEM with Java programming language using its standard library. We used a machine running Ubuntu 18.04 LTS equipped with 16GB of DDR4/2 RAM and Intel Core i7-8750H CPU which has 6 cores and supports up to 12 threads.

To efficiently solve “divide-and-conquer” subproblems we delegate parallelization to the ForkJoinPool which is available as part of the Oracle’s JDK 8. Furthermore, we limit the average number of recursive subproblems per thread. This allows us to better control load balancing for large inputs. We conducted the performance comparison of sequential execution and parallel execution with different numbers of average sub-tasks per thread. Parallel execution was done with 12 thread. All performance data is reported in Table 1.

Parallel computation allows us to achieve up to 37% performance improvement in the best case. Fine-tuning through the average number of sub-problems per thread achieves up to 8% speedup compared to the unbalanced case. Base on collected data we can conclude that the optimal number of subproblems per thread for the convex hull computation is 30.

6 CONCLUSION

We’ve considered in detail the process of designing and implementing the UAEM as well as the unified data structure for it. In this model a generic interface of a “divide-and-conquer” algorithm was created. This allows to execute the algorithms which are implemented according to this model both sequentially and in parallel. Apart from that a concatenable queue was implemented and served as the basis for the model described above.
Table 1: Performance of the convex hull computation in the UAEM. Since our model uses fork-join parallelism we measure how the average number of recursive tasks per thread (tpth) affects the computation time. Bold numbers indicate the best time in each row.

Using the data structure allowed to significantly reduce the time and computational resources for solving the convex hull problem. The main advantages of the developed algorithm are an optimized preprocessing stage and the efficiently implemented merge step, due to the usage of concatenable queue.

The performance comparison for both types of execution shows that the algorithm has a high level of parallelism. We’ve achieved a speedup of 37% in the best case. It is easy to extend the functionality of the created environment either by adding new or modifying existing algorithms.
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ABSTRACT
We present Line-Storm, an interactive computer system for creative performance. The context we investigated was writing on paper using Line-Storm. We used self-report questionnaires as part of research involving human participants, to evaluate Line-Storm. Line-Storm consisted of a writing stylus and writing pad, augmented with electronics. The writing pad was connected to a contact microphone, and the writing stylus had a small micro-controller board and peripherals attached to it. The signals from these electronic augmentations were fed into the audio-synthesis environment Max/MSP to produce an interactive soundscape. We attempted to discover whether Line-Storm enhanced a self-reported sense of being present and engaged during a writing task, and we compared Line-Storm to a non-interactive control condition. After performing statistical analysis in SPSS, participants reported they were, on average, no more present and engaged during the experimental condition than during the control condition. As creativity is subtle, and varies with person, time, context, space and so many other factors, this result was somewhat expected by us. A statistically significant result of our study is that some participants responded to Line-Storm more positively than others. These Preservers of Line-Storm were a group, distinct from other participants, who reported greater presence and engagement and who wrote more words with Line-Storm and during the control condition. We discuss the results of our research and place Line-Storm in an artistic-technological context, drawing upon writings by Martin Heidegger when considering the nature of Line-Storm. Future work includes interesting, immersive, and engaging interactive soundscape for writing or drawing performance, modifying interactive components, improving aesthetics, using more miniaturized electronics, and experimenting with a drawing task instead of a writing task.
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1 INTRODUCTION
Tod Machover [1-22] [40] has emphasized the need to augment existing, traditional musical instruments while...
ensuring these augmentations act as *stimuli* to the creative process, not simply as additional features. One focus of this paper is to find a way to enhance human creativity. Another is to observe the emergence of the work when the system is used. A third, is our attempt to make something that is fun to use. We have conceived, designed, constructed, evaluated, our system called Line-Storm, attempting to enhance a sense of both presence and engagement in the user. Only through performance with Line-Storm, does Line-Storm come into being.

The method of experience sampling—interrupting a person as they go through their daily activities and asking questions about their experience—has been used to find that when people’s minds are wandering, they are less happy [37]. “Be Here Now,” a mantra popularized in the United States by, for example, Dr. Richard Alpert [16], who became Baba Ram Dass. This mantra now occurs in a leading business publication urging middle managers everywhere to “be present” to be a “great leader” [29] and presumably to reap the rewards of “success.”

Even the LSD experimentation Dass describes in Be Here Now, carried out on a small, socially acceptable scale in Silicon Valley, where tech workers “microdose” themselves with LSD, to enhance their creativity and improve interpersonal interactions [38]. Some esoteric practices leading to creative work may conjure images of the lone painter or poet, or of a sculptor in her studio. It is not only Silicon Valley technocrats, scrambling for millions and billions of dollars, who might benefit from enhancing human creativity.

Even now one is ashamed of resting, and prolonged reflection almost gives people a bad conscience. One thinks with a watch in one’s hand, while eating meals, and reading the latest news of the stock market; we live today not to miss out on anything. –Nietzsche [45]

Note that Nietzsche was writing well over 100 years before “FOMO,” or “fear of missing out,” became an expression related to early 21st-century smartphone users. Our point is that we recognize that there are different meanings to the phrase creative work. For example, billionaires and poets are not endorsing the same thing when both use the word “creative” or the word “work,” though both may praise “creative work.”

Some decry the extreme measures taken by LSD trippers in the 1960s [38], and want to turn the drug into an effective money-making tool. An irony is that creative work translates into fortunes undreamt of by poets such as Robert Frost. There is a story in which Joseph Heller, author of the novel *Catch-22*, when told of an investment banker who had made more money last year than he might ever to be expected to make from the novel, replied that he had something the investment banker would never have: *enough*. So, we argue that it is possible that what was good for Heller, in the anecdote, would probably not have been good for the investment banker, even when the concept of creative work is broadened to include both their endeavors. Enhancing one type of creative work may not enhance the other.

The ecstasy of the composer remarked upon by Csikszentmihalyi [14] or of the novelist, may not be found in the same way the “A-ha!” of the software developer is found.

Our work involving Line-Storm has been an attempt to provide a ludic system for use by the creative worker. Gaver [21] defines a ludic system as one that is used for its own sake, and not for some other end. By attempting to increase a user’s sense of presence and engagement—their being here now—our hope is to provide an immersive environment in which to do creative work with a writing stylus such as the mechanical pencil we chose to use. Taskscape is a complex term from Ingold’s “The Temporality of the Landscape” [32], which we will refer to later, when speaking of the new possibilities of a task that Line-Storm exposes, as *affordances* in Gibson’s sense of the term [19]. One of our committee members, a professor of music, suggested that our work involves the taskscape of the creative worker, working with a writing stylus and paper. This taskscape includes the place, people, and objects surrounding the creative worker doing creative work. The taskscape is social [32]. The experience of the user of our system, and of the research participants who gave of their time to be a part of this paper, is a social experience, and the writing tasks they performed are tasks that fit into “an array of activities”—which include the writing of this sentence [32]. We do not know—as above, because too little work has been done in this area—whether the taskscape of a user of Line-Storm is altered in ways more conducive to writing poetry than to the drafting of microprocessor plans, for example, or vice versa. Rather than devise a completely new tool, we have chosen to augment an otherwise ordinary mechanical pencil. Perhaps by looking away from our goal, creative enhancement—as we must when looking at faint night-sky objects with the naked eye [55]—and making the use of the system the primary activity, and the work done with it a secondary activity, we think we will find ourselves progressing in that direction, whereas a direct approach would not have succeeded. By giving a chance for play, we have hoped our system, Line-Storm, serves as stim-

---

1 We chose the name Line-Storm after a favorite Robert Frost poem, “A Line-Storm Song.”

2 We could have similarly augmented a paintbrush or a pen, though the paintbrush would have required a different approach. We depend in part on the sounds made by the user’s touching of the writing pad, and we cannot expect a paintbrush to make the same level of sound made by a pencil lead.
uliant and facilitator “to the creative process itself,” as Machover [40] advises.

2 RELATED WORK

Line-Storm is not digital art as such. Its products are physical objects and phenomena. They are (analog) drawings or writings. It produces sounds, which are–though digitally mediated–analog sounds. The computer is, in Line-Storm, an intermediary and a facilitator, with a visual arts component and sound, satisfying criteria for Demers’ [8] second sub-genre of sound art. Line-Storm amplifies and augments the sonic aspects. The sounds made, while writing or drawing, are captured using a contact microphone and are played through headphones. Sounds of natural phenomena—the sounds of a thunderstorm—augment the writing or drawing experience. These sounds are recorded analog yet are digitally mediated.

2.0.1 Line-Storm as Performance

Line-storm can be used as a form of interactive theater. Line-Storm is a piece of evolving art and/or in play [52]. A performer using Line-Storm may be using it for different reasons, including for the fun of using it, to write a letter to a friend, to write down a cooking recipe, to write poetry, to draw, because it is a curious thing one wants to understand, or for other reasons. A performance occurs “as action, interaction, and relation” [52]. Line-Storm is an interactive system, where the performer’s actions cause sounds to occur, which may influence subsequent actions. The sounds can be controlled to some degree, by the performer. The drawing or writing produced during performance is one product of the performance. The sounds, which can be recorded and played back, are another product. The audience of the performance may be the performer alone, or a person or persons witnessing the performance as it occurs, or presented with one or more products of the performance, the written or drawn product or the sound produced. Line-Storm is a way of “honoring the ordinary” in Schechner’s [52] words.

Play is a way of introducing flow into one’s life [53] and has an organic quality. Sounds which we added to Line-Storm included those of thunderstorms, which have organic qualities similar to movement of air through a room, or sounds from nearby birds. Thunderstorms followed by quiet rain can be therapeutic to some as well. We wanted to use analog (thunderstorm) sounds for our analog ludic system as well. The digital medium is one of permanence and impermanence. One motivation of Line-Storm is that it could preserve the practice of the handwritten letter.

Previous work, that investigated augmenting a writing stylus with electronic or computer systems, includes MusicGrip [23], a pressure-sensor-controlled system in which a writing stylus was used to control analog synthesizers. Musc Grip used a one-to-one correspondence between sensor input and synthesizer output. Shichinohe et al. [54] used a camera system to implement an augmented-reality system to aid in the instruction of calligraphic writing. Their system monitored brush position and body posture, providing both ambient (color) feedback and verbal feedback. Part of a performance—the Brain Opera—the Digital Baton was a wireless baton, augmented with sensors, used as a New Interface for Musical Expression (NIME) [46]. The baton carried an infrared LED at its tip, pressure-sensitive resistors that were controlled by the performer’s fingers gripping the baton, and three +/-5g accelerometers. These inputs were mapped to musical parameters. The Digital Baton was a wired NIME, but the authors did discuss what could be done to make it wireless. Tod Machover’s work with hyper-instruments (electronic augmentations of traditional music instruments) [42] and [40] are very interesting. Machover’s Hyperstring Trilogy [41] was composed and performed using hyperinstruments–hypercello, hyperviolin, and hyperviola—which were traditional classical instruments augmented with sensors. Machover’s philosophy of augmenting, and not replacing, traditional tools, is one we have followed in our work [42]. LiveScribe (http://www.livescribe.com), which has produced a wireless pen with handwriting recognition, no longer develops the electronic writing pen it once did, so we did not involve the company’s work in our work. Work involving the augmentation of objects other than writing utensils or musical instruments includes the Sonic City system [22], in which the urban environment served as the interface. The Bluetooth Radio Ball Interface (BRBI) [59] augmented a sport ball with sensors, providing sound and music capabilities (mediated by a computer and a Bluetooth radio connection). The Urban Musical Game [48] was another augmentation project involving a sport ball and sound/music generation based on the ball’s motions; video of use of Urban Musical Game have been made available on Vimeo (https://vimeo.com/26413625) and (https://vimeo.com/22120867). Measurement of writing motions helps diagnose people suffering from obsessive-compulsive disorder [43]. Handwriting and cell-phone texting have been compared as therapies for Broca’s aphasia, with handwriting emerging as the more effective treatment [4]. Embodied cognition models have been used to investigate neural relationships with character writing, copying, and recognition [35]. Preschool children have taken part in fMRI experiments, which demonstrate the importance of “learning-by-doing” approaches to literacy learning, with kinesthetic activity working in tandem with cognition [34]. Existential phenomenology has informed
thought regarding the teaching of personal writing, without any technological involvement [33]. Recent work by Kiefer [36] has found neuropsychological evidence for benefits from writing by hand, as opposed to writing using a computer keyboard, including improved learning of reading and writing skills in young children. Morphy and Graham [44] argue students more generally, appear to write better when using word processors than when composing by hand, considering the composition tools (spell check, grammar check, etc.) available in modern word processing software. Al-Ghabra [1] focused on the importance of handwriting for the development of composition skills in college students. Earlier work by Collier and Werier [7] found no difference between high-level characteristics of textual production in proficient adult writers who composed either by hand or while using a word processor.

2.1 Development of Work

Thoreau [58] decried some forms of letter writing, writing that, “The penny-post is, commonly, an institution through which you seriously offer a man that penny for his thoughts which is so often safely offered in jest”; from a different viewpoint, writing letters has been a way for families to stay connected through the generations and has functioned alongside newer media [47]. Twentieth-century German philosopher Martin Heidegger commented, in his Parmenides, upon handwriting, declaring its superiority over use of a typewriter [28]. Philosopher of technology Don Ihde[31] faulted Heidegger for Heidegger’s comparison. Philosopher Jacques Derrida [18] also faulted Heidegger, for implying, while emphasizing the importance of “the hand” for humanity, that human beings only have one hand. A typewriter does not offer the affordance [19] of being easily carried up a mountain—although Nietzsche owned a portable typewriter [3] and hiked up the mountains. Likewise, the poem title of a friend, “Notebooks,” [39] would read differently if it had to do, not with notebooks, but with some digital note-taking contrivance such as Google’s Keep app (http://keep.google.com). Ihde reminds us of the non-transparency of electronic and digital communications media such as the telephone [30], and here, with Nietzsche’s typewriter and Gregory Lawless’s poem, we see some effects of medium, in practice (typewriter) and in discourse (poem title).

Heidegger [26] decries what he sees as hastiness in the face of a technologically facilitated information glut. Both Heidegger [26] in his “Memorial Address,” and Jacques Ellul [20] in The Technological Society, declare technology to have become “autonomous” (in Ellul’s phrasing), saying its progression could not be stopped, even if human beings wanted to stop it. Our thinking here is that technology creates more options, including the option to not use it; non-users of a technology have been considered by Satchell and Dourish [50]. Should we augment human capability, or should we replace it with a technological contrivance? As discussed above, we have followed Machover in choosing to augment human creative capability, using Line-Storm.

2.1.1 Creativity and Line-Storm

For work done by Csikszentmihalyi, ninety-one persons were interviewed who were deemed to have made significant contributions to their fields [11]. Many others, who excluded themselves from his study, were skeptical of studying creativity or of participation in the study as being worthy of their time, and some insisted they were too busy being creative to stop and talk about it [13]. A direct approach to enhancing creativity, Csikszentmihalyi [13] writes, is less effective than are attempts to place the creative worker in a favorable environment; but beautiful surroundings are not what he means. The creative worker creates an environment conducive to creative thought and work, despite otherwise unfavorable surroundings; creative people provide a personal pattern” [15]. On the other hand, he denies there is proof that a person needs “delightful” surroundings to engage in creative work [12]. Our work attempts to alter the state of the creative worker, short of accomplishing shamanistic technique or administering psychedelics. Csikszentmihalyi makes a similar claim for the creative worker. The creative worker has their attention focused in areas outside the “status quo” [15]. Creativity is lauded widely yet creativity works for good and bad. Cropyple [10, 9] wrote that a computer hacker who circumvents security measures to steal money, has exhibited creativity no less than a symphonic composer imagining a new melodic line. Sternberg [57], writing of what is known about creativity, iterates two points: (1) creativity is mostly “domain-specific,” and (2) it is partly independent of measured intelligence quotient (IQ).

2.2 Creativity as Play, and usability

Much ink, including that of Thoreau [58], has been spilled comparing creativity to play. Play does not need the context of a game, to be play. Play may be contrasted with the world of production and work. In attempting to provide an immersive experience conducive to the presence and engagement of the creative worker. Schechner [52] has described the “actual” and the roughness of the performance of writing the poem as “the genuine meeting between performer and problem”; having a sense of presence and engagement is a desirable state for creativity. Dan Ariely [2] wrote that money is a poor motivator to creative production [2]. According to Ariely [2], it is not clear how much of our “mental activity” is under our “direct control,” especially when we are working under pressure. Our
system might prove more difficult to use than ordinary pencil and paper, and this is not in itself a problem for us because creativity is different than usability. In addition creativity may not be fully mechanizable. Creativity is not only randomness or sheer novelty; it requires filtering by an intelligence [51]. Counterintuitive incentivisation may be called for when attempting to stimulate creativity. Making a task more difficult through the use of unusual tools, may stimulate creative production. Changing the affordances [19] of a once-familiar taskcape [32], may be key to inducing creative thought, making one see a thing or activity in a new way.

2.2.1 Engagement and Preservation in Line-Storm

Line-Storm is interactive. It augments an ordinary pencil and an ordinary pad of paper, adding new interaction possibilities, new affordances [19]. It responds to the person engaged in using it—and it is immersive. The headphones may make it “easy to forget the outside world,” allowing the user to “concentrate completely” on the writing task [12] on hand because that is allowable. Line-Storm is an attempt at providing creative workers with a new tool. Citing Edward Tenner, Runco [49] cautions that tools do not have to be poorly made or poorly designed or have “an undesirable feature, to cause problems” involving either the creative worker or others. Combining technology (pen and soundscape) with art (poem or content) and art works does not, in itself, enhance creativity [49]. In this paper, we argue that for some people Line-Storm provides an opportunity for creativity. Han [24], and Bohme [5], question the place of technologies in our lives, and the role of the associated, technological, perspective in dominating other forms of life. Lucas observed of the world depicted in his 1971 film, *THX 1138*, that “nobody was having any fun, but no one was unhappy” [17]. As mentioned earlier, the enhanced pen/technology provided an opportunity for creativity in Line-Storm. We have made a new piece of technology that is based on fun. We tread softly when we attempt to bring new technologies into the practice of writing or drawing by hand with pencil and paper.

3 IMPLEMENTATION

We present the details of our implementation of Line-Storm.

3.1 Development Environment: Max/MSP

We implemented the software interface and sound-synthesis engine of Line-Storm using Max/MSP, Version 7.2.3, 64-bit edition. Max/MSP is the mature, commercial successor to Miller’s Pure Data (https://puredata.info/downloads/pure-data), a free and open-source project. Like its predecessor, Max/MSP is a graphical programming environment. Objects in the Max/MSP GUI windows can be interconnected and otherwise manipulated inside patchers (graphical representations of program files in Max/MSP) (Figure 2).

Max/MSP has further advantages over some other music-synthesis DAWs such as FM8; Max/MSP is programmable, and it is well-documented.

![Figure 2: above); Line-Storm (above) Granular synthesis engine in Max/MSP (ADSR envelope generator off-screen to right); (below)ADSR envelope generator for granular-synthesis engine.](image-url)
The primary board is an Arduino Fio v3 microcontroller board. This type of Arduino board includes a socket into which an XBee radio transceiver module can be inserted. The Fio v3 can control the inserted XBee radio transceiver module. We have a Digi International XBee radio transceiver module (type S1) inserted into the socket of our Fio v3. The Fio v3 has multiple GPIO/ADC (general purpose input/output or analog-to-digital converter) pins, three of which we have soldered wires to. These three wires are soldered at their ends, to an Adafruit ADXL335 3-axis accelerometer, to its three, analog output-signal pins. Two more pins, and two more wires, connect Vcc and GND on the Fio v3 and ADXL335. The wires are rigid; they both connect the boards and hold them in constant positions relative to each other, in a fixed orientation, by soldering connections between the Fio v3 and the ADXL335.

3.2.1 Accelerometer
We used an Adafruit ADXL335 3-axis accelerometer mounted to a breakout board. Moving the sensor-fob, with its attached ADXL335 unit, in as violent a manner as we were able to do while holding it with a hand, we sometimes reached minimum and maximum sensor-output values, but not always; reaching these values was difficult. Lesser motions were well within the +/-3g range, giving sensor output values below the approximately 1000 maximum and above the approximately 0 (zero) minimum. Sensor output values, raw from the GPIO/ADC pins, range from 0 to approximately 1000, with a center value of approximately 500. This range is compatible with an 8-bit ADC, which the Fio v3 uses. Values below about 500 indicate negative accelerations relative to the corresponding sensor axis, while values above 500 indicate positive accelerations relative to the corresponding sensor axis.

4 EVALUATION: IRB STUDY
Our study involved participation by thirteen persons, but data for one of these participants was discarded, leaving twelve participants with valid data. We had roughly half female and half male, including one who chose not to self-identify. Participant ages are ranged from 18 years to 34 years.

5 DATA ANALYSIS AND RESULTS
As creativity and engagement is somewhat fleeting and vary from one person to another, research hypothesis, that participants’ sense of presence and engagement would be greater during the experimental, interactive condition than during the control, non-interactive condition was not directly supported, instead it was only supported by a smaller group of our participants. This was not so unexpected result.

We performed Pearson correlations, and found several statistically significant correlations, discussed below. For example, those participants who reported they lost track of time during the experimental condition also tended to write more during the experimental condition. There was a non-significant correlation between losing track of time and word count during the control condition.

To perform our statistical analyses, we used IBM’s SPSS Statistics, Version 25 (https://www.ibm.com/products/spss-statistics), because it is an industry standard statistics processing application.

5.1 Summary of statistical analysis
• There were strong, significant (p<0.01) correlations between the initial, baseline level of a sense of presence and engagement and response items 4 (NAT) and 7 (ADJEXP), for both control and experimental conditions.

• A sense of presence and engagement correlated strongly and significantly (p<0.01) with adjustment to the “control devices” (augmented stylus, augmented writing pad) (ADJCTL) for both control and experimental conditions.

• There were strong, significant correlations between a sense of the naturalness of interactions with the system and baseline sense of presence and engagement, ease of adjustment to the system experience, and ease of adjustment to the control devices (ADJCTL), for both control and experimental conditions. We found that participants found their interactions with the system more natural during the control condition, and less natural during the experimental condition. Participants adjusted to the system experience more quickly during the control condition than they did during the experimental condition.

• There was a group of participants who responded more favorably to the experimental condition than the rest of the participants (analysis performed using K-means clustering tests). This is a significant result for our experiments.

• Those who wrote more in the control condition wrote more in the experimental condition. This is also a significant result for our experiments.

• The more participants lost track of time, in the experimental condition, the more they wrote—or vice versa. This is a significant result for our experiments.

• We found correlations between a sense of presence and engagement during the experimental condition (PANDE1), and the degree to which a participant lost track of time while using the system during the
Our findings indicate that there appears to have been a significant group of participants, roughly half the participants, the Preservers of Line-Storm, who became immersed during the experimental condition. These participants tended to write more during the control and experimental conditions, they tended to experience the sound components of the system (control and experimental) in a way that led to their reporting less prominence of the visual aspects of the system, and they tended to lose track of time during the experimental condition.

It seems likely that attention fluctuates over time, and the mind naturally wanders and returns. Future work would include investigation of the ways such natural fluctuations in attention would be relevant to our work. Considering the ordering of questionnaire completion was nearly always the same (Demographic, Experimental, Control), natural fluctuations in attention (and presence and engagement) may help to explain our results. Considering how we might have been wearing out our participants, by making demands upon their attentional resources, future work might be done that minimized attentional fatigue.

First, as equipment, Line-Storm is a tool we have made for a purpose. As equipment, Line-Storm has a thingly character and an equipmental character. As a thing, Line-Storm exists as an object that can be encountered in the world, like a rock.

As art work, the art-work is the creation Line-Storm due to interaction – whatever the user does is recorded on the pad and the performance is the sound created for the user so that they are engaged perhaps because of the sound. As art work, Line-Storm is bringing forth of the work that there lies this offering that it be [27]. When we evaluated Line-Storm in terms of its capacity for leading to a possible increase in self-reported presence and engagement, we treated it as equipment. Yet some participants, while using Line-Storm, treated it not as equipment but as art work. Hence, we will refer to the group of participants who gave higher ratings to Line-Storm, and who wrote more while using it, as the Preservers of Line-Storm. The Preservers let Line-Storm be what it is. Without the Preservers, Line-Storm “cannot itself come into being” [27]. We use Heidegger’s nation of “preserver,” someone who allows the work to be what it is, who brings themselves to the work. Line-Storm, letting themselves experience the writing task and familiar materials?pencil and paper?as if for the first time ([27].

5.2 Performance Affordances in Line-Storm

Line-Storm permits itself to be used in performance. A performance with Line-Storm could be understood to point out the overlapping of sensory or perceptual modes commonly thought of as separate. Seeing, hearing, moving, and proprioception involve cross-modal transfer [56]. The sound and visual aspects overlap more strongly in Line-Storm than in ordinary writing or drawing, because of the amplification of what had been quiet sounds, i.e. the sound made by stylus on the paper which was amplified and merged with other sounds, such as thunderstorm. Line-Storm makes affordances prominent, in the writing stylus and writing pad, that may not have been apparent: their sound-producing capabilities, which can be used in a performance. Preservers of Line-Storm find its afforances.

5.3 Robotany and Line-Storm

In 2006, a living Japanese maple tree was augmented with nitinol wires and optical and audio sensors. The tree moved its branches, using the nitinol “muscle” wires, in response to the presence of people detected by its sensors. When the mechanical components were hidden from view, during the first exhibit, interactions took place with people treating the tree as ready-to-hand. The mechanical components of Breeze withdrew, became transparent, and the people at the first exhibit interacted with Breeze as an interactive art work. During the second exhibit, with the mechanical components poorly hidden by the tall, open shape of the mountain laurel, attendees at the exhibit tended to comment on the engineering of Breeze instead of interacting with it freely as had the attendees during the first exhibit. This is quite interesting for our implementation as well.

6 A LUDIC ENVIRONMENT FOR THE PRESERVERS OF LINE-STORM

We conceived our work, initially, as an entertainment system, to be used for one’s own pleasure while writing in a journal. We followed that by hoping to jolt users out of complacent acquaintance with paper and pencil and present the writing tools and writing situation as if for the first time, to encourage the practice of writing and sending handwritten letters. We finished the work by attempting to enhance human creativity when working with a writing stylus and paper writing pad, by increasing participants’ sense of presence and engagement. We found correlations and K-means clustering results that did suggest there was a group of participants who responded favorably to Line-Storm.

We expected that a direct approach to enhancing creativity may/would fail; we attempted to construct a system the use of which would be an end and not only
7 CONCLUSIONS AND FUTURE WORK

One component of Line-Storm is its interactivity. A certain type of actions and intentions are required on the part of the participant for Line-Storm to be what it is. Coffin wrote of Breeze, and of interactive systems more generally, that interactions with them may be “effortless, unscripted, emergent, and engaged” if the mapping of responses is well done with respect to our “meaning-making sensibilities” [6]. Our goal that Line-Storm would provide for increased presence and engagement was not met for all participants. Still, some participants appeared to have had fun and play while using Line-Storm. Some of these participants likely experienced Line-Storm as art work, and so we would have found preservers for our work, who brought out its worldly character, and who would belong to it just as we belong to it as its creators. This justifies our efforts. The participants’ prior knowledge is relevant when considering their responses to Line-Storm. Line-Storm, as a tool, exists not by itself but among a constellation of related tools; those related tools, some of which a given participant may be familiar with, and some of which they may not be familiar with, allow Line-Storm “to be this equipment that it is” [25]. A participant’s degree of familiarity with related tools, such as an envelope, stamp, mail-box, and pencil and paper, help to determine what Line-Storm is for that participant. We see a nearly significant \( r = 0.620, p = 0.056 \) correlation of current writing or drawing (by hand) practice to number of words written while using Line-Storm. We think that, this correlation indicates participants who regularly wrote or drew by hand were better able to experience Line-Storm as it was intended, and see its’ authenticity.

Future work would include the following items, listed as follows: (a) We would reinstate the capability of triggering multiple thunderstorm samples in rapid sequence. (b) Make a cover for the electronic components on the sensor-fob. (c) Extension to a mobile platform (d) Investigate the use of more miniaturized RF components. We do not need the relatively large antennae of the XBee radios, which can operate over a larger distance than we envision for the use of our system. Bluetooth would provide the necessary range. (e) Investigate using more miniaturized micro-controller boards. The Arduino Fio v3 was the smallest board we found, when we began our work, with all the functionality we needed. A smaller board would make a less intrusive sensor-fob. (f) Experiment with different styli, including a paintbrush, a child’s crayon, a marker, a piece of chalk, a paint roller, and so on. Attaching a contact microphone to the surfaces used with many of these would probably produce a suitable-strength vibration for use with our system. (g) Experiment with a baton-type style like the one used by Paradiso and Machover in the Brain Opera. (h) Investigate a wrist-worn appliance to augment or replace the motion-tracking capability of the stylus sensor-fob. (i) Gather more data involving a larger sample size. (j) Vary the type of music listened to during the control condition. (k) Consider ways to run experiments without wearing out participants by making excessive demands on their attention. (l) Experiment with a multi-user system. Users could be situated in the same place or could communicate via a computer network such as the internet. (m) Collaborate with music composer of electroacoustic music. Collaborating with a person skilled in the creation of electronic music would be of great benefit in future as well.

Finally, it has occurred to us that Line-storm as an augmentation itself is innovative. Augmenting means a possibility that is completely different than the original which Line-Storm is. The Preservers of Line-Storm, in our experiments, showed that there is promise for our augmented interface. Creativity is difficult to capture and define. Still, our work provided a completely different experience through augmented interaction to creative writing which enhanced the user experience, enhancing ordinary pen and paper.
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ABSTRACT
In non-destructive inspection regular ultrasound techniques provide detection and estimate size of specific defects or undesired objects in different structures. The method of tomographic imaging modeled in this paper can provide the correct position and shape of the object inside underwater structures to be inspected. The proposed method is based on 2-D full waveform inversion of reflected ultrasound field registered by the array of sensors at a short distance from the target object. The computationally intensive algorithm for tomographic image reconstruction is described and tested with focus on underwater pipeline ultrasound inspection. The results of numerical modeling using parallel calculations and physical modeling are presented and discussed.
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1. INTRODUCTION
The aim of ultrasonic (US) non-destructive testing and inspection (NDI) methods is to detect the presence or absence of flaws in the form of internal defects or objects in materials, infrastructure and equipment in various industries [Bli96]. Among the NDI methods aimed at studying defects are echo-pulse (reflected waves), shadow (transmitted waves) and diffraction (diffracted waves). The most reliable method of ultrasound phased arrays uses lines or matrices of piezoelectric transducers to produce focused US beams for flaw detection in NDI and medicine. These methods can determine the position and estimate size of the target object, but not a detailed information about its shape, orientation and configuration. In essence, US NDI methods are aimed at revealing the structure of inhomogeneous medium from the registered wave field. However, this inverse problem solution often come down to comparing the recorded wave patterns with the referenced ones for the most frequently encountered defects, which does not always lead to satisfactory results [Zie18].

The use of ultrasound tomography (UST) has good potential for the NDI in terms of determining the detailed configuration and physical properties of the specific defects without a priori information about them. When elastic waves propagate in heterogeneous media, various effects distort the wave field - these are multiple reflections of waves from internal boundaries, wave front migration due to refraction, energy scattering and absorption in various materials, and also the effect of wave diffraction on inhomogeneities. Elimination of diffraction artifacts allows to more accurately determine the shape and position of objects and identify small objects in ultrasound images [Bel17]. In US phased arrays diffraction effects are minimized at physical level. Implementations of theoretical approaches to suppressing reverberations and diffraction distortions were developed for seismic data processing problems solution. These methods were popular when the computing power was not enough for a full numerical solution of the wave equation [Vir09].

2. RECENT SOLUTIONS
Despite current approaches to solving inverse problems by the waveform inversion method in medical applications [Li08] and NDI [Sei17] being computationally complex, they are very promising because they minimize all distorting effects, allowing to obtain correct spatial image of the internal structure of the object under study, including mapping of absorption coefficient.

Over the past decade a significant theoretical and practical progress has been achieved in solving the problems of UST for medical applications. Most...
solutions employ a toroidal transducer system to register total wave field of both refracted and reflected waves. The inspected medium has to be inside the tor, but this imposes restrictions on its size. The approaches to UST differ not only in types of the waves used, but also in methods of reconstructing spatial images from a recorded wave field. There were efforts to solve the wave equation by difference schemes in time domain [Gon17] or wave inversion in frequency domain [San15]. The above approaches of obtaining tomographic images are very computationally intensive, but are close to practical implementation [Hua16] because in recent years, massive parallel computing systems such as GPU clusters and supercomputers have been rapidly developing.

In this paper a method for obtaining an image of 2-D inhomogeneous medium is modeled by registering only reflected wave field at a certain distance from the object of interest with an array of transducers and its subsequent inversion. This acquisition scheme does not impose restrictions on the size of the object and allows to build a high-resolution volumetric ultrasound image with a set of two-dimensional tomographic slices. The paper presents the results of solving forward and inverse problems of ultrasound image reconstruction based on 2-D inversion of reflected wave field in time domain and explores the applicability of this method in non-destructive inspection technology. It is known that time-reversal reconstruction has a slightly improved signal to noise ratio [Tre14] compare to frequency-reversal one. Numerical modeling is supported by physical laboratory experiments.

3. PROPOSED SOLUTION

Forward Problem

The forward problem is formulated for the heterogeneous elastic half-space with an array of N transducers on its surface and a given shape of the pulse emitted by the source. Each transducer s alternately emits a given pulse, and all N transducers, including s, receive reflected waves from the medium during the recording time T.

The forward problem consists in finding a numerical solution of the wave equation in the acoustic approximation, having the form:

\[
\frac{1}{c^2(x)} \frac{\partial^2 p(x,t;x_s)}{\partial t^2} - \nabla^2 p(x,t;x_s) = s(x,t;x_s),
\]

where \( x_s \) is the position of the pulse source, \( p(x,t;x_s) \) is the pressure wave amplitude at point \( x \) at time \( t \); \( c(x) \) is the speed of sound at the point \( x \), \( s(x,t;x_s) \) is the initial signal.

There are various approaches to the numerical solution of such an equation, for example, the classical finite difference method mentioned above. Although, pseudo-spectral method [Ver18], in which spatial derivatives are approximated by the Fourier transform, is more stable and less resource-intensive. The solution of forward problem with \( N \) positions of the source is a wave field in the form of a set of \( N \) frames, i.e. ensembles of data received from one source, and each frame consists of \( N \) records, calculated for every receiver.

Inverse Problem

The input data for the inverse problem are wave field records obtained as a result of forward problem solution or physical experiment. They are stored in the form of \( N \) multichannel frames of finite time \( T \). The solution of the inverse problem is spatial distribution of the acoustic parameter of the inhomogeneous medium restored from the original reflection wave field. In this case, the acoustic parameter is proportional to reflection coefficient at each point of two-dimensional space.

The main idea of the waveform inversion method is to use knowledge of the mathematical model of elastic wave propagation for numerical modeling of the physical process and finding those parameters of the equation that allow the most accurate simulation of data obtained as a result of a numerical or physical experiment.

The wave inversion problem is formulated as the problem of minimizing some objective function characterizing the deviation \( \delta p \) of the simulated data from the experimental data. The objective function was taken as [Liu17]:

\[
E(c) = \frac{1}{2} \sum_s \sum_r \int_0^T [\delta p(x_r,t;\sigma) - 2dt, \quad (2)
\]

\[
\delta p(x_r,t;\sigma) = p(x_r,t;\sigma) - p_{obs}(x_r,t;\sigma), \quad (3)
\]

where \( s \) is the number of the signal source; \( r \) - signal receiver number; \( c \) is the current velocity model; \( p(x_r,t;\sigma) \) and \( p_{obs}(x_r,t;\sigma) \) are modeled and observed data received by receiver \( r \) at time \( t \) when emitted by source \( s \).

To determine the direction of minimization at each iteration, the gradient of the function \( E \) is calculated in the approximation \( g^{(k)} \approx \nabla E(c^{(k)}) \), after which the current velocity model is shifted by the following formula:

\[
c^{(k+1)} = c^{(k)} + \alpha^{(k)} \cdot d^{(k)}, \quad (4)
\]
where \( c^{(k)} \) is the velocity model built at the \( k \)-th iteration; \( a^{(k)} \) is the minimization step; \( d^{(k)} \) is the direction of minimization, which depends on the optimization strategy, and in the used conjugate gradients (CG) method is defined as:

\[
d^{(k)} = -g^{(k)} + \beta^{(k)} d^{(k-1)},
\]

where \( \beta^{(k)} \) is a parameter that is selected depending on the implementation. The CG method refers to locally optimizing, because depending on the choice of the initial approximation of the velocity model \( c^{(0)} \), the algorithm can converge to an extremum that is not a global minimum of the objective function. This is especially evident when solving nonlinear problems, which include the problem of data inversion using the wave equation. The execution of each iteration of the algorithm involves the calculation of two main parameters: the gradient vector and the scalar value of the optimization step. CG method is efficient but its disadvantage is that it needs to store not only sensor data, but also the total wave field of the solutions of the main and conjugate equations that significantly increases the amount of data stored in memory.

One of the ways to overcome the instability of optimization problems is regularization, i.e. adding some additional term to the error function condition. Most often, regularization is a function that depends on some a priori data about the model, in this case, the initial distribution of velocities. For waveform data inversion, it is important that the regularizing function preserves the edges of objects in the image for greater resolution. Therefore, the total variation (TV) regularization was used. The regularized error function has the following general form:

\[
E_\lambda(c) = E(c) + \lambda R(c),
\]

where \( \lambda \) is the regularization coefficient, which determines the degree of influence of the regularizing function on the result. The coefficient value is determined empirically for a specific task. TV-regularization is often used for tomographic images reconstruction and its function has the following form [Lin12]:

\[
R_{TV}(c(x)) = \sum_x \sqrt{\varepsilon^2 + ||\nabla c(x)||^2},
\]

where \( x \) is the spatial coordinate, \( c(x) \) is the velocity distribution, \( \varepsilon \) is small a term providing differentiability with the norm equal to zero in the entire region. In our case it was chosen as 0.01, lesser values showed worse results.

The expression for calculating the gradient of this function is as follows:

\[
\nabla R_{TV}(c(x)) = \nabla \cdot \frac{v_c}{\varepsilon^2 + ||\nabla c(x)||^2}
\]

As mentioned earlier, the calculation of the gradient by the conjugate state method is complicated by the need to read and process large amounts of data at each iteration, which with restrictions on the input-output system significantly increases the time for the so-called “overhead”. To accelerate data inversion process, the method of ordered subsets was used [Hud94]. This method consists in dividing the whole sensor data into several sets, each of which contains a certain number of frames. For each such set, an iteration step is performed that minimizes some local error function defined separately for each set. In order for the minimizing algorithm to work correctly for small subsets, the error function was normalized with respect to the real data of the frames of each subset. As a result, much smaller amount of data is required for each iteration, which significantly speeds up the process without noticeable quality reduction of the final image.

4. EXPERIMENTAL RESULTS

Numerical modeling

The software application for the proposed method was implemented in MATLAB medium with the k-Wave Toolbox [Tre14], which allows to model a forward problem solution, including ultrasound frequency range.

Sequential algorithms for solving the forward and inverse problems are computationally expensive: the steps of finding the direction and optimization step requires an additional solution of 4-5 forward problems. At the stage of calculating the gradient by the conjugate state method, it is required to preserve the amplitudes not only at the locations of the transducers, but also in the rest of the region, at every moment in time. The volume of data to be processed at each iteration for the mentioned model is more than 100 GB. Data of such a size cannot be stored in RAM, therefore, when performing the necessary calculations, an intensive disk exchange operations occur.

The resource-intensive process of solving the forward problem was optimized by parallel computations on the GPU using CUDA technology, as well as the MATLAB Parallel Computing Toolbox. As a result of such optimization the computation speed of the program increased by approximately one order.

Due to the loaded computer resources, the program was tested on a small but acoustically representative model as a vertical cross-section of underwater pipeline filled with motor oil.

On Fig.1 the modeled pipeline is presented in the form of sound speed distribution in [m/s] and contains a foreign object of dense material. The size
of the model in X and Y dimensions are 138x128 respectively in steps of computational grid for numerical solution of the equation (1). Linear size of each step is \( dx=dy=0.132 \text{ mm} \). The tube diameter is equal to 40 steps.

![Graph](image1)

**Fig.1.** Initial model of underwater pipe cross-section, containing undesired object inside.

The model was probed with a single cycle pulse at a central frequency of 2 MHz. The array of 47 transducers is positioned along the X axis above the pipe at the upper margin of the model and is presented with a dash line. The distance between sensors is equal to 3 steps. The thickness of tube wall was considered to be much less than the wavelength and was not taken into account.

The decreasing dependency of the error function on the number of iterations in solving the inverse problem was experimentally established, which confirms the correctness of the optimizing algorithm. At 45 iterations the error function dropped down to the value of \( 2.3 \times 10^{-7} \) (Fig.2).

![Graph](image2)

**Fig.2.** Error function dependency on the number of iterations.

During the inversion process the main object appears after the first iteration (Fig.3a), and the shape of small internal foreign object appears with an increase in the number of iterations (Fig.3b). Average number of iterations needed to achieve good image quality is equal to 4. Internal object round shape is easily identifiable, although sub-vertical boundaries of the pipe are weaker than sub-horizontal ones on both restored models. This is due to sub-vertical angles of incident waves that do not produce reflections.

![Images](image3)

**Fig.3.** Reconstructed initial model without (a) and with internal object (b) with 1% of added noise.

The proposed method is quite resistant to the level of noise in the modeled wave field. With an increase in the level of additive noise from 1% (Fig. 3) to 10% (Fig. 4) the configuration of the pipe as well as the shape of internal object can be traced, although the lower wall of the tube is much less visible. With a further increase in the noise level, the quality of the reconstructed images degrades to unsatisfactory level, which imposes certain requirements to the development of acquisition equipment for non-destructive inspection based on tomographic images.

![Images](image4)

**Fig.4.** Reconstructed models with level of added random noise increased to 10%.

The shape of initial pulse complicates the reconstruction result and requires sophisticated deconvolution methods, which are not a subject of this paper. Fig.5 shows the result of model reconstruction by the proposed method at source frequency 2 MHz with sounding pulse having three and five cycles.

![Images](image5)

**Fig.5.** Restored model containing pipe and internal object with different shape of initial pulse: (a) – three cycles, (b) five cycles.
It is noticeable that more complex shape of the pulse leads to defocusing of the image and its content could be misinterpreted. Overall resolution of the implemented waveform inversion is about few grid steps, which is about half of wavelength benchmark. It is a little better in the tomographic approach compare to regular US techniques due to insonification of the medium by a vast number of waves at different angles.

For the selected model and acquisition geometry the solution of one forward problem on personal computer with 4 cores, 2.6 GHz, 8 GB RAM, 500 GB HDD and with graphics card NVIDIA GeForce-RTXsuper2060 takes less than one minute. The inverse problem is solved in about 6 minutes.

**Physical modeling**

Physical model was designed based on numerical model magnified by scale 10:1 since the sounding pulse of real transducers has center frequency 10 times lower, which is about 200KHz (Fig.6). The sizes of water tank were chosen equal to L=x=W=70x40x30 cm. In the first experiment, the thin plastic tube 40 cm long and 40 mm in diameter was filled with oil and was placed horizontally under the water at position 0.5L in W direction and at depth D equal to 40 mm. In the second experiment, a round ceramic rod 10 mm in diameter and 40 cm long was placed inside the tube at position ¼ of its diameter below the center, as shown in Fig.1.

The 23 cm long array of 47 transducers was placed in the middle of water tank along the L direction with its center position [0.5L, 0.5W]. This acquisition geometry was implemented by means of precise automated positioning equipment. Due to very stable source pulse, only two transducers were used as a source-receiver pair and the tomographic sensor array was emulated the following way. One transducer served as emitter-receiver and moved consequently through all 47 positions with 5 mm distance between them. Second transducer served as receiver and for each position of the source it moved through the rest 46 positions. The used transducers have very broad directionality chart, which allowed to consider the registered reflection field to be generated by quasi-point source. The spatial sizes of tank provided enough space to avoid any side or bottom reflections within the time of recoding the primary wave signals, which was equal to T=270 μs.

Finally, a set of 47 frames with 47 records each was received. The set was preprocessed and used as an input for inverse problem solution. The results of experimental data inversion is presented at Fig.7.

**5. CONCLUSION**

The original algorithm was proposed for 2-D tomographic ultrasound images reconstruction based on waveform inversion of the reflected field in time domain. The proposed algorithm featured accuracy and computational efficiency and is more resistant to noise compare to finite-difference methods, however, it must be improved to meet the class of real noise in physical models and real structures. The advantage of the method is that there are no restrictions on the size of the inspected media because reflected waves can be recorded on its surface or at a distance without physical contact between sensor array and the targeted object. The resolution of tomographic images is higher than in traditional NDI approaches due to the multiple number of wave propagated through the medium at various angles. In order to obtain good image quality of the studied objects, it is necessary to select the optimal sounding frequency and shape of the emitted pulse. A volumetric image
can be represented by a set of two-dimensional slices. These advantages will allow the proposed approach to be applied to a wider range of non-destructive testing and inspection tasks. The disadvantage of the approach on reflected waves may be the absence of reflections from the vertical boundaries of the studied objects, which may impose certain requirements on the size and geometry of the acquisition system with appropriate number of channels. The developed algorithm was implemented using GPU parallel computations, which significantly reduced the time of image reconstruction. The simplification of the spatial model of the acoustic medium consisting of objects of a relatively simple shape with nominal parameters, does not fundamentally affect the solution of the problem and is due only to computing power.

The results of numerical and physical modeling can be scaled by wavelength to achieve the required resolution in the infrastructural objects of the real size. For example, underwater oil pipeline of 1 m in diameter and with a wall thickness of 10 mm or less can be inspected without physical contact with transducers functioning at ultrasonic frequency about 50 KHz with resolution inside the pipe about 13 mm.

The solution of the problem in 3-D is of further interest for obtaining volumetric high-resolution tomographic ultrasound images for non-destructive inspection of complex structures and equipment.
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ABSTRACT

CSG trees are an intuitive, yet powerful technique for the representation of geometry using a combination of Boolean set-operations and geometric primitives. In general, there exists an infinite number of trees all describing the same 3D solid. However, some trees are optimal regarding the number of used operations, their shape or other attributes, like their suitability for intuitive, human-controlled editing. In this paper, we present a systematic comparison of newly developed and existing tree optimization methods and propose a flexible processing pipeline with a focus on tree editability. The pipeline uses a redundancy removal and decomposition stage for complexity reduction and different (meta-)heuristics for remaining tree optimization. We also introduce a new quantitative measure for CSG tree editability and show how it can be used as a constraint in the optimization process.
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1 INTRODUCTION

Constructive Solid Geometry (CSG) trees are a powerful representation scheme for 3D geometry and an important building-block of 3D modelling software [Req80]. While the creation, reconstruction and conversion from other representations of CSG trees has been covered in the literature, few works deal with the optimization of a given tree.

The nature of CSG tree expressions as a combination of geometric primitives (so-called halfspaces) with Boolean set-operations (union, intersection, complement) suggests a deeper investigation of related methods from switching function minimization. This paper investigates an adaption of already proposed, as well, as newly developed methods for the CSG tree optimization problem and extends them to a robust and flexible pipeline. Furthermore, it introduces the idea that CSG tree optimization does not have to be restricted to the reduction of the tree size but should include improvements to the tree’s editability.

We consider our CSG tree optimization pipeline as a solution to the following problems: Given a hand-modeled CSG tree with sufficient complexity, users have difficulty keeping track of potentially redundant parts. An automatic, but manually triggered, optimization procedure comes in handy. Furthermore, automatic CSG tree reconstruction methods [FP16, WXW18] might result in trees that are not optimal in size and hard to edit manually. Thus, our method can be beneficial in this scenario as well.

This paper makes the following contributions:

• The description of a comprehensive pipeline for optimizing the editability of a CSG expression,
• A novel, sampling-based tree size optimization procedure suitable for Quantum Annealing hardware,
• A recursively defined measure of spatial subtree proximity as an indicator for CSG tree editability,
• A multi-objective optimization using a Genetic Algorithm that aims to minimize the CSG expression size and maximize its proximity value in order to improve tree editability.

The paper is organized as follows: Section 3 gives basic definitions and concepts. Section 2 provides references to related works, whereas Section 4 defines the problem to solve. Our approach is described in Section 5 and evaluated in Section 6. Section 7 concludes the paper.

2 RELATED WORK

Construction of CSG trees from the Boundary Representation (B-Rep) of a solid was considered by Shapiro and Vossler in [SV91a, SV91b, SV93]. The approach is
based on: identifying a set of halfspaces sufficient for representing the input solid, building a CSG expression by considering all products of halfspaces, or their complement, that are inside the input solid (so-called fundamental products), and minimizing this expression. In particular, [SV91a] considers different approaches for the minimization of two-level expressions, either coming from switching theory [Qui52, MJ56, O’R82], or based on geometric considerations.

Related to these works, Buchele and Crawford [BC04] propose an algorithm for producing a CSG expression from the Boundary Representation of a solid by considering early factoring of dominant halfspaces. Such a factoring should help in limiting the size of the produced CSG expression. Andrews proposes to simplify a CSG expression (obtained from a B-Rep) by removing from each fundamental product cell, (spatially) distant primitives [And13]. The reason is that distant primitives may be viewed by the user as unrelated to a given fundamental product cell, and thus could lead to unintuitive results.

Recently, works on reconstructing a CSG expression from a point-cloud have become popular, see for example [FP16, WXW18] , among others. The approach described in [FP16] tries to minimize the size of the CSG expressions produced by a GA by penalizing large expressions in the objective function. The method proposed in [FFGLP19] is using multi-objective optimization to prevent the growth of the generated CSG expressions. It also uses a decomposition scheme that prevents spatially distant primitives to be used in unrelated CSG sub-expressions.

Other works related to the optimization, or manipulation, of CSG expressions, such as [Ros11], try to improve the rendering time of the model, and do not necessarily help in minimizing the size of the expression or improving its editability.

3 BACKGROUND

3.1 CSG Tree Representation

3.1.1 Formal Representation

We follow the formal definition of CSG trees from Shapiro et al. [SV91a]: Given a solid’s point-set $S$, its boundary $\delta S$ consists of patches of halfspaces $H_S$. Halfspaces are regular sub-sets of the universal point-set $W$ usually described by signed distance functions (SDF) $F_H: \mathbb{R}^3 \rightarrow \mathbb{R}$; $F_H(x) = 0$. A CSG tree expression $\Phi$ (in the following, upper-case Greek letters are used for CSG tree expressions) consists of half-space literals $\{h_0, h_1, \ldots\}$ and symbols for regularized set-operations $\{+, \cap^*, \cup^*, -^*, \}$. Applying $\Phi$ to the set of halfspaces $H_S$ results in a CSG representation $\Phi(H_S)$ of $S$ iff $\Phi| H_S \rangle = S$, where $\cdot$ denotes the point-set induced by a CSG representation.

A CSG representation of $S$ is in disjunctive normal form (DNF) if it contains a sum ($\cup^*$) of halfspace products ($\cap^*$-combined halfspaces or negated halfspaces, so-called implicants). If each implicant of a DNF expression contains all halfspaces (or their negations), it is in a so-called disjunctive canonical form (DCF). In that case, an implicant is called canonical intersection term (CIT) or fundamental product (FP). For example, the universal set $W$ can be decomposed in $2^n$ CITs in case of $n$ halfspaces being used.

An implicant $\Psi$ is a so-called prime implicant of $S$ if $|\Psi| \in S$ and the removal of a single halfspace from $\Psi$ results in $|\Psi| \notin S$. A dominant halfspace (DH) $g \in H_S$ is a halfspace for which $S = g \cup^* S$ is always true ($g$ is then also a prime implicant of $S$).

Where necessary, we use the following abbreviations for CSG expressions (halfspaces and set-operations): $|h_0| \cup^* |h_1| := h_0 + h_1$, $|h_0| \cap^* |h_1| := h_0 \cdot h_1$, $\not\in |h_0| := h$ and $|h_0| -^* |h_1| := h_0 - h_1$.

3.1.2 SDF-based implementation

In order to compute the point-set of a CSG representation (e.g., $\Phi(H_S)$) we use an SDF-based approximation with min- and max-functions [Ric73, PASS95, Sha07]:

- Intersection: $\Phi \cap^* |\Psi| := \max(F_\Phi, F_\Psi)$
- Union: $\Phi \cup^* |\Psi| := \min(F_\Phi, F_\Psi)$
- Complement: $\not\in |\Phi| := -F_\Phi$
- Difference: $|\Phi| -^* |\Psi| := \max(F_\Phi, -F_\Psi)$

Here, $F_\Phi$ and $F_\Psi$ are the SDFs corresponding to expression $\Phi$ and $\Psi$. We assume, as a convention, that $F < 0$ in the interior of the corresponding solid $S$.

Note that min- and max-functions are not regularized set-operations in the strict sense [Sha99] but a sufficient approximation for our purposes.

3.2 Metaheuristics for Combinatorial Problems

3.2.1 Genetic Algorithms

Genetic Algorithms (GA) are metaheuristics for solving discrete or continuous optimization problems. The process is inspired by biology and consists of evolving a population of creatures. Each creature represents a candidate solution to the problem. Starting from a randomly initialized population, a GA produces an updated population at each iteration by: a) ranking creatures according to a fitness function, b) generating new creatures by mutating a selected creature from the previous population, or by combining a selected pair of creatures from the previous population, c) selecting a few creatures to be preserved into the next population (elitism). Selection is performed based on the rank of each creature. The process is iteratively repeated until a termination criterion is met.
3.2.2 Quantum Annealing

Quantum Annealing (QA) is another metaheuristic for solving (in general, discrete) optimization problems. It is based on quantum physics to find low energy states of a system corresponding to the optimal solution of a problem. The QA algorithm is described by a time-dependent Hamiltonian $\mathcal{H}(t)$:

$$\mathcal{H}(t) = s(t)\mathcal{H}_f + (1-s(t))\mathcal{H}_p$$

The QA process starts in the lowest-energy state of a so-called initial Hamiltonian $\mathcal{H}_f$. During the annealing process, the problem Hamiltonian $\mathcal{H}_p$ is introduced and the influence of the initial Hamiltonian is reduced (described by $s(t)$, which decreases from 1 to 0). At the end of the annealing process, one ends up in an eigenstate of the problem Hamiltonian, which actually encodes the objective function of the problem. If this transition is executed sufficiently slowly, the probability to find the lowest energy state of the problem Hamiltonian is close to 1, w.r.t. the adiabatic theorem [AL18].

To perform QA on D-Wave Systems Quantum Annealing hardware, one needs to encode the problem ($\mathcal{H}_p$) in a so-called Quadratic Unconstrained Binary Optimization (QUBO) problem, which is a unifying model for representing a wide range of combinatorial optimization problems. The functional form of the QUBO the quantum annealer is designed to minimize is:

$$\min x^T Q x \quad \text{with } x \in \{0,1\}^{n_Q},$$

where $x$ is a vector of binary variables of size $n_Q$, and $Q$ is an $n_Q \times n_Q$ real-valued matrix describing the relationship between the variables. Given the matrix $Q$, the annealing process tries to find binary variable assignments to minimize the objective function (Eq. 1).

4 PROBLEM STATEMENT

We focus on the optimization of a CSG tree’s editability. Given a solid’s point-set $S$, a halfspace set $H_S$ and a CSG tree expression $\Phi$ with $[\Phi(H_S)] = S$, find the CSG tree expression $\Phi_{opt}$ with the best editability which is assumed to be determined by two quantitative metrics:

- **Size**: The amount of literals and operations in $\Phi_{opt}$.
- **Proximity**: The ratio between the number of operations of $\Phi_{opt}$ whose operands imply point-sets that overlap to the number of operations with operands that imply disjoint point-sets. This property is defined recursively as follows: Given a node $\Psi$ of $\Phi_{opt}$, either $\Psi$ is a leaf (an halfspace) or it has two children (operands) $\Psi_1$ and $\Psi_2$ such that the implied solids intersect (that is: $|\Psi_1| \cap |\Psi_2| \neq \emptyset$).

A size-optimal tree has no redundant operands which makes tree modification easier and a tree with a high degree of proximity leads to more predictable behavior when sub-trees are transformed spatially.

5 CONCEPT

The CSG tree optimization process is depicted in Fig. 1: First, redundant sub-expressions are removed (orange, Section 5.1). Then, a recursive decomposition scheme is applied that further shrinks the expression size (grey, Section 5.2). If an unoptimized expression (solid) remains, it is optimized with a separate optimization method (blue or purple, Section 5.3) which results – after another run of the redundancy removal method – in the final optimized CSG tree.

![Diagram of CSG tree optimization process]

Figure 1: The proposed CSG tree optimization pipeline.

5.1 Redundancy Removal

Our redundancy removal approach is inspired by a method described in [Til84]. It uses the spatial information additionally given by the halfspaces used in the CSG tree (e.g., a sphere’s location and radius):

- If the sets described by the operands (halfspaces or subtrees) of an intersection operation do not have elements in common, i.e., the operand sets do not spatially overlap, the expression is replaced with the empty set expression $\emptyset$.
- If the sets described by the operands of a union operation are identical, the expression is replaced with one of the operand expressions.

Empty set $\emptyset$ as well as universal set $W$ expressions are then replaced based on the following rules:

- If one operand of an intersection expression is the empty set $\emptyset$, the expression is replaced with the empty set.
- If one operand of an intersection expression is the universal set $W$, the expression is replaced with the other operand.
- If one operand of a union expression is the empty set $\emptyset$, the expression is replaced with the other operand.
• If one operand of a union expression is the universal set \(W\), the expression is replaced with \(W\).

In addition, the complement of a complement operation is replaced with the operand of the inner complement operation. The redundancy removal algorithm continuously iterates over the whole CSG tree until no rule applies anymore to the current result.

Especially relevant for the algorithm is the fast and robust evaluation of the empty set and identical set decision algorithms. Since the identical set decision can be expressed as an empty set decision \((|\Phi| = |\Psi| \iff |\Phi| \cap^+ (\neg^+ |\Psi|) = \emptyset \land |\Psi| \cap^+ (\neg^+ |\Phi|) = \emptyset)\), an empty set decision algorithm is sufficient.

We use a sampling-based approach: If the tree represents an empty set, its SDF value is positive (outside) in the complete sampling domain. Two different sampling strategies are proposed: hierarchical sampling and CIT-based sampling.

### 5.1.1 Hierarchical Sampling

This sampling method is an Octree-based, hierarchical sampling of the CSG tree’s SDF. The sampling point-set is defined by the width, height and depth of the axis-aligned bounding box (AABB) dimensions of the used halfspaces \((w_0, h_0, r_0)\) and the user-defined minimum sampling cell size \((w_{\text{min}}, h_{\text{min}}, r_{\text{min}})\). The coarse-to-fine hierarchical sampling methodology, as depicted in Fig. 2, allows for early stopping in case of a non-positive SDF value. To further speed-up the process, a lookup-table for already proven empty set expressions is used.

![Hierarchical sampling strategy](image)

**Figure 2:** Hierarchical sampling strategy. The space defined by \((w_0, h_0, r_0)\) is consecutively subdivided in sub-quadrants of sizes \(s_i = (\frac{w_{\text{min}}}{2^i}, \frac{h_{\text{min}}}{2^i}, \frac{r_{\text{min}}}{2^i}), i = 1, 2, \ldots\) until \(w_i \leq w_{\text{min}} \lor h_i \leq h_{\text{min}} \lor r_i \leq r_{\text{min}}\). The center of each quadrant is the sampling position (yellow, green, orange). In the example, early stopping is possible since the red-hatched area, which marks the non-empty volume, is sampled at quadrant size \((w_2, h_2, r_2)\) which is one level above the smallest possible quadrant size.

### 5.1.2 CIT-Based Sampling

This sampling method uses a sampling point-set consisting of a point for each CIT located inside the tree. CITs are retrieved with the method explained in Section 5.3.1. For each point we check if the tree’s SDF is positive. The approach can potentially be faster than hierarchical sampling since the used sampling point-set is usually smaller.

### 5.2 Decomposition

The decomposition of a solid \(S\) (that is described by a CSG tree \(\Phi\) and halfspaces \(H_S\)) as proposed in [SV91a] is a tree expression that consists of a chain of halfspaces from \(H_S\) that either dominate \(S\) or \(S\) and a (potentially empty) remaining solid \(S_{\text{rem}}\):

\[
S = |(\ldots(S_{\text{rem}} \oplus d_1) \oplus \ldots) \oplus d_2) \oplus d_n|,
\]

where \(\{d_1, \ldots, d_n\}\) is the set of dominating halfspaces and \(\oplus\) is either + if the following halfspace dominates \(S\) or - if it dominates \(S\). This decomposition is a size-optimal tree expression for \(S\) since each halfspace appears only once [SV91a]. For example, in Fig. 3, \(h_0, h_2\) dominate \(S\) and \(h_3\) dominates \(S\), resulting in the decomposition \(S = |(h_4 - h_0) - h_2 + h_3|\). Here, \(S_{\text{rem}}\) contains \(h_4\) and \(h_1\) but since \(h_1\) has no impact on the result, \(S_{\text{rem}}\) equals \(h_4\) and thus is replaced in the result expression.

Please note that we use the example in Fig. 3 differently than in Section 5.3.1: The solid shown is considered \(\overline{S}\), which is decomposed to get \(S_{\text{rem}}\), while in Section 5.3.1 the solid shown is considered \(S_{\text{rem}}\) which is then further optimized.

### Recursive Decomposition

If \(S_{\text{rem}}\) is not empty, a size-optimal expression for it has to be found. Therefore, a (potentially not size-optimal) expression \(\Phi_{\text{rem}}\) is computed by replacing all appearances of previously found dominating halfspaces in \(\Phi\) with the empty set literal and applying the redundancy removal method (see Section 5.1). This is followed by another run of the decomposition technique. This recursive process is continued until either the current \(S_{\text{rem}}\) is empty, or no more dominating halfspaces can be found during decomposition.

In the latter case, an optimal expression for \(S_{\text{rem}}\) has to be found using different methods, see Section 5.3.

### Sampling-Based Search for Dominant Halfspaces

For the identification of the dominant halfspaces of \(S\), we propose two different sampling strategies as already described in Section 5.1: Firstly, a hierarchical sampling strategy similar to that proposed in Section 5.1.1 can be used. But instead of taking the whole AABB of \(S\) as sampling volume, each halfspace \(h\) in \(H_S\) is separately tested using its corresponding AABB. If all sampling points inside \(|h|\) are inside \(\overline{S}\) as well, \(h\) dominates \(S\). If all sampling points inside \(|h|\) are not elements of \(S\), \(h\) dominates \(S\). The early-stopping criteria is met if a sampling point is in \(|h|\) but not in \(S\). Secondly, a CIT-based sampling strategy as discussed in Section 5.1.2 can be used.

### Improving Proximity

Although decomposition can result in size-optimal expressions, the editability crite-
rion is also influenced by the proximity metric which is not considered by the proposed decomposition method. To overcome this deficiency, we propose a simple spatial sorting scheme: the halfspaces in the chain of halfspaces (Eq. 2) are arranged such that operands of $\oplus$ do always spatially overlap (if possible).

### 5.3 Remaining Solid Optimization

After decomposition, there might be a remaining solid $S_{rem} = |\Phi_{rem}(H_{rem})|$ left, for which an optimal expression has to be found. We investigate two optimization methods: Firstly, a sampling-based technique that generates tree expressions in DCF form that are then optimized using well-known two-level logic minimization techniques (Quine-McCluskey [MJ56], Espresso logic minimizer [BHMSV84]) and a new approach based on a QUBO formulation of the Set Cover problem (Section 5.3.1). Secondly, a GA-based method is proposed that uses tree size and the proximity metric as part of its objective function (Section 5.3.2).

#### 5.3.1 Sampling-Based Optimization

**Sampling.** The AABB of $S_{rem}$ is sampled. For each sample, the tree’s SDF is evaluated to decide if the point is inside. If it is inside, each halfspace SDF in $H_{rem}$ is evaluated as well. If the sample point is located inside the halfspace, the halfspace is part of a CIT. If not, then its complement is. Finally, the CIT is added with a $\cup^+$ operation to the resulting DCF expression $\Phi_{DCF}$. See Fig. 3 for an example.

![Figure 3: Example of the sampling step. The red-hatched area is the point-set to represent, $\{h_0, \ldots, h_4\}$ is the halfspace set $H_{rem}$. The grey dots indicate sampling points outside the solid. The orange dots result in the implicant $\tilde{h}_0 \cdot h_1 \cdot h_2 \cdot h_3 \cdot h_4$ (0), the green dots in $\tilde{h}_0 \cdot h_1 \cdot h_2 \cdot \tilde{h}_3 \cdot \tilde{h}_4$ (1), the light blue dots in $\tilde{h}_0 \cdot \tilde{h}_1 \cdot h_2 \cdot h_3 \cdot h_4$ (2) and the purple dots in $\tilde{h}_0 \cdot \tilde{h}_1 \cdot \tilde{h}_2 \cdot h_3 \cdot \tilde{h}_4$ (3).](image)

**DCF Minimization.** Besides the already mentioned classic methods for DNF minimization (Quine-McCluskey, Espresso logic minimizer), we propose a third option: First, the prime implicants of $\Phi_{DCF}$, $P_{DCF}$, are computed by directly applying the definition of a prime implicant (see Section 3) to each CIT in $\Phi_{DCF}$. Using the example of Fig. 3, the prime implicants would be $h_3$ and $\tilde{h}_0 \cdot \tilde{h}_2 \cdot h_4$ (Note that we do not consider decomposition for this example).

The problem of finding all relevant prime implicants is then formulated as a Set Cover problem: The set to cover, $U$, is the set of indices of all CITs located inside $|\Phi_{DCF}|$ (in Fig. 3: $U = \{0, 1, 2, 3\}$). Each prime implicant in $P_{DCF}$ covers a subset of $U$ resulting in a collection of subsets $V$ with elements $V_k \subseteq U, 1 \leq k \leq \text{card}(P_{DCF})$ (in Fig. 3: $V = \{h_3 : \{2, 3\}, \tilde{h}_0 \cdot \tilde{h}_2 \cdot h_4 : \{0, 1, 2\}\}$). Within the Set Cover problem, one has to find the smallest possible number of subsets from $V$, such that their union is equal to $U$. This problem was proven to be NP-hard [Kar72]. In [Luc14] the QUBO formulation for the Set Cover problem is given by:

$$\mathcal{H}_A = A \sum_{\alpha=1}^{\text{card}(U)} \left(1 - \sum_{m=1}^{\text{card}(P_{DCF})} x_{\alpha,m}\right)^2 +$$

$$A \sum_{\alpha=1}^{\text{card}(U)} \left(\sum_{m=1}^{\text{card}(P_{DCF})} m x_{\alpha,m} - \sum_{k : \alpha \in V_k} x_k\right)^2,$$

and

$$\mathcal{H}_B = B \sum_{k=1}^{\text{card}(P_{DCF})} x_k,$$

with $x_k$ being a binary variable which is 1, if set $V_k$ is included within the selected sets, and 0 otherwise. $x_{\alpha,m}$ denotes a binary variable which is 1 if the number of selected subsets $V_k$ which include element $\alpha$ is $m \geq 1$, and 0 otherwise. The first energy term in $\mathcal{H}_A$ imposes the constraints that for any given $\alpha$ exactly one $x_{\alpha,m}$ must be 1, since each element of $U$ must be included a fixed number of times. The second term in $\mathcal{H}_A$ states that the number of times that we declared $\alpha$ was included is in fact equal to the number of subsets $V_k$ we have included with $\alpha$ as an element. $A$ is a penalty value, which is added on top of the solution energy, described by $\mathcal{H} = \mathcal{H}_A + \mathcal{H}_B$, if a constraint was not fulfilled, i.e., one of the two terms is unequal to 0. Therefore adding a penalty value states a solution as invalid. Additionally, the Set Cover problem minimizes over the number of chosen subsets $V_k$, as stated in (Eq. 3). For a given problem instance, $\mathcal{H}$ is transformed into the QUBO formulation required by QA hardware (Eq. 1) and minimized.

Note that the prime implicant selection via Set Cover is not needed if $H_{rem}$ does not contain halfspaces that fully contain other halfspaces and no separating halfspaces [SV91a] are used. Furthermore, the sampling step can be omitted if the input expression is already in DNF form.

#### 5.3.2 GA-Based Optimization

The methods described in Section 5.3.1 are two-level minimization techniques, which in general do not re-
result in size-optimal trees [SV91a]. Moreover, other optimization goals like, for example, the proximity metric are not considered. Their main advantages are a possible short execution time and the fact that non-optimality of sufficiently small trees (e.g., after decomposition as explained in Section 5.2) has usually smaller and thus negligible negative effects on tree size and proximity. In order to find possibly better trees (w.r.t. size and proximity), the corresponding problem is formulated as a combinatorial optimization problem over all possible trees given a set of halfspaces $H_{rem}$ and set-operations. Let $\Phi_{rem}$ be the input CSG tree expression that needs to be optimized. A GA is used to solve this optimization problem. Each creature $\Phi_c$ in the population of the GA represents a potential CSG tree expression. The same mutation, crossover and selection as in [FP16] are used. Additional details about the GA are provided below.

**Initialization.** The population is initialized with a mixture of randomly generated trees with a maximum size equal to the size of the input tree $\Phi_{rem}$ and copies of the input tree.

**Pre-processing.** To reduce the computational effort of evaluating the fitness function in the GA, we compute a limited number of sample points. This is done by computing the CIs of $\Phi_{rem}$ via sampling as described in Section 5.3.1 with the difference that CIs that are located outside of $\Phi_{rem}$ are considered as well. During the sampling process, a point in each CI is added to the sampling point-set $S_{in}$ if the corresponding CI is inside of $\Phi_{rem}$. Otherwise, it is added to $S_{out}$.

**Ranking.** The fitness of a creature $\Phi_c$ corresponding to a given CSG tree is given by

$$f(\Phi_c) = \alpha \cdot f_{geo}(\Phi_c) + \beta \cdot f_{pro}x(\Phi_c) + \gamma \cdot f_{size}(\Phi_c),$$

where $f_{geo}(), f_{pro}x()$ and $f_{size}()$ are the geometric score, the proximity score and the size score, respectively, and $\alpha, \beta$ and $\gamma$ are user-defined parameters. The geometric score counts how many points from $S_{in}$ are elements of $|\Phi_c|$ and how many points from $S_{out}$ are not in $|\Phi_c|:

$$f_{geo}(\Phi_c) = f_{in}(\Phi_c) + f_{out}(\Phi_c),$$

with

$$f_{in}(\Phi_c) = \frac{1}{\text{card}(S_{in})} \sum_{s \in S_{in}} \left\{ 1, \text{ if } |F_{\Phi_c}(s)| \leq \varepsilon_p \right\},$$

and

$$f_{out}(\Phi_c) = \frac{1}{\text{card}(S_{out})} \sum_{s \in S_{out}} \left\{ 1, \text{ if } |F_{\Phi_c}(s)| > \varepsilon_p \right\},$$

where $\text{card}(S)$ is the cardinality of the point-set $S$. The proximity score tries to enforce that two operands of a Boolean operation are spatially connected. It is an implementation of the proximity metric (Section 4):

$$f_{pro}x(\Phi) = P_{rec}(\Phi) = \frac{1}{|\Phi|},$$

where $|\Phi|$ is the number of nodes in the tree corresponding to the creature $\Phi$ and the function

$$P_{rec}(\Phi) = \begin{cases} 1, \text{ if } \Phi \text{ is a leaf node} \\ P_{rec}(\Phi_1) + P_{rec}(\Phi_2) + \Delta(\Phi_1, \Phi_2) \text{ otherwise,} \end{cases}$$

where $\Phi_1$ and $\Phi_2$ are the two children of $\Phi$ (if it is not a leaf node), and

$$\Delta(\Phi_1, \Phi_2) = \begin{cases} 1 \text{ if } |\Phi_1| \cap^* |\Phi_2| \neq \emptyset, \\ 0 \text{ otherwise.} \end{cases}$$

Finally, the size score tries to favor the simplest (shortest) possible CSG tree and corresponds to

$$f_{size}(\Phi_c) = \frac{|\Phi_{rem}| - |\Phi_c|}{f_{max} - f_{min}},$$

where $|\Phi_{rem}|$ and $|\Phi_c|$ are the number of nodes in the CSG trees $\Phi_{rem}$ and $\Phi_c$, $f_{min}$ is the minimum and $f_{max}$ the maximum tree size within the current iteration’s population.

**Termination.** The GA terminates if either a user-defined maximum number of iterations is reached or the score does not improve over a number of iterations.

### 6 EVALUATION

#### 6.1 Data Acquisition

We prepared 11 different, hand-crafted CAD models for our experiments (see Fig. 4) with a complexity comparable to models commonly used in CSG tree reconstruction tasks [FP16, DIP+18]. To simulate particular levels of sub-optimality, we have implemented a generator, which takes a CSG tree as input and iteratively adds redundant parts at random positions in the tree, based on the following strategies:

**Copied Subtree Insertion (CSI):** Insert a union or intersection at a random position with both operands being copies of the subtree at that position.

**Double Negation Insertion (DNI):** Insert two chained negations at a random position.

**Distributive Law Insertion (DLI):** Apply the distributive laws $A(B + C) = (A \cdot B) + (A \cdot C)$ or $A + (B \cdot C) = (A + B) \cdot (A + C)$ to a random subtree.

**Absorption Law Insertion (ALI):** Apply the absorption laws $A = A \cdot (A + B)$ or $A = A \cdot (B + C)$ to a random subtree.

**GA-based Redundancy Insertion (GRI):** Use the GA (Section 5.3.2) with negative size and proximity weight to produce trees with redundant parts. A particular run of the generator can be parameterized by the tuple $(N_{iter}, P_{CSI}, P_{DNI}, P_{DLI}, P_{ALI}, P_{GRI})$, where $N_{iter}$ is the number of iterations of the generator and $P_{...}$ are the probabilities of the insertion strategies. These artificially introduced redundancies cover all sorts of redundancies potentially appearing in CSG trees.
6.1 lists properties of the input models and their generated inflated versions. Data set 1 uses all possible inflation mechanisms with the same probability for 10 iterations (10, 1.0, 1.0, 1.0, 1.0, 1.0), data set 2 uses GA inflation only for 20 iterations (20, 0.0, 0.0, 0.0, 0.0, 0.0, 1.0). All sampling techniques use a step size of 0.1.

6.2 Execution Times

For evaluating the execution time, we used a quad core CPU @2.80 GHz and 16GB of RAM. Set covers are computed without QA hardware acceleration.

6.2.1 Pipeline

For the pipeline steps Redundancy Removal and Decomposition, different options are possible: a) decomposition or b) the redundancy removal method can use the hierarchical sampling strategy (0) or CIT-based sampling (1) and c) redundancy removal can be used (1) or not (0). Options a) - c) can be combined resulting in 6 possible configurations. A particular configuration is identified by a binary 3-tuple, e.g., (1, 0, 1) for decomposition with CIT-based sampling and redundancy removal with hierarchical sampling. All cases use Espresso for the remaining solid optimizer. Results are given in Fig. 5 and 6. For both data sets, CIT-based sampling is inferior in any configuration due to its processing time. The initial redundancy removal does not have any positive impact on execution times as well (exception: model 3 and model 10 in both data sets).

6.2.2 Remaining Solid Optimization

Results for data set 1 are given in Table 6.2.2. For data set 2 results are similar and thus are not shown due to space constraints. Overall the fastest method is Espresso, followed by the Quine-McCluskey method (exception: model 10 where Set Cover is faster). Within the Set Cover method, the prime implicant generation part is the most time expensive whereas solving the Set Cover problem is neglectable (≈ 1-3ms). The slowest method is the GA-based optimization with the exception of model 8, where Set Cover is the slowest.

6.3 Optimization Characteristics

All experiments use the pipeline configuration (0, 0, 1).

6.3.1 Pipeline

For both data sets, resulting size (Fig. 7) and proximity (Fig. 8) for models 1, 3, 4, 5, 6, 7 and 9 are the same for all methods since for these models, the remaining solids are empty after decomposition and thus no remaining solid optimization is necessary. For both data sets, the GA produces the best size results (exception: model 11) but not always the best proximity results (e.g., data set 2, model 2). This can be explained by two factors: The GA’s objective function’s size weight used in our experiments is greater than its proximity weight (10 vs. 1) and larger trees have more redundancies and thus tend to have higher subtree overlap resulting in higher proximity scores. This explains well the results of the Set Cover method which are the worst in terms of tree size but among the best regarding proximity. Compared to the original, handcrafted input trees, resulting trees have equally good or better size and proximity values for both data sets (exception: size for model 8, data set 2). Also worth mentioning is that the Quine-McCluskey method cannot handle the size of model 8.

6.3.2 GA Specifics

For the GA, we used a population size of 150, a mutation rate of 0.3, a crossover rate of 0.4 and a tournament selection $k = 2$. Objective function weights are $\alpha = 50, \beta = 1, \gamma = 10$. The maximum iteration count is 1000, and after 500 iteration without score change, the GA is terminated as well. Fig. 9 shows one of the main advantages of the GA approach for remaining solid optimization: It is possible to manually select the best size/proximity trade-off solution for a particular use-case after the optimization process has finished.

7 CONCLUSION

In this paper, we proposed a flexible new pipeline for the efficient optimization of a CSG tree’s editability. We have evaluated different pipeline combinations with a representative set of models. It is possible to use the sampling-based optimization method (Section 5.3.1) in situations where the input expression is not known in advance (only the solid point- and halfspace-set). In that case, another strategy for inside-outside decisions would be needed. Furthermore, the decomposition technique (Section 5.2) can be also used for the task of CSG tree reconstruction from other geometry representations (e.g., point clouds or B-Rep representations). Therefore, the dominant halfspace detection must be adapted according to the geometry representation of the input and the discussed recursion would end after the first iteration without applied redundancy removal (which is not possible without a given input tree). A GA-based approach [FP16] (or the aforementioned variant of the sampling-based optimization method) could be used to find a tree expression for the remaining solid.
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Table 1: Models and their inflated variants. For each data set, (number of nodes, proximity score) is depicted.

<table>
<thead>
<tr>
<th>Models (number of nodes, proximity score, (dimensions))</th>
<th>Data set 1</th>
<th>Data set 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>model1 (9, 0.75, (20.0×22.0×20.0))</td>
<td>(97, 0.442</td>
<td>(78, 0.35)</td>
</tr>
<tr>
<td>model2 (13, 0.833, (15.8×31.7×11.3))</td>
<td>(41, 0.952</td>
<td>(23, 0.727)</td>
</tr>
<tr>
<td>model3 (39, 0.474, (21.0×6.0×21.0))</td>
<td>(79, 0.675</td>
<td>(57, 0.536)</td>
</tr>
<tr>
<td>model4 (27, 1, (13.4×13.4×12.0))</td>
<td>(65, 0.97)</td>
<td>(97, 0.708)</td>
</tr>
<tr>
<td>model5 (19, 0.667, (24.0×18.0×27.0))</td>
<td>(59, 0.645</td>
<td>(48, 0.76)</td>
</tr>
<tr>
<td>model6 (19, 0.556, (23.1×10.0×10.0))</td>
<td>(99, 0.667</td>
<td>(43, 0.857)</td>
</tr>
<tr>
<td>model7 (91, 0.706, (21.6×7.4×21.8))</td>
<td>(144, 0.725</td>
<td>(151, 0.728)</td>
</tr>
<tr>
<td>model8 (73, 0.722, (31.5×12.7×4.5))</td>
<td>(145, 0.74</td>
<td>(97, 0.813)</td>
</tr>
<tr>
<td>model9 (17, 0.875, (13.4×12.5×13.0))</td>
<td>(41, 0.864</td>
<td>(32, 0.563)</td>
</tr>
<tr>
<td>model10 (37, 0.789, (21.0×22.0×22.0))</td>
<td>(86, 0.894</td>
<td>(66, 0.8)</td>
</tr>
</tbody>
</table>

Figure 4: Models used for the evaluation.

Figure 5: Timings for different pipeline configurations using data set 1. For each model configurations from left to right: (0, 0, 0), (1, 0, 0), (0, 0, 1), (0, 1, 1), (1, 0, 1) and (1, 1, 1).

Figure 6: Timings for different pipeline configurations using data set 2. For each model configurations from left to right: (0, 0, 0), (1, 0, 0), (0, 0, 1), (0, 1, 1), (1, 0, 1) and (1, 1, 1).

Figure 7: Ratio of input and output tree size for both data sets. The light blue bar 'Original' indicates the size of the initial hand-crafted expression.

Figure 8: Ratio of input and output tree proximity for both data sets. The light blue bar 'Original' indicates the proximity of the initial hand-crafted expression.

<table>
<thead>
<tr>
<th>Models</th>
<th>Q-McC</th>
<th>Espresso</th>
<th>Set Cover</th>
<th>GA</th>
</tr>
</thead>
<tbody>
<tr>
<td>model2</td>
<td>1572</td>
<td>1066</td>
<td>17305</td>
<td>21526</td>
</tr>
<tr>
<td>model8</td>
<td>-</td>
<td>1163</td>
<td>111017</td>
<td>79829</td>
</tr>
<tr>
<td>model10</td>
<td>3928</td>
<td>940</td>
<td>3347</td>
<td>22094</td>
</tr>
<tr>
<td>model11</td>
<td>3879</td>
<td>900</td>
<td>8594</td>
<td>90971</td>
</tr>
</tbody>
</table>

Table 2: RSO timings for data set 1 in [ms].


Figure 9: All trees representing the remaining solid produced by the GA for data set 2 with a geometric score of 1.0. The darker the point, the more trees have exactly this size/proximity combination. The red dot indicates the input tree that represents the remaining solid, the green one the selected resulting tree.


ABSTRACT

Binarization of document images is one of the most relevant pre-processing operations, leading to a significant decrease of the amount of information used during their further analysis. Since many document images, particularly historical, may be degraded over time, the application of some simple global thresholding methods usually lead to highly unsatisfactory results. A similar situation may occur for unevenly illuminated images, limiting the visibility of various shapes, representing not only the alphanumerical characters. A typical solution of this problem is the application of some adaptive thresholding methods, as well as more sophisticated solutions, proposed recently e.g. during Document Image Binarization Competitions (DIBCO) or TQ-DIB 2019 competition. Nevertheless, due to their relatively high computational demands, there is still a need of some faster methods, leading to high binarization accuracy for challenging benchmark datasets, such as DIBCO or Nabuco. Hence, the adaptation and optimization of the parameters of the fast thresholding method utilizing background estimation, proposed originally for the OCR purposes and verified for unevenly illuminated printed documents, is presented in this paper. The proposed solution has been optimized and verified using the state-of-the-art datasets containing 166 degraded document images together with their ground-truth binary equivalents, leading to better results, also in comparison to much slower adaptive thresholding methods. The performance of all methods used in comparisons has been determined using commonly accepted metrics, such as F-Measure, Accuracy, Distance Reciprocal Distortion (DRD) or Misclassification Penalty Metric (MPM), and relative execution time, calculated for all used image datasets.

Keywords
Image thresholding, document images, background estimation, binarization

1 INTRODUCTION

Document image binarization is one of the most challenging problems related to various applications of a fast shape analysis and recognition. Although many relatively simple well-known image thresholding methods may be successfully applied in some typical applications, such as Optical Character Recognition (OCR) using well illuminated scanned documents or shape classification of uniformly lightened objects, their usefulness for lower quality images is often significantly limited. In some industrial applications, such as video inspection, dedicated machine vision illuminators may be applied to ensure the uniformity of lighting conditions. On the other hand, assuming the presence of image distortions, affecting the background and character readability in document images, more sophisticated adaptive methods are used, which usually require the analysis of the neighbourhood of each individual pixel to determine the local threshold. In some applications, where the analysis of the document’s structure, e.g. text line segmentation, particularly in non-Latin languages [Has19], is important, the appropriate binarization might be a critical step as well. A similar influence may also be observed in some modern solutions based on the application of deep Convolutional Neural Networks (CNN) for various tasks related to image and video analysis [Lef19].

Comparing the influence of non-uniform illumination with distortions typical for degraded historical document images, there is no doubt that the latter ones are more challenging. Hence, newly developed image binarization methods, proposed during recent years, are typically verified using the datasets used in Document Image Binarization Competitions (DIBCO) [Pra17]. Considering the need of balancing the processing speed and
obtained accuracy, recently some other datasets have also been proposed, namely Nabuco and LiveMemory, used in Time-Quality Document Binarization Competition organized during the IAPR International Conference on Document Analysis and Recognition – ICDAR 2019 [Lin19]. Since many image binarization methods may be useful in some other applications, e.g., related to automation and robotics, where some devices with low computing performance may be applied, the results of binarization are typically assessed in a general way, using commonly accepted classification metrics usually based on the calculation of the numbers of properly and improperly classified foreground and background pixels.

Considering this, filling the gap between the fast global (e.g. well-known Otsu [Ots79] or Kittler [Kit86] methods) and relatively slow adaptive thresholding algorithms (e.g. proposed by Niblack [Nib86] or Sauvola [Sau00]) is an interesting alternative, also for document image binarization. The approach presented in this paper is based on the estimation of the image background, which may be initially removed to make the final binarization easier. Since the simple background subtraction without additional operations does not lead to satisfactory results, the optimization of some parameters of the proposed method using the state-of-the-art benchmarking datasets is presented, as well as some modifications of the method [Mic19a], initially used for the pre-processing of unevenly illuminated photographs.

The rest of the paper is organized as follows: in Section 2 a short overview of the most popular image binarization methods is provided, whereas Section 3 contains the description of the proposed approach with experimental results provided in Section 4 and discussed in Section 5. Finally, Section 6 concludes the paper.

2 OVERVIEW OF POPULAR IMAGE BINARIZATION METHODS

2.1 Global and Adaptive Thresholding

The simplest approach to image binarization is the choice of a single threshold, which is applied for all image pixels. Such global thresholding differ by a strategy of choosing the most appropriate threshold. Apart from the use of a fixed threshold (e.g. 50% of the brightness range), the most popular approach, belonging to the family of histogram based methods, is the minimization of the sum of inter-class variances, equivalent to maximization of inter-class variance, proposed by Otsu [Ots79]. A similar idea applied for histogram’s entropy replacing the variances has been presented by Kapur et al. [Kap85].

Both these approaches work well only for bi-modal histograms assuming uniform lighting conditions, hence a different method of unimodal thresholding has been proposed by Rosin [Ros01], who suggested the use of a simple minimization of the distance between the straight line connecting the peak and the high end of the histogram to determine the threshold. A modified version of such approach, known as T-point method [Cou10], utilizes piecewise linear regression of the descending slope of the histogram, although its usefulness is limited to specific images containing small objects, e.g. electron microscope images, so it is unsuitable for typical document images.

Kittler and Illingworth [Kit86] proposed a global binarization method assuming that the grey levels are normally distributed and may be described by a mixture of two Gaussian functions. The criterion derived in Kittler’s method minimizes the classification error probability dividing the histogram into two parts.

A region-based method based on the separate calculation of Otsu’s thresholds for image regions as well as some additional features has been proposed by Chou et al. [Cho10]. Their values are further used to construct the adaptive decision rules using Support Vector Machines (SVM) assuming the $3 \times 3$ pixels windows. Nevertheless, this method has been dedicated for typical document images, relatively well illuminated, and assessed considering the OCR performance rather than using classification metrics for individual pixels.

An adaptive version of Otsu’s method, known as AdOtsu, has been proposed by Moghaddam and Cheriet [Mog12], where a multi-layer classifier has been applied in combination with grid-based modelling. Although in this method the background modelling is used, starting from rough double-scale Sauvola’s binarization, the application of the multi-scale framework and further post-processing steps additionally increases the computational effort. Nevertheless, a simpler and more popular adaptive method has been proposed by Wayne Niblack [Nib86], who has proposed the use of the difference of the local average brightness, calculated for the $3 \times 3$ pixels sliding window, and its scaled standard deviation (with default multiplier $k = 0.2$) as the local threshold.

Since the results of this method are often noisy, in its modified version proposed by Sauvola and Pietikäinen [Sau00], the dynamic range of standard deviation has been included into Niblack’s formula. This approach has been further improved utilizing integral images to speed up the computations [Sha08], leading to ca. 20-fold increase of computational performance. The description of the multi-scale version of Sauvola’s method, useful for both small and large objects inside a single document, may be found in Lazzara’s paper [Laz14], where the robustness to font size has been the priority, regardless of relatively weak performance for historical documents.
Some other adaptive methods, being the modifications of Niblack’s approach, have been proposed by various researchers, leading to some improvements of obtained results. A fast implementation of this method has been presented by Samorodova and Samorodov [Sam16], which utilizes the integral image for the calculation of the local mean values and the second order integral image for the calculation of the local variance. One of the most interesting modifications of Niblack’s method has been proposed by Wolf and Jolion [Wol04], where the decision is made in terms of contrast instead of greyscale values, combining the advantages of Sauvola’s and Niblack’s methods, although two passes are necessary increasing the computational complexity of the method.

Another extension presented by Feng et al. [Fen04] requires the pre-processing step based on median filtering and bilinear interpolation of threshold values, calculated only for the centres of the local windows, introducing the additional parameters defined for two local windows used during calculations. Relatively good results may be obtained using the method, known as NICK, proposed by Khurshid et al. [Khu09], which assumes the shifting down of the threshold to improve the binarization of brighter documents and the use of $19 \times 19$ pixels local windows. It is worth noticing that the computational complexity of this method is lower in comparison fo Wolf’s and Feng’s algorithms. A more detailed overview of various Niblack inspired methods may be found in some recent survey papers [Khu09, Sax19, Sul19].

One of the most popular adaptive binarization methods, utilizing the integral images to prevent long calculations, available e.g. in MATLAB environment as the adaptthresh function, has been proposed by Bradley and Roth [Bra07]. In this method the local threshold is set as the specified percentage of the average local brightness, although in MATLAB implementation the local median as well as Gaussian weighted mean may also be used. Another well-known method proposed by Bernsen [Ber86] is the calculation of the local threshold as the average of the maximum and minimum intensities inside the square local window, although pixels in low contrast regions are always classified as background. Even simpler approach is the direct use of the local mean as the threshold (known as the meanthresh method).

One of the recent approaches [Mic19b] is based on the application of the local entropy filter for image preprocessing, assuming the $19 \times 19$ pixels windows, followed by classical Otsu’s thresholding applied for the entropy map. Then, a binary mask subjected to morphological dilation is used for background estimation and removal. The last step of the method is the binarization, which may be conducted using well-known thresholding methods. Another recent idea is the application of multi-layered stack of regions [Mic19c] for the OCR purposes assuming the non-uniform illumination of document images, where the local threshold is calculated as the average of thresholds obtained for the regions "covering" the pixel using a formula based on the modified average intensity in the image region.

Considering that many methods proposed in recent years are computationally demanding, the paper is focused on relatively fast methods, possible to implement efficiently e.g. in mobile devices or embedded systems. Hence, a detailed description of some specialized methods, e.g. based on deep learning [Ten17, Vo18] is skipped in this paper.

### 2.2 Performance Evaluation

Each of newly proposed image binarization method should be verified experimentally using widely accepted benchmarking datasets as well as appropriate evaluation methods [Nti13]. The most typical performance metrics used for evaluation of binarization methods come from machine learning and classification assessment and are based on the calculation of the number of pixels classified properly as foreground (true positives – TP) or background (true negatives – TN). Incorrectly classified pixels are denoted as false positives (FP) or false negatives (FN), respectively. For document images white pixels, usually represented by “ones” in binary images, are considered as background (negatives) and therefore, an additional image negation is often applied before the calculations. Since all such metrics are based on the comparison of resulting images with “ground truth” (GT), such binary images have to be provided in each dataset.

The most typically used evaluation metrics are:

- precision – defined as the ratio of true positives to all positives: $PR = \frac{TP}{TP + FP}$.
- sensitivity / recall – defined as the ratio of true positives to condition positives (sum of true positives and false negatives): $RC = \frac{TP}{TP + FN}$.
- specificity / selectivity – defined as the ratio of true negatives to condition negatives (sum of false positives and true negatives): $SPEC = \frac{TN}{FP + TN}$.
- accuracy – defined as the sum of true positives and true negatives divided by all samples (pixels): $ACC = \frac{TP + TN}{TP + TN + FP + FN}$.
- F-Measure / F1-score – defined as the harmonic mean of precision and recall: $FM = 2 \cdot \frac{PR \cdot RC}{PR + RC}$, usually multiplied by 100%.

Using the above values derived from the confusion matrix, some additional metrics, such as e.g. balanced accuracy (used for imbalanced data) or Matthews correlation coefficient (MCC), may be calculated, similarly.
as Receiver Operating Characteristics (ROC) graphs. Nevertheless, these metrics mostly lead to the same conclusions, and therefore only the results of the most relevant ones have been presented in the paper (namely F-Measure and accuracy).

In addition to the above metrics, two other approaches for performance evaluation of image binarization methods have been proposed, which do not utilize typical classification statistics based only on the number of misclassified pixels. The first one, known as Distance Reciprocal Distortion (DRD) [Lu04], has been proposed as an alternative for the Peak Signal to Noise Ratio (PSNR) and the other metrics, which do not match well with subjective quality assessment. This metric considers also the mutual relations between pixels as the perception of distortions in binary images is different than for natural images. Hence, the weighting matrix has been proposed to consider the distances between the flipped pixels from the central pixel, not only the number of the misclassified pixels. Another useful tool is the Misclassification Penalty Metric (MPM) [You05], where the flipped pixels are penalized by their distances from the objects. To calculate the MPM values the GT object’s borders should be extracted followed by distance calculation for misclassified pixels (FN and FP). The final MPM score is calculated as:

\[
MPM = \frac{1}{2 \cdot D} \times \sum_{i,j} \left( d_{FN}^i + d_{FP}^j \right)
\]  

(1)

where \( d_{FN}^i \) and \( d_{FP}^j \) are the distances of the \( i \)-th false negative and \( j \)-th false positive, respectively. To make the results more independent on image size, the normalization factor \( D \) has also been used, defined as the sum of the distances of all pixels to contours in the GT image. Nevertheless, although both these metrics are suitable for document images, they are not useful for halftone images (with dithering).

3 PROPOSED SOLUTION

Since the idea of the investigated approach is to have possibly low computational effort, preserving the performance comparable to adaptive algorithms, a relatively fast pre-processing step is used, which would not cause a significant increase of the computation time in contrast to e.g. median filtering. Hence, the global thresholding is assumed as the second stage, which should be conducted using an image with partially eliminated background information. Nevertheless, it has been assumed that some minor distortions may not be eliminated during the pre-processing stage, which should be suppressed by the final thresholding.

The initial background estimation is obtained using the image downsampling and further upsampling using one of typically used kernels: bilinear, bicubic and Lanczos (in two versions with \( \text{sinc} \) function of \( \alpha \) equal to 2 and 3), as well as using simple nearest neighbour approach. For this purpose MATLAB’s \text{imresize} function may be used with appropriate parameters, assuming the use of the same kernel for both operations. The effects obtained after the use of consecutive steps of the algorithm are shown on the top images of Fig. 1, where the influence of image resampling may be observed as well as the extracted details representing the foreground text, used in further steps. A crucial parameter, subjected to optimization, is the kernel size \( sc \) (referred also as the scale factor), significantly influencing the obtained results as shown in four plots in Fig. 2.

The next steps are the subtraction of two images to obtain the image with partially suppressed background, which is further enhanced by the increase of contrast. To maintain the speed of the method a simple multiplication by the contrast correction factor \( k \) (with saturation of bright pixels) has been used, followed by image negation. Obviously, these two steps may be reversed, assuming the saturation of dark pixels for the increase of image contrast after negation. Such obtained image, using the optimized contrast correction factor is then subjected to final binarization, which may be conducted using a fixed threshold or any global thresholding method, e.g. Otsu’s binarization, which has led to the best results during the experiments. The results of these three steps for a sample document image are illustrated in the bottom part of Fig. 1.

During the experiments, various interpolation kernels used during down- and upsampling, as well as different final thresholding methods, have been checked. Surprisingly, the best results have been achieved using the bilinear kernel combined with Otsu’s thresholding in the final step. The illustration of the results of the metrics obtained during the optimization of the parameters is presented in Figures 2 and 3. Analysing these plots, the combination of the smallest reasonable contrast correction factor with the possibly universal scale factor, leading to good results for the datasets containing images of different sizes, should be chosen (in this case \( k = 0.5 \) for contrast and \( sc = 32 \), respectively).

4 EXPERIMENTAL RESULTS

To verify the usefulness of the proposed optimized method, several known algorithms, shortly presented in Section 2.1, have been used and the comparisons of the accuracy, F-Measure, DRD and MPM metrics have been made using four datasets. During the experiments the 116 images from DIBCO 2009 – 2018 datasets have been aggregated into a single dataset and the three remaining ones have been proposed in conjunction with the Time-Quality Document Binarization Competition (TQ-DIB). Two of them contain the images of letters and postcards written and typed by Brazilian writer and
statesman Joaquim Nabuco – one of them, containing 15 images, is referred as "Nabuco dataset" whereas the second one consisting of 20 images, used in TQ-DIB 2019 competition [Lin19], is referred as "Nabuco competition". However, most of the images in those two datasets are different, hence they have been considered separately during the experiments. The fourth dataset, called LiveMemory, available at the website of the TQ-DIB organizers as well1, contains 15 document images selected from the proceedings of the Brazilian Telecommunications Society. Obviously, all the datasets contain the respective binary ground-truth images.

Regardless of the performance metrics, the approximate execution times have also been determined using the same PC with Intel Core-i7 CPU and 16GB of RAM with MATLAB 2018b running on 64-bit Windows 10 operating system. Although the presented times should be considered as approximate, it is possible to compare the computational effort of individual algorithms, even though the implementation of the proposed method has not been optimized in terms of processing speed. As expected, the proposed method has turned out to be obviously slower than global thresholding but still significantly faster than all adaptive methods.

To make the comparison of the execution time more universal and hardware independent all execution times have been determined relatively to the global Otsu’s method. The advantages of some adaptive methods utilising integral images may also be easily observed, e.g. comparing time rank positions of both Bradley methods. Nevertheless, it is worth to note that the proposed method is faster even in comparison with the global Kittler method.

Some more detailed results of the four considered performance metrics for individual datasets are presented in Tables 1 and 2, demonstrating the advantages of the proposed approach. For a reliable comparison of all methods both in terms of time and quality, they have been ranked according to each of four performance
Figure 2: Illustration of results obtained during the optimization of parameter $s_c$.

Figure 3: Illustration of results obtained during the optimization of parameter $k$. 
<table>
<thead>
<tr>
<th>Binarization method</th>
<th>Reference</th>
<th>DIBCO</th>
<th>LiveMemory</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>FM</td>
<td>ACC</td>
</tr>
<tr>
<td>Otsu</td>
<td>[Ots79]</td>
<td>78.77</td>
<td>0.948</td>
</tr>
<tr>
<td>Kittler</td>
<td>[Kit86]</td>
<td>70.96</td>
<td>0.920</td>
</tr>
<tr>
<td>Meanthresh</td>
<td>–</td>
<td>81.47</td>
<td>0.969</td>
</tr>
<tr>
<td>Niblack</td>
<td>[Nib86]</td>
<td>74.68</td>
<td>0.951</td>
</tr>
<tr>
<td>Sauvola</td>
<td>[Sau00]</td>
<td>78.08</td>
<td>0.957</td>
</tr>
<tr>
<td>Wolf</td>
<td>[Wol04]</td>
<td>76.24</td>
<td>0.953</td>
</tr>
<tr>
<td>Feng</td>
<td>[Fen04]</td>
<td>66.76</td>
<td>0.933</td>
</tr>
<tr>
<td>Bradley (Mean)</td>
<td>[Bra07]</td>
<td>77.43</td>
<td>0.954</td>
</tr>
<tr>
<td>Bradley (Gaussian)</td>
<td>[Bra07]</td>
<td>75.33</td>
<td>0.946</td>
</tr>
<tr>
<td>NICK</td>
<td>[Khu09]</td>
<td>69.90</td>
<td>0.960</td>
</tr>
<tr>
<td>Chou</td>
<td>[Cho10]</td>
<td>74.02</td>
<td>0.940</td>
</tr>
<tr>
<td>Region-based (1 layer)</td>
<td>[Mic19c]</td>
<td>76.29</td>
<td>0.956</td>
</tr>
<tr>
<td>Region-based (2 layers)</td>
<td>[Mic19c]</td>
<td>78.68</td>
<td>0.962</td>
</tr>
<tr>
<td>Region-based (4 layers)</td>
<td>[Mic19c]</td>
<td>79.34</td>
<td>0.963</td>
</tr>
<tr>
<td>Region-based (6 layers)</td>
<td>[Mic19c]</td>
<td>79.44</td>
<td>0.964</td>
</tr>
<tr>
<td>Region-based (8 layers)</td>
<td>[Mic19c]</td>
<td>79.51</td>
<td>0.964</td>
</tr>
<tr>
<td>Region-based (12 layers)</td>
<td>[Mic19c]</td>
<td>79.53</td>
<td>0.964</td>
</tr>
<tr>
<td>Region-based (16 layers)</td>
<td>[Mic19c]</td>
<td>79.55</td>
<td>0.964</td>
</tr>
<tr>
<td>Entropy filter + Otsu</td>
<td>[Mic19b]</td>
<td>80.73</td>
<td>0.966</td>
</tr>
<tr>
<td>Proposed (bilinear; k=0.5; sc=32)</td>
<td>[Mic19a]</td>
<td>83.33</td>
<td>0.973</td>
</tr>
</tbody>
</table>

Table 1: Results of performance metrics obtained for DIBCO and LiveMemory datasets

<table>
<thead>
<tr>
<th>Binarization method</th>
<th>Reference</th>
<th>Nabuco competition (TQ-DIB)</th>
<th>Nabuco dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>FM</td>
<td>ACC</td>
</tr>
<tr>
<td>Otsu</td>
<td>[Ots79]</td>
<td>86.29</td>
<td>0.978</td>
</tr>
<tr>
<td>Kittler</td>
<td>[Kit86]</td>
<td>73.22</td>
<td>0.950</td>
</tr>
<tr>
<td>Meanthresh</td>
<td>–</td>
<td>85.74</td>
<td>0.978</td>
</tr>
<tr>
<td>Niblack</td>
<td>[Nib86]</td>
<td>77.10</td>
<td>0.961</td>
</tr>
<tr>
<td>Sauvola</td>
<td>[Sau00]</td>
<td>75.25</td>
<td>0.957</td>
</tr>
<tr>
<td>Wolf</td>
<td>[Wol04]</td>
<td>76.24</td>
<td>0.959</td>
</tr>
<tr>
<td>Feng</td>
<td>[Fen04]</td>
<td>76.14</td>
<td>0.962</td>
</tr>
<tr>
<td>Bradley (Mean)</td>
<td>[Bra07]</td>
<td>74.80</td>
<td>0.953</td>
</tr>
<tr>
<td>Bradley (Gaussian)</td>
<td>[Bra07]</td>
<td>73.05</td>
<td>0.949</td>
</tr>
<tr>
<td>NICK</td>
<td>[Khu09]</td>
<td>84.58</td>
<td>0.982</td>
</tr>
<tr>
<td>Chou</td>
<td>[Cho10]</td>
<td>77.96</td>
<td>0.963</td>
</tr>
<tr>
<td>Region-based (1 layer)</td>
<td>[Mic19c]</td>
<td>78.64</td>
<td>0.965</td>
</tr>
<tr>
<td>Region-based (2 layers)</td>
<td>[Mic19c]</td>
<td>81.23</td>
<td>0.970</td>
</tr>
<tr>
<td>Region-based (4 layers)</td>
<td>[Mic19c]</td>
<td>81.96</td>
<td>0.971</td>
</tr>
<tr>
<td>Region-based (6 layers)</td>
<td>[Mic19c]</td>
<td>82.08</td>
<td>0.971</td>
</tr>
<tr>
<td>Region-based (8 layers)</td>
<td>[Mic19c]</td>
<td>82.14</td>
<td>0.971</td>
</tr>
<tr>
<td>Region-based (12 layers)</td>
<td>[Mic19c]</td>
<td>82.17</td>
<td>0.971</td>
</tr>
<tr>
<td>Region-based (16 layers)</td>
<td>[Mic19c]</td>
<td>82.19</td>
<td>0.971</td>
</tr>
<tr>
<td>Entropy filter + Otsu</td>
<td>[Mic19b]</td>
<td>87.24</td>
<td>0.980</td>
</tr>
<tr>
<td>Proposed (bilinear; k=0.5; sc=32)</td>
<td>[Mic19a]</td>
<td>87.49</td>
<td>0.980</td>
</tr>
</tbody>
</table>

Table 2: Results of performance metrics obtained for both Nabuco datasets
<table>
<thead>
<tr>
<th>Binarization method</th>
<th>Relative execution time</th>
<th>Time rank</th>
<th>Performance (Quality) rank</th>
<th>Time-Quality rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>Otsu</td>
<td>1.00</td>
<td>1</td>
<td>6</td>
<td>2</td>
</tr>
<tr>
<td>Kittler</td>
<td>22.87</td>
<td>5</td>
<td>18</td>
<td>10</td>
</tr>
<tr>
<td>Meanthresh</td>
<td>37.37</td>
<td>6</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Niblack</td>
<td>71.09</td>
<td>9</td>
<td>15</td>
<td>11</td>
</tr>
<tr>
<td>Sauvola</td>
<td>71.68</td>
<td>10</td>
<td>11</td>
<td>9</td>
</tr>
<tr>
<td>Wolf</td>
<td>76.14</td>
<td>11</td>
<td>14</td>
<td>13</td>
</tr>
<tr>
<td>Feng</td>
<td>197.89</td>
<td>14</td>
<td>17</td>
<td>19</td>
</tr>
<tr>
<td>Bradley (Mean)</td>
<td>18.09</td>
<td>4</td>
<td>15</td>
<td>5</td>
</tr>
<tr>
<td>Bradley (Gaussian)</td>
<td>172.63</td>
<td>13</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>NICK</td>
<td>65.86</td>
<td>8</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Chou (without SVM)</td>
<td>6.72</td>
<td>2</td>
<td>18</td>
<td>6</td>
</tr>
<tr>
<td>Region-based (1 layer)</td>
<td>53.70</td>
<td>7</td>
<td>13</td>
<td>6</td>
</tr>
<tr>
<td>Region-based (2 layers)</td>
<td>112.78</td>
<td>12</td>
<td>12</td>
<td>11</td>
</tr>
<tr>
<td>Region-based (4 layers)</td>
<td>221.94</td>
<td>15</td>
<td>10</td>
<td>13</td>
</tr>
<tr>
<td>Region-based (6 layers)</td>
<td>342.16</td>
<td>16</td>
<td>9</td>
<td>13</td>
</tr>
<tr>
<td>Region-based (8 layers)</td>
<td>474.42</td>
<td>17</td>
<td>8</td>
<td>13</td>
</tr>
<tr>
<td>Region-based (12 layers)</td>
<td>713.10</td>
<td>19</td>
<td>7</td>
<td>18</td>
</tr>
<tr>
<td>Region-based (16 layers)</td>
<td>959.53</td>
<td>20</td>
<td>5</td>
<td>13</td>
</tr>
<tr>
<td>Entropy filter + Otsu</td>
<td>646.34</td>
<td>18</td>
<td>2</td>
<td>6</td>
</tr>
<tr>
<td><strong>Proposed (bilinear; k=0.5; sc=32)</strong></td>
<td><strong>12.06</strong></td>
<td><strong>3</strong></td>
<td><strong>1</strong></td>
<td><strong>1</strong></td>
</tr>
</tbody>
</table>

Table 3: Approximate aggregated execution times relative to Otsu’s method and obtained ranking scores
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Figure 4: Results of the use of selected binarization methods for a sample challenging image used in experiments.
metrics for 4 datasets, leading to 16 rankings. The final quality ranking has been obtained after calculating the sum of the obtained positions, whereas time-quality ranking has been obtained in the same manner using positions in the final quality and execution time ranking.

5 DISCUSSION OF RESULTS

Analysing the results presented in Tables 1 and 2, much worse results may be noticed for DIBCO dataset, caused by much higher number of images, as well as the presence of some more challenging images in the latest DIBCO subsets. The Nabuco dataset seems to be much less challenging, as relatively good performance for these images may be noticed even using classical Otsu’s method. Regardless of the dataset and the metric, the proposed method is always in top three methods. Since for both Nabuco datasets slightly better results may be obtained using the entropy based method [Mic19b] or NICK thresholding [Khu09], an important advantage of the method based on background estimation is its lower computational complexity, as illustrated in Table 3, where achieved execution times in relation to Otsu’s method have been presented together with ranking scores.

A comparison of the results obtained for a sample challenging image is presented in Fig. 4, where the advantages of the proposed method are clearly visible. Since the presented sample image contains different shadows combined with rapid changes of intensity at the edges, the use of global thresholding methods is inappropriate. Nevertheless, serious problems may be observed also using adaptive methods, such as Sauvola and NICK, which have performed much better than the other methods in this case, in contrast to the proposed approach. Hence, the usefulness of the binarization based on background estimation for degraded document images has been confirmed, also considering the processing time constraints.

Nevertheless, analysing the potential limitations of the proposed approach, the main challenge might be a combination of degradations typical for document images with highly non-uniform illumination, where some more sophisticated time-consuming methods may be necessary, especially for images captured by mobile devices in unknown lighting conditions.

6 CONCLUDING REMARKS

The proposed optimized binarization method based on the fast background estimation using the down- and upsampling with bilinear kernel combined with increase of contrast and Otsu’s thresholding, makes it possible to achieve very good performance for state-of-the-art image binarization datasets. Since it combines a good performance with relatively short processing time, it may be an interesting alternative for classical algorithms, particularly for low computational power devices. As the practical usefulness of this approach has also been verified in terms of the OCR accuracy, it may be considered as a universal binarization method for low quality document images.

A similar performance may be obtained using another two-stage method proposed recently [Mic19b], utilizing entropy filtering as the pre-processing step, followed by Otsu’s thresholding as well. Nevertheless, this method is much slower even in comparison to adaptive methods. A combination of both these pre-processing approaches may be however considered in future research, although such an approach would be time-consuming and potentially useful only for off-line document image analysis. Another direction of our further work may be the application of the proposed approach for challenging pre-processing of images of unevenly illuminated industrial nameplates, captured by cameras mounted in mobile devices, subjected to further text recognition.
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ABSTRACT

Variable-radius offset surfaces find applications in various fields, such as variable brush strokes in 2D and 3D sketching and geometric modeling tools. In forensic facial reconstruction the skin surface can be inferred from a given skull by computing a variable-radius offset surface of the skull surface. Thereby, the skull is represented as a two-manifold triangle mesh and the facial soft tissue thickness is specified for each vertex of the mesh. We present a method to interactively visualize the wanted skin surface by rendering the variable-radius offset surfaces of all triangles of the skull mesh. We have also developed a special shader program which is able to generate a discretized volumetric representation that can be transformed into a skin mesh. In addition, we show the usefulness of our method to calculate classical Minkowski sums and demonstrate its use for packing problems.
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1 INTRODUCTION

Offset surfaces are an important tool in CAD/CAM applications. Here they are used for various tasks, such as the construction of blend surfaces or the consideration of the radius of a milling cutter. They can also be used to account for the shrinkage of thermoplastics during 3D printing.

While simple variable-radius blend surfaces such as rolling ball surfaces are a widely used tool in geometric modeling, offset surfaces with freely varying radii are less common. One typical use case for these general variable-radius offset surfaces is the modeling of brush-strokes in 2D and 3D painting and modeling applications. Another rather niche application of variable-radius offset surfaces is forensic facial reconstruction. This is about reconstructing the face of a person on the basis of a skull.

Usually forensic facial reconstruction is performed by experts who, based on a lot of experience and statistical knowledge, apply the skin thickness to various points on a particular skull. In the next step, the gaps between these points are filled, which leads to a three-dimensional reconstruction of the face. In [1] the authors present an automatic method for forensic facial reconstruction. Their approach is based on a parametric template skull and dense statistics of the facial soft tissue thickness (FSTT). In the first step of their forensic facial reconstruction method, the skull template is fitted to the given skull. Then, based on the FSTT, a variable-radius offset surface is constructed. Finally, a head-template is fitted to the variable-radius offset surface. The most time-consuming part of this process is the creation of the variable-radius offset surface. In this paper we present a new method for the efficient generation of such a surface.

An explicit exact formula for a variable-radius offset surface can be complicated and time-consuming to evaluate. However, in many applications there is no need for an exact representation. Thus, we opted for an approximate representation, which leads to a better runtime. Our approach is motivated by the following simple observation: The intersection of a straight line with a solid defined by its boundary surface can be described by a set of disjoint intervals. Thus, we compute the intersection of three sets of parallel lines of a Cartesian 3D grid with a given variable-radius offset surface to approximate the surface. This also makes it possible to generate a triangle mesh of the offset (and simultaneously the inset) surface using an adapted Marching Cubes algorithm. Our algorithm works incrementally by dividing the given triangular mesh into single triangles and calculating the intersection intervals of the straight lines and the variable-radius offset surface of...
each individual triangle. Due to this decomposition we obtain a set of intervals per line. Each interval is directly joined with previously calculated intervals. We use a GPU to perform these computations in parallel. Therefore, we must pay particular attention to avoid incoherent memory access while computing the union of a new interval with an existing sorted list of disjoint intervals. Furthermore, our method can be used to calculate classical Minkowski sums. Another advantage of the proposed representation is that it can be used to quickly check whether a point is part of the Minkowski sum, which can be used for collision detections.

The paper is structured as follows: In the next section, we give a brief overview of work dealing with variable-radius offset surfaces and the related topic of Minkowski sums. Next, we describe our proposed data structure for representing variable-radius offset surfaces such that they can be efficiently evaluated on a GPU and avoid incoherent memory access. In section four we present a detailed description of our shader-based algorithm for calculating variable-radius offset surfaces and Minkowski sums on a GPU. In the penultimate chapter we present two application examples. The paper finally ends with a short summary and some thoughts on further improvements of the presented algorithm.

2 RELATED WORK

Fixed-radius offset surfaces are well studied since they are often used in CAD/CAM modeling. In contrast, variable-radius offset surfaces are less well known. Qun and Rokne [16] developed explicit formulas for variable-radius offset surfaces of parametric surfaces. In [18], Thiery et al. describe a shape representation algorithm using variable-radius offset surfaces. They introduce so called sphere-meshes, which are a connected set of spheres that are linearly interpolated over a triangular area. Wang and Manocha [21] describe an algorithm for fixed-radius offset computation on the GPU. Based on layered depth images, they calculate structured points located on a 3D grid, for which they compute the union of many spheres centered at these points. They use spatial hashing to find intersections. Gietzen et al. [10] use dense statistics of facial soft tissue thickness to reconstruct facial structures by a union of spheres. Achenbach et al. [1] further improved this approach by replacing the discontinuous union of spheres with a global optimized sphere-mesh, which is defined as the zero-set of a signed distance function. From this implicit representation, an explicit representation of the surface mesh can be obtained by using the marching cubes algorithm [15]. We present an algorithm that is able to interactively render a variable-radius offset surface based on per pixel calculations. Our method provides a higher accuracy as the one proposed in [1], while being much less time-consuming. In contrast to [21], our algorithm is able to work directly with 3D meshes without making an intermediate step via layered depth images and using hash functions for finding intersecting rays. Furthermore it can be easily generalized to calculate the Minkowski sum of polyhedra.

In general, there are two basic approaches to determine the Minkowski sum of two polyhedra. The first approach divides the polyhedra into convex components. Then the Minkowski sum is calculated for all pairwise convex components. Afterwards, the union of the individual results must be formed. Hachenberger [11] uses this approach to develop an algorithm for calculating the Minkowski sum of two non-convex polyhedra with exact geometric predicates, which, however, leads to high computation times. Varadhan and Manocha [20] also determine the Minkowski sum by convex decomposition of the polyhedra. They were limited to an approximate representation using a voxel grid representing a signed distance field, resulting in a much faster algorithm.

The second approach for calculating Minkowski sums for non-convex polyhedra is to determine the convolution of two polyhedra, which is a superset of the Minkowski sum. Afterwards, redundant surfaces must be removed by clever trimming. Lien [14] uses this approach and performs trimming in 2D using collision detection. This can be done efficiently by accepting a loss of accuracy. Campen and Kobbelt [3] use different criteria for trimming but are limited to the outer boundary of the Minkowski sum. This leads to a restricted field of applications due to the fact that inner boundaries are common. Li and McMains [13] describe an approach to represent the outer boundary of the Minkowski sum using voxelization on the GPU. The accuracy of their approximative approach is limited by the resolution of the voxel grid. In addition, no inner surfaces can be represented here either. Kyung et al. [12] describe a robust convolutional algorithm to calculate the Minkowski sum of two polyhedra, that finds and removes intersecting facets using kd-trees and achieves high accuracy.

3 SHADER BASED COMPUTATION

In our approach, the variable-radius offset surface is represented by three sets of parallel lines of a Cartesian 3D grid. This results in three independent calculations, each of the three orthogonal surfaces of the Cartesian 3D grid being considered a 2D grid. Thus, the image plane is discretized with a fixed grid width, with the grid points corresponding to the pixels. At each pixel our algorithm determines the intersection of a straight line with the given variable-radius offset surface. This results in a set of disjoint intervals for each pixel. Knowing the world coordinates of the underlying grid, it is
possible to check in quasi constant time whether any position is part of the variable-radius offset surface or not. Based on the distance between the origin of each line and the variable-radius offset surface, the corresponding index in the array can be determined and the associated intervals can be found.

We use graphics hardware to compute the variable-radius offset surface for arbitrary triangle meshes. Since each object can be represented approximately by a 3D triangle mesh, this is not a limitation of our algorithm. Furthermore, this approach enables our algorithm to calculate not only the offset surface but also the inset surface simultaneously. A triangle mesh consists of three-dimensional vertex data with additional connectivity information. The vertices may also contain some additional properties such as normals or colors. As the triangle mesh passes through the rendering pipeline, the shader receives variable-radius data for each vertex of the mesh. All triangles of the mesh are considered independently of each other. In the following, we start by describing the general procedure for calculating the variable-radius offset surface for a single triangle which we will extend to multiple triangles afterwards. Implementations of the essential parts of the geometry and fragment shader can be found in Appendix A.

Vertex processing takes place first. Here, each individual vertex is processed by the vertex shader. The vertices are transformed into the two-dimensional image plane by multiplying them with the modelview and projection matrix.

The vertex shader is followed by a geometry shader. As an input it receives a single primitive and generates zero or more primitives as an output. We use one triangle as input and create two triangles as output. These two triangles are constructed as follows. Let \( a, b, c \in \mathbb{R}^3 \) be the vertices of the input triangle \( T_{abc} \) projected along the \( z \)-axis and

\[
\begin{align*}
(x_{\min}) & = \left( \min\{a_x, b_x, c_x\}, \min\{a_y, b_y, c_y\} \right), \\
(y_{\min}) & = \left( \min\{a_x, b_x, c_x\}, \min\{a_y, b_y, c_y\} \right), \\
(x_{\max}) & = \left( \max\{a_x, b_x, c_x\}, \max\{a_y, b_y, c_y\} \right), \\
(y_{\max}) & = \left( \max\{a_x, b_x, c_x\}, \max\{a_y, b_y, c_y\} \right),
\end{align*}
\]

the lower left and upper right point of its axis-aligned bounding box. Furthermore, let \( r_a, r_b, r_c \in \mathbb{R} \) be the variable-radii at the vertices and \( r = \max\{r_a, r_b, r_c\} \) the maximum of these. A superset of the projection of the variable-radius offset surface is given by \( [x_{\min} - r, x_{\max} + r] \times [y_{\min} - r, y_{\max} + r] \), i.e., the projected axis-aligned bounding box extended by the largest of the three radii. The geometry shader generates this rectangle consisting of two triangles and sends it to the fragment shader. In addition, the original coordinates of the triangle vertices are passed such that the link between the generated rectangle and the original triangle is known (see listing 1).

Finally, all objects on the image plane are rasterized. The resulting fragments are processed in the fragment shader. We generate a straight line whose reference points depend on the fragment position. The direction of the line corresponds to the view direction which is equal to the \( z \)-direction due to the parallel projection. Afterwards, we determine the intersection of this line with the variable-radius offset surface. If there is an intersection, the corresponding interval is saved, otherwise the fragment will be discarded (see listing 2). If we consider not only the triangular surface of a model, but the solid as such, then the front intersection of the ray with the variable-offset surface provides the offset surface, while the rear intersection defines the inset surface.

Since the triangle mesh consists of more than one triangle, we have to form the union of the resulting intersection intervals. As a data structure we propose a set of arrays with a predefined length, one for each pixel \( p_i, i = 0, \ldots, m - 1 \). The first entry contains a mutex variable \( m_i \in \{0, 1\} \) which is used for concurrency control. In the second entry we store the total amount of intervals associated with this pixel. The following elements describe depth intervals \( [z_i, z_{i+1}], i = 0, \ldots, n - 1 \), where the number of intervals \( n \) depends on the depth complexity of the object. Our algorithm works incrementally by inserting new intersection intervals into this array. Thereby, inserting a new interval \([t_1, t_2]\) means to calculate the union of this interval with the given set of ordered intervals. We perform a kind of insertion sort algorithm to find the correct positions of \( t_1 \) and \( t_2 \). Based on these positions we form the union by using shifts and deletions. This layout of the data is suitable for the GPU. In our implementation, the arrays for all pixels are combined into a single one-dimensional array, which is connected to a shader storage buffer object (SSBO). Since SSBOs are not only readable but also writable, they are well suited for our application. Unfortunately, SSBOs use incoherent memory access. As the calculation on the GPU is performed in parallel for many triangles, this must be taken into account. To avoid errors while inserting a new interval, we implemented a mutex function, which utilizes the mutexes \( m_i \) to block parts of the SSBO which are already in use. We use the GLSL function \texttt{atomicCompSwap} which exchanges a value of an array iff two given values are equal. Our mutex function uses \texttt{atomicCompSwap} to repeatedly check whether the mutex entry \( m \) of the current pixel array is zero. If \( m = 0 \) we set \( m = 1 \) and the insertion of a new interval can start. We take the union of the new interval with the already existing set of intervals saved in the part of the array which belongs to the actual straight line. After finishing the insertion, the intervals are disjoint again. We have to update the
number of intervals and check whether it still fits the maximum number of intervals. Finally, the mutex entry must be reset, i.e. \( m_i = 0 \). Instead of a fixed array for each pixel, one could also use linked lists, as it is done in modern A-Buffer implementations (see e.g. [22]).

In the next section we discuss the details of determining the intersection of the straight line with the variable-radius offset surface.

### 3.1 Variable-radius offset surface

A straight line with reference point \( p \in \mathbb{R}^3 \) describing the position of a fragment and direction \( u \in \mathbb{R}^3 \) corresponding to the view direction is defined by

\[
s(t) := p + t \cdot u, \quad t \in \mathbb{R}.
\]

The variable-radius offset surface of a triangle \( T_{abc} \) can be easily visualized, as shown in Figure 1 on the top and in the center. The triangle can be understood as a skeleton of the surface (see [2]). Tkach et al. [19] use this representation for hand modeling and tracking. In contrast to our work, they use an iso-level-function to describe the variable-radius offset surface which leads to complex computations. We use ray-tracing to approximate the surface instead. The final goal is to calculate the intersection of the ray \( s(t) \) with the variable-radius offset surface. Therefore, we can decompose the variable-radius offset surface into simple geometric figures like spheres located at the corner points of the triangle, truncated tangential cones at the edges and triangles shifted to the tangent planes of the spheres. These simple geometric figures are displayed in the center of Figure 1 in different colors. Intersecting a ray with these geometric figures is much easier than finding an explicit form of the variable-radius offset surface. Later, the union of these different intersections is formed to obtain the correct intersection interval.

To calculate the intersection of the ray with the upper and lower triangles, we embed the triangles into the tangential planes of the spheres at the triangle vertices. The upper tangential plane can be described by

\[
E_u := \{ x \in \mathbb{R}^3 \mid n_+^T(x - a) = r_a \}
\]

with \( n_+ \in \mathbb{R}^3 \) being the normal vector of the plane. The Hesse normal form allows to determine the intersection between \( s(t) \) and \( E_u \) directly by insertion. The same calculation holds to the lower triangular surface. After the intersection with the plane has been calculated, it must be checked whether it is inside the triangle. The normal vectors of the tangential planes can be determined based on the following system of equations

\[
\begin{align*}
 n_+^T(b - a) &= r_b - r_a \\
 n_+^T(c - a) &= r_c - r_a \\
 n_+^T(n) &= 1
\end{align*}
\]

by assuming that the distance of each corner point \( a, b, c \) to the tangential plane has to equal the radii \( r_a, r_b, r_c \).

System (1) leads to a quadratic equation with the two solutions \( n_-, n_+ \) for the lower and upper tangential plane.

In order to determine the intersection points of the ray \( s(t) \) with the spheres placed at the corners of \( T_{abc} \), we have to find the points on the ray whose distance from the center corresponds to the radius of the spheres.

The intersections of the ray \( s(t) \) with the truncated cones at the edges of the triangle can be calculated by using the implicit form of the conical surfaces, which are tangential to the two spheres placed at the endpoints of the edge (see bottom of Figure 1):

\[
(x \times (b - a) - a \times b)^2 = (r_a(x - b) - r_b(x - a))^2,
\]

with \( x \in \mathbb{R}^3 \) being the points of the conical surface. The intersections of the ray \( s(t) \) with the tangential cone can then be calculated by inserting \( s(t) \) into (2). A solution of this quadratic equation is valid, i.e. it lies within the truncated cone, if

\[
r_a(r_a - r_b) + d^T a < d^T x < r_b(r_a - r_b) + d^T b.
\]
with \( d = b - a \).

In summary, using our method for calculating the variable-radius offset surface, only linear and quadratic equations have to be solved, which is easy to implement in a shader program. For each geometric figure we obtain an intersection interval of which we form the union.

### 3.2 The Minkowski Sum of a 3D mesh and a cuboid

As already mentioned, our method can be generalized to also determine the classical Minkowski sum. In the following we demonstrate this by calculating the Minkowski sum of a 3D mesh and an axis-oriented cuboid.

The variable-radius offset surface of a triangle can be easily visualized, such that a direct calculation of the intersection of a ray with the variable-radius offset surface is possible. In contrast, the decomposition of the Minkowski sum of a triangle and a cuboid into simple geometric objects is not as easy and clear. That is why we choose a different approach in this case. We use the fact that the Minkowski sum describes the subspace in which two objects collide. We assume that the triangle is fixed in space, while the cuboid can be moved along the ray. Then we determine the interval of the ray in which the cuboid center can be placed such that cuboid and triangle collide. This interval corresponds to the intersection of the ray with the Minkowski sum. Therefore we need a dynamic intersection test. In consequence of choosing the direction of the ray as the negative \( z \)-direction, the collision always occurs on the front side of the cuboid. So it is sufficient to use a rectangle instead of a cuboid, which simplifies the needed intersection test.

We use the separating axis theorem (SAT, [9]) for collision detection. It says that two convex polyhedra do not collide if it is possible to find a plane that separates them. Or in other words: Two convex polyhedra do not collide if there is an axis for which the projection of the two polyhedra do not overlap. The separating axis is perpendicular to the separating plane. It is sufficient to check only a small set of directions \( D \) which consists of the two normal vectors of the triangle and rectangle and the six pairwise cross products of the edges. Furthermore, it is also necessary to check the five normals of the edges which lie in the same plane as the triangle respectively the rectangle. This is due to the fact that when triangle and rectangle are located within the same plane, the cross product of the edges results in the zero vector.

First we assume that both the triangle and the rectangle are fixed in space and set a condition to check whether they collide. Let \( o \in \mathbb{R}^3 \) be the barycenter of the rectangle and \( h_x, h_y \in \mathbb{R}^3 \) its half-axes. We get a collision iff for all directions \( d \in D \) it holds
\[
d_{\text{min}} - r \leq d \cdot o \leq d_{\text{max}} + r \tag{3}
\]
with
\[
r = |d^T h_x| + |d^T h_y|,
\]
\[
d_{\text{min}} = \min\{d^T a, d^T b, d^T c\} \text{ and } d_{\text{max}} = \max\{d^T a, d^T b, d^T c\}.
\]

In the last paragraph we assumed that both the triangle and the rectangle are fixed in space. Now, the triangle stays fixed while the rectangle can be moved along the ray \( s(t) = p + t \cdot u \). Consequently, the center of the rectangle changes to \( o = p + t \cdot a \), which leads to an adjusted inequality (3), i.e. for all \( d \in D \) it must hold
\[
d_{\text{min}} - r \leq d^T (p + t \cdot u) \leq d_{\text{max}} + r. \tag{4}
\]
An intersection interval is obtained for each direction to be checked. Concerning our former simplification to use a rectangle rather than a cuboid, we have to increase the intersection intervals by the length of the cuboid in \( z \)-direction. By forming the intersection of all these intervals, we obtain the interval in which no separating plane can be found. This interval is equivalent to the intersection of the ray with the Minkowski sum.

### 3.3 The Minkowski Sum of two 3D meshes

Finally, we can calculate the Minkowski sum of two arbitrary 3D meshes. Our approach divides one of the 3D meshes into single triangles and calculates the Minkowski sum of a 3D mesh and an individual triangle incrementally. We form the union of one resulting Minkowski sum with the ones previously calculated.

Since we use a GPU, the triangles of the 3D mesh are treated separately. Thus, we can adjust inequality (4) introduced in the last section to perform a dynamic intersection test between two triangles \( T_1 = T_{a_1 b_1 c_1} \) and \( T_2 = T_{a_2 b_2 c_2} \). This leads to
\[
d^{(1)}_{\text{min}} - d^{(2)}_{\text{max}} \leq d^T (p + t \cdot u) \leq d^{(2)}_{\text{min}} - d^{(1)}_{\text{max}} \tag{5}
\]
with
\[
d^{(i)}_{\text{min}} = \min\{d^T a_i, d^T b_i, d^T c_i\} \text{ and } d^{(i)}_{\text{max}} = \max\{d^T a_i, d^T b_i, d^T c_i\}, i = 1, 2.
\]

The directions \( d \in D \) we have to check are the two normals of the triangles, the nine pairwise cross products of the edges and the six normals of the edges, which are lying in the same plane as the triangles to cover the degenerated case. After intersecting all these resulting intervals, we obtain the intersection interval of the ray with the Minkowski sum.
4 APPLICATIONS

After explaining the theoretical background, we now focus on some practical applications. Furthermore, we will evaluate the runtime of our algorithm. All our tests were conducted on a system with an Intel Core i7 processor with 2.5 GHz, 16 GB RAM, and an NVIDIA GeForce GTX 1070 GPU. The runtime of the algorithm is affected by the orientation of the individual surfaces with respect to the image plane. The reason for this is that a rectangle is generated in the geometry shader whose size corresponds to the sum of the bounding boxes of the two objects projected into the image plane. To eliminate this factor from the comparisons, the runtime is considered in relation to the number of fragments processed. For the runtime analysis of the different applications, a window size of 500 x 500 pixels is used as default. In general, doubling the window size in both the x- and y-directions leads to a factor of four of the processed fragments. The execution of our algorithm with doubled window sizes confirmed that the runtime is almost quadrupled.

4.1 Fixed radius inset/offset computation

The algorithm described in 3.1 calculates the variable-radius offset surface. Of course, this approach can also be used to compute the special case of a fixed radius offset. For evaluating the approximation error of our method, we use a 3D mesh of a wooden puzzle. Figure 2 displays the original puzzle (top left) and the exact offset surface (top right) with an offset radius of 0.2. To compare our approximation error with the exact offset surface, we calculate the Hausdorff distance with a low resolution approximation respectively a higher resolution approximation (Figure 2 bottom). Therefore, the Hausdorff distances are linear interpolated between dark blue and red (see Figure 2 lower right), while dark blue parts correspond to a Hausdorff value of 0 and red parts to a Hausdorff value of at most one percent of the offset radius \(2^{\epsilon_3}\). By comparing the lower left and middle part of Figure 2, one can see, that the approximation error of our method can become arbitrary small by refining the approximation resolution.

In addition to the offset calculation, our algorithm is also suited to simultaneously calculate an inset surface. Figure 3 displays these calculations for the already mentioned wooden puzzle.

4.2 Forensics

The main application for our algorithm is facial reconstruction. Therefore, we calculate the variable-radius offset surface of a given model skull. Gietzen et al. [10] developed an automatic approach for facial reconstruction based on dense statistics of FSTT. Computer tomographic data is used to generate a 3D model of a skull. Afterwards, landmark points are mapped to a given model skull for which the average distance between the bones and the skin is known for each vertex. With respect to these vertex-radius pairs, [10] generate a sphere mesh (see [18]) which was further improved by Achenbach et al. [1].

If FSTT data is understood as radii at the vertex points, then our approach can be used to calculate a facial reconstruction in an efficient manner by using a 3D mesh representation of the skull. Figure 4 shows the result of our algorithm. On the top the model skull is shown, while on the bottom the result of the variable-radius offset surface reconstruction using the FSTT is displayed.

To compare our approach to [1], we need to generate a new 3D mesh of the facial reconstruction. Therefore, we use a modified version of the marching cubes algorithm (see [15]). Marching cubes extracts a triangular mesh of an isosurface from a three-dimensional discrete scalar field by calculating the intersection points of this isosurface with the edges of a voxel. We adapted this approximation
algorithm so that it works with our representation. The intersection points can be read directly from our representation of the variable-radius offset surface.

The three calculations of the variable-radius offset surface need 6 seconds, while marching cubes takes an additional 18 seconds. So we need 24 seconds to perform a facial reconstruction with our approach, while the approach presented in [1] takes 67 seconds on an Intel Xeon CPU (4 × 3.6Ghz).

The runtime of the facial reconstruction depends on the chosen resolution. We choose a resolution of 1 mm per voxel, while [1] use a resolution of 2 mm per voxel. So our approach is almost 3 times faster, while at the same time allowing twice the resolution.

The upper graph in Figure 5 depicts the runtime of the fixed-radius offset surface calculation of a skull with approximately 138,000 triangular surfaces depending on the relative offset radius compared to the diagonal $L_d$ of the bounding box. Taking a closer look at the curve, one can assume that it matches with a power function of the kind $y_i = c \cdot x_i^p$. More detailed investigations show that the exponent corresponds nearly to the value 1.5. This means that a doubling of the radius does not lead to a complete quadrature of the runtime. The lower graph in Figure 5 shows the runtime of the calculation of a variable-radius offset surface of a skull. The runtime is shown in dependency of the number of processed fragments. The curve is almost linear from about 200 fragments with a slope of 140 ms per 100 million fragments.

4.3 Packing problems

Packing problems are a kind of optimization in which a number of objects are packed collision-free into a container. As an real world example we choose the packing of standardized cuboids into a trunk to determine its volume. There are two different standards to calculate this volume - the European and the American standard. The American standard is described in the SAE J1100 standard [17]. It requires to place a set of different sized cuboids in the trunk to determine its volume. Ding and Cagan [8] used extended pattern search to solve this problem with respect to the SAE standards.

In our work, we choose the European standard, which is described in the DIN standard 70020-1 [4] and ISO 3832 [5], but our approach can be used with the American standard as well. To determine the volume of a trunk we have to calculate the maximum amount of standardized cuboids measuring 50 x 100 x 200 mm which can be placed collision-free inside the trunk. This can be done by physically packing these cuboids or by an algorithmic approach. Eisenbrand et al. [6] developed an algorithm to solve this problem by discretizing the trunk geometry using a three-dimensional cubic grid. They used different greedy algorithms and heuristics to determine a maximum amount of axis-oriented cuboids which can be placed collision-free inside the cubic grid. In [7], they extended this approach by allowing continuous positions and orientations while using a simulated annealing algorithm to solve this problem. This randomized algorithm selects a lot of random positions inside the trunk where it tries to place the cuboids. Each time, it has to decide whether this position leads to a collision with the trunk boundary.
which is the bottleneck of this algorithm. This is equivalent to decide whether the given position is part of the Minkowski sum of the cuboid and the trunk. We only allow axis-oriented cuboids. Therefore, we have to calculate six different Minkowski sums, one for each different orientation. The calculation of each Minkowski sum can be done in real-time.

Using our data structure to decide whether a given position is part of the Minkowski sum corresponds to a simple look up in a list of sorted intervals. This can be done in a quasi constant time. Figure 6 shows the result of the packing algorithm using our representation of the Minkowski sum of a trunk and a standardized cuboid. Our approach can be used in all algorithms that pack axis-oriented DIN- or SAE-cuboids into a trunk. These can benefit from our method of collision detection between cuboid and trunk geometry.

![Figure 6: Result of a packing algorithm based on a trunk geometry](image_url)

5 CONCLUSION AND FUTURE WORK

In this paper we presented a new method to approximate the variable-radius offset surface. Our implementation utilizes the GPU, which, due to its parallel functionality, is well-suited to perform similar calculations simultaneously. We use a set of straight lines over a two-dimensional grid to represent the variable-radius offset surface. Applying our algorithm to determine three orthogonal representations, we are able to generate a new triangular mesh of the variable-radius offset surface by adapting the marching cubes algorithm. Because the focus of our work was on developing an algorithm for calculating the variable-radius offset surface, the marching cubes algorithm is not optimized yet. Optimizing the marching cubes algorithm contains a large potential of speed improvements and could be done in further research. Our algorithm also allows the fast calculation of classical Minkowski sums between a triangular mesh and another object with a relatively small description complexity. Further improvements could focus on optimizing the implementation for general triangle meshes.

We demonstrated the value of our algorithm on three different applications. First, we applied our algorithm to offset and inset computation and showed, that the approximation error of our method can become arbitrarily small. Second, we demonstrated how to use our method for facial reconstructions in a forensic context. We compared our method with [1] and demonstrated that it provides a clear speed advantage while allowing a higher resolution. Third, we apply our algorithm to solve packing problems. As an example we determine the trunk volume by packing axis-oriented standardized cuboids. Therefore, we use the the Minkowski sum representation presented here for collision detection in quasi constant time. With the approach presented here we can calculate the Minkowski sum of the trunk geometry and axis-oriented cuboids in a few milliseconds and use them to pack standardized cuboids into a trunk without collision with the boundary.
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( std430 , binding=3) buffer data_buffer {

void main() {

vec4 hp[3];

for (int i=0; i<3; i++) {

data.vertices[i] = (uMMat + gl.in[i]).gl_Position).xyz;

data.id[i] = vdata[i].index;

hp[i] = uPMat = uVMat + uMMat + gl.in[i].gl_Position;

p[i] = hp[i].xyz/hp[i].w;

float radius_ = max(radians[vdata[0].index], max (radians[vdata[1].index], radians[vdata[2].index]));

vec4 radius = uPMat + vec4(zoom+radius_, zoom+radius_, 0, 1);

float min_x = min(p[0].x, min(p[1].x, p[2].x));

float max_x = max(p[0].x, max(p[1].x, p[2].x));

float min_y = min(p[0].y, min(p[1].y, p[2].y));

float max_y = max(p[0].y, max(p[1].y, p[2].y));

vec4 s = vec4(min_x – radius.x, min_y – radius.y , 0, 1); 

vec4 t = vec4(max_x + radius.x, min_y – radius.y , 0, 1); 

vec4 u = vec4(min_x – radius.x, max_y + radius.y , 0, 1); 

vec4 v = vec4(max_x + radius.x, max_y + radius.y , 0, 1); 

gl.Position = s; EmitVertex();

gl.Position = t; EmitVertex();

gl.Position = u; EmitVertex();
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Listing 1: Essential parts of the geometry shader

```cpp
1 #version 450 core
2 layout (std430, binding=1) buffer offset_data { 
3  int intervals[]; 
4  layout (std430, binding=3) buffer data_buffer { 
5    float radians[]; 
6  }
7  layout (std430, binding=5) buffer shader_error { 
8    int error[4]; 
9  }
10  int GS_OUT { 
11    vec3 vertices[3]; 
12    float id[3]; 
13  }
14  // uniform variables: uMMat, uVMat, uPMat, unvVMat ,
15  // unvPMat, width, height, lod, 
16  // decimailPrecision
17  vec3 intercept_points[7], normals[7]; // ray surface
18  intersections
19  void main(int t, int t2, uint i) { 
20    int max_value = 5000;
21    bool done = false;
22    while (!done & max_value > 0) { 
23      if (atomicCompSwap(intervals[i], 0, 1) == 0) 
24        { 
25          // insert interval [t1, t2] into 
26          interval list at index i, see section 3 
27          save_interval(t1, t2, i);
28          atomicExchange(intervals[i], 0);
29          done = true;
30        }
31      if (max_value == 0) 
32        atomicExchange(error[0], 1);
33      
34      check_t(tvec3 t[i], uint i) { 
35        bool intersection = false;
36        int idx = -1;
37        for (int i = 0; i < t.length(); i++) { 
38          if (t1[i] == -1) 
39            intersection = true;
40          break;
41        }
42        if (intersection == false) 
43          discard;
44        float t_small = infinity;
45        float t_big = -infinity;
46        for (int j = 0; j < t.length(); j++) { 
47          if (t[j].z == -1) 
48            continue;
49          t_small = min(t_small, t[j].x);
50          if (t[j].y > t_big) 
51            t_big = t[j].y;
52          idx = j;
53        }
54        if (t_small > t_big) 
55          discard;
56        mutex(int(floor(t_small + decimalPrecision)), 
57          int(ceil(t_big + decimalPrecision)), i);
58        return idx;
59      }
60      
61      vec3 e0 = data.vertices[1] - data.vertices[0];
62      vec3 e1 = data.vertices[2] - data.vertices[0];
63      vec3 e2 = data.vertices[1] - data.vertices[2];
64      vec3 n_triangle = normalize(cross(e0, e1));
65      vec4 ul = unvVMat + unvPMat * vec4(0, 0, -1, 0);
66      vec3 u = normalize(ul.xyz); // view direction
67      u = u * (posY + width + posY) + lod + 2;
68      vec4 pl = unvVMat + unvPMat * vec4((2.0f * posYX)/width - 1, (2.0f * posY)/height - 1, 0, 1);
69      vec3 p = pl.xy / pl.w;
70      // Intersections
71      vec3 tmp[7]; // store depth values of
72      // intersections
73      vec3 intercept_points[i] = vec3(0, 0, 0);
74      vec3 intersect_triangle(p, u, n_triangle, tmp[0]);
75      intersect_sphere(p, u, 0, tmp[1]);
76      intersect_sphere(p, u, 1, tmp[2]);
77      intersect_sphere(p, u, 2, tmp[3]);
78      intersect_cone(p, u, 1, tmp[4]);
79      intersect_cone(p, u, 2, tmp[5]);
80      intersect_cone(p, u, 2, tmp[6]);
81      // see section 3.4 for detailed intersection tests
82      intersect_triangle(p, u, n_triangle, tmp[0]);
83      intersect_triangle(p, u, n_triangle, tmp[1]);
84      intersect_sphere(p, u, 0, tmp[4]);
85      intersect_sphere(p, u, 2, tmp[5]);
86      intersect_cone(p, u, 1, tmp[6]);
87      // union of intervals: find index of nearest 
88      // point in view direction
89      int min_idx = check_t(tmp, idx);
90      vec4 ndc = uPMat * uVMat * vec4(intercept_points[ 
91        min_idx], 1);
92      gl_FragDepth = (1 + ndc.z)/2;
93      vec3 normal = normalize(normals[min_idx]);
94      vec3 IDir = normalize(u); // light direction
95      FragColor = vec4(max(dot(IDir, normal_0, 0) + 
96        vec3(0.94), 1.0));
97    } 
98  }
99  }  
100 // Build triangle normal
101 vec3 e0 = data.vertices[1] - data.vertices[0];
102 vec3 e1 = data.vertices[2] - data.vertices[0];
103 vec3 e2 = data.vertices[1] - data.vertices[2];
104 vec3 n_triangle = normalize(cross(e0, e1));
105 vec4 ul = unvVMat + unvPMat * vec4(0, 0, -1, 0);
106 vec3 u = normalize(ul.xyz); // view direction
107 vec4 pl = unvVMat + unvPMat * vec4((2.0f * posYX)/width - 1, (2.0f * posY)/height - 1, 0, 1);
108 vec3 p = pl.xy / pl.w;
```

Listing 2: Essential parts of the fragment shader

```cpp
int check_t(tvec3 t[i], uint i) { 
  bool intersection = false;
  int idx = -1;
  for (int i = 0; i < t.length(); i++) { 
    if (t1[i] == -1) 
      intersection = true;
    break;
  }
  if (intersection == false) 
    discard;
  float t_small = infinity;
  float t_big = -infinity;
  for (int j = 0; j < t.length(); j++) { 
    if (t[j].z == -1) 
      continue;
    t_small = min(t_small, t[j].x);
    if (t[j].y > t_big) 
      t_big = t[j].y;
    idx = j;
  }
  if (t_small > t_big) 
    discard;
  mutex(int(floor(t_small + decimalPrecision)), 
    int(ceil(t_big + decimalPrecision)), i);
  return idx;
}
```
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ABSTRACT
In recent years, the use of Virtual Reality (VR) has skyrocketed in many fields. From videogames to education, the popularity of this technology is well known also thanks to its affordability and the growing number of available content. An immersive approach and the correct use of gamification have been proven to be valuable tools for learning in different fields. There are many examples of the adoption of VR application also in the healthcare setting not only for learning purposes but also for patients’ rehabilitation. This paper is intended to list some existing works and then present our project for an immersive serious game with the aim of enhancing the training of healthcare workers for the assessment of stroke patients.
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1 INTRODUCTION
Real-life simulation is frequently used in clinical practice for training in the United Kingdom and further afield. One of the most successful programmes is with simulation training for Advanced Life Support where regular highly structured practice improves team performance. Simulation training is also taking on an increasing role in the training of medical students, junior doctors, and Allied Health Professionals in day to day work, whether for specific procedures or specific team practices. At Salford Royal NHS Foundation Trust (SRFT) has been recently introduced real-time simulation training for the stroke team, using a mannequin and running through clinical scenarios relating to acute stroke treatment.

It can be increasingly a challenge, however, in the National Health Service, to find appropriately convenient times to bring whole teams together in one place for such training and the opportunity for VR training may improve staff confidence in advance of real-time simulation training, or clinical practice, and would allow training to be delivered simultaneously across multiple sites. Whilst serious games or VR have been described as used in the rehabilitation of stroke patients (Cochrane review 2015, Laver et al) to our knowledge no publications are describing the use of VR as a tool for systematic training of healthcare professionals involved in the care of patients with acute stroke.

2 VIRTUAL REALITY
For Soysa et al. Virtual Reality is intended as a Human-Computer interface where a computer system generates a three dimensional, sensory, immersing environment that responds in an interactive way to the behaviour of the user [1]. The purpose of their research was to create a framework for VR and Virtual Instrumentation for educational purposes, performing an evaluation of an application based on the response of users to haptic feedback. Until a few years ago VR was not immediately associated with the immersive part of the experience. Only recently have head-mounted displays (HMD) become increasingly popular and led to a natural association with VR. Previously, many VR projects orbited around the concept of Collaborative Virtual Environments (CVE), defined by Normand et al. as the use of natural spatial metaphors, together with the integration of participants and data within the same and common spatial frame of reference [2]. For example, Nakai et al. realised a network infrastructure for peer to peer distributed computation on a collaborative virtual envi...
With the proper use of Level Of Details function for 3D elements and the correct distribution of the contents within the nodes of the peer to peer network, they achieve a good level of usability and scalability of the CVE system. There are many articles concerning rules and guidelines for the proper use of VR and CVE. Levels of detail is considered a crucial feature when designing a VR application also by Seo and Kim, as they help cope with problems related to bigger environments or incrementally complex scenes [4]. In 1999 Noll et al. described the interaction between users inside a shared virtual environment and how this interaction could enhance their work. This research covered also the areas of distributed simulation, agents in virtual environments, and networking for large-scale virtual environments [5]. Kuutti et al. stated that virtual prototypes can be used for usability testing and the quality of environment and models are crucial for the success of the testing [6]. In fact, Yen and NG also showed that Virtual Objects are successful tools for Virtual Environments if they are properly implemented and can be far more useful than simple images [7]. Furthermore, a study conducted by Drettakis et al. illustrated an evaluation approach for real-world applications in the context of an urban planning project, demonstrating the relevance of both audio and visual realism, such as 3D sound, shadows, sun coverage, vegetation, and crowds [8]. Many evaluation guidelines on VR application for multi-disciplinary activities are addressed by Livatino and Koffel [9]. Their two pilot studies successfully proved the correctness and the reasonableness of those guidelines for students and non-experts. More recently, Bouville et al. presented a framework for developing an interactive and collaborative virtual environment. Their system is based on a relation engine module and a collaborative interaction engine module. The first one manages the relations between the objects of the environment and the collaborative interaction engine manages how users can collaboratively control objects [10].

2.1 Immersive Virtual Reality

The immersive approach to Virtual Reality extended the possible applications, the type of interactions and the quality of the experience. Corrêa et al. researched how a realistic 3D environment in conjunction with immersive VR is perceived. Performing an evaluation on interactive archaeometry, they concluded that it is possible to represent VE realistically as the real one [11]. The use of HMD has led to multiple new interaction possibilities, reflected in the number of new studies concerning movement, user interface and usability. For example, Gebhardt et al. performed a study focused on different entry selection methods for hierarchical pie menus. They tested the use of input devices different from the standard keyboard and mouse, and they concluded that the pick-ray-based entry selection metaphor is the most suitable for this case of study [12]. In 2014 Emma et al. described the nature of usability issues in immersive CVE. The evaluation is performed inside a framework where errors observed are interpreted as rule-based mistakes. The errors are mainly connected with tactual and/or postural issues. In fact, the lack of tactual feedback when touching an object and the sitting position of the participants had contributed to thwarting the realism of the actions [13].

3 SERIOUS GAMES

VR and teaching is a well known successful combination, there are countless educational and industrial application instances. For the field of Mechanical Engineering, Muller et al. presented a preliminary study on the use of consumer-grade VR devices, describing how to design an immersive learning game and how to evaluate the user experience. The first exploratory experiment showed a high interest from teachers and students, laying the foundations for future improvement of the training in the Mechanical Engineering field [14]. Concerning learning games and safety, in 2017 Zhang et al. designed a framework for fire safety education implemented according to the combination of relevant fire safety education theory and immersive VR technology. Using an HTC VIVE helmet equipment for the user test, they again proved the effectiveness of this technology to help students learn fire safety knowledge, master fire safety skills and improve fire safety education effect [15]. Another example of immersive experience in safety education is the game developed by Vega et al. in 2017. The design is focused on a controlled and engaging environment to practice and learn how to safely control a campfire. They received positive feedback in many competitions, although they still have to perform a proper evaluation of the game [16]. On the subject, Andrès et al. affirmed that “to demonstrate the effectiveness of a serious game, a holistic evaluation process is required”. Their first objective was to evaluate a serious game called Timemesh and to show the importance of adequate evaluation process [17]. An in-depth exemplar designed to illustrate how VR can be used to promote aspects of Deeper Learning [18] for high school students is provided in a paper by Southgate. The study shows how VR can be used for self-directed, collaborative and imaginative learning [19]. Zhang et al. explored the possible learning outcomes derived by different the level of interaction in a single VR learning application. Although they were not able to find a significant correlation between level of interaction and learning outcome, the interaction has been proven to be a key factor for engagement and their data suggests that “interactivity-triggered concept visualisation and animation are more effective for learning than automated visualisation and animation” [20].
3.1 Serious Games in Healthcare
Games are often used for training healthcare workers and during patients rehabilitation. The proper application of gamification techniques can be crucial to both categories. In this regard, Ribeiro et al. in 2019 presented a system to practice dental anaesthesia techniques. Their serious games allow the user to practice with or without tactile or visual aids thanks to a haptic interface [21]. Also, Ushaw et al. proved the help given by serious games for health. Their game for measuring the stereoacuity of young children has been tested by an initial user group and was proven successful, although a testing protocol and rapid analysis of the data is needed [22]. In this paper, our main research objective is immersive VR and serious games in healthcare, more specifically in the rapid assessment and treatment of acute stroke, are relatively common emergency neurological disease. In 2006 Kaul combined gaming technology with brain wave research to create a gaming environment that functions as a neurological learning tool, explaining that mental states can be focused and the adoption of a content-driven environment can help the ability to perceive information [23]. Alankus et al. cited the importance of multiple repetitions of motion with the affected limbs in patients paralysed by strokes. Considering the high rate of unmotivated patients, home-based stroke rehabilitation games may help motivate stroke patients to perform the necessary exercises to recover. Starting from the previous considerations, Alankus et al. developed several games for coping with different necessities for rehabilitation such impossibility of the use of hands and the support for multiple methods of user input [24]. Those games are not realised using VR techniques, however, they proved their value from a therapeutic perspective even with a limited number of tested patients. Choi, on the other hand, presents the application of VR technology in wound care training. The proposed application simulates the steps for changing a wound dressing with the help of visual cues and texts. Although this study is not concluded yet and comprehensive evaluation is still needed, the system has the promising benefit of facilitating self-learning at own pace while saving the cost of wound dressing materials [25].

4 GAMIFICATION
Serious Games share with Gamification a similar intent, which is learning having fun to improve the effectiveness of teaching. Gamification, however, is the application of game elements (such as badges and leader boards) to other areas of activity to increase effectiveness and engagement. We are then talking about general-purpose applications instead of games, which have fun and entertainment as primary objectives. Marczewski defines Gamification as "the use of game design metaphors to create more game-like and engaging experiences."[26] For instance, Pastushenko et al. developed a tool for the conceptual learning of electric and electronic circuits. In this case, the student has to modify some values on the proposed circuits in order to obtain the correct voltage across the given components and let the game character "surf" to the next circuit [27]. The research proposed by Coull et al. makes use of Gamification for developing an application capable of simulate cybercrimes and provide training to police officers. A virtual environment is adopted to host a scenario where the officers can explore a specific crime scene and, by inspecting elements such as smartphones and laptops, give feedback with the appropriate course of action. The results have demonstrated the potential of this type of training considering also a significantly reduced cost with respect to expensive classroom-based sessions [28].

4.1 Gamification in Healthcare
Gamification is also a tool used for healthcare applications. Jacobs et al. designed a game for stroke survivors aimed to make the rehabilitation process more enjoyable. Their application involves the use of common objects and a multi-touch screen to perform arm-hand exercises in order to restore physical and cognitive capabilities. The results of the test conducted on two patients showed promising therapy results with a noticeable improvement of their arm-hand functionality [29]. An online game for medical education on insulin therapy has been objective of study for Diehl et al. The game is a tool for the education of doctors in the treatment of patients with diabetes mellitus and Diehl et al. collected results from 134 of them after 21 days of interaction with the game. Two groups were formed to study the difference between who played the game (game group) and the control group. The absolute increase in competence score and the frequency of subjects who achieved a high score in the post-intervention assessment was considerably higher in the game group than in the control group [30]. Vascular Invaders is a web-based study aid with game features adopted by Gauthier et al. to perform a comparative study between regular learning and eLearning on a group of medical anatomy students. Their results showed the necessity for a more exploratory study of the subject considering the promising results [31]. Boada et al. analysed the impact of using LISSA, a game to complement CPR teaching, after theory introduction and before laboratory practice on 109 nursing undergraduate students. Even then, the use of Gamification helped to engage the students and better results were obtained with respect to students that only read theory material [32].
5 SIMULATED NEUROLOGICAL TRAINING

Neurological procedures are very complex. It is almost impossible to simulate the whole procedure for several reasons. Even there is a guidance and exact assessment instructions for the neurologists, each procedure is different in terms of patients medical conditions. Based on neurological advice we have identified a clearly defined project, of manageable size and complexity that established and rigorously test the necessary technical capabilities in an experimental setting. Real-life simulated training is well established in certain medical specialties (typically emergency department, CPR training, ICU medicine) and is being increasingly used in other specialties. There is a great deal of interest in the use of simulation for the assessment and treatment of acute stroke as it is a highly protocolised and time sensitive treatment and with widely available stroke specialist teams, developing efficient team working improves outcomes for patients. The overall goal in this project was to design and develop a virtual stroke simulator with software support to use for simulation of acute stroke assessment and treatment. The aim is educating healthcare professional involved in the management of acute stroke and provide insight for young and elderly people on the effects and symptoms of a stroke and what to expect in the hospital setting. The proposed virtual stroke simulator is built on a spectrum of information acquired by a detailed literature search, input from clinical studies, and through discussions with clinical neurologists. We are using a standardised approach to build the simulator based on international treatment guidelines and structured rating scales of stroke severity and inclusion/exclusion criteria for the various treatments of stroke.

One of the main issues with the training for healthcare professionals is availability and time restriction. It can be a challenge, particularly in the modern healthcare setting, to gather a learning group in one place for training. Therefore being able to access, either individually or as a team, an online simulation training package could offer a solution. In the setting of busy stroke units, the opportunity to train in a virtual environment with one or more team members participating in a VR game would provide enhances opportunities for practice and refining teamwork. Furthermore, the standard training procedure involves the use of mannequins which can be suitable for helping with only a few of the many steps needed for assessing a real stroke case. For example, facial palsy, aphasia and limb ataxia cannot be shown using a mannequin and usually, they are simulated by a volunteer. By developing such simulator we aim to improve the effectiveness of the training.

5.1 Acute Stroke Assessment

A stroke is a medical condition where the blood supply of a part of the brain is cut off and it is usually diagnosed by doing physical tests and studying images of the brain produced during a scan [33]. Due to the complexity of the assessment, our simulation is limited to the assessment of the severity grade of the stroke and it will be based on physical movement, facial expressions, speech and other actions necessary for the evaluation but not currently possible to replicate using a mannequin. We decided to simulate the National Institutes of Health Stroke Scale (NIHSS) procedure. "The NIHSS is a 15-item neurologic examination stroke scale used to evaluate the effect of acute cerebral infarction on the levels of consciousness, language, neglect, visual-field loss, extraocular movement, motor strength, ataxia, dysarthria, and sensory loss. A trained observer rates the patient’s ability to answer questions and perform activities. Ratings for each item are scored with 3 to 5 grades with 0 as normal, and there is an allowance for untestable items. The single patient assessment requires less than 10 minutes to complete. The evaluation of stroke severity depends upon the ability of the observer to accurately and consistently assess the patient."[34]

5.2 Pilot Studies

The predecessors of our project were two pilots based on the students’ research projects. The objective was to try to simulate a stroke case assessment by showing a few animations related to simple evaluable actions. For example arm or leg lifting [Figure 1]. We have evaluated the simulation with the medical community and a group of 5 neurologists from Salford Royal NHS Foundation Trust. Although the pilot applications were implemented successfully, and the novel approach well received by the physicians who participated, the simulations were far from being suitable for the trial because of the absence of a proper procedure in developing, testing and case studies.

During this preliminary testing, feedback regarding the application included a need for better animations. It was clear for each respondent that the game had a good base from which to build upon but it needed more work and animations need to be improved in their performance for medical experts to recognise their use. The variety of the animations was also a problem. As we stated in the previous paragraph, in order to correctly assess a stroke we need to analyse 15 different steps of the assessment and this pilot projects covered only simple actions like arm and leg lift.

5.3 Future Work

We are currently working on the implementation of all the 15 steps of the assessment. Each step is designed to
be as realistic as possible. The level of realism is important especially for the animations of movement and facial expressions. These features in conjunction with the use of Virtual Reality, are the key milestones of our simulation, which is implemented in the form of a serious game [Figure 2]. Once the game has been released, the next step is to perform various tests aimed at evaluating different aspects of the simulation. We will carry out an evaluation for the VR learning environment to assess the realism and the accuracy of the game, evaluation of the effectiveness and the usability of our tool and evaluation based on the comparison between the results of the standard training and our training method. This last step will be focused on analysing common factors between the two methods like the time spent on each step of the assessment throughout the training, the number of correct results or the number of training sessions needed to learn how to correctly assess the stroke. All those metrics will be considered as important markers needed to affirm or dispute the efficiency of our project as a training tool.

6 CONCLUSION

The first part of this paper aimed to conduct a detailed literature survey on the virtual environment and serious games used in healthcare. We listed some existing methods for simulations and serious games used in neurological clinical practice. We explained the concept of Virtual Reality and the differences with Immersive Virtual reality. We also described several publications in the field of Serious Games and finally Serious Games in healthcare. We can affirm that Virtual Reality and Serious Games represent an efficient combination when dealing with educational problems. Their value for learning and rehabilitation purposes is vastly acknowledged and there is still the potential for improvement. Many games are used for stroke rehabilitation but we have not found any example of VR Serious Games for the training of doctors and neurologists in the same clinical field. Based on this necessity and starting from a favourable state of the art on the subject we showed two successful pilot studies and we proposed a possible new solution to the absence of a reliable training tool for the assessment of acute stroke patients.
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Figure 1: Scalable Spherical Harmonics Hierarchies used to generate global illumination.

ABSTRACT

Scalable Spherical Harmonics Hierarchies (SSPHH) is a real-time rendering solution to the global illumination problem. Our novel method is a system of components that enables the computation of light probes and the conversion to spherical harmonics coefficients, which are used as anisotropic time-varying light sources we call Spherical Harmonics Lights (SPHLs). The SPHLs encode irradiance information that can be used for image-based lighting. Our approach focuses on reconstructing scene lighting using diffuse illumination but is flexible to allow specular details. Furthermore, we consider the light transport from neighboring SPHLs by computing a transfer coefficient that estimates how much light from one probe is visible at another. SPHLs can be used for physically-based lighting using rendering methods similar to point lights and shadow maps. We created a reproducible testing methodology to compare our images with those of a commercial path tracer by automatically generating the appropriate scene information which gets used with absolute error metrics to determine remaining image defects. Our SSPHH method utilizes a scalable architecture to distribute the rendering of light probes between client and worker nodes using the ZeroMQ Majordomo protocol.
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1 INTRODUCTION

Real-time global illumination is a difficult problem to solve and understand for practitioners with numerous solutions proposed over the last several decades. Although new hardware is posing to change the focus to real-time path tracing, approximation methods will still have relevance for years to come due to problem complexity, power, space, and cost factors. Furthermore, it is difficult to offer solutions that solve the problem generally. Our work is a novel way of simulating global illumination using a network of light probes represented by spherical harmonics that estimates the transport of light from one node in the network to another. But let us begin by way of an illustration.

Imagine for a moment a house on a sunny day with several rooms, all with the doors closed and heavy curtains drawn. If you were to open the curtains in room A, photons immediately begin flooding the house and spreading through every crack they can find. In computer graphics, this room would be lit, and probably no light would leak through the cracks. Let us consider room B which has no direct illumination from room A, but now the door is open. If you were to open the door to room A, even though no direct light can reach B, in-
direct light is scattered from room A to room B. A path tracer would likely scatter photons to room B, but a typical real-time renderer using shadow maps renders no light in the second room. One typical solution for the real-time renderer uses baked global illumination, but baking forgoes the use of dynamic changes in scenery. So what can we do?

Our method supposes that you could configure light probes in each of the rooms and hallways and a set of edges connecting them. Then we will determine a visibility or transfer factor between neighboring vertices that would determine the amount of light that scatters from one light probe location to another. We use spherical harmonics to represent the visibility factor and the light probes. We use a four-part method of initialization, light probe visibility determination, light probe generation, and hierarchical spherical harmonic light generation. These four parts are components of our algorithm Scalable Spherical Harmonics Hierarchies (SSPHH) [Met18]1. This paper is organized by reviewing previous research in this area before we talk about our theoretical framework, implementation, and results.

2 PREVIOUS WORK

Spherical harmonics (SH or SPH) are often used to represent low-frequency light probes because they act as a low pass filter and have some useful convolution and summation properties. In computer graphics, they represent the angular distribution of light. They are the spherical analog to the Fourier series and are a set of orthogonal functions. The spherical harmonics equation [Mer98] is given by

\[ Y_{lm}^m(\theta, \phi) = K_{lm}^m P_l^m(\cos \theta) e^{im\phi}, \]

where

\[ K_{lm} = (-1)^m \sqrt{\frac{2l+1}{4\pi} \frac{(l-m)!}{(l+m)!}}, \]

\[ P_l^m(\cos \theta) \] is the associated Legendre polynomials, and \( e^{im\phi} \) can be represented in real form by

\[ e^{im\phi} = \begin{cases} \cos m\phi & \text{if } 0 \leq m \leq l \\ \sin m\phi & \text{if } -l \leq m < 0 \end{cases}. \]

The spherical harmonics are orthogonal polynomials which form an orthogonal set. This means that they satisfy the property that

\[ \int_0^{2\pi} \int_0^\pi Y_{lm}^m(\theta, \phi) Y_{l'm}^{m'}(\theta, \phi) \sin \theta \, d\theta \, d\phi = \delta_{ll'} \delta_{mm'}, \]

where \( \delta_{ij} \) is the Kronecker Delta

\[ \delta_{ij} = \begin{cases} 0 & \text{if } i \neq j \\ 1 & \text{if } i = j. \end{cases} \]

We may now approximate a spherical function \( L(\theta, \phi) \) by calculating coefficients \( a_{\ell}^m \) for each degree \( \ell \) and band \( m \) with the integral

\[ a_{\ell}^m = \int_0^{\pi} \int_0^{2\pi} L(\theta, \phi) Y_{\ell}^m(\theta, \phi) \sin \theta \, d\phi \, d\theta, \]

and we can reconstruct the original function by summing the spherical harmonics for \( 0 \leq \ell \leq N \) with the equation

\[ L(\theta, \phi) = \sum_{\ell=0}^{N} \sum_{m=-\ell}^{\ell} a_{\ell}^m Y_{\ell}^m(\theta, \phi). \]

We use the orthopoly package from Maxima [S+82] to calculate the equations for \( 0 \leq \ell \leq 10 \) and optimized those equations for calculation in our mathematics library. The number of SH coefficients is \((\ell + 1)^2 \) so we limit the highest degree to 10 since which require 121 coefficients. Figure 2 shows degrees \( 0 \leq \ell \leq 10 \) and Figure 3 shows an example of a light probe which has been converted to a SH using the sampling approach from Green [Gre03]. In this paper, we use the operator \( \otimes \) to represent convolution and operator \( \boxplus \) to represent summation which are component wise multiplication or addition of vector components. These are common symbols used in digital signal processing diagrams. We want to avoid confusion with tensor products and set theory.

---

1 We abbreviated our algorithm SSPHH before realizing that SPH could be confused with Smoothed Particle Hydrodynamics, so we use SH for spherical harmonics and continue to use SSPHH for our algorithm.
Path tracing [Kaj86] and ray tracing [Whi80] are general solutions to the problem. Newer classes of hardware graphics processing units such as the NVIDIA GTX 2080 Ti are capable of ray tracing a few rays per pixel and couple it with image denoising [MMBJ17] to reconstruct indirect illumination. As path tracing enjoys the most recent industry support, we employ it in our method to construct light probes using Corona Renderer [OK16]. These methods remain impractical for the foreseeable future for use with real-time graphics when dealing with low energy or low compute devices. Our method falls into the category of a hybrid approach which will be a popular approach for some time.

Kajiya’s rendering equation [Kaj86]

\[ L_o(x \rightarrow \omega_o) = L_e(x \rightarrow \omega_o) + \int_{\Omega} f_i(\omega_i, \omega_o) L_i(\omega_i \rightarrow x) \langle \omega_i, \omega_o \rangle \, d\omega_i. \]

is often solved with Monte Carlo integration, but we may eliminate the integral and process specific paths of light with the Dirac-delta function

\[ \delta(x) = \begin{cases} +\infty, & x = 0 \\ 0, & x \neq 0 \end{cases}, \]

where \( \int_{-\infty}^{\infty} \delta(x) \, dx = 1 \) and the integral of \( f(x) \) which is only non-zero at \( x = 0 \) may be directly calculated

\[ f(0) = \int_{-\infty}^{\infty} f(x) \, \delta(x) \, dx = \int_{-\infty}^{\infty} f(x) \, dx. \]

### 2.2 Precomputed Radiance Transfer

Irradiance Volumes [GSHG98, RH01] and Precomputed Radiance Transfer [SKS02] (IR/PRT) modify the rendering equation by utilizing transfer functions. The first transfer function determines self-shadowing or visibility from any direction. The second transfer function determines how much light illuminates the surface. Mathematically, this is the following operation

\[ T(x \rightarrow \omega_o) = \frac{1}{\pi} \int_{\Omega} L_{SH,\omega_i} \otimes H_{SH,\omega_i} \, d\omega_i \]

where \( T(x \rightarrow \omega_o) \) is the exit radiance at the point \( x \), \( L_{SH,\omega_i} \) is the incident radiation at point \( x \) and \( H_{SH,\omega_i} \) is the cosine weighted kernel which maps visibility from angle \( \omega_i \) to point \( x \). This particular example highlights diffuse reflection and more sophisticated examples exist for specular and refractive materials.

Figure 4 shows the process of precomputed radiance transfer using irradiance volumes. Irradiance volumes are sampled as a set of SH coefficients. Each vertex on the world geometry gets a transfer vector that measures the angular light that is received at infinity. The shape of the SH looks like a measurement of the visible hemisphere; hence, the transfer vector has values close to 0 for directions opposite to the normal and values close to 1 near the normal. The IV probes are placed manually or procedurally in such a way that a Delaunay triangulation can be created. Every visible vertex will be
contained in a simplex of this triangulation, or extrapolation could be used otherwise. The closest IV probes are interpolated using barycentric coordinates to estimate the illumination for that vertex. Lower performing hardware often use second order spherical harmonics (9 floats per RGB channel) or order four or five spherical harmonics (25 or 36 floats per RGB channel). The irradiance volumes may be produced dynamically, but baking eliminates the real-time performance hit and enables the use of higher quality path traced light probes.

2.3 Virtual Point Lights

Instant radiosity—more generically many light methods—are used to simulate global illumination in a 3D scene by simulating a small set of “photons” and then lighting the visible scene with those photons. Ritschel et al. [RDGK12] survey a wide class of global illumination algorithms of this sort. Typically, point lights or spherical lights [HKWB09] are used in these applications. Hot spots or fireflies can plague this class of algorithms because of discontinuities due to the nature of point lights especially if they are close to surfaces due to the \( \frac{1}{r^2} \) inverse ratio, so clamping is used to control this problem.

Figure 5 shows the process of virtual point lights. Virtual point light locations are determined by scattering photons into the 3D geometry. These point lights are then used to simulate the indirect illumination of the scene using shadow mapping. One key problem with VPLs are hot spots near the location of the VPLs due to the quadratic falloff of the point lights. To partially correct this defect, virtual spherical lights can be used. To reduce the number of VPLs in a scene, light cuts may replace close groups of lights with a single VPL.

2.4 Voxel Based Methods

Voxel based methods using a 3D Digital Differential Analyzer (3DDDA) [FTI86] are also potential solutions to the global illumination problem. Voxel cone tracing [CNS+11] is a recent method which projects lighting into a sparse octree and traces cones from surface geometry using final gathering. Other methods of 3DDDA use skip encoding to quickly march rays through the data structure [SK97]. Memory is a big problem with the voxel approach if you want high detail lighting. And light leakage may occur near geometry which does not conform to the voxel grid.

Figure 6 shows the process of voxel cone tracing. Rather than tracing rays, VCT proceeds by building a spatial subdivision data structure in which to propagate a light solution. The geometry is discretized into a voxel representation using a sparse octree. Afterwards the light is projected through the voxel grid to estimate irradiance in each cell of the octree which includes a filtering step to down-sample radiance. The camera pass then uses a normal direct illumination step and a secondary bounce step. The secondary bounces are traced through the octree using cone tracing which gathers indirect radiance.

3 THEORETICAL FRAMEWORK

The SSPHH method solves the problem of global illumination using anisotropic lights, which we call spherical harmonic lights (SPHL). We begin by determining the SPHL locations, or nodes. We need to determine the amount of light scattered around an SPHL that reaches neighboring SPHL nodes by simulating a light source and measuring the light observed by the neighbor. The graph relationship of each node to another is called a hierarchy. We render the scene at each of the SPHL nodes and project the images to spherical harmonics. We construct the resulting SPHL coefficients by summing its own light probe with an adjusted version of the neighbors. Figure 7 shows a visual progression of our algorithm. In this section, we will discuss this idea from several perspectives.
Let us return to the earlier house example. We see that if we place an SPHL in room A, place an SPHL in room B, and calculate the visibility SH coefficients from A to B, that room B will now have indirect illumination from room A without requiring a full path traced solution. This is because we can estimate how much light is transported from the SPHL in room A to the SPHL in room B. The remaining problem is time. If we slowly open the door to room A (or B), then we need to have a way of providing time-based interpolation of SH coefficients to accommodate the change in visibility between coefficients. We have not focused on this part of the problem in this paper. 

If we consider our problem using regular expression notation [Hec90], we may use $L[D|S]^E$ for direct illumination paths and $L[D|S]^+E$ for indirect illumination paths. The light path $L[D|S]^+E$ represents a chain of scattering events. We can divide this light path into three sections. The first is $L[D|S]^S_j$ which is the possible scattering event from a light source to the SPHL node $S_j$. The second section is $S_j[D|S]^S_i$ which is a chain of scattering events between SPHLS $S_j$ and $S_i$. Finally, we have the chain of scattering events $S_i[D|S]x$ which is the scattering event from SPHL $S_i$ to the point $x$ we are lighting.

In our method, we handle direct light paths $L[D|S]x$ from various sources of lights including environment maps, directional lights, point lights, irradiance volumes, and SPHLS. The latter can be used to either simulate anisotropic time-varying light sources [MS12], or light probes to perform image based lighting. Later we call attention to this application, but for now we continue the discussion on light probes.

We can use an SPHL $S_i$ to estimate the irradiance at point $x$ using the radiance function $L_\omega(\theta,\phi)$ where $(\theta,\phi)$ is the unit length direction $L_\omega$ from $x$ to $S_i$. The vector $(\theta,\phi)$ is used as the input for the spherical harmonic $Y_m^*(\theta,\phi)$. The limitation is that we need line of sight from $S_i$ to $x$ but we have a workaround for this which we discuss shortly. Since diffuse illumination of a rough surface is uniformly scattered by the BRDF $f_j(\omega_i,\omega_o) = \rho$ at point $x$, the value

$$I = \frac{L_\omega(\theta,\phi)}{N_x - L_\omega},$$

is the irradiance of $x$ which accounts for the $\langle \omega_i, \omega_o \rangle$ term in the rendering equation integral.

We use a matrix $H$ to store the SPHL coefficients of the SSPHH hierarchy and a matrix $P$ to store the transfer coefficients $P_{ij}$ between SPHLS. The SH $H_{i-1}$ is the SPHL generated by the GEN step. The SH $H_{j-1}, i \neq j$ is created by the VIZ step. The GEN light probe $S_i$ is composed of the light paths $L[D|S]^S_j$, the visibility coefficients $H_{j-1}$ is composed of the light paths $L_1,j[D|S]^S_i$ where $L_1,j$ is a spherical light source of total intensity 1. We have chosen the name $P_{ij}$ because we believe this represents the probability that light from direction $(\theta,\phi)$ at SPHL $S_i$ will appear from direction $(\theta,\phi)$ at SPHL $S_j$; hence, $P_{ij} = 1$. So by convolving the SH coefficients with the equation $H_{j-1} \otimes S_j$ and summing we get the resulting SPHL

$$S'_j = S_j \oplus \sum_{j=0, j \neq i}^{N-1} H_{j-1} \otimes S_j$$

Figure 7: Demo scene showing SSPHH algorithm.
function INIT
    SPHLs ← NEWSH(0)
end function

function VIZ
    for i ← 0, dim S do
        for j ← 0, dim S, i ≠ j do
            H_{ij} ← RENDervizcube(S_i, S_j)
            P_{ij} ← COMPUTEVIZTRANSFER(H_{ij})
        end for
    end for
end function

function GEN
    for all S_i ∈ SPHLs do
        S_i.lightprobe ← RENDERcubemap(S_i)
        S_i ← CUBEMAPTOSH(S_i, lightprobe)
        H_i0 ← S_i
        P_{0i} ← 1
    end for
end function

function HIER(N)
    for i ← 0, N' do
        Create sequence of pairs
        Pairs are indexes and visibilities
        Q = \{(q_i, p_j) ∈ \{0, 1, ..., N − 1\} × P\}
        Sort the previous sequence Q by visibility
        Q' = \{(q_j, p_j) ∈ Q | p_j > p_{j+1}, 0 ≤ j < N\}
        S_{i, self}' − S_i
        Accumulate top N' spherical harmonics
        N' ← min(N, dim S)
        S_{i, neighbor}' ← \sum_{j=0, j≠1}^{N'} H_{ij} ⊗ S_{q_j}
        S_i' ← S_{i, self}' ⊕ S_{i, neighbor}'
    end for
end function

where N is the number of SPHLs. This simulation of light transport from one SPHL to another is called the HIER step. We use the term hierarchy because we may sort the SPHLs by transport probability.

Now, this may not be not a scalable approach because we need an N × N sized matrix. We instead allow for a sparse matrix approach where the connections can be optimized to reduce memory and computational complexity. This is accomplished with a hash map instead of an array if the connection graph is not a complete graph. We create a list Q which contains pairs (q_i, p_j) of SH coefficients q_i and the transfer coefficients p_j which can be sorted based on p_j. We choose N' neighboring SPHLs instead and use p_j as a heuristic. If p_j is below a certain threshold, or we choose N' to be a specific number, then our method is scalable. So if p_j = 1, as all GEN nodes are, then those are included in the sum, and if p_j > 0, as all enabled VIZ nodes are, then our resulting SPHL is

\[ S_{i}' = S_{i}' ⊕ \sum_{j=0, j≠1}^{N'} H_{ij} ⊗ S_{q_j} . \]

Figure 8 shows a visual calculation of S_{i}' and Figure 9 shows an example set of hierarchies. Finally Algorithm 1 shows the complete four step process of the SSPHH algorithm.

4 IMPLEMENTATION DETAILS

Our research graphics engine Fluxions was designed for this algorithm and to work on a number of other graphics problems. There are several components worthy of mention. Our Unicornfish sub-library is an implementation of the majordomo protocol [Hin14] which is used to coordinate a number of worker nodes using a reliable request-reply pattern to help offload rendering tasks to other computing nodes in a local area network. We use it to send SH coefficients back to the main program using the JSON schema discussed in [MS19]. JSON schemata can be very helpful in client-server applications by adding validation to data interchange. JSON provides a blend of convenience for editing and readability. Figure 10 shows the process of converting a cube map with Corona to a SH representation which gets sent in JSON format for the renderer to use.

Processing HDR light probes require attention to data layout especially with cube maps. In practice, there is no consistency with how this data will be stored. The
most useful way to use a single rectangular image—rather than six individual images—is to store them in the order \((+X, -X, +Y, -Y, +Z, -Z)\) which is expected with OpenGL and Direct3D. We will mention that common layouts include the \(6 \times 1\) horizontal strip, \(1 \times 6\) vertical strip, \(3 \times 4\) horizontal cross, or \(4 \times 3\) vertical cross. The strip approaches have the benefit of not wasting image space.

Once we decided the best data formats to use in our SSPHH algorithm, we worked on a data collection plan to measure quality. There is no general consensus about how to measure image quality. No two renderers will be able to produce identical images in today’s market. This is primarily due to the fact that every renderer is effectively a combination of several algorithms chosen for their application to a particular problem set. Even non-biased path tracers can generate different results if the authors chose to implement different BRDFs in their algorithms. What is best at this point is to use sound methodology in measuring image quality.

We chose to use Corona Renderer due to its usage of physically based rendering algorithms. The renderer needed to generate light probes and produce high quality images quickly—if any physically based path tracer can be described as quick! We also use Corona Renderer to generate ground truth images. We made some non-obvious choices about features to include in our rendered images. For example, we do not use bump maps in the reference images because not every renderer interprets bump maps equivalently. We believe it is better to use scene geometry which use the least amount of interpretable details as possible. So we limit our material exports to Lambertian diffuse surfaces, an optional specular roughness parameter, and texture maps. The reason for allowing specular roughness to be optional is to compare what highly varying BRDFs might do to an indirect illumination process.

Our testing program allows us to generate an identical ground truth image frame which we calculate absolute error to determine image differences. Because absolute error (or even RMSE) can have problems near polygonal edge boundaries, we also produce a low resolution image where we sum all the pixel data in smaller portions of the image. We do not take the average because we want to compare absolute differences. This approach enables us to visualize the total energy difference from reference and test images which can be see in Figure 13. This pixelated approach is used to help us understand where we get the most deviation. However, unlike normal pixelation, we sum up the energies in that area of the image rather than take the mean. We do not include AE numbers in our paper, but we have used them to focus our attention to why certain image areas have larger energy differences and we discuss this later in the analysis section.

The implementation of spherical harmonic lights is similar to point lights and point light shadow maps. A shadow map is dynamically generated for each SPHL node. The shadow map is used to determine whether to use the GI contribution. Since the SPHL stores the irradiance, only one SPHL needs to be used. If no SPHLs are available, then the closest one can be used to estimate the irradiance by assuming that the light probe is located around \(x\). In other words, instead of using the SPHL as a source of light, we use it as an irradiance volume instead. This is the case for surfaces where shadow mapping would cause significant amounts of occlusion. Please note that if you are using PRT or irradiance volumes, then you would want to interpolate the irradiance volumes that surround the vertex or shading fragment. The low frequency nature of spherical harmonics makes this a minor concern, and we save a deep analysis on defects arising from this usage for future work.

5 RESULTS AND ANALYSIS

Figure 1 shows two scenes with different objects. The first scene is designed to test color bleeding and the second scene is designed to test complex objects. Figure 13 show the comparison of the Corona renderer to our method. We also compare a ground truth image with a maximum ray depth of 3 since that represents second and third bounces of light. The reader will notice that there is a loss of energy (darkening) from a max ray depth of 25 in the ground truth images.

Table 1 shows the times needed to perform the Reference (REF), SPHL generation (GEN), SPHL visibility (VIZ), and hierarchical SPHL (HIER) steps. We compare both the time it takes to create reference quality...
light probes—max ray depth 25 and pass limit 25—with normal quality light probes—max ray depth 3 and pass limit 1. For a set of four to six SPHLs with a resolution of $64 \times 64 \times 6$, less than one minute is required. This is generated on the same CPU, but in a different thread than the rendering thread. The minute time frame is due to the CPU based Corona Renderer which must load the geometry and materials and render an image. We are addressing this shortcoming by working on an internal GPU based path tracer to avoid the extra cost which we believe this can be done at 60Hz using 12 samples per pixel and a GPU based ray tracing framework.

We used our Majordomo protocol sub-library Unicornfish to launch Corona. This process converts the scene graph into the XML data format which Corona can read. Because spherical harmonics are a type of data compression, we are able to render the light probes on a separate rendering node and send them back efficiently. The size of those packets depend on the maximum degree of the SH to encode. For example, a tenth degree SH with RGB components is $3 \times (10 + 1)^2 = 363$. Formatting this in JSON requires under 4KB of formatted text with 5 digit accuracy. A binary form would require significantly less space. However, SPHLs do not need to be updated unless there is a significant change in the lighting context such as a door opening or closing.

We believe these would be very useful in high performance games. A secondary use would be to have a game client generate an SPHL for their own players and share that with a game server to distribute to neighboring players. SPHLs do not need to only represent global illumination, they can also represent anisotropic lights. A space ship or hot rodded automobile with custom lights could be constructed as an SPHL by sampling the emission profile of the player where

$$L_0(x \rightarrow \omega_0) = L_e(x \rightarrow \omega_0).$$

Sending these to nearby players would result in object to object light interactions. Using SPHLs to represent dynamic local illumination from static objects such as torches, magical effects, or even fish tanks would result in more realistic experiences. Figure 12 shows complex emission profiles from fire and caustics.

### Path Tracer Configuration

The maximum ray depth (MRD), samples per pixel, and pass count (PC) are three of the biggest factors in quality and render time required for ray tracers. Maximum ray depth deals with how many bounces of light are allowed. Using the regular expression notation, $L[D|S]E$ is one bounce of light, $L[D|S]^2E$ is two bounces of light, and so on. To prevent exponential growth of calculation as in Whitted ray tracing (e.g. shadow rays, refraction rays, reflection rays), only one path is chosen for a single sample. This is determined using Russian roulette and importance sampling. A path tracer which utilizes this technique should see maximum ray depth scale linearly with each additional bounce. The samples are scaled by the BRDF and averaged to create the final pixel. Many samples per pixel must be used to obtain a low-noise image. Pass count allows the image to be constructed progressively. That is, rather than wait for the appropriate number of samples to be recorded before producing an image, we calculate a certain number of samples per pixel per pass and update the image when each pass is finished.

The second major factor that affects light probe render time is the quantity of geometry and light preprocessing before the image can be rendered. Intel’s Embree library is a popular choice for accelerating ray-triangle intersections. And this is mostly a fixed cost, so there is not much that can be improved aside from choosing to precompute some of the lighting with a cache. Readers familiar with techniques like photon mapping [Jen96] will relate to the idea of scattering photons in a scene and reusing them to accelerate global illumination. Corona Renderer uses a similar technique called a UHD Cache which maintains similar quality with unbiased path tracing especially for indoor scenes. There is generally no benefit to turning the UHD Cache off and made no significant impact in the generation of
Table 1: Comparison of reference, GEN, VIZ, and HIER times for each scene.

<table>
<thead>
<tr>
<th>Scene</th>
<th>mrd</th>
<th>pl</th>
<th>REF time (s)</th>
<th>GEN time (s)</th>
<th>VIZ time (s)</th>
<th>HIER time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gallery 1</td>
<td>25</td>
<td>25</td>
<td>164.46</td>
<td>131.54</td>
<td>N/A</td>
<td>0.62173</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>1</td>
<td>15.03</td>
<td>48.40</td>
<td>197.46</td>
<td>0.91512</td>
</tr>
<tr>
<td>Gallery 2</td>
<td>25</td>
<td>25</td>
<td>176.10</td>
<td>141.39</td>
<td>N/A</td>
<td>0.62173</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>1</td>
<td>18.35</td>
<td>53.08</td>
<td>230.81</td>
<td>0.61695</td>
</tr>
<tr>
<td>Gallery 3</td>
<td>25</td>
<td>25</td>
<td>161.43</td>
<td>141.76</td>
<td>N/A</td>
<td>0.60576</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>1</td>
<td>16.37</td>
<td>56.25</td>
<td>234.89</td>
<td>0.69566</td>
</tr>
<tr>
<td>Sponza</td>
<td>25</td>
<td>25</td>
<td>220.20</td>
<td>151.12</td>
<td>N/A</td>
<td>0.47393</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>1</td>
<td>21.88</td>
<td>55.60</td>
<td>178.34</td>
<td>0.48255</td>
</tr>
</tbody>
</table>

Figure 14: Varying maximum ray depth and pass limits for light probes. Left column uses a high pass count and the maximum ray depths from top to bottom are 0, 1, 3, and 25.

Figure 15: Varying maximum ray depth and pass limits for spherical harmonic lights. Left column uses a high pass count and the maximum ray depths from top to bottom are 0, 1, 3, and 25. The center column shows the difference between the left and right columns.

our light probe images. Instead, real-time performance was hindered by the resulting increased rendering time.

Adjusting the maximum ray depth and pass limit affects quality of the light probe images to varying degrees. Figure 14 shows the difference between path traced images using various MRD and PL. Figure 15 shows the effect of choosing different maximum ray depths and pass limits for creating SH. By comparing successive images, we determined that a practical depth of 3 provides enough light information while remaining sufficiently close in quality as a depth of 25.

Image Energy Differences

Matching images between two different renderers is challenging. We noted earlier that we use absolute error to mark differences between our images and the ground truth images as shown in Figure 13. Those deviations are primarily due to tone mapping, BRDF differences, and indirect illumination in our rendering system.

Indirect illumination in real-time renderers is often enhanced with ambient occlusion which estimates the accessibility of a surface point to ambient light. We do not simulate ambient occlusion in our images because this was out of scope and we wanted to focus on how well our algorithm worked on its own. So the reader will notice that the darkening of edges is not well handled in our approach. We expect that adding ambient occlusion will benefit a production image.

Secondly, we note that our reflection models do not match exactly with Corona Renderer. We utilize a bipolar version of normalized Blinn-Phong and GGX for specular reflection and a bipolar version of Oren-Nayar and Disney’s BRDF [BS12]. We will not claim this is novel, but our bipolar approach means that the roughness parameter $\alpha$ maps from -1–1, where model A is chosen if $\alpha < 0$ and model B is chosen if $\alpha > 0$. This is different than Corona’s BRDF which uses SGGX and Lambertian models. Our exporter simplifies the materials to a lowest common denominator of diffuse color, specular color, index of refraction, and roughness. We only support solid objects and thus do not handle transparency effects or subsurface scattering (e.g. the cloth on the sailboat).

Lastly, tone mapping makes a huge difference in rendering and there are several approaches to make high dynamic range images fit inside the sRGB color space. We utilized gamma scaling coupled with an exposure control. Corona uses a similar adjustable gamma and exposure control along with filmic highlight compression. We chose to limit our tone mapping to something most likely to be used in real-time graphics, though we would like to experiment with more elaborate approaches. We did not modify the original tone mapping of the texture maps we loaded, while Corona does. This explains the darkening of the textures in the reference images versus ours. However, we perform tone mapping to render an sRGB image at the final stage. In the future, we are working on changing this approach to allow custom tone mapping properties on imported textures. Regardless, we always performed lighting calcu-
lations in linear space to match current best practice in physically based rendering.

6 CONCLUSION AND FUTURE WORK

In this paper, we presented the Scalable Spherical Harmonics Hierarchies method and how it can be used to approximate global illumination in real-time applications. We use spherical harmonic light probes to determine surface irradiance which allow us to simulate low frequency indirect illumination using local anisotropic point lights called SPHLs. We estimate the global illumination by determining the light transport from one SPHL to another. Hence, we can solve the problem of indirect light transport for solid objects in real-time by precomputing the visibility between SPHLs to determine how much light is transported.

In the future, we see this as a great application for client-server applications where global illumination information is dynamically updated for players in a video game context. On-line streaming platforms could utilize this concept to share global illumination between players in resource constrained environments. Lastly, we also want to investigate the use of our method for participating media and time-varying effects.
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ABSTRACT

Inspired by the high performance in image-based medical analysis, this paper explores the use of advanced segmentation techniques for industrial Microwave Tomography (MWT). Our context is the visual analysis of moisture levels in porous foams undergoing microwave drying. We propose an automatic segmentation technique—MWT Segmentation based on K-means (MWTS-KM) and demonstrate its efficiency and accuracy for industrial use. MWTS-KM consists of three stages: image augmentation, grayscale conversion, and K-means implementation. To estimate the performance of this technique, we empirically benchmark its efficiency and accuracy against two well-established alternatives: Otsu and K-means. To elicit performance data, three metrics (Jaccard index, Dice coefficient and false positive) are used. Our results indicate that MWTS-KM outperforms the well-established Otsu and K-means, both in visually observable and objectively quantitative evaluation.
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Image Segmentation, Otsu, K-means, Microwave Tomography.

1  INTRODUCTION

1.1  Image segmentation and MWT

Image segmentation is one of the most commonly used methods to classify the pixels of an image correctly in decision oriented applications. Due to its capability for distinguishing various features [1], it is able to divide an image into a number of discrete regions such that the pixels have high similarity within and high contrast between regions [2]. It has been well proven that segmentation is widely beneficial to a range of tomographic systems especially Computed Tomography (CT) [3, 4, 5, 6, 7]. For example, applications like segmenting different tissue types—e.g., lungs, kidneys, livers—in a CT image are reliable for accurate and precise diagnoses. There are many application areas for tomographic systems. For instance, while the adoption of image segmentation has been successful on a Microwave Tomography (MWT) system, this is mainly concerning medical usage. This paper focuses on leveraging state-of-the-art segmentation methods to MWT images for specific physical attribute detection in an industrial process setting.

MWT is a non-ionizing imaging technique that provides a quantitative image of the dielectric profile of the object of interest (OI) [8, 9]. In this paper, we focus on using MWT to observe a specialized industrial process—microwave drying for porous foams. An important physical parameter—moisture level of the foam—is measured throughout the whole drying process. The moisture level is regarded as the measure of a complete drying process. Depending on the imaging techniques used, a reconstructed tomographic images can display either the location of the moisture through the foam as an OI or a map of the dielectric properties of the moisture value both commonly referred to as
MWT techniques [10, 11]. In our setup, the foam to be dried is measured and characterized by MWT sensors processed by a series of imaging techniques. After image reconstruction, the dielectric properties of the foam represents a moisture level, depicted in Figure 1, which is an example of reconstructed images using the MWT system. Hence, with the aid of mixing rule techniques [12], an ad hoc mapping is defined to obtain the moisture level of the foam.

After a drying process, some regions of the foam may not be completely dry. It is obvious that dry parts have less moisture, hence the amplitude (moisture or dielectric level) of these areas is lower than in the non-dry regions. The difference between dry and non-dry is represented by allocating different colors to each region (Figure 1) where the blue parts stand for good/low-moisture and the yellow parts stand for bad/high-moisture. Dark blue parts are drier than yellow areas. The colours become more yellow when there is more moisture. It is critical for operators and practitioner to precisely assess the low moisture areas of the material so as to gauge the success of a drying process.

There are some efficient MWT systems that produce high-quality images for industrial processes [11, 9]. In our drying process, the measurement of the foams is also performed by MWT, whose detailed design is beyond the scope of this paper. We address the segmentation for visualizing the blue regions representing low moisture. Thus, we propose an automatic segmentation method called MWT Segmentation based on K-means (MWTS-KM) for processing the images reconstructed by an MWT in our experiment. This algorithm is fully automatic and the user only has a verification role [1]. Next, we report on how we carried out experiments in practical settings to validate the proposed segmentation method, including how we successfully validated its robustness, performance and reliability.

1.2 Contributions

As the full version of our recently published work [13], this paper possesses two main outcomes. Firstly, we propose to visualize the moisture area, more precisely the low moisture area for porous foams using image segmentation methods on MWT images, on the premise that many segmentation methods have demonstrated satisfactory utilization in tomographic systems but not desirable success in the context of MWT. Secondly, a state-of-the-art MWTS-KM segmentation method is proposed to visualize the low moisture area of an image. As a novel integrated algorithm, it is compared with two alternative segmentation algorithms that have been used widely in related application areas.

The organization of this paper is as follows. The related works section briefly presents parts of the current research situation in segmentation methods used in tomographic images; mostly from the medical application areas. The proposed algorithm and another two common algorithms for comparison are presented in Section 3. Section 4 elaborates the basic experimental setup and the results including evaluation. Discussions and conclusions are given in Sections 5 and 6 respectively.

2 RELATED WORK

Significant research efforts have been invested into the topic of tomographic image segmentation and related areas of application. Sharma et al. [14] provided a review of a set of automated segmentation methods ranked by applicability and suitability in the context of tomographic images; especially CT images. Shoaib et al. [15] used the Otsu algorithm [16] to propose a method including thresholding to prove a successful segmentation in lungs using CT. Likewise, Dorgham [1] deployed an automatic segmentation method on the basis of GrabCut [17] to detect human body Regions of Interest (RoI) from CT images. Wu et al. [18] also proposed an automatic segmentation algorithm named AUGC in ultrasound tomography images for breast cancer screening and pathological quantification. This method was also established on GrabCut as well, addressing incomplete labeling and speeding up multithreaded parallel programming. Moreover, Jose et al. [4] effectively detected and identified the exact location of a brain tumor through K-means clustering and fuzzy c-means algorithms by segmentation CT images. Sheppard et al. [19] utilized a combination algorithm containing active contours [20] and watershed transformation [21] to implement segmentation for porous materials in industrial tomographic images, resulting in superb quality results. Rashno et al. [22] developed a fully automated algorithm to segment fluid-filled and cyst regions in optical coherence tomography (OCT) retina images, segmented by combining a neutrosophic transformation and a graph-based shortest path method. Venhuizen et al. [23] developed a fully automatic segmentation system for segmenting retina in optical co-
herence tomography (OCT) through using a Convolutional Neural Network (CNN), proving reliable efficiency. Similarly, another variant end-to-end Deep Deconvolutional Neural Network (DDNN) was presented by Men et al. [6] for multi-target segmentation in nasopharyngeal cancer.

Concerning practical MWT, Wang et al. [7] employed a K-Nearest Neighbor (KNN) algorithm and Gaussian Mixture Model (GMM) in their research, and showed that KNN outperformed GMM when segmenting Region of Interest (RoI) when using the Mathew Correlation Coefficient (MCC). Another concrete comparative study was presented by Mahmood et al. [5], who demonstrated that MWT image segmentation is even capable of ameliorating the accuracy of image reconstruction using several automated segmentation methods. Joseph et al. [24] integrated image segmentation with their inverse scattering algorithm called Forward-Backward Time-Stepping (FBTS) to apply on microwave imaging for brain tumors. From the retrospective work, we determine to deploy two well-known approaches as pre-study to support our methodology.

### 2.1 Otsu Algorithm

The Otsu algorithm is an unsupervised method which can be used to select a threshold automatically from a gray level histogram and deal with the problem of selecting the thresholds in images [16]. This method plays an important role in the image segmentation because of its advantages of simple implement and time performance [25] such as the documented image segmentation based on the Otsu method [26, 15] and infrared image segmentation based on the improved Otsu method [27]. It is a widespread methodology used in dividing images into two categories of pixels: foreground and background. In this paper, this method is employed to segment the MWT image into two subcategories according to different levels of moisture. The description of how to segment the MWT image using the Otsu algorithm is explained as follows:

1. Calculate the histogram and probability of each intensity level.
2. Set up the initial \( \omega_0(0) \) and \( u_0(0) \).
3. Traverse the threshold values from \( t=155 \) to 255, update \( \omega_1 \) and \( u_1 \), and compute the variance \( \sigma_b^2 \).

The segmentation threshold of the different moisture levels is denoted by \( t \). The proportion of pixels belonging to a particular moisture level of the MWT image is recorded as \( \omega_0(t) \), with the average gradation of \( \mu_0(t) \). Moreover, the ratio of pixels in another moisture level is \( \omega_1(t) \), and has an average gradation of \( \mu_1(t) \). The average gradation of the entire MWT image is denoted by \( \mu(t) \), the variance between classes is annotated by \( \sigma_b^2 \). Assuming the size of MWT image is \( M \times N \) (height), the number of pixels in which the gray value is lower than the threshold \( T \) in the corresponding image is \( N_0 \). The number of pixels in which the gray value is above the threshold \( T \) is \( N_1 \). Thus, we have:

\[
\omega_0 = \frac{N_0}{M \times N} 
\]

(1)

\[
\omega_1 = \frac{N_1}{M \times N} 
\]

(2)

\[
N_0 + N_1 = M \times N 
\]

(3)

\[
\omega_0 + \omega_1 = I 
\]

(4)

\[
\mu = \omega_0 \mu_0 + \omega_1 \mu_1 
\]

(5)

\[
\sigma_b^2 = \omega_0 (\mu_0 - \mu)^2 + \omega_1 (\mu_1 - \mu)^2 
\]

(6)

The boundaries between the low moisture areas and other areas will be found due to the values in these two sets of pixels through MWT images.

### 2.2 K-means Algorithm

The K-means algorithm is a method of cluster analysis in data mining [28] which can also be used in image segmentation. This genre of unsupervised machine learning algorithm aims to minimize the sum of squared distances between all points and the cluster center [29, 30]. \( K \) denotes the number of centers we choose depending on the number of categories we intend to classify. In image segmentation, the K-means algorithm will help cluster images based on color and the minimum square Euclidean distance. In our study, this method is simultaneously used to find the boundary between the low moisture and other areas in MWT images. The value of \( K \) is chosen as two, as expected.

MWT pixel values range from 0 to 255; the size of the image is \( M \) (width) * \( N \) (height). Assuming that the matrix of pixels in this image is \([X_1, X_{12}, ..., X_{M \times N}]\) while the value of \( K \) is two, the total pixel values in this matrix will be divided into two parts randomly. The first sets are \( S_1=[W_1, W_2, ..., W_N] \) and the second sets are \( S_2=[V_1, V_2, ..., V_M] \) separately. The overview and basic schematics of how the K-means method works in our study are elaborated as below:
1. Choose two samples randomly from the dataset D=[X1, X2, ..., XM,N] as the initial centroid vector: u1, u2 and the first set is S1 and the another set is S2.

2. Calculate the distance between the element of dataset x_i from first set S1 and second set S2 and the centroid u_j: d_{ij} = ||x_i - u_j||^2. If d_{i1} > d_{i2}, x_i will belong to S1 otherwise x_i will belong to S2.

3. Output the classification S=S1, S2.

The boundaries between different levels of moisture will be found according to the values in these two sets of pixels in the MWT image.

2.3 Performance Evaluation

The accuracy is chosen for gauging the performance in this paper. To evaluate the accuracy obtained from our segmentation algorithms, the similarity and false positive are measured by jointly applying three criteria: Jaccard index, Dice coefficient and false positive:

- **Jaccard index**: This is a commonly used metric to derive the similarity and diversity of finite sample sets. We choose this statistic to gauge our study as it has been extensively applied in the context of image segmentation [3, 18]. In our paper, it indicates the pixel-level similarity of input and output image. The input MWT image is referred as ground-truth while the output image represents the segmented image. The mathematical form of the Jaccard index is defined as (In this article, G and S annotate the input ground-truth image and the output segmented image respectively amid this denotation [18].):

\[
\text{Jaccard index} = \frac{|G \cap S|}{|G \cup S|} \quad (8)
\]

- **Dice coefficient**: This is another well-known parameter to measure the similarity between two samples. In our case, it will also result in pixel-level similarity between input and output. It differs from the Jaccard index which only calculate true positives once. The Dice coefficient normalizes the number of true positives to the average size of the two segmented areas [3]. It’s defined as:

\[
\text{Dice coefficient} = 2 \times \frac{|G \cap S|}{|G| + |S|} \quad (9)
\]

- **False positive**: This is the expectancy of the false positive ratio. This rate is the ratio between the number of negative samples falsely classified as positive and the total number of negative samples. Low values indicate high accuracy. A false positive manifests in the form of:

\[
\text{False positive} = \frac{|S| - |G \cap S|}{|G|} \quad (10)
\]

The performance metrics yield values ranging from zero to one. Reaching higher Jaccard and Dice values close to one represents a desirable segmentation result with high accuracy while a value approaching to zero of false positives achieves nearly perfect segmentation performance.

2.4 Otsu VS K-means

The designed pre-study is to compare the functionality between Otsu and K-means. Hence, we implement the same segmentation principles by using these two renowned approaches with our total 30 MWT images. Due to the limited space and better interpretation, we randomly select four samples as presentation. The outcomes are shown in Figure 2. In addition, the metric-driven quantitative evaluation among Jaccard index, Dice coefficient, and false positive is illustrated in Figures 3-5. From the results obtained, it is noteworthy that the K-means evidently outperforms Otsu method in most samples. Therefore, this inspiration enables us to develop our proposed state-of-the-art algorithm.

3 METHOD

This section presents our proposed algorithm while Otsu and K-means algorithms are chosen for the comparative evaluation of the proposed algorithm in terms of segmentation performance because of their proven reliability and success over the past few years.

3.1 Overview of MWTS-KM

We have demonstrated that K-means exceeds Otsu in our context from the conventional methods’ perspective. The K-means algorithm is the one of the simplest clustering algorithms and is computationally faster than the hierarchical clustering. It can also work for a large number of variables. [2]. As a type of unsupervised machine learning algorithm, it is widely used in the realm of image segmentation due to its simplicity and efficiency. Many researchers have tried to combine it with other techniques to increase its performance, such as integrating with fuzzy c-means algorithms [4] and partial stretching enhancement [2]. Following such a strategy of combination, our proposed algorithm—MWT Segmentation based on K-means (MWTS-KM)—is established based on the basic K-means algorithm. It integrates image augmentation, grayscale image conversion and conventional K-means into our proposed automatic algorithm. This integrative strategy of our method is
Figure 2: The comparison among Otsu and K-means. The first row shows the input images. The second row results from applying the Otsu algorithm on the input images while the third row results from K-means Algorithm.

Figure 3: Jaccard index (0=low to 1=high) evaluation of Otsu and K-means algorithms for our 30 MWT images.

Figure 4: Dice coefficient (0=low to 1=high) evaluation of Otsu and K-means algorithms for our 30 MWT images.

Figure 5: False positive (0=high to 1=low) evaluation of Otsu and K-means algorithms for our 30 MWT images.

The foams we use. Image sharpening and removing blur as well as reducing noise are common image processing tasks [19]. After repeated trials, we find that simply using the contrast adjustment function with the same level factor for all images greatly helped segmentation with k-means later. The edges become sharper and with much less noise. Basically, this operation highlights the boundaries of different color pixels which represent different levels of moisture pertaining to foams. The contrast enhancement can be easily observed when used in grayscale conversion.

3.3 Grayscale conversion (Stage 3)
Grayscale images are distinct from purely black and white images in that they can represent several shades of gray in between. They are frequently used where each pixel is a single sample indicating intensity information only. A great number of segmentation methods have been successfully implemented in grayscale rather than ordinary RGB images in tomographic systems [1]. The segmentation contributes the desirable consequences through grayscale tomographic
images while segmenting for porous materials [19]. We use the Python Imaging Library (PIL) to execute the grayscale conversion. The comparison between the input MWT and grayscale images (after contrast adjustment/augmentation), and between just contrast adjustment/augmentation and grayscale applied afterwards are displayed in Figure 8.

3.4 **K-means implementation (Stage 4)**

A $K$-means algorithm is used as the final step of our proposed algorithm to execute the segmentation stage. A fuller introduction in the following section describes how the conventional $K$-means algorithm is used in this paper for the purpose of comparison.

4 **SETUP AND RESULTS**

Microwave tomography mainly consists of two steps: collecting scattered electric field data around an object, and applying inversion algorithms on the scattered field data to get information of the object properties like dielectric distribution. As for the setup, the object under testing is surrounded by an array of antennas acting as transceivers. The scattered field data is collected so that each antenna is separate in the source mode, and it is assumed that it cannot receive data while acting as a source. A schematic picture proposed for the MWT is shown in Figure 7, where the antenna array is modelled as 2D line sources and a perfectly matched layer is placed over the truncated free-space.

![Figure 7: Model used for benchmarking purposes.](image)

Here, the object is a piece of porous foams. Detailing the reconstruction method for estimating the moisture distribution is beyond the scope of this paper. Instead, we study automatic segmentation methodologies for the purpose of visualizing the low moisture area displayed in the MWT reconstructed images. In this study, we gather a total of 30 MWT images reconstructed from the data obtained from the sensors characterizing 30 distinct processes. The reconstructed images are all in RGB mode, and their size are kept constant throughout augmentation, grayscale conversion and three distinct segmentation phases.

4.1 **Results**

We conduct segmentation in all the 30 images gained from different microwave drying processes as aforementioned. In our analysis, the segmentation task is a binary classification to distinguish the foreground and the background in images. Accordingly, we intend to categorize our MWT image into two parts: low moisture area and other area. The whole segmentation period for 30 images lasts around three hours. We run all the python scripts in the full-fledged IDE–Jupyter Notebook. As aforementioned, we randomly choose 4 of those 30 samples to be shown in this paper (Figures 8 and 9) for readability and understanding due to the given limited space. The blue areas in the MWT images represent low moisture areas. Figure 8 shows a part of the pipeline of MWTS-KM, comparing the input MWT images, augmented MWT images and grayscale MWT images in which it is easy to differentiate low moisture areas.
Figure 8: The comparison among input MWT images, augmented images and grayscale images. The first row stands for input MWT image, second row for augmented images and third row for grayscale images.

areas and other areas. The exhaustive segmentation results are shown in Figure 8 with the respect of MWTS-KM, Otsu and $K$-means algorithms. Dark areas in these images denote the low moisture areas that are the desirable consequences we want.

4.2 Evaluation

As Figure 9 depicts, the Otsu and $K$-means algorithms are not capable to visualize the low moisture areas after segmentation while MWTS-KM precisely visualized those designated areas. More specifically, there is almost no evident difference observed between the segmentation results from Otsu and $K$-means algorithms, both of which are ineffective in obtaining desirable consequences. However, compared to ground-truth images which are input MWT images, our proposed MWTS-KM achieves excellent accuracy in visualizing low moisture areas in terms of perception. Therefore, we provide another more convincing quantitative evaluation.

The complete quantitative evaluation output for the 30 samples is shown in Table 1, presenting the Jaccard index, Dice coefficient and false positive across all three algorithms. In terms of performance of each algorithm, MWTS-KM exceeds Otsu and $K$-means remarkably in each metric. While $K$-means performs better than Otsu in most cases, it is outperformed by MWTS-KM. In terms of the Jaccard index, Otsu produces values fluc-
Table 1: Jaccard index, Dice coefficient, false positive: Comprehensive performance comparison between 3 segmentation algorithms for 30 samples.

<table>
<thead>
<tr>
<th></th>
<th>Jaccard index</th>
<th>Dice coefficient</th>
<th>False positive</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.997</td>
<td>0.319</td>
<td>0.766</td>
</tr>
<tr>
<td>2</td>
<td>0.998</td>
<td>0.834</td>
<td>0.823</td>
</tr>
<tr>
<td>3</td>
<td>0.995</td>
<td>0.458</td>
<td>0.799</td>
</tr>
<tr>
<td>4</td>
<td>0.995</td>
<td>0.291</td>
<td>0.939</td>
</tr>
<tr>
<td>5</td>
<td>0.997</td>
<td>0.370</td>
<td>0.757</td>
</tr>
<tr>
<td>6</td>
<td>0.995</td>
<td>0.476</td>
<td>0.752</td>
</tr>
<tr>
<td>7</td>
<td>0.994</td>
<td>0.320</td>
<td>0.887</td>
</tr>
<tr>
<td>8</td>
<td>0.998</td>
<td>0.606</td>
<td>0.589</td>
</tr>
<tr>
<td>9</td>
<td>0.995</td>
<td>0.358</td>
<td>0.832</td>
</tr>
<tr>
<td>10</td>
<td>0.995</td>
<td>0.427</td>
<td>0.821</td>
</tr>
<tr>
<td>11</td>
<td>0.999</td>
<td>0.552</td>
<td>0.536</td>
</tr>
<tr>
<td>12</td>
<td>0.999</td>
<td>0.272</td>
<td>0.291</td>
</tr>
<tr>
<td>13</td>
<td>0.999</td>
<td>0.567</td>
<td>0.543</td>
</tr>
<tr>
<td>14</td>
<td>0.999</td>
<td>0.714</td>
<td>0.576</td>
</tr>
<tr>
<td>15</td>
<td>0.999</td>
<td>0.317</td>
<td>0.790</td>
</tr>
<tr>
<td>16</td>
<td>0.999</td>
<td>0.377</td>
<td>0.721</td>
</tr>
<tr>
<td>17</td>
<td>0.999</td>
<td>0.522</td>
<td>0.740</td>
</tr>
<tr>
<td>18</td>
<td>0.999</td>
<td>0.501</td>
<td>0.779</td>
</tr>
<tr>
<td>19</td>
<td>0.999</td>
<td>0.434</td>
<td>0.840</td>
</tr>
<tr>
<td>20</td>
<td>0.999</td>
<td>0.510</td>
<td>0.743</td>
</tr>
<tr>
<td>21</td>
<td>0.999</td>
<td>0.461</td>
<td>0.813</td>
</tr>
<tr>
<td>22</td>
<td>0.999</td>
<td>0.475</td>
<td>0.771</td>
</tr>
<tr>
<td>23</td>
<td>0.999</td>
<td>0.728</td>
<td>0.694</td>
</tr>
<tr>
<td>24</td>
<td>0.999</td>
<td>0.437</td>
<td>0.819</td>
</tr>
<tr>
<td>25</td>
<td>0.999</td>
<td>0.661</td>
<td>0.703</td>
</tr>
<tr>
<td>26</td>
<td>0.998</td>
<td>0.424</td>
<td>0.834</td>
</tr>
<tr>
<td>27</td>
<td>0.997</td>
<td>0.544</td>
<td>0.737</td>
</tr>
<tr>
<td>28</td>
<td>0.999</td>
<td>0.510</td>
<td>0.754</td>
</tr>
<tr>
<td>29</td>
<td>0.999</td>
<td>0.423</td>
<td>0.869</td>
</tr>
<tr>
<td>30</td>
<td>0.998</td>
<td>0.274</td>
<td>0.881</td>
</tr>
</tbody>
</table>

Figure 10: Jaccard index accuracy (0=low to 1=high) evaluation of MWTS-KM, Otsu, K-means segmentation algorithms for tested 30 MWT images.

Figure 11: Dice coefficient accuracy (0=low to 1=high) evaluation of MWTS-KM, Otsu, K-means segmentation algorithms for test 30 images.

...but K-means has a series of Dice values in proximity of about 0.82. When considering false positive, Otsu always has a higher value compared to K-means, which...
also confirms the above results. The visual and straightforward comparisons are displayed in Figures 10, 11, and 12.

MWTS-KM in particular outperforms Otsu and K-means exceedingly according to our sensitivity analysis. In fact, Otsu even has superior performance compared to K-means in a few experimental cases in line with quantitative evaluation. Overall, these two well-established approaches are disadvantageous in our context. It is worthwhile to observe that MWTS-KM achieves nearly one of both Jaccard index and Dice coefficient in the whole 30 segmentation results. Furthermore, the false positive values for MWTS-KM attain almost zero in each trial, which would be pertained to exceptional performance.

5 DISCUSSIONS

To summarize, we implement image segmentation technology in 30 MWT images obtained from the specialized microwave drying processes. The proposed MWTS-KM algorithm is applied to segment images to visualize the areas indicating low moisture level for porous foams in relevant context. We compare MWTS-KM with another two commonly used methods and appraise them thoroughly. K-means algorithm surpasses Otsu in general cases even though there is only a moderate difference between them. As shown in Figures 9, 10 and 11, there exists some intersections among Otsu and K-means in their performance line-plots. For example, in samples 12, 13 and 23, the Otsu algorithm is superior to K-means algorithm whereas it is disadvantageous compared to K-means algorithm in other samples. However, the red lines representing MWTS-KM indicate that our proposed algorithm has the highest Jaccard indexes and Dice coefficients with the lowest false positive values as a tremendously acceptable result.

Overall, our proposed MWTS-KM algorithm performs better than Otsu and K-means algorithms in both perceived and quantitative evaluation in MWT image segmentation, especially outperforming them dominantly in each case we experimented.

6 CONCLUSIONS

In this paper, firstly we prove the mature segmentation methods which have been widely used in tomographic systems are considerably suitable for MWT image segmentation. In our study, this technique is an intuitive and innovative method for visualizing the low moisture areas of foams. We have developed an entirely automatic methodology named MWTS-KM to conduct the MWT image segmentation, validating its high efficiency and high accuracy after practical experiments. This method is able to meticulously visualize the low moisture areas for foams in MWT images. Furthermore, its performance is superior to two other preeminent methods.

We acknowledge that there still are some inefficiencies in our algorithm, such as inadequate samples and lack of more complete pre-processing steps. Therefore, future work will mainly concentrate on adding more pre-processing techniques as well as testing more sample trials to enhance the robustness of the algorithm. For instance, thresholding could be a promising add-on. Additionally, we will incorporate human perception into the study, such as by changing the color schemes to compare the task performance.
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Immersive video has become a popular research topic recently. However, there are no fast immersive video processing methods, which could be used in practical immersive video systems. In this paper the real-time CPU-based virtual view synthesis method is presented. The proposed method allows a viewer to freely navigate within acquired scene without necessity of using dedicated FPGA devices or powerful graphic cards. Presented view synthesis method can be used in practical immersive video systems, even for ultra-high resolution sequences. In order to present usefulness of proposed method, several implementations and use cases are discussed in the paper.

Keywords
Virtual view synthesis, immersive video systems, real-time video processing.

1. INTRODUCTION
In this paper we deal with the virtual view synthesis for immersive video systems. Such kind of systems allow a viewer to immerse into a scene, i.e. to virtually navigate within a scene that was captured by a set of arbitrarily located cameras [Goo12][Sta18][Zit04] (Fig. 1).

In order to provide the possibility of smooth navigation of a user, his or her viewpoint cannot be limited only to images captured by multiple cameras – a user should be able to watch the scene from any, arbitrarily chosen position (orange camera in Fig. 1). In order to generate additional images, the virtual view synthesis operation should be used [Sun10].

There are numerous virtual view synthesis methods and algorithms described in literature (e.g. [Dzi19][Fac18][Nia18][Sen18][Wan19]). However, they cannot be used in the practical immersive video system because of the processing time. When a user of the immersive video system demands a particular virtual view, the view has to be generated immediately in order to eliminate delays between user’s action and viewpoint change. Therefore, all the processing has to be performed in the real time.

The real-time virtual view synthesis methods are also known, but they usually require dedicated FPGA [Aki15][Li19][Wan12] or VLSI [Hua19] devices or powerful graphic cards [Non18][Yao16][Zha17].

In the practical, consumer immersive video system, developed for the entire spectrum of final users, it may disqualify users, as they do not have appropriate hardware due to cost or compatibility.

In this paper, the real-time virtual view synthesis for CPU is presented. So far, only one this kind of method was described in literature [Dzi18]. It was able to process FullHD sequences in real-time, but only for reduced output resolution (i.e. qHD), not to mention higher resolutions (4K). The method presented in this paper allows synthesis of UltraHD content in the real-time, what makes it usable also for the most recent immersive video systems.

2. VIEW SYNTHESIS ALGORITHM
The practical view synthesis method should meet two main requirements. At first, it has to be fast enough to be used in the real-time, consumer immersive video system. Secondly, the quality of synthesized virtual views should be as high as possible.
In order to obtain good quality of virtual views, we decided to develop a backward-type synthesis [Duh13][Shi13]. The major advantage of such synthesis type is to admit filtering of the reprojected depth map before texture reprojection. However, typical backward-type synthesis requires two steps of reprojection: depth from input view to the virtual view and texture in the opposite direction, which makes it slower. In the proposed approach, the backward-type synthesis was modified in order to reduce the number of reprojections to one.

The proposed view synthesis algorithm consists of four main stages (Fig. 2): depth reprojection (performed separately for both real views), depth merging, color data reprojection and preprocessing. The purpose of two first operations is to create a depth map of the virtual view. Then, this depth map is used for reprojecting color data to the virtual view. Finally, the virtual view is postprocessed in order to achieve the highest quality. All the steps of proposed algorithm are described in following subsections.

**Depth reprojection**

In the first stage only input depth maps are analyzed. Reprojection of each pixel of the input view \(i\) is conducted by multiplication of a vector containing pixel’s position \((x_i, y_i)\) and depth \(z_i\) and a homography matrix \(H_{i,v}\):

\[
\begin{bmatrix}
x_f \\
y_f \\
z_f \\
1
\end{bmatrix} = H_{i,v} \cdot \begin{bmatrix}
x_i \\
y_i \\
z_i \\
1
\end{bmatrix}.
\]

The homography matrix is a 4×4 matrix defined as multiplication of projection matrix of virtual view \(v\) and inverted projection matrix of input view \(i\) [Hey08].

This operation requires 16 multiplications and 12 additions for each processed pixel. In the proposed algorithm it was optimized, resulting in 4 multiplications and 3 additions per pixel, with additional 4 multiplications and 3 additions for each column and each row. However, calculations for columns and rows are performed once in a preprocessing step and their results are then stored in look up tables (LUTs).

**Depth merging**

In the first stage, both input views are processed separately. It results in two virtual depth maps, each containing depth values reprojected from single input depth map.

In the second stage, both virtual depth maps are merged. Within the merging operation, three cases are possible for each pixel.

If the pixel was not reprojected from any input view – it will become empty in the merged depth map. If it was reprojected from only one view – the merged depth map will contain value reprojected from that view. Finally, if there are two depth candidates for one pixel, smaller depth (closer to a camera, because it occludes further one) will be copied into the merged view.

**Color data reprojection and blending**

In the third stage, the actual virtual view is created. Each pixel of the virtual view is calculated by analyzing values in corresponding pixels in input views. In the typical backward-type synthesis, it would require an additional reprojection step. In the proposed approach, positions of corresponding pixels within input views are stored in source index cache, which reduces this operation to memory reading.

If the pixel was visible in only one input view, its color is copied from that input view. If it was reprojected from both input views, its color in the virtual view is calculated as an average of colors in both input views. If it was not visible in any input view, it remains a hole.
Postprocessing
The last stage of the proposed algorithm allows enhancement of the quality of the synthesized virtual view. It consists of two main steps: filtering and inpainting.

In the first step, the virtual view and corresponding depth map are filtered. They are filtered at the same time, but only depth values are being analyzed in this step. The virtual view is filtered in order to remove small artifacts such as object discontinuities or single pixels with wrong depth caused by blurred edges in input depth maps.

In order to perform fast filtration, it is checked for each pixel, whether it is surrounded by pixels with different depth. In horizontal filtering step, it is checked if the depth of analyzed pixel is much higher or much lower, than depth of its left and right. If so, color and depth of analyzed pixel is replaced by color and depth of its right. The vertical filtering step is performed based on top and bottom neighbors and filtered pixel is eventually replaced by bottom neighbor.

In the second step inpainting of the virtual view is performed. This step is crucial for the virtual view synthesis. In the proposed approach the fast depth-based 4-way inpainting method is used. For each empty pixel four closest pixels in 4 directions (left, right, top and bottom neighbors) are compared. Color of the pixel with closest depth is copied to the analyzed one.

3. IMPLEMENTATION AND OPTIMIZATION DETAILS
The proposed algorithm has been implemented in portable C++ language, therefore (excluding vectorized version mentioned further) can be ported to almost any hardware platform. The single threaded implementation is based on the one described in [Dzi18]. Nonetheless, significant improvements have been developed. The proposed implementation allows processing high bit-depth sequences (up to 14 bits per pixel) and high precision depth maps (up to 16 bits per depth element).

The algorithmic optimization includes following techniques:
1. memory access optimization by reducing redundant loads/stores and using prefetch friendly data layouts,
2. usage of local buffers and pre-calculated LUTs,
3. reduction of the number of required multiplication and additional operations in depth reprojection stage.

Moreover, the implementation eliminates projection related computations from virtual view projection stage and reduce its computational complexity. During preceding (depth reprojection) stage, the source location of depth element is cached and reused in view reprojection.

Implementation using vector extensions
The majority of modern processors include some sort of vector processing units, allowing computations on several values at once. The usage of vector instructions allows a significant reduction of computation times, especially for execution bound algorithms.

In case of virtual view synthesis, depth reprojection is the most computationally complex. Therefore we decided to develop vectorized implementation of depth reprojection stage. We concentrated on AVX2 and AVX512 extensions available in modern x86-64 processors. The AVX2 and AVX512 extensions [Dem13] enable operating on 256 bit (containing 8 single precision floats) and 512 bit (containing 16 single precision floats) vector respectively. Moreover, both extensions allow to use FMA instructions [Qui07] which are very useful in the reprojection stage.

The AVX512 vector is twice as wide as AVX2 one, allowing twice as much data at one clock cycle. In addition, AVX512 instruction set admits mask registers and per-lane predication, both to write more efficient code and to reduce register pressure [Dem13].

Parallel implementation
Another approach to speed up the virtual view synthesis is to parallelize computation by using multi-threaded implementation.

Most of the synthesis-related operations, like depth merging, color data reprojection and merging and postprocessing, could be easily parallelized by dividing the picture into arbitrary number of slices and processing each slice by dedicated thread.

Unfortunately, the most complex operation in the proposed algorithm, namely the depth reprojection, is not easy to parallelize. The reason is the risk of data race caused by unpredictable location of a reprojected depth element. Therefore, there is no possibility to simply compute each of input depth slices by separate thread.

The simplest approach, presented in [Dzi18] is to perform reprojection of each depth in a separate thread i.e. the first thread processes the “depth 0“, while the second processes the “depth 1“, and so on. Unfortunately, this approach allows parallelization by factor of 2 only and is insufficient in case of modern multicore processors.

Independent Projection Targets
In order to improve the parallelization factor for depth reprojection, the Independent Projection Targets (IPT)
approach has been proposed. The idea of IPT is to use separate buffers (projection targets) for each of processing threads (Figure 3). Both reprojected depth and source index cache are buffered. The usage of IPT removes the restriction for depth reprojection parallelization level and allows using all available processing threads.

The drawback of IPT is the necessity of additional operations to merge results from all projection targets, as well as the increase of memory footprint due to excessive buffering. Nonetheless, the additional complexity of depth merging stage does not offset the reduced complexity of depth reprojection stage.

4. METHODOLOGY
Test sequences
The test set contained three miscellaneous high-resolution test sequences (Fig. 4):
1. PoznanFencing, FullHD resolution, sparse arc arrangement [Dom16],
2. TechnicolorPainter, 2K resolution, dense linear arrangement [Doy17],
3. PoznanBasketball, FullHD resolution, sparse linear arrangement [Dom18].

Two of them (1 and 2) are commonly used in the research and developing immersive video standards. The third one was placed into the set because of very different content/characteristics – it contains a fragment of basketball match, what could be one of possible use cases of immersive video systems.

In order to simulate virtual view synthesis for UltraHD (4K) input views, one of the experiments required UltraHD sequence. Because of lack of such test material, resolution of TechnicolorPainter sequence was increased. Remaining samples of input view were calculated using 1st order interpolation, while samples of depth maps – using 0th order interpolation (in order to avoid introducing non-existent depth values at the objects’ edges – if linear interpolation will be used, physical edges of the objects will be destroyed, e.g. between a pixel representing a person and a pixel representing a wall behind, there would be a pixel with averaged depth, representing physically non-existing object).

Evaluated implementations
Experiments were performed on 10 implementations. Implementations were divided into 4 types: R – the reference implementation, which does not include any optimizations and is treated as a base for comparison with others; A – the optimized implementation; B – optimized and vectorized implementation using AVX2 instruction set; C – optimized and vectorized implementation using AVX512 instruction set.

Moreover, each implementation (except for reference one) was tested in 3 versions: single-threaded (1), multi-threaded (2) and multi-threaded with IPT (3).

Quality evaluation
In order to evaluate the quality of virtual views synthesized using presented algorithm, 5 objective quality metrics were used: PSNR, Multi-Scale SSIM (MS-SSIM) [Wan03], Visual Information Fidelity (VIF) [She06], Video Multimethod Assessment Fusion (VMAF) [Li16] and IVPSNR, which is ISO/IEC MPEG’s metric for immersive video [MPEG19].
### Implementation

<table>
<thead>
<tr>
<th>Implementation</th>
<th>Optimized</th>
<th>Vectorized</th>
<th>Multi-threaded</th>
<th>Independent Projection Targets</th>
<th>Depth projection</th>
<th>Depth merging</th>
<th>View projection</th>
<th>Post-processing</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>VSRS (state-of-the-art view synthesis method)</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>2581.12</td>
</tr>
<tr>
<td>R</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>161.27</td>
</tr>
<tr>
<td>A1</td>
<td>✓</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>127.41</td>
<td>0.83</td>
<td>14.19</td>
<td>18.84</td>
<td>75.18</td>
</tr>
<tr>
<td>A2</td>
<td>✓</td>
<td>–</td>
<td>✓</td>
<td>–</td>
<td>39.25</td>
<td>0.82</td>
<td>15.81</td>
<td>19.30</td>
<td>45.95</td>
</tr>
<tr>
<td>A3</td>
<td>✓</td>
<td>–</td>
<td>✓</td>
<td>✓</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>35.69</td>
</tr>
<tr>
<td>B1</td>
<td>✓</td>
<td>AVX2</td>
<td>–</td>
<td>–</td>
<td>15.77</td>
<td>0.79</td>
<td>10.98</td>
<td>18.73</td>
<td>46.26</td>
</tr>
<tr>
<td>B2</td>
<td>✓</td>
<td>AVX2</td>
<td>✓</td>
<td>–</td>
<td>18.62</td>
<td>0.32</td>
<td>2.62</td>
<td>5.47</td>
<td>27.03</td>
</tr>
<tr>
<td>B3</td>
<td>✓</td>
<td>AVX2</td>
<td>✓</td>
<td>✓</td>
<td>10.16</td>
<td>1.85</td>
<td>2.59</td>
<td>5.66</td>
<td>20.26</td>
</tr>
<tr>
<td>C1</td>
<td>✓</td>
<td>AVX512</td>
<td>–</td>
<td>–</td>
<td>10.26</td>
<td>0.80</td>
<td>11.04</td>
<td>19.03</td>
<td>41.13</td>
</tr>
<tr>
<td>C2</td>
<td>✓</td>
<td>AVX512</td>
<td>✓</td>
<td>–</td>
<td>12.83</td>
<td>0.32</td>
<td>2.62</td>
<td>5.58</td>
<td>21.35</td>
</tr>
<tr>
<td>C3</td>
<td>✓</td>
<td>AVX512</td>
<td>✓</td>
<td>✓</td>
<td>7.62</td>
<td>1.74</td>
<td>2.59</td>
<td>5.41</td>
<td>17.35</td>
</tr>
</tbody>
</table>

Table 1. Comparison of all implementations (TechnicolorPainter sequence, FullHD → FullHD scenario)

### Test sequence

<table>
<thead>
<tr>
<th>Sequence name</th>
<th>Input / output resolution</th>
<th>Camera arrangement</th>
<th>Implement</th>
<th>Processing time [ms]</th>
</tr>
</thead>
<tbody>
<tr>
<td>TechnicolorPainter</td>
<td>2048×1088</td>
<td>dense linear</td>
<td>C3</td>
<td>Depth projection: 7.62, Depth merging: 1.74, View projection: 2.59, Post-processing: 5.41, Total: 17.35</td>
</tr>
<tr>
<td>PoznanFencing2</td>
<td>1920×1080</td>
<td>sparse arc</td>
<td>C3</td>
<td>Depth projection: 4.18, Depth merging: 1.78, View projection: 5.77, Post-processing: 5.20, Total: 16.94</td>
</tr>
</tbody>
</table>

Table 2. Comparison of all test sequences (FullHD → FullHD scenario, C3 implementation)

### UltraHD input sequence (C3 implementation)

<table>
<thead>
<tr>
<th>Sequence name</th>
<th>Input resolution</th>
<th>Output resolution</th>
<th>Implement</th>
<th>Processing time [ms]</th>
</tr>
</thead>
<tbody>
<tr>
<td>TechnicolorPainter</td>
<td>4096×2176</td>
<td>4096×2176</td>
<td>C3</td>
<td>Depth projection: 17.60, Depth merging: 6.86, View projection: 7.92, Post-processing: 11.35, Total: 43.74</td>
</tr>
<tr>
<td>TechnicolorPainter</td>
<td>4096×2176</td>
<td>2048×1088</td>
<td>C3</td>
<td>Depth projection: 21.68, Depth merging: 1.71, View projection: 2.72, Post-processing: 5.08, Total: 31.20</td>
</tr>
</tbody>
</table>

Table 3. UltraHD input sequence (C3 implementation)

### Quality metric

<table>
<thead>
<tr>
<th>Quality metric</th>
<th>TechnicolorPainter</th>
<th>PoznanBasketball</th>
<th>PoznanFencing2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Y-PSNR</td>
<td>35.94 dB</td>
<td>28.75 dB</td>
<td>28.26 dB</td>
</tr>
<tr>
<td>Cb-PSNR</td>
<td>46.81 dB</td>
<td>40.13 dB</td>
<td>44.72 dB</td>
</tr>
<tr>
<td>Cr-PSNR</td>
<td>46.78 dB</td>
<td>39.48 dB</td>
<td>39.50 dB</td>
</tr>
<tr>
<td>VIF</td>
<td>0.574</td>
<td>0.456</td>
<td>0.482</td>
</tr>
<tr>
<td>VMAF</td>
<td>87.48</td>
<td>59.53</td>
<td>56.77</td>
</tr>
<tr>
<td>MS-SSIM</td>
<td>0.981</td>
<td>0.955</td>
<td>0.936</td>
</tr>
<tr>
<td>IVPSNR</td>
<td>45.94 dB</td>
<td>36.26 dB</td>
<td>40.07 dB</td>
</tr>
</tbody>
</table>

Table 4. Virtual view synthesis quality
The proposed method was compared to commonly used state-of-the-art method, developed by ISO/IEC MPEG group, namely View Synthesis Reference Software (VSRS) [Sen17].

Synthesis time evaluation

The computational complexity of each implementation was evaluated by measuring processing time. Moreover, detailed statistics for each synthesis stage have been gathered.

The calculations were performed on the desktop computer equipped with 10-core CPU based on the "Skylake-X" microarchitecture. Time measurements were made using precision time stamps according to [MDNL20].

5. EXPERIMENTAL RESULTS

Comparison of all described implementations has been presented in Table 1. The results are presented for TechnicolorPainter sequence (as the worst case of all considered sequences). In the case of reference implementation, the synthesis of virtual view frame takes ~160 ms which corresponds to ~6 frames per second (FPS). This is obviously insufficient for real-time purposes. The fastest implementation – C3 (optimized, multi-threaded and with AVX512 usage) requires only 17.35 ms to synthesize one frame (resulting in 57 FPS).

Usage of vectorized implementation allows reducing depth reprojection time from ~39 ms to ~16 ms and ~10 ms for AVX2 and AVX512 respectively.

The parallel processing significantly reduces computation time for view projection and post-processing stages. In the case of depth projection, parallel processing without IPT does not seem beneficial. Usage of IPT significantly speeds up the projection stage, however it increases the complexity of depth merging stage. Nevertheless, the IPT reduces total synthesis time.

The computation time for state-of-the-art technique (VSRS) oscillate near 2.5 seconds which makes the proposed technique two orders of magnitude faster when compared to VSRS.

Table 2 includes results for all test sequences. It is noticeable that proposed synthesizer retains its performance regardless of input sequence type. Moreover, the synthesis time for sequences with sparse camera arrangement (especially PoznanBasketball) is even shorter than for previously analyzed TechnicolorPainter.

Additional results (Table 3) have been gathered for simulated UltraHD (4K) data and measured as ~23 FPS and ~32 FPS for UltraHD and FullHD target respectively. The synthesis with UltraHD source and FullHD target resolution could be considered as typical use for transmission to mobile devices.

Comparison with state-of-the-art reference technique (VSRS) shows similar synthesized image quality for both VSRS and the proposed technique (Table 4, Fig. 5). Therefore, no quality degradation was introduced during development of fast synthesis algorithm.

6. CONCLUSIONS

The real-time virtual view synthesis method has been presented in this paper. The experimental results show, that CPU-based implementation of the real-time view synthesis assuring good-quality virtual views is possible, even for UltraHD sequences. Therefore, it will be possible to develop cheap, consumer immersive video systems in the near future.
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ABSTRACT

One of the most popular data formats to represent natural immersive visual data is the MVD (Multiview Video plus Depth) format. The representation of a three-dimensional scene requires a huge amount of data in the form of a dense set of views accompanied by high-quality depth maps. All of this data need to be transmitted over the network to a viewer. Therefore, a question arises, how to allocate the bitrate between views and depth maps to obtain the maximal quality for a given bit budget. In the paper, a simple model for optimum bitrate allocation between color and depth data in 3D-HEVC coding is proposed. The provided model for quantization parameters allows better bitrate division between color and depth data, which leads to a significant (23-35%) bitrate reduction of the total bitrate of the multiview stream. At the same time, it preserves the same quality of synthesized virtual views in comparison to the common test condition (CTC) recommendation, which is considered as a well-established reference encoder configuration.

Keywords
Multiview video plus depth (MVD), Bit allocation, 3D-HEVC, 3D video coding.

1. INTRODUCTION

Immersive visual media are a top research topic nowadays, since they can provide, for example, real depth perception and realistic vision. Immersive visual data [Isg04] may refer to both computer-generated and natural content.

In immersive applications like free-viewpoint television (FTV) [Tan12, Sta18] additional views of a scene have to be generated based on the recorded ones. This allows a viewer to freely walk through and look around in the recorded scenes. Additional views are commonly generated via view synthesis techniques [Fen04], [Zin10].

One of the most popular data formats to represent natural immersive visual data is the MVD (Multiview Video plus Depth) format [Mul11]. For natural content, MVD means that there are some views acquired with synchronized cameras placed in quite arbitrary positions around a scene and corresponding depth maps. The depth maps may be acquired directly by specialized cameras [Par20, Son17, Zel14] or estimated algorithmically based on captured color images [Liu15, Mie18, Qin17, Weg18].

High-quality immersive views require a huge amount of data in the form of a dense set of views accompanied by high-quality depth maps. All of this data need to be transmitted over the network to a viewer’s receiver in order to allow them to choose their own viewpoint of a scene.

In order to efficiently handle the multiview data, many compression technologies have been proposed. Most of them are based on the single-view video compression technology. Therefore, the multiview extension of the very popular AVC compression technology is developed as 3D-AVC [Ann14, Han13]. Similarly, the newer HEVC technique has its own multiview extension in the form of a 3D-HEVC codec [Ann18, Tec16]. Both of them have been developed almost at the same time around 2015 by the experts of the Joint Collaborative Team on 3D Video Coding Extension Development (JCT-3V) [JCT17].
The main improvement over the single-view compression is achieved by extending the interframe motion-compensated prediction mechanism to interview disparity-compensated prediction. Owing to the improvement, as well as to some minor tools, multiview extensions allow a 30% bitrate reduction in comparison to simply coding all of the data in parallel by single-view codecs (simulcast coding) [Tec16].

Additionally, in 3D-HEVC, several tools designed especially for depth coding have been introduced. Some of them allow the prediction of depth data based on color pictures [Mul12], while others exploit specialized prediction of depth [Mul12, Tec16]. All of those tools allow further bitrate reduction. However, as depth data are not a huge component in the compressed data stream, any improvements in depth coding do not translate directly into overall coding performance improvement.

The 3D-HEVC was developed mainly for multicamera systems with linear camera arrangement (Figure 1a). At the time of 3D-HEVC development, i.e., around 2011-2013, such applications were considered as important, e.g., with respect to the autostereoscopic display technology. Therefore, many tools in 3D-HEVC have been developed especially for linearly arranged views, and thus do not provide any compression gain for other types of multiview content [Sam16, Sta15].

Currently, many researchers focus on multiview systems with cameras located either around a scene (Figure 1b), in an idealized case on an arc around a scene. Such a setup allows better impressiveness, wider perspective change during free navigation and more freedom in choosing the view position, while it is not so difficult to build and calibrate such a camera system.

![Figure 1. Camera arrangements: (a) linear (b) nonlinear](image)

One of the most important problems with multiview compression stems from different characteristics of its components: color images (views) and depth data. Both can be compressed with different strength resulting from different overall characteristics. This problem can be stated differently: having the number of bits fixed, what number of bits should be allocated to color images (views) and to depth data in order to obtain the highest quality of a virtual view generated from decoded data at the decoder. When the compression of depth data is too strong, spatial relationships are not well-preserved and views synthesized based on the decoded data lose quality, due to spatial distortions. Similarly, too strong compression of color images makes the views generated at the decoder blurry and low in quality. Therefore, a “sweet spot”, where bits spent for both components of multiview data are balanced, must exist.

2. PREVIOUS WORKS

Many solutions for the best allocation of bits between color and depth data have already been found. In most of them, the encoder is controlled via setting quantization parameter for color images (QP) and depth maps (QD) separately. Therefore, many researchers focus on providing pairs of quantization parameters for color and depth data which lead to the best quality virtual views generated out of decoded data at the particular bitrate. Many such pairs can be found in the literature, but the optimum golden standard still remains an open question. In [Bos11, Bos13], the authors have estimated the optimal bitrate ratio based on only two multiview sequences but did not supply any formula for calculating the optimal quantization parameters for video and depth data. In [Kli14a, Kli14b], the authors have proposed formulas that permit optimal bitrate allocation in the multiview video plus depth compression based on only one quantization parameter (QP) and estimating the second one based on previously derived formulas. Regrettfully, the authors did not report performance analysis (bitrate reduction), especially they did not compare the proposed model with manually selected optimum quantization pairs for the sequences used. In [Sta13a], the authors presented a model showing the relationship between the quantization parameter of the color data (QP) and depth data (QD) in 3D-AVC coding. But again, the model has not been compared to manually selected optimum pairs of both quantization parameters. The formulas for optimum bitrate allocation in multiview video compression plus depth using simulcast HEVC, simulcast VVC, and MV-HEVC codecs were derived in [Alo18b, Alo19]. Furthermore, bitrate reduction between the proposed model and coding with the straightforward approach keeping both quantization parameters equal (QP=QD) has been reported.

3. METHODOLOGY

In the experiments, we have simulated a simple FTV system where two views and two depth maps are transmitted and a viewer always selects in-between input views the virtual view position to be synthesized.
A block diagram of the simulated system has been presented in Figure 2. Videos and depth maps have been encoded and then fully decoded using 3D-HEVC. Next, the decoded views with associated depth maps have been used to construct a requested virtual view. The generated virtual view has been compared via PSNR of luminance with the view acquired by the real camera precisely in the same position in 3D space as the generated virtual view. Finally, the measured PSNR of the generated virtual view and total bitrate of the data necessary for constructing it, have been gathered and plotted on a chart.

During the experiments we have examined (encode, decode, and synthesize) all of the possible pairs of quantization parameters in the range of 25 to 51. It results in 27 x 27 encodings and virtual views generated, for which we have gathered the data.

The experiments have been conducted on eight multiview sequences recommended by the Moving Picture Experts Group (MPEG) affiliated by the International Organization for Standardization (ISO). Moreover, all selected sequences have provided high-quality depth maps for all of the views.

In order to test our findings, we have divided the multiview sequences into two groups (Table 1). The first group is called a training group and was used to estimate the parameters of the proposed model. The second group is called the verification group, and was used to assess the performance of the proposed model.

As mentioned at the beginning, three views have been used for each sequence; two views have been used to produce a virtual view, while the third view has been used as a view synthesis reference for quality assessment. For the virtual views synthesis, state-of-the-art synthesis software called View Synthesis Reference Software [Sta13b] has been used. This software package developed by MPEG allows high-quality virtual view rendering based on two videos and two depth maps.

**Table 1. Test sequences used in experiments**

<table>
<thead>
<tr>
<th>Sequence name</th>
<th>Resolution</th>
<th>Position of the encoded views</th>
<th>Position of the synthesized view</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training set</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ballet [Zit04]</td>
<td>1024×768</td>
<td>3, 5</td>
<td>4</td>
</tr>
<tr>
<td>Breakdancers [Zit04]</td>
<td>1024×768</td>
<td>2, 4</td>
<td>3</td>
</tr>
<tr>
<td>BBB Butterfly [Kov15]</td>
<td>1280×768</td>
<td>49, 51</td>
<td>50</td>
</tr>
<tr>
<td>BBB Flowers [Kov15]</td>
<td>1280×768</td>
<td>39, 41</td>
<td>40</td>
</tr>
<tr>
<td>Kermit [Sal19]</td>
<td>1920×1080</td>
<td>5, 7</td>
<td>6</td>
</tr>
<tr>
<td>Poznan_CarPark [Dom09]</td>
<td>1920×1088</td>
<td>3, 5</td>
<td>4</td>
</tr>
<tr>
<td>Verification set</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Poznan_Block2 [Dom16]</td>
<td>1920×1080</td>
<td>2, 6</td>
<td>4</td>
</tr>
<tr>
<td>Poznan_Fencing [Dom16]</td>
<td>1920×1080</td>
<td>2, 6</td>
<td>4</td>
</tr>
</tbody>
</table>

For the experiments, version 3D-HTM 16.2 of the 3D-HEVC reference software [3DHEVC] was used. The encoder was configured according to the MPEG common test conditions for 3D video [Mul13].

To simplify and study bitrate allocation between views and depth maps, we have assumed that the quantization parameter for video (QP) is constant for all views, and the quantization parameter for depth maps (QD) is also fixed for all depth maps. Thus, two quantization parameters have been used to control the encoder instead of four.

4. THE PROPOSED MODEL

We have assumed that there exists a simple linear relationship between the quantization parameters for color data (QP) and depth data (QD),

\[ QD(QP) = \alpha \cdot QP + \beta \]  

(1)

For estimating the parameters of the proposed model, first we need to find all optimum quantization parameter (QP-QD) pairs for multiview sequences from the training set. Similarly to [Alo18a, Alo19], we...
have tested all possible quantization parameter pairs (QP-QD pairs) in the range of 25 to 51.

In Figure 3, we have presented the obtained R-D (rate-distortion) curves. Each red point represents a coding result of one quantization pair (QP-QD pair). Let us bear in mind that the quality of compression is assessed as the quality of the virtual view generated based on decoded data. Based on this raw data we have selected all the pairs of quantization parameters (QP-QD pairs) which lead to the best quality of a virtual view generated out of data compressed at the given bitrate (blue lines in Figure 3). The optimum quantization pairs (QP-QD pairs) belong to an envelope of a raw cloud of PSNR-bitrate points. Those selected optimal pairs of quantization parameters have been presented onto a QP-QD plain (Figures 4 and 5). As it can be seen, those pairs lie almost on a straight line.

By means of linear regression, we have estimated the parameters of a linear model connecting the quantization parameter of depth data with the quantization parameter of color images. The estimated parameters have been gathered in Table 2. Our model allows us to calculate one quantization parameter based on the other, while maintaining the optimal bitrate allocation.

Figure 3. The best curve calculated by coding a video with all QP-QD pairs
Figure 4. The approximate relationship between $QP$ and $QD$ for the optimum pairs for each training sequence with the use of linear regression.

Table 2. Parameters $\alpha$ and $\beta$ for the linear regression model approximation for optimum $QP$-$QD$ pairs.

<table>
<thead>
<tr>
<th>Sequence</th>
<th>$\alpha$</th>
<th>$\beta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ballet</td>
<td>1.13</td>
<td>-1.64</td>
</tr>
<tr>
<td>Breakdancers</td>
<td>1.17</td>
<td>-4.19</td>
</tr>
<tr>
<td>Butterfly</td>
<td>1.05</td>
<td>-3.84</td>
</tr>
<tr>
<td>Flowers</td>
<td>1.06</td>
<td>-0.44</td>
</tr>
<tr>
<td>Poznan_CarPark</td>
<td>1.25</td>
<td>-7.55</td>
</tr>
<tr>
<td>Kermit</td>
<td>1.20</td>
<td>-11.34</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td><strong>1.11</strong></td>
<td><strong>-3.40</strong></td>
</tr>
</tbody>
</table>

Figure 5. Optimum $QP$-$QD$ pairs for all training sequences (blue points) and approximation line for $QP$-$QD$ relationship (red line).
5. PERFORMANCE OF THE PROPOSED MODEL

We have tested the proposed model in order to compare the optimum pairs of quantization parameters with another test set (verification set). As mentioned before, it was composed of two multiview sequences: Poznan_Block2 and Poznan_Fencing.

We have encoded both sequences with quantization parameters according to our proposed model (according to average values from Table 2) and with the quantization parameter pairs provided in the common test condition (CTC) document used during the development of 3D-HEVC [Mul13]. CTC specifies in detail the encoder configuration, including quantization parameter pairs for 3D-HEVC testing.

After the encoding, we have compared the total resulting bitrate and the quality of the virtual view generated based on the decoded data.

The comparison of the proposed model with the CTC conditions has been performed by calculating the average difference between the curves for PSNR (ΔPSNR) and bitrate (ΔBitrate). The calculated ΔPSNR and ΔBitrate are just a simple extension of the well-known Bjøntegaard metric [Bjo01] to work with more than four points. The obtained results can be found in Tables 3 and 4. Figure 6 presents R-D (rate-distortion) curves for one of the verification multiview sequences - Poznan_Block2.

6. CONCLUSIONS

In the paper, we have proposed a simple model for optimal bitrate allocation between color and depth data in 3D-HEVC coding. The provided model allows better bitrate division between color and depth data, which leads to a significant (23-35%) bitrate reduction of the total bitrate of the multiview stream. At the same time it preserves the same quality of synthesized virtual views in comparison to the common test condition (CTC) recommendation, which is considered as a well-established reference encoder configuration.

Moreover, based on the proposed model, we can control multiview compression by using only one quantization parameter instead of two parameters.
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ABSTRACT

Recent research in 3D shape analysis focuses on the study of visual attention on rendered 3D shapes investigating the impact of different factors such as material, illumination, and camera movements. In this paper, we analyze how the pose of a deformable shape affects visual attention. We describe an eye-tracking experiment that studied the influence of different poses of non-rigid 3D shapes on visual attention. The subjects free-viewed a set of 3D shapes rendered in different poses and from different camera views. The fixation maps obtained by the aggregated gaze data were projected onto the 3D shapes and compared at vertex level. The results indicate an impact of the pose for some of the tested shapes and also that view variation influences visual attention. The qualitative analysis of the 3D fixation maps shows high visual focus on the facial regions regardless of the pose, coherent with previous works. The visual attention variation between poses appears to correspond to geometric salient features and semantically salient parts linked to the action represented by the pose.

Keywords
Shape Analysis, Mesh Models, Visual Attention, Perception, Gaze Analysis.

1 INTRODUCTION

Understanding and modeling human visual attention is a relevant research topic that has been widely investigated in computer graphics and computer vision [Bor13]. Several applications relying on user’s gaze detection and analysis have been proposed in the last decades. Foveated or selective rendering [Pat16] and mesh simplification [Lar11] are some examples of computer graphics applications aiming at high perceived visual quality of the scene. In computer vision, many object recognition and object detection applications are based on saliency models [Bor13].

In 3D shape analysis, the concept of mesh saliency was introduced in [Lee05]. The authors presented a method to compute a per-vertex saliency measure on the 3D mesh inspired by low-level visual attention. Several other works, e.g. [Wu13, Lei16], proposed similar surface-based saliency models focusing on the geometric properties of the 3D mesh. Recent works provided a step forward into the analysis of visual attention applied to static 3D shapes, investigating the influence of other factors such as different camera views [McD09], rendering lighting conditions, materials, and camera movements [Lav18]. In general, the datasets used in these works consist of rigid 3D shapes such as 3D models of statues, vases, mechanical objects, and non-rigid shapes in resting positions like a quadruped animal standing on four legs. However, in real application scenarios, it is common to deal with deformable shapes that move and assume different poses, in addition to views. For this reason, we focus on investigating visual attention variations when looking at the same shape holding different poses. Our contribution with this paper is to perform a first step to explore how pose could potentially influence visual attention. This is done by acquiring and analyzing eye-tracking data from observers viewing near-isometric deformations of 3D shapes, i.e. human or animal shapes, in different poses.

In the experiment presented in this paper, we asked the participants to free-view a computer screen displaying a set of 3D shapes rendered in different poses and from different angles. We acquired the participants’ gaze data using an eye tracker and we computed the 2D aggregated fixation maps. Each 2D fixation map has then been projected onto the related 3D shape transferring the fixation data to the vertices of the mesh and creating a 3D fixation map. The 3D fixation maps of the same shape in different poses have then been compared to each other to analyze variations in visual attention.
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The remainder of the paper is organized as follows: Section 2 presents previous works on visual attention related to 3D models by eye-tracking analysis; Sections 3 and 4 describe the process to create the stimuli used during the experiment, the equipment used, and the experiment methodology. Section 5 presents the process of creating the 3D fixation maps, while the comparison between 3D fixation maps is described in Section 6. Since we aggregate the fixation data from our valid set of participants, an analysis of the consistency across participants’ data (Inter Observer Congruency) is required and it is described in Section 7. The results are analyzed in Section 8, while in Section 9 we summarize the findings of our work.

2 RELATED WORK

In the last decades, several works investigated visual attention on 3D objects through the analysis of eye-tracking data focusing on different perspectives. In [How05], the authors, through a set of experiments differing in tasks, analyzed gaze data to determine salient features of 3D models in the context of mesh simplification to maintain high perceptual quality. The sets of 3D models used in these experiments include natural objects, i.e. animal shapes, and artifacts. One of the results showed that the heads of natural objects obtained high values of saliency. Similar findings were presented in [McD09]; this work focused on the analysis of salient body parts of virtual human characters in crowd rendering, revealing high saliency for the heads and the upper torsos. The models displayed in these experiments were textured human characters wearing different casual outfits, either standing in a neutral position or performing walk cycles.

In [Kim10], the mesh saliency model presented by Lee et al. [Lee05] was compared with fixation data acquired through an experiment to verify their similarity. In this experiment, Lee et al. saliency model showed higher correlation values than a random model indicating a correspondence between the saliency model prediction and human eye fixations. Here, the comparison analysis was performed at image level applying a modified version of the chance-adjusted saliency metric [Par02]. More recent works studied visual attention directly on the 3D shapes, both real 3D printed [Wan16, Wan18] and virtual [Lav18]. Saliency models like [Lee05] were also analyzed in [Wan16, Lav18], however in these studies they exhibited poor performance in predicting human fixations, demonstrating the complexity of the visual attention process.

These existing saliency models are based only on the analysis of the geometric features of the shapes. The authors of [Lav18, Wan18] studied also the impact of other conditions on visual attention, such as view orientation and material. In [Lav18], it was reported a significant influence of material, light setting, and camera paths on fixation data when inspecting virtual 3D models. In a setting with real objects [Wan18], different camera views provided different results on fixations; in contrast, the two analyzed materials did not determine any significant difference. Based on these recent findings, we were inspired to go a step further and analyze a property that, to the best of our knowledge, has not studied before, the impact of different poses of non-rigid shapes from different views.

3 CREATION OF THE STIMULI

Six non-rigid characters have been selected from the TOSCA high-resolution dataset [Tos, Bro08] for non-rigid shape similarity and correspondence experiments. Meshes of the same character in different poses have the same triangulation and the vertices are listed in the same order. This allows a direct comparison at a per-vertex level. The selected characters are two human males, a horse, a cat, a gorilla, and a centaur. The average number of vertices is about 35000. For each of the chosen characters, four different poses have been selected for a total of 24 different meshes. As shown in Figure 5 and Figure 6, the poses include resting positions (e.g. Horse0, Michael15), as well as extreme actions (e.g. Horse10, Centaur3), common (e.g. Cat2) and more uncommon (e.g. Gorilla8) positions.

Each mesh was rendered from three different camera locations: one in front of the mesh (V0), one at a 45° angle (V45), and the last one at 90° angle (V90). For meshes belonging to the same character, the cameras were positioned at a constant distance from the center of mass of each mesh. The height of the camera center was set at the same height as the center of mass of the mesh. All meshes were rendered using Blender 2.801 Eevee engine, with a Lambertian gray shading. The same lighting setup was used for each camera view, with a single light providing uniform illumination positioned behind the camera and pointing at the same direction of the camera. The final rendered images have a resolution of 1920 × 1080.

4 EXPERIMENT EQUIPMENT AND PROCEDURE

The stimuli were visualized on a 15.6 inches laptop screen. A Tobii X2-30 eye tracker was used to collect the gaze data of the participants. This device has a sampling rate of 30 Hz and a gaze accuracy of 0.4° under ideal conditions. Tobii Pro Studio software2 was used to design the experiment and record the gaze data. 21 participants were recruited for the experiment, having normal or corrected-to-normal vision and they were

1 https://www.blender.org
not aware of the purpose of the experiment. Participants’ age ranged from 19 to 46. The reported genders were 7 F, 13 M, and 1 “Prefer not to answer”. The data collected from four participants were rejected due to calibration issues or a low percentage of valid detected gaze. After reading the experiment instructions and signing the consent form, the session started with a 9-points calibration procedure for the eye-tracker device. During the 9-points calibration, the participant was asked to follow a moving red dot on the screen, this procedure lasts for around 40 seconds. As an additional check of the calibration accuracy, the first stimuli set were four images of a cross positioned in different areas of the screen. Each image was shown for four seconds and the participants were asked to look at the center of each cross. Thereafter, the participants were asked to free-view the set of 72 rendered images, each for seven seconds with a monochromatic (mid-gray) image in between the stimuli of the duration of two seconds to separate stimuli reactions. The order in which the rendered images were displayed was randomized for each participant to prevent an order effect bias [Cun11].

5 3D FIXATION MAPS

The first step for the creation of the 3D fixation maps is collecting the aggregated gaze data for each stimulus. The identification of fixations has been performed applying the I-VT fixation filter provided by Tobii which classifies eye movements based on their velocity [Kom10]. For each mesh $C_i$, representing the character $C$ in pose $i$, and each view $j$, the set of fixations of all participants were aggregated in a 2D fixation map $f_{ij}^C$, a 2D matrix of the same size of the stimuli. Each fixation contributes by adding to $f_{ij}^C$ a two-dimensional gaussian kernel centered on the pixel coordinates of the fixation point with a radius of 62 pixels which corresponds in our setup to a visual angle of 1°, i.e. the radius of the fovea, the region in the visual field with highest visual acuity [Duc17]. The values of the 2D fixation map are mapped to the unit interval creating a grayscale image.

We project the 2D fixation image on the related 3D mesh with Meshlab software [Mes]. The current 3D mesh has now grayscale color values at vertex level representing the fixation values, with bright color values corresponding to areas related to high fixation values and dark color values indicating low or absent fixations. The 3D fixation map of the character $C$ in pose $i$ from view $j$ is defined as the list of vertex color values. Since the shapes belong to the TOSCA high-resolution dataset, 3D meshes of the same character have the vertices listed in the same order. Hence, 3D fixation maps of the same character can be directly compared with a chosen similarity or distance metric.

6 3D FIXATION MAPS COMPARISON

Since the goal is to analyze the effects on visual attention of different poses of the same character, we compared all pairs of 3D fixation maps of the same character $C$ obtained from the same view $j$. Pearson’s Correlation Coefficient (PCC) is used as a comparison measure. For two 3D fixation maps $X$ and $Y$, PCC is defined as $\frac{\text{cov}(X,Y)}{\sigma_X \sigma_Y}$, where $\text{cov}$ indicates the covariance and $\sigma$ the standard deviation. PCC estimates the linear relationship between two 3D fixation maps and its values range between $-1$ and $1$, with $0$ implying no correlation and $1$ and $-1$ perfect positive and negative linear relationship respectively. PCC is an evaluation metric commonly applied to compute the similarity between 2D saliency maps [Byl19] and it has also been used in recent works on fixation maps applied to 3D shapes [Lav18].

We define $V_{aj}^C$ the set of vertices of the mesh $C_a$ visible from view $j$. When comparing the 3D fixation maps $F_{aj}^C$ and $F_{bj}^C$ related to meshes $C_a$ and $C_b$, PCC is computed exclusively on $V_{aj}^C \cap V_{bj}^C$, i.e. the subset of vertices that are visible from view $j$ for both meshes $C_a$ and $C_b$, to assure the comparison is run solely on valid fixation values.

Due to the variability of the poses, it is unlikely that the observer will look at the exact same portion of the mesh when viewing two different poses of the same character. For this reason, in addition to PCC, the Jaccard Index $J$ (intersection over union) of the two sets of visible vertices $V_{aj}^C$ and $V_{bj}^C$ is computed to measure their similarity: $J = \frac{|V_{aj}^C \cap V_{bj}^C|}{|V_{aj}^C \cup V_{bj}^C|}$. $J$ values range from 0 (empty intersection) to 1 (equal sets). In this context, since PCC is computed on the intersection set, $J$ indicates a measure of the extent of this common region on which the corresponding PCC was measured in relation to the union set of visible vertices. $J$ indicates also how much the two poses vary from each other. If $J$ is close to 0, it means that the two poses share a small set of vertices visible from the same view, due for example to auto-occlusions (e.g. the face of Gorilla8 is hidden by the left arm from view $V_{00}$) or different nature of the poses (e.g. from view $V_{0b}$, the abdomen of the cat character is visible in $Cat_1$ but completely hidden in $Cat_0$), hence the observer looks overall at different portions of the same mesh. While if $J$ is close to 1, it means that the sets of visible vertices of the two poses are almost congruent, hence the observer looks overall at a similar portion of the mesh.

7 INTER OBSERVER CONGRUENCY ANALYSIS

The similarity values obtained from the 3D fixation maps comparison rely on the aggregated gaze data gathered from all valid participants ($N = 17$). To investigate
the Inter Observer Congruency (IOC), i.e. the consistency across participants data, we adopt a leave one out approach similar to [Tor06]. For each stimulus, the congruency of the 3D fixation map generated from the data of one subject is tested against the partial aggregated 3D fixation map obtained by all the other \( N-1 \) participants. The final IOC value is generated by averaging the congruency values obtained with this procedure from all subjects.

A binary map indicating the most fixated vertices is created by setting a threshold to the partial aggregated 3D fixation map of \( N-1 \) participants. The vertices with fixation value \( >0.2 \) have been selected creating the binary map which covers most of the aggregated fixations, as shown in Figure 1.

The fixations obtained by the left-out subject are then projected on the 3D mesh as circular patches to take into account eye tracker accuracy errors. The congruency value of the left-out subject is computed as the ratio of the vertices touched by a single observer fixations that fall also within the binary map.

8 RESULTS

The IOC results show a total mean value of 0.70 characterizing a fairly coherent dataset of fixations. Hence, the 3D fixation maps computed from aggregating the fixations data of all valid participants can be used on the comparison analysis.

A further analysis of the IOC values show a small variation between views (\( \text{IOC}_{V_0} = 0.71, \text{IOC}_{V_{45}} = 0.69, \) and \( \text{IOC}_{V_90} = 0.69 \)) and a wider variation is presented when computing the mean IOC values of the different characters regardless of the view (\( \text{IOC}_{\text{gorilla}} = 0.62, \text{IOC}_{\text{horse}} = 0.62, \text{IOC}_{\text{cat}} = 0.65, \text{IOC}_{\text{centaur}} = 0.71, \text{IOC}_{\text{david}} = 0.78, \text{IOC}_{\text{michael}} = 0.80 \)). Interestingly, the highest IOC values are the ones related to human characters showing higher consistency across participants when looking at humans. The mean IOC value for each stimulus is shown in Figure 2.

A first qualitative analysis of the 3D fixation maps supports previous findings [How05, McD09] of high visual attention values, across all three views, over characters’ heads and human characters’ torsos, as shown in Figure 5 and Figure 6. This seems to happen also if changing the pose.
Figure 5: Similarity matrices for characters: Cat, Gorilla, and Horse. The similarity matrices show the Pearson’s Linear Correlation (PCC) values between pairs of shapes belonging to the same character and looked from the same view. The corresponding Jaccard Index is indicated between parentheses. The aggregated 3D fixation maps related to each pose are shown above each similarity matrix. The 3D fixation maps are color coded for visualization purpose, with yellow representing the highest number of fixations and blue indicating areas with no fixations.
Figure 6: Similarity matrices for characters: Centaur, David, and Michael. The similarity matrices show the Pearson’s Linear Correlation (PCC) values between pairs of shapes belonging to the same character and looked from the same view. The corresponding Jaccard Index is indicated between parentheses. The aggregated 3D fixation maps related to each pose are shown above each similarity matrix. The 3D fixation maps are color coded for visualization purpose, with yellow representing the highest number of fixations and blue indicating areas with no fixations.
Figure 3 shows the mean and standard deviation of the Jaccard Index values (intersection over union) computed from pairs of different poses of the same character. These values express a measure of variability of visible vertices between a pair of poses. Since PCC is computed on the intersection of the sets of visible vertices, the Jaccard Index measures also the extent of the portion of the mesh on which the corresponding PCC value was measured in relation to the union of the visible vertices. For example, the mean Jaccard Index for the gorilla shapes viewed from view V0 is 0.39 which implies that on average the pairs of these 3D meshes share only about two-fifths of the union of the visible vertices from view V0 due to variability in the poses. While the mean Jaccard Index value for the horse shapes viewed from view V0 is 0.79 which indicates that on average the pairs of these 3D meshes share about four-fifths of the union of the visible vertices, denoting that very similar portions of the mesh are visible from that view.

All the computed PCC resulted in positive values, hence we treat the data as similarity values between 0 and 1. Figure 4 shows the mean and standard deviation values obtained by pairs of 3D fixation maps belonging to the same character and view.

For some of the characters, the mean PCC values show a low similarity indicating that a different pose might influence visual attention. A variation of mean values of the character between views reveals a notable impact also of the view itself. This trend is not constant between characters, revealing that some poses seen from specific views influence the visual attention more than others, as shown by the similarity matrices of each character and view in Figures 5 and 6.

Three examples of low similarity values can be found in the Gorilla and Centaur characters from view V0 (Figures 5f and 6c) and the Horse character from view V0 (Figure 5g). The corresponding 3D fixation maps show high fixation values over geometric salient features such as folds on the mesh (e.g. the fold between torso and leg in Gorilla14) as well as parts of the mesh related to the action the shape could represent, e.g. the front leg up in the air for Horse7.

Further examples indicating the influence of action representation can be found comparing the 3D fixation maps of specific pairs of poses. Cat2 pose presents a cat licking its right paw, while Cat8 shows a cat lurking. In Figures 5b and 5c, the 3D fixation maps of Cat2 indicate considerable higher fixation values on the right leg compared to the 3D fixation maps of Cat8. This could be related to the proximity of the leg to the head of the cat or to the actual relevance of the leg in the context of the action that is represented. In Figure 6b, Centaur1 and Centaur3 show two opposite poses, the first with the front legs raised off the ground, while the second with the back legs up in the air. In both cases, the 3D fixation maps indicate higher fixation values corresponding to the pair of legs raised off the ground, the agent of the represented actions. It appears that the fixation patterns for some characters are clustered on areas related to a potential action which leads to additional questions to explore further.

9 CONCLUSIONS

In this work, we presented a first investigation of the impact of different poses of 3D meshes on gaze data. The aggregated fixation data of the participants obtained by an eye-tracker were projected onto the 3D meshes. Pearson’s Correlation Coefficient was used as a measure of similarity between pairs of 3D fixation maps of the same character in different poses and from different views. The obtained 3D fixation maps are coherent with previous studies in that fixation data are focused strongly on the facial regions [How05, McD09, Lav18]. In addition, this paper further indicates that the fixations on the facial regions also appear on characters in different poses. The PCC results show low similarity values between different poses for some of the tested characters. In particular, the low similarity between some of the poses appeared linked with fixations focusing on two factors: geometric salient features and semantically salient parts caused by potential actions or gestures. These results indicate the necessity of further investigations. For example, it would be relevant in future research to explore further the relationship between these two factors and to investigate the influence of different types of actions.
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ABSTRACT

Edge detection is a basic and fundamental function in image processing. Inspired by the new dilated convolution techniques which have impressive results in machine learning, we discuss here the idea of dilating the standard filters which are used to compute the gradient of an image. We compare the result of the proposed dilated filters with original filters and extend or custom variants of them. We also present the impact of dilatation on a complex edge detection algorithm, like Canny.

Keywords
Dilated filters, edge detection operator, edge detection, Canny algorithm.

1 INTRODUCTION

The edge of an image is the most basic feature on the image and has been intensively researched. A variety of mathematical methods have been used to identify points in which the image brightness changes sharply or has discontinuities. This is a fundamental tool in image processing, image analysis, machine vision and computer vision, particularly in the areas of feature detection and feature extraction.

Standard edge detection filters are built for highlighting intensity change boundaries in the near neighborhood image regions. The most frequently used methods we can find in: [Sobel and Feldman, 1973, Roberts, 1963, Prewitt, 1970, Scharr, 2000]. Those filters are used in many computer vision algorithms which rely on edge detection for application as face recognition, target recognition, obstacle detection, image compression etc.

The extended version of the standard filters can be find in many research article in the literature. [Gupta and Mazumdar, 2013, Aybar et al., 2006] contains the mathematical proof of how to extend the Sobel operator and the performance of that extension. In [Lateef, 2008] we can find the definition of extended Sobel and Prewitt operators to a 5 × 5 mask in order to obtain more continuous edges. In [Levkine, 2012] we are presented with the analytical extension of Prewitt, Sobel and Scharr operators. [Kekre and Gharge, 2010] uses the extension of Prewitt, Kirsch and Sobel operators to increase the tumor area in mammography images. In all these papers, we found that a bigger filter region is useful in order to find more accurate edges.

Merging those extension ideas with the recently dilated convolution techniques in machine learning, we propose not to extend but to simply dilate standard edge detection filters mentioned above. The dilated convolution methods have been proven very beneficial in many highly cited computer-vision papers: for small objects detection [Hamaguchi et al., 2018], in dense prediction tasks [Chen et al., 2018, Chen et al., 2015], on prediction without losing resolution [Yu and Koltun, 2016], for feature classifications in time series [Yazdanbakhsh and Dick, 2019] or beneficial for context aggregation [Zhao et al., 2017].

In this paper, we define an expansion of filters, by simply adding zeros in the expansion gaps and we call it dilation. This method of dilation is neither from the well known mathematical morphological sense, from [Haralick et al., 1987], nor the geometric extension of the kernels discussed above.

To evaluate the dilation benefits to an edge detection filter, we restrict our analysis only to the first order derivative gradient-based edge detection filters. The details regarding the extended versions of some edge detection filters selected by us can be found in section 2. In section 3, we present the defined dilated filters that we will use in this paper. Sections 4 and 5 highlight the results of our hypothesis regarding dilating of the filters, rather than extending them.

2 PRELIMINARIES

In this paper, we will present the dilated filters Prewitt [Prewitt, 1970], Scharr [Scharr, 2000]
and Sobel [Sobel and Feldman, 1973], used to compute the gradient of an image in order to find its edges. We compare the result of our dilated filters with the standard and extended filters presented in [Gupta and Mazumdar, 2013, Lateef, 2008, Levkine, 2012, Kekre and Gharge, 2010, Aybar et al., 2006], (presented in Figures 1 to 6), using different image sets. To determine the impact of the dilated filters, we modify the Canny Edge detection algorithm [Canny, 1986] in order to use the dilated or extended version of each filter for calculating gradients. For a better comparison of the results, we used the BSDS500 benchmark tool and image sets from [Arbelaez et al., 2011].

Gradient operators

We consider the standard filters presented in Figures 1, 2, 3, where Gx and Gy are the gradients masks. In [Lateef, 2008, Kekre and Gharge, 2010, Levkine, 2012, Aybar et al., 2006] we can find the extended filter we will use to compare, Figures 4 to 6.

$$\begin{bmatrix} 3 & 0 & -3 \\ 10 & 0 & -10 \\ 3 & 0 & -3 \end{bmatrix} \begin{bmatrix} 3 & 10 & 3 \\ 0 & 0 & 0 \\ -3 & -10 & -3 \end{bmatrix}$$

Figure 1: Scharr Gx and Gy kernels

$$\begin{bmatrix} 1 & 0 & -1 \\ 1 & 0 & -1 \\ 1 & 0 & -1 \end{bmatrix} \begin{bmatrix} 1 & 1 & 1 \\ 0 & 0 & 0 \\ -1 & -1 & -1 \end{bmatrix}$$

Figure 2: Prewitt Gx and Gy kernels

$$\begin{bmatrix} 1 & 0 & -1 \\ 2 & 0 & -2 \\ 1 & 0 & -1 \end{bmatrix} \begin{bmatrix} 1 & 2 & 1 \\ 0 & 0 & 0 \\ -1 & -2 & -1 \end{bmatrix}$$

Figure 3: Sobel Gx and Gy kernels

We will consider the following standard formula where the Gx and Gy gradient components are used to define the gradient magnitude |G| in Equation 1.

$$|G| = \sqrt{Gx^2 + Gy^2}.$$  (1)

We use the edge detection algorithm steps, presented in [Woods, 2011], which are generally used to convolve filters with a source image in order to obtain the edge image:

Step 1 Convert the image to gray-scale, preparing it as an input for Sobel filter convolution.

Step 2 Reduce the noise in the source image by applying the Gaussian filter, in order to obtain smooth continuous values.

Step 3 Applying the filters by convolving the grayscale image with their kernels on the x and y axes and then applying the gradient magnitude (Equation 1).

Step 4 Each pixel, which has an intensity value higher or equal to a threshold, will have its value set to MaxValue (e.g. 255), else to 0, therefore the edges will be represented by the white pixels.

Canny edge operator

Furthermore, the Canny edge detection algorithm [Canny, 1986] is a widely known and one of the most used edge detection algorithms.

Step 1 Convert the image to gray-scale

Step 2 Applying the Gaussian Filter, in order to obtain smooth continuous values.
Step 3 Applying the filters by convolving the gray-scale image with their kernels on the x and y axes.

Step 4 Non-maximum suppression, for edge thinning of the obtained results.

Step 5 Edge tracking by hysteresis using double threshold.

The double threshold is found by using the maximum pixel intensity in the input image and applying the formula from Equation 2, similar with the equation defined in [Xu et al., 2011]. \( T_h \) is the upper threshold, \( T_l \) is the lower threshold and \( \max (\text{input}) \) is the maximum pixel intensity in the input image. From our experiments the best results were obtained with the fixed weights values \( w_h = 0.7 \) and \( w_l = 0.3 \).

\[
T_h = \max (\text{input}) \times w_h \quad T_l = T_h \times w_l
\]  

**Benchmarking the edge operators**

For highlighting the results obtained, we use BSDS500 [Arbelaez et al., 2011] which contains a dataset of natural images that have been manually segmented. The human annotations serve as ground truth for the benchmark for comparing different segmentation and boundary detection algorithms. For evaluating the images generated from algorithms to the ground truth images the Corresponding Pixel Metric (CPM) algorithm [Prieto and Allen, 2003] is used. This metric is reliable for correlating similarities with a small localization error in the detected edges. The metric first finds an optimal matching of the pixels between the edge images and then estimate the error produced by this matching.

The benchmark [Arbelaez et al., 2011] uses 500 test images, which are split in 3 different sets, each having at least 5 human segmented boundary ground-truth images.

For each image two quantities Precision (P) and Recall (R) will be computed, as were defined in [Sasaki, 2007].  

\[
P = \frac{TP}{TP + FP}.
\]  

Those two quantities are used to compute F-measure (F1-score) by applying the formula 5, as is defined in [Arbelaez et al., 2011].

\[
F - \text{measure} = \frac{2 \times TP}{2 \times TP + FP + FN}.
\]  

**3 DILATED FILTERS**

One of the commonly used methods in detecting the edges in images is by convolving the initial image with an edge detection operator. The filter highlights the difference between the pixel intensities. To obtain better results, we can combine kernels which will result in a higher change in pixel intensity.

**Definition 1.** A dilated filter is obtained by expanding the original filter by a dilation factor/size.

In this paper, we propose to use dilated filters for detecting the edges in images that are obtained by the Definition 1. The standard \( 3 \times 3 \) kernels from Sobel, Prewitt and Scharr are dilated to \( 5 \times 5 \), \( 7 \times 7 \) filters, for both axes. By dilating the kernels, we propose to increase the distance between the pixels, distance which influences the result of the convolution. This expansion induces the possibility of finding stronger intensity changes in the image. When we dilate the kernels, we are filling the newly added positions with 0s, as one can see the Figures 7 to 12.

Figure 7: Sobel \( 5 \times 5 \) dilated Gx and Gy filterss

\[
\begin{bmatrix}
1 & 0 & 0 & 0 & -1 \\
0 & 0 & 0 & 0 & 0 \\
2 & 0 & 0 & 0 & -2 \\
0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & -1
\end{bmatrix}
\begin{bmatrix}
1 & 0 & 2 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
-1 & 0 & -2 & 0 & -1
\end{bmatrix}
\]

Figure 8: Sobel \( 7 \times 7 \) dilated Gx and Gy filters

With our approach, in most of the test cases, we obtain better edge detection results than the filters presented in...
Figure 9: Scharr $5 \times 5$ dilated Gx and Gy filters

Figure 10: Scharr $7 \times 7$ dilated Gx and Gy filters

Figure 11: Prewitt $5 \times 5$ dilated Gx and Gy filters

Figure 12: Prewitt $7 \times 7$ dilated Gx and Gy filters

4 FILTER CONVOLUTION RESULTS

The following section consists of comparisons between the results of convolving an image with the standard, extended and dilated filters presented until now. We present first some visual comparison results of the dilated filters, in Figures 13, 14, 15. By using the benchmarking tool from BSDS500 we show the statistical results by comparing the test images with ground truth, as presented in [Arbelaez et al., 2011].
First results

From Figures 13 to 15 we can observe that when we convolve the original source image with the dilated filters, we obtain more pixels with a high gradient magnitude than the extended ones. Also, the more the dilation factor is increased, the more the edge images seem to lose the details while the edges seem to get blurry. Visually, there seems to be a compromise between details and the newly detected edges, see other detailed examples in Appendix in Figure 21.

We can observe some differences between the standard or extended filters and our dilated filters, however for a rigorous comparison we use the BSDS500 benchmark [Arbelaez et al., 2011], in order to observe the impact of the dilatation on a data base of ground truth images.

Benchmark results

Our dilated filter results have been compared to the ground-truth images. The benchmark chooses a number of threshold values between 0 and 255 for creating a binary map of the edge algorithm output. The best overall F1-score is chosen from the variants of the output for each threshold. That gives us the rule for choosing the best possible result for each filter for each image in the set. For each threshold the two quantities Precision and Recall will be computed.

Tables 1 to 3 contain the results of the standard, extended and dilated filters on the BSDS500 train set. The overall recall, precision and F1-score represents the average for all samples.

We highlight that every dilated filter, with one exception the Prewitt extended $7 \times 7$, obtained a better overall F1-score than the extended filters. This can be explained by the sparsity of the dilated filter that induces more edges and less noise.

Another advantage of using the dilated filters instead of the standard or extended ones is given by runtime simulation results.

### Table 1: Prewitt Comparison on the Test Set

<table>
<thead>
<tr>
<th>Filter</th>
<th>Size</th>
<th>Overall Recall</th>
<th>Overall Precision</th>
<th>Overall F1-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard 3 $\times$ 3</td>
<td>0.48723</td>
<td>0.54077</td>
<td>0.51261</td>
<td></td>
</tr>
<tr>
<td>Extended 5 $\times$ 5</td>
<td>0.79035</td>
<td>0.42298</td>
<td>0.55105</td>
<td></td>
</tr>
<tr>
<td>Dilated 5 $\times$ 5</td>
<td>0.78942</td>
<td>0.43077</td>
<td>0.55738</td>
<td></td>
</tr>
<tr>
<td>Extended 7 $\times$ 7</td>
<td>0.77057</td>
<td>0.46317</td>
<td>0.57857</td>
<td></td>
</tr>
<tr>
<td>Dilated 7 $\times$ 7</td>
<td>0.79008</td>
<td>0.44572</td>
<td>0.56992</td>
<td></td>
</tr>
</tbody>
</table>

### Table 2: Scharr Comparison on the Test Set

<table>
<thead>
<tr>
<th>Filter</th>
<th>Size</th>
<th>Overall Recall</th>
<th>Overall Precision</th>
<th>Overall F1-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard 3 $\times$ 3</td>
<td>0.48714</td>
<td>0.53631</td>
<td>0.51054</td>
<td></td>
</tr>
<tr>
<td>Extended 5 $\times$ 5</td>
<td>0.79783</td>
<td>0.40453</td>
<td>0.53685</td>
<td></td>
</tr>
<tr>
<td>Dilated 5 $\times$ 5</td>
<td>0.78892</td>
<td>0.42243</td>
<td>0.55023</td>
<td></td>
</tr>
<tr>
<td>Extended 7 $\times$ 7</td>
<td>0.85249</td>
<td>0.17964</td>
<td>0.29675</td>
<td></td>
</tr>
<tr>
<td>Dilated 7 $\times$ 7</td>
<td>0.78627</td>
<td>0.44633</td>
<td>0.56942</td>
<td></td>
</tr>
</tbody>
</table>

### Table 3: Sobel Comparison on the Test Set

<table>
<thead>
<tr>
<th>Filter</th>
<th>Size</th>
<th>Overall Recall</th>
<th>Overall Precision</th>
<th>Overall F1-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard 3 $\times$ 3</td>
<td>0.48863</td>
<td>0.53765</td>
<td>0.51197</td>
<td></td>
</tr>
<tr>
<td>Extended 5 $\times$ 5</td>
<td>0.79724</td>
<td>0.40666</td>
<td>0.53860</td>
<td></td>
</tr>
<tr>
<td>Dilated 5 $\times$ 5</td>
<td>0.79021</td>
<td>0.42658</td>
<td>0.55407</td>
<td></td>
</tr>
<tr>
<td>Extended 7 $\times$ 7</td>
<td>0.85249</td>
<td>0.17964</td>
<td>0.29675</td>
<td></td>
</tr>
<tr>
<td>Dilated 7 $\times$ 7</td>
<td>0.78627</td>
<td>0.44633</td>
<td>0.56942</td>
<td></td>
</tr>
</tbody>
</table>

Runtime results

We applied all the filters presented above by using our framework using Python and the results are presented in the graphics from Figures 16, 17, 18.

From the plots one can see that the runtime doesn’t increase proportional with the size of the dilated filter. This stability can be explained by the fact that dilation...
doesn’t increase the number of necessary operations to be executed.

In this section, we set forth that dilating the filters is a good compromise for detecting edges instead of extending them, discovering benefits regarding the edge versus noise output and runtime results.

5  CANNY SIMULATION RESULTS

In this section, we use the Canny edge detection algorithm to compare the results of convolving an image with the standard, extended and dilated Sobel filters. Similar with the previous analysis, we present a visual comparison, in Figure 19 and the statistic results using BSDS500 [Arbelaez et al., 2011], see the Tables 4 and 5.

First results

From Figure 19, we can observe that applying the dilated Sobel filter in a more complex edge detection algorithm like Canny [Canny, 1986] produces visible enhancements of its results. We can also observe that by using the dilated filters the results contain less noise than the extended ones.

Benchmark results

In Table 4, we show the results of the Canny edge detection algorithm using the standard, extended and dilated Sobel filters. We can notice that the custom dilated filters have better F1-scores than the standard or extended Sobel filters when they are used together with the Canny edge detection algorithm.

The results illustrated in Table 4 show that, by increasing the dilated factor, we can obtain a better F1-score, see the 7 × 7 dilated results.

By continuing to dilate the Sobel filter, we can also notice that the F1-score starts to decrease from a certain point. Therefore, in Table 5 one can see that 9 × 9, 11 × 11, 13 × 13 and 15 × 15 dilated Sobel filters obtained a significantly lower F1-score than the 7 × 7 dilated filter. This is also the case for the overall precision, whereas the overall recall alternates but there are no significant differences.

Run time results

From the simulation results, illustrated in Figure 20, we observe that neither in Canny simulation the runtime was not impacted by the size of the dilated filter.

The Canny approach validates our hypothesis that dilating the filters is better than extending them. We achieve here the good results which we expected from dilated filters regarding edge discovering and runtime.
6 CONCLUSIONS AND FUTURE WORK

In both comparisons, statistical and visual, we can observe that by dilating the filters, rather than extending them, helps to find more edge pixels than the standard filters. By dilating the kernels of the Sobel or Scharr filter, we obtained a better recall and precision, which can be observed in Tables 2 and 3, and thus a better F1-score.

The biggest improvement of the dilated filters can be seen in the comparison between the extended and dilated versions of the Sobel filter in the Canny algorithm, see Table 4.

From the evolution of the metrics in Table 5 we can observe that we benefit from dilating the filters up to a certain point. Someone can say that $9 \times 9$ is better than $7 \times 7$ if we look at the Precision and F1-score. Therefore, we would say that the best dilation depends on the input images and the nature of application in which we desire edge detection.

By visually and statistically comparing the dilated filters with the standard and extended filters, we can conclude that the dilated filters can achieve better results, in most cases.

Because of the simple structure of the custom dilated filters, they are also a good choice when the runtime matters. The other filters from [Gupta and Mazumdar, 2013, Lateef, 2008, Levkine, 2012, Kekre and Gharge, 2010, Aybar et al., 2006] require a larger number of operations in order to return the resulting edge pixels, whereas the custom dilated filters have always the same number of operations for any extension.

From the experiments that have been done we saw that dilated filters might not be very efficient in images which contain many details because the dilation of the kernels can cause loss of details in images. Those images that have high differences of pixel intensities in a small range in different regions are the hard scenario for dilated filter and could expect more investigation.

As an open topic for a further investigation, it could consist in defining the similar dilated filters on second order derivative edge detection operators or more complex filters, with focus on the performance evaluation.
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**APPENDIX**

Figure 21: a) Original image, b) 3 × 3 Sobel, c) 5 × 5 extended Sobel, d) 5 × 5 dilated Sobel, e) 7 × 7 extended Sobel, f) 7 × 7 dilated Sobel, g) 3 × 3 Prewitt, h) 5 × 5 extended Prewitt, i) 5 × 5 dilated Prewitt, j) 7 × 7 extended Prewitt, k) 7 × 7 dilated Prewitt, l) 3 × 3 Scharr, m) 5 × 5 extended Scharr, n) 5 × 5 dilated Scharr, o) 3 × 3 Canny, p) 5 × 5 extended Canny, q) 5 × 5 dilated Canny, r) 7 × 7 extended Canny, s) 7 × 7 dilated Canny.
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ABSTRACT
In this paper, the concepts of differential geometry traditionally applied to the segmentation of range maps is revisited in the context of implicit surface representation of unorganized point clouds. The paper shows that it is possible to combine covariance-based differential geometry and implicit surface representation methods to perform the segmentation of an unorganized point cloud (and not just a range map) into seven surface types. The acquisition of the point cloud data is achieved with handheld scanners used in metrology applications. The advantages of combining covariance-based differential geometry and implicit surface representation are that the segmentation does not require surface fitting nor does it require that all points be processed, thus reducing computational complexity. The segmentation approach is validated on synthetic data as well as point clouds borrowed from common datasets. Scans obtained from commercial metrologic handheld 3D sensors are also used for validation. The paper first presents the workflow commonly used for 3D scanning using handheld 3D scanners in the context of metrology. This is followed by a discussion on the different methods that are used for surface representation including the vector field, the implicit representation method exploited in this paper. Basic concepts of classical differential geometry for surface segmentation are presented. This is followed by the presentation of covariance-based differential geometry. The concepts of handheld 3D scanning, covariance-based differential geometry and implicit surface representation are then combined to achieve efficient segmentation of a point cloud into seven different surface types. Experimental results obtained on synthetic 3D data as well as real data demonstrate the segmentation approach.

Keywords
3D reconstruction, volumetric representation, geometry modeling.

1. INTRODUCTION
Applied metrology consists in the application of measurements in different fields such as quality control, inspection, product design and reverse engineering. If accuracy and precision are two important components of metrology, the time needed to achieve the measurements is a relevant issue, especially in the context of quality control in an industrial context for which a large number of parts have to be processed. The ease with which the scan can be obtained by users is also important when such users are domain specialists but not necessarily experts in 3D scanning.

Over the years, 3D sensors have become very popular because they are cheaper and easier to use than classical Coordinate Measuring Machines (CMM) while still achieving metrologic accuracy. In addition, 3D sensors can capture dense point clouds that convey the geometry of the object in real-time. Comparatively, capturing dense 3D point clouds with a CMM can be a very tedious and time consuming process. Capturing the geometry of parts is not only important in metrology but is also useful in many fields such as reverse engineering, design intent assessment and graphics rendering.

Among 3D sensors, handheld 3D sensors are of great interest because they allow the capture of 3D data on the specimens to be inspected in a very natural way which, in many aspects, resembles spray painting. As shown in Fig.1, scanning an object with a handheld 3D sensor consists in moving the sensor around the surface of the object of interest while the 3D coordinates of points at the surface are collected.

Most 3D handheld sensors are active sensors that project some sort of light pattern (laser point, laser stripes, laser crosses, white light patterns, Moiré fringes, etc., see [DANE2018] for an overview of different 3D sensing technologies) on the object to ease the image analysis process leading to the measurement of 3D coordinates. The 3D coordinates of points acquired from a pose (i.e. position and orientation) of the sensor are expressed in this local
reference frame. The estimation of the rigid transformation (rotation and translation) between each pose of the sensor and a “global” reference frame is needed if the 3D points are to be expressed in a common reference frame. This global reference frame can be the initial pose of the sensor when the scanning process starts. The estimation of the rigid transformations is made easier if a real-time self-positioning strategy is used to compute the position and orientation of the sensor with respect to the object. One way of implementing self-positioning is to install markers (often retroreflective markers) at the surface of the object and to estimate the pose of the sensor with respect to these markers. The rigid transformation between different poses of the sensor is then readily available by exploiting registration algorithms such as the well-known Iterative Closest Point (ICP) approach [RUSI2001].

![Figure 1. The 3D scanning process using a handheld scanner](image)

**Surface Representation**

Once the cloud of unorganized 3D points covering the entire surface of the object has been captured, a model of the surface must be built if metrologic measurements are to be performed on the object. This model can also be used to analyze the geometry of the object. Two main representations can be exploited to build this model: explicit representations and implicit representations. The former representation makes the geometry supported by the point cloud explicit, for instance by building a triangular mesh [CHEN2012]. Such a mesh contains the connectivity between points in the cloud and is a compact representation of the geometry of the surface. This connectivity can take the form of a vertex-triangle list and a triangle-vertex list and can also include the information on the normal to the surface at each vertex. The latter representation rather encodes the geometric information contained in the point cloud implicitly into a volumetric structure composed of voxels. Two main types of voxel-based implicit representations have been proposed: the distance field [CURL2996] and the vector field [TUB12002]. The volumetric structure must be processed a posteriori to produce a mesh representing the geometry explicitly. The Marching Cubes algorithm is often used for this task [LORE1987].

When handheld 3D sensors are used for real-time modelling (i.e. the model of the surface is built as the 3D points are measured), three tasks must be achieved: i) view registration, ii) view integration and iii) model visualization. View registration consists in the estimation of the rigid transformation between points of view from which the 3D data is collected. View integration aims at merging redundant 3D data common to two or more views. Finally, model visualization is the task of rendering the 3D model as it is being built so the user can observe the progression of the scan and plan the scanning strategy as points are being collected.

The advantage offered by an explicit representation is that a low-level model is readily available. However, it is not adapted to real-time modelling. The main reason for this is that the registration and integration steps rely on finding nearest neighbours and that the search for nearest neighbours to a point becomes too computationally expensive when the number of points increases. Updating a mesh as new 3D points are being collected is also impossible to achieve in real time. The advantage of using implicit representations is that some, such as the vector field, have demonstrated the ability to support the three modelling steps in real-time that cannot be achieved by other methods [KHAK2019]. As described next, a major advantage of the vector field representation is that it encodes the surface normal as well as information on the nearest neighbors in each voxel, thus enabling nearest neighbor search in linear time complexity. However, if an accurate model needs to be built, the voxel size must be small which may lead to huge memory requirements.

The rest of the paper is organized as follows. Related work is detailed in Section 2. The proposed method is explained in Section 3. Section 4 presents the experimental results which demonstrate the performance of the method. Section 5 concludes and proposes future work.

2. RELATED WORK

A Review of the Vector Field Implicit Representation for Real-time Modelling [TUBIC2002]

As shown in Fig.2, the vector field is composed of a regular grid made of cubic voxels with side length L. Each voxel in the grid is addressed by the coordinates of its center \(v_{ijk}\) in a reference frame \(W\). Let us assume that 3D points with coordinates \(p_{mn}\) on the surface \(S\) are collected by the sensor in frame \(W\). The covariance matrix \(C_{ijk}\) of the points falling in voxel \(ijk\) is defined as in Eq. (1):

\[C_{ijk} = \sum_{m} (p_{mn} - \mu) (p_{mn} - \mu)^T\]
\[ C_{i,j,k} = \frac{1}{N} \sum_{u=1}^{N} (p_u - \overline{p})(p_u - \overline{p})' \]  

where \( \overline{p} \) is the mean vector as defined in Eq. (2).

\[ \overline{p} = \frac{1}{N} \sum_{u=1}^{N} p_u \]  

(2)

**Figure 2. The Vector Field implicit representation (Adapted from [TUBI2002])**

If the voxel size \( L \) is small enough, it is assumed that the object surface in the voxel can be approximated by the plane \( \Pi_I \) tangent to the surface. The normal vector to tangent plane \( \Pi_I \) is the eigenvector corresponding to the smallest eigenvalue \( \lambda_{\text{min}} \) of \( C_{i,j,k} \). \( F(V_{i,j,k}) \), \( c_v \) and \( C_{i,j,k} \) are stored in each voxel. In the voxel, point \( c_v \) on the tangent plane that is closest to \( v_{i,j,k} \) is given by Eq. (3).

\[ c_v = F(V_{i,j,k}) + V_{i,j,k} \]  

(3)

As new points are collected by the sensor, \( C_{i,j,k}, \lambda_{\text{min}}, F(V_{i,j,k}) \) and \( c_v \) can be updated in real-time. Now, let us assume that the closest point \( c_v \) to the surface approximated by \( \Pi_I \) has to be found for a point \( b \) falling in voxel \( i,j,k \). The coordinates of \( c_v \) can be computed from the content of the vector field with Eq. (4) where \( \langle \rangle \) represents the scalar product and \( \| \cdot \| \) is the norm of a vector.

\[ c_v = b + F(V_{i,j,k}) + \frac{\langle F(V_{i,j,k}), V_{i,j,k} - b \rangle}{\| F(V_{i,j,k}) \|^2} \]  

(4)

As shown in Fig. 2, the closest point \( c_v \) estimated by Eq. (4) is a very good approximation of the true closest point on the surface \( c_b \). In addition, for a single unit of data \( b \), the computational complexity of finding its closest point on the surface is constant \( O(1) \) and is of order \( O(n) \) for \( n \) units of data (i.e. \( n \) points for which the closest points on the surface needs to be computed). This is more efficient than classical nearest neighbor finding approaches which show \( O(n^2) \) or \( O(n \log(n)) \) computational complexity. The vector field representation thus allows the view registration and view integration steps to execute in real-time. As mentioned above, with the vector field representation, the price to pay for computational efficiency is the amount of memory that is needed to store the voxel grid at a resolution for which the planar approximation is valid.

**High-Level Surface Segmentation Using Differential Geometry**

An explicit representation such as a triangular mesh is a low-level model of a surface that provides the connectivity between points and that is good for visualization in computer graphics and for performing some metrologic measurements. However, it does not convey high-level information on the geometry of the surface in the neighborhood of a point. Differential geometry is a popular approach for describing a surface. In differential geometry, the coefficients of the first and second fundamental forms of a surface patch \( \sigma(u,v) \) on a surface \( S \) in a differential neighborhood of a point \( P \) completely describe its intrinsic and extrinsic properties and, ultimately, its shape [DOCA1976]. As shown in Fig. 3, given a parameterization \( (u,v) \), a differential surface patch \( \sigma(u,v) \) at a point \( P \) has a surface normal \( N \), that is orthogonal to the tangent plane \( \Pi \) at \( P \). A tangent vector \( v \) in \( \Pi \) can be expressed as a linear combination of \( \sigma_u \) and \( \sigma_v \). Defining the linear maps \( du(v) = \lambda \) and \( dv(v) = \mu \), we obtain Eq. (5).

\[ v = \lambda \sigma_u + \mu \sigma_v \]  

(5)

Applying the inner product \( \langle \rangle \) to vector \( v \) and using Eq. (5) yields Eq. (6).

\[ \langle v, v \rangle = \lambda^2 \langle \sigma_u, \sigma_u \rangle + 2 \lambda \mu \langle \sigma_u, \sigma_v \rangle + \mu^2 \langle \sigma_v, \sigma_v \rangle \]  

(6)

Writing \( E = \| \sigma_u \| \), \( F = \| \sigma_u \| \sigma_v \), and \( G = \| \sigma_v \| \) and using the maps \( du(v) \) and \( dv(v) \) above, the expression for \( \langle v, v \rangle \) writes as Eq. (7).

\[ \langle v, v \rangle = Edv^2 + 2Fdudv + Gdv^2 \]  

(7)

Eq. (7) is referred to as the First Fundamental Form of the surface. In an infinitesimal neighborhood of \( P \), \( I \) describes the measurement of a length on the surface. Although \( E, F, G, \sigma_u \) and \( \sigma_v \) depend on the parameterization of the surface, the first fundamental form \( I \) depends only on \( S \) and \( P \). It is an intrinsic property of the surface since it is independent of how the surface is embedded in 3D space. This can be better understood by visualizing the distance between two points on a flat sheet of paper. When the sheet is bent (without being folded), the distance between the
The Shape Operator, also called the Weingarten Map, $S$ in Eq. (12) can be defined at a point using the coefficients of the first and second fundamental forms [DOCA1976].

$$S = (EG - F^2)^{-1} \begin{bmatrix} LG - MF & MG - NF \\ ME - LF & NE - MF \end{bmatrix} \quad (12)$$

The eigenvectors of $S$ determine the directions in which the surface bends at each point and the eigenvalues $\kappa_1$ and $\kappa_2$ are the principal curvatures (i.e. the maximum and minimum normal curvatures at the point). It is possible to compute two very important invariant surface properties of a surface at a point: the Mean curvature $H$ and the Gaussian curvature $K$. $H$ and $K$ are defined in Eq. (13) and (14) respectively.

$$H = \frac{\kappa_1 + \kappa_2}{2} \quad (13)$$

$$K = \kappa_1 \kappa_2 \quad (14)$$

Although Eq. (13) and (14) are useful, it is more convenient to use the coefficients of $I$ and $II$ to compute $H$ and $K$. The Gaussian curvature $K$ is given by Eq. (15) while the Mean curvature $H$ is given by Eq. (16) [PRES2010].

$$K = \frac{LN - M^2}{EG - F^2} \quad (15)$$

$$H = \frac{LG - 2MF + NE}{2(EG - F^2)} \quad (16)$$

Looking at Eq. (15) and (16), $K$ and $H$ can be obtained from differentials. Using the signs of $K$ and $H$, it is also possible to characterize the type of surface to which a 3D point on a surface belongs to [BESL1988]. As shown in Table 1, seven types of surface can be described by the combination of the signs of $K$ and $H$.

The usual approach that was proposed for finding the type of surface at a given point consisted in fitting a quadratic surface model in the $N \times N$ neighborhood of each point in a smoothed range map and then in computing the partial derivatives needed to extract $K$ and $H$ [BESL1988]. A range map is a 3D image defined as in Eq. (17) for which the surface parameterization is such that there is a depth value $z$ corresponding to a coordinate pair $(x,y)$ in a plane. The connectivity between 3D points in a range map is thus known compared to a point cloud for which the connectivity between points is unknown.

$$z(x, y) = f(x, y) \quad (17)$$

Although this fitting approach can achieve good results, computing the derivatives on the raw depth map (i.e. without fitting) is impractical because of sensor noise. For large depth maps or, in a more general case for large point clouds, the fitting step is very time consuming. In addition, a different fit is implemented at each point even when points lie in the same neighborhood and may belong to the same surface type. However, as pointed out in [BESL1988], correcting this may require a priori assumptions on the surface type. Making such assumptions is very restrictive and does not allow generalization of the
approach. When each point has been labelled with a given surface type, it is possible to group connected points sharing the same label and to fit a high-order polynomial (or spline model) to the region in order to obtain a high-level model.

<table>
<thead>
<tr>
<th>K</th>
<th>+</th>
<th>0</th>
<th>-</th>
</tr>
</thead>
<tbody>
<tr>
<td>H</td>
<td>Peak</td>
<td>Ridge</td>
<td>Saddle ridge</td>
</tr>
<tr>
<td>0</td>
<td>none</td>
<td>Flat</td>
<td>Minimal surface</td>
</tr>
<tr>
<td>+</td>
<td>Pit</td>
<td>Valley</td>
<td>Saddle valley</td>
</tr>
</tbody>
</table>

Table 1. Types of surface as a function of the signs of the Gaussian and Mean Curvatures

Covariance-Based Differential Geometry

A different approach to exploit differential geometry for finding the surface type at each point of a range map consists in using covariance-based differential geometry [BECK1994]. Returning to Fig.3, one can compute a local covariance matrix $C_i$ at point $P$ of a range map as Eq. (18).

$$ C_i = \frac{1}{N} \sum_{i=1}^{N} (P - P_m)(P - P_m)^T $$

$P_m$ is defined as in Eq. (19) where $P_i$ is a point in the neighborhood of $P$ on the range map. It is assumed that $N$ points are selected in the neighborhood of $P$.

$$ P_m = \frac{1}{N} \sum_{i=1}^{N} P_i $$

As described in [BECK1994], the eigenvectors of $C_i$ are three orthogonal vectors, two of which, $t_1$ and $t_2$, lie on the tangent plane to the surface at $P$ (plane $\Pi_i$ in Fig.3) and the third one, corresponding to the smallest eigenvalue of $C_i$, is the normal $N_s$ to the tangent plane (and the surface) as suggested in [LIAN1990]. In [BECK1994], the two-dimensional covariance matrix in Eq. (20) is defined. In Eq. (20), $W_i$ is a two-dimensional vector defined as in Eq. (21) with $s_i$ being defined as in Eq. (22).

$$ W_i = s_i \left[ (P_i - P)^T \ t_1 \\ (P_i - P)^T \ t_2 \right] $$

$$ s_i = (P_i - P)^T N_s $$

As shown in Fig.4, vector $W_i$ is thus the difference between a point $P_i$ in the neighborhood of $P$ projected on the vectors in the tangent plane weighted by the distance $s_i$ between $P_i$ and the tangent plane $\Pi_i$ at $P$.

![Figure 4. Geometry for the vectors in Equations (16), (17) and (18)](image)

Beckman et al. define the quadratic form in Eq. (23) as a “covariance-based Weingarten map” for a vector $v$ in the tangent plane.

$$ H_C = v^T C_H v $$

Beckman et al. claim that the eigenvectors of $C_H$ are the principal directions on the surface, i.e. the directions of minimum and maximum normal curvature. They also define a covariance-based approach analogous to the Gauss map at a point $P$ of the range map as in Eq. (24) with vector $v_i$ defined as in Eq. (25).

$$ C_p = \frac{1}{N} \sum_{i=1}^{N} (v_i - v_m)(v_i - v_m)^T $$

$$ v_i = \left[ n_i^T \ t_1 \right] $$

The $2 \times 2$ matrix $C_p$ in Eq. (24) is the covariance matrix of the projections of the normal vector $n_i$ at points $P_i$ in the neighborhood of $P$, $v_m$ being the average vector of the projections. The eigenvectors of $C_p$ are the principal directions. The eigenvalues of $C_p$ provide information on the way the surface normal in the neighborhood of $P$ projects onto the tangent plane. For instance, if the surface in the neighborhood of $P$ is a plane, the normal vectors all map into a single point,
point P itself. When one eigenvalue is large and the other is small, the projection of the surface normal vectors map on a straight line and the underlying surface is a developable parabolic surface. Finally, when both eigenvalues are large, the surface is locally curved near P. Beckman et al. have applied the above covariance-based approach to segment points in a range map. In comparison with pure differential geometry approaches such as the one presented in [BESL1988], Beckman’s covariance-based approach can only identify three different types of surface: planar, parabolic and curved. A planar surface is identical to the “flat” surface type (with K = H = 0) in Table 1. A parabolic surface covers the cases of ridge (K=0, H<0) and valley (K=0, H>0) in Table 1 while a curved surface covers the other in Table 1. Consequently, the segmentation obtained by covariance-based differential geometry is less rich than the one obtained with classical differential geometry for the reason that, as demonstrated in [DIGN2014], even though the eigenvectors of C_P correspond to the principal directions, the eigenvalues of C_P are not equal to the principal curvatures κ1 and κ2 but are rather functions of their squared value as expressed in Eq. (26) and Eq. (27) (where r is the radius of the ball centered at P).

\[ \lambda_1-C_P = \frac{k_1^2 r^4 \pi}{4} + o(r^4) \]  \hspace{1cm} (26)

\[ \lambda_2-C_P = \frac{k_2^2 r^4 \pi}{4} + o(r^4) \]  \hspace{1cm} (27)

Because of this, it is not possible to find the sign of H and, consequently, to differentiate between ridge or valley or peak/pit in Table 1.

The following sections explain how these limitations can be circumvented and how the 3D data can be segmented into the seven surface types in Table 1 (here, minimal surface is considered as a saddle).

3. PROPOSED APPROACH

As mentioned previously, the sign ambiguity of the eigenvalues obtained by C_{II} prevents us from distinguishing some surface types. We propose a new technique that combines covariance-based differential geometry and the vector field implicit surface representation to segment the 3D data. Instead of working with each point and the neighborhood around that point, we rather work with the voxels in the volumetric grid containing the vector field and its 26 possible neighbors in the grid.

As mentioned above, handheld scanners for metrologic applications use retroreflective markers or natural features to estimate the pose of the sensor with respect to a reference frame chosen as the “world” reference frame. Secondly, using the vector field implicit surface representation, view registration, view integration and the estimation of the normal to the surface in each voxel of the field can be performed in real time as the 3D data is collected by the handheld sensor. The vector field is also built in the world reference frame. Since the pose of the sensor in the world reference frame is estimated in real-time, it is also possible to know on which side of the surface the sensor is when 3D data is collected and integrated in a voxel of the vector field. Knowing on which side of the surface the sensor is located when the data is collected and the surface normal in the voxel allows the orientation of this normal to be defined with respect to the direction of the optical axis of the sensor. This also allows the differentiation between peak/pit or ridge/valley and eliminates the limitations of covariance-based differential geometry (expressed by Eq. (26) and Eq. (27)) for surface segmentation. Based on the above, the strategy that is proposed for surface segmentation is to apply covariance-based geometry on the vector field implicit surface representation instead of on individual points, thus reducing the computational load considerably since hundreds of points if not thousands fall in a single voxel.

In the context of the differential geometry, when the orientation of the normal vector is given, then it is possible to observe that if

- The distance between the tangent plane and all of the points of a certain region around the particular point are positive, then the point is a peak surface.
- The distance between the tangent plane and all of the points of a certain region around the particular point are negative, then the point is a pit surface.
- The distance between the tangent plane and all of the points of a certain region around the particular point is both positive and negative, then the point is a saddle surface.
- The distance between the tangent plane and all of the points of a certain region around the particular point is both positive and zero, then the point is a ridge surface.
- The distance between the tangent plane and all of the points of a certain region around the particular point is both negative and zero, then the point is a valley surface.
- The distance between the tangent plane and all of the points of a certain region around the particular point is all zero, then the point is a plane.

We extend this concept into the vector field framework. Therefore, instead of using points we rather use a voxel and the neighbours around the voxel. With the additional knowledge of the direction of the surface normal (available in each voxel of the field), it is possible to exploit Eq. (22) on the neighborhood of a voxel to identify to which type of surface the points in this voxel belong to.
Implementation

Since the covariance matrix of the points falling inside a voxel is computed in real time, computation of the normal vector is also achieved in real time and is the eigenvector of the covariance matrix corresponding to the smallest eigenvalue. By implementing the vector field framework, the normal vector, the closest point to the surface (Eq. (3)), the sensor position and the voxel center are all stored in a voxel of the 3D grid. Therefore, all the values needed to compute the orthogonal distance from the tangent plane of a particular voxel to the neighboring voxels are provided. For each voxel in the 3D volumetric grid, there are 26 possible neighbors. We have to consider the neighboring voxels which contain much more than 3 points inside in order to have a reliable covariance matrix. This is not a problem since modern scanners can capture 250,000 points per second. We define the orthogonal distance form as

\[ \text{Distance}_j = (c_v(j) - c_v(0))^T n \]  

where \( j = 1 \) to 26 is the number of the neighbouring voxels around the voxel \( v_0 \), \( c_v(j) \) is the point on the plane approximating the surface in the \( j^{th} \) neighboring voxel (point \( c_v \) in Figure 2), \( c_v(0) \) is the point on the plane approximating the surface in the voxel of interest, \( n \) is the normal vector obtained from the covariance matrix in the voxel of interest of the vector field framework. \( \text{Distance}_j \), is a \( J \times 1 \) vector stored in each voxel of the vector field framework. An illustration in 2D to simplify visualization is given in Fig. 5.

![Figure 5. An illustration of Distance stored in a voxel of interest.](image)

The information of this matrix allows us to recognize the surface type in a given voxel as follow:

- If all of the values of the \( \text{Distance}_j \) are positive, then the surface in the particular voxel is a peak surface.
- If all of the values of the \( \text{Distance}_j \) are negative, then the surface in the particular voxel is a pit surface.
- If all of the values of the \( \text{Distance}_j \) are both positive and negative, then the surface in the particular voxel is a saddle surface.
- If all of the values of the \( \text{Distance}_j \) are both positive and negative, and the eigenvalues obtained by Eq.(26), Eq. (27) are equal then the surface in the particular voxel is a minimal surface. Which, in this paper are considered as belonging to the same category as the saddle surfaces.
- If all of the values of the \( \text{Distance}_j \) is both positive and zero, then the surface in the particular voxel is a ridge surface.
- If all of the values of the \( \text{Distance}_j \) is both negative and zero, then the surface in the particular voxel is a valley surface.
- If all of the values of the \( \text{Distance}_j \) are zero, then the surface in the particular voxel is planar.

No filtering or fitting operation are performed on the data.

4. EXPERIMENTAL RESULTS

In this section, the experimental results are presented to demonstrate the performance of our approach. The method is applied to 3D synthetic data: Plane, Sphere (peak, pit), Cylinder (Valley, Ridge) and Saddle surface, as well as 3D data which was obtained from a real scanner (Stanford repository) and a HandyScan 3D Laser Scanner by Creaform. The following experiments validate our method. The color map for different surface types is shown in Table 2.

<table>
<thead>
<tr>
<th>Surface Type</th>
<th>Colour list</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pit surface</td>
<td>Yellow</td>
</tr>
<tr>
<td>Ridge surface</td>
<td>Green</td>
</tr>
<tr>
<td>Valley surface</td>
<td>Black</td>
</tr>
<tr>
<td>Saddle and Minimal surface</td>
<td>Cyan</td>
</tr>
<tr>
<td>Peak surface</td>
<td>Blue</td>
</tr>
<tr>
<td>Plane surface</td>
<td>Red</td>
</tr>
</tbody>
</table>

Table2. Color map corresponding to different surface types

Fig.6 to Fig.14 show the result of the voxels segmented into different surface types. The color in the voxels is coherent with the surface types in each voxel. The results on synthetic spherical surfaces (peak in blue and pit in yellow) and the results on synthetic cylindrical surfaces, which are valley (black) and ridge (green) surface are shown in Fig.6 and Fig.7 respectively.
Figure 6. The result of the proposed covariance differential geometry segmentation on a synthetic sphere. (a) Shows peak in blue. (b) Shows peak in blue and pit in yellow color.

Figure 7. The result of the proposed covariance differential geometry segmentation on a synthetic cylinder. (a) Shows the ridge surface in green. (b) Shows the ridge surface in green and the valley surface in black color.

Figure 8. The result of the proposed covariance differential geometry segmentation on a synthetic saddle surface. (a) Shows the minimal surface (in this paper considered as saddle) in cyan. (b) Shows the saddle surface in cyan color.

Figure 9. Result of the covariance differential geometry segmentation on a synthetic planar surface. Fig.10 shows the segmented regions in a bunny’s head. One can observe on the model data the regions around the muzzle and cheek are pit and the regions around the ears are mostly cylindrical (valley and ridge). So as expected, Figure 9 (b) shows the region around muzzle and cheek in blue and voxels around the ear in green and black which prove the efficiency of our approach.

Figure 10. The result of the proposed covariance differential geometry segmentation on a 3D point provided by the Stanford repository. (a) Object mesh data. (b) The segmented regions on 3D points of bunny’s head.

Figure 11. The result of the covariance differential geometry segmentation on a 3D point provided by Stanford repository. (a) Object mesh data. (b) The result of the segmentation on the 3D points.
By referring to Fig.11 (a), it can be observed that the upper side of the bunny’s belly is peak surface and under the belly is more ridge and the regions around the claws of the bunny are mostly pit and valley. Clearly the regions between the belly and claws are saddle, and Fig.11 (b) provide a qualitative validation of our approach on the 3D points of the bunny.

![Figure 11.](image)

Figure 12. The result of the covariance differential geometry segmentation on a teapot. (a) Object mesh data. (b) The result of the segmentation on 3D points

It is apparent that for the teapot the main body is basically cylindrical. And it is also clear that the knob in the teapot is peak and the spout is a saddle surface. Fig. 12 and Fig.13 show the main body in green color which is a ridge surface and the knob in blue colour which demonstrate that the region is peak as expected. The spout in cyan color is also coherent with saddle surfaces.

![Figure 13.](image)

Figure 13. The result of the covariance differential geometry segmentation on a teapot. (a) Object mesh data. (b) The result of the segmentation on 3D points

The object shown in Fig.14 was scanned by a HandyScan scanner by Creaf orm. As labeled in Fig.14 (a) the red arrow shows the region that are curved and is a mixture of peak and ridge surfaces. The region shown by purple arrow is ridge. The blue arrow corresponds to a saddle surface. The regions on the object shown by the yellow arrow are peak. We obtain corresponding segmentation in Fig.14 (b) as expected.

![Figure 14.](image)

Figure 14. The result of the covariance differential geometry segmentation on a 3D point collected by HandyScan (Creaf orm) scanner. (a) Object mesh data. (b) The result of the segmentation on the 3D points

Performance Evaluation

To evaluate the performance of the proposed method, a comparison between quadratic fitting at each point of the point cloud and the proposed method using the vector field has been done. In this section, the details of estimating the performance timing in MATLAB (R2016a) installed on the system with CPU (Intel(R)Core(TM) i7-5820K CPU @ 3.30 GHz 3.30 GHz) and memory (RAM 48.0 GB) for the “teapot” object is presented. The total number of 3D points for the “teapot” object is 41472 points. To evaluate the performance time, we sample 20 points in the neighborhood of a point of the teapot. After sampling, a quadratic equation was fitted on the sampled points. The execution time was “37.3792” seconds for the 20-point neighborhood. For a total number of points of 40000 points, the estimated time to perform the quadratic fitting would be around 74000 seconds. On the other hand, the time required to run the proposed method on the vector field representation using covariance-based differential geometry is 1027.6 seconds, which is much shorter than the performance time for quadratic fitting on the points. This performance is achieved for a vector field grid composed of 35991 voxels with 23661 non-empty voxels. Only the non-empty voxels are processed.

5. CONCLUSION and FUTURE WORK

In this paper, we revisit the concepts of differential geometry used for the segmentation of range maps into different surface types in the more recent context of implicit surface representation and demonstrate that differential geometry can be used efficiently for surface segmentation without the need of surface fitting or the estimation of derivatives.
The paper also extends the concepts used for range maps to unorganized point clouds. There is a significant advantage of combining covariance-based differential geometry approaches and the vector field framework since the segmentation does not require surface fitting. The key point in our approach is that instead of working with points, we are working with voxels and their neighbors, which reduces the computational complexity. The future work of our approach is choosing a higher-level reconstruction method for the surface in the segmented regions, then investigating the continuity between the segmented voxels and their neighbors which do not require high order surface representation.
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ABSTRACT

Direct measurements of airway tree and wall areas are potentially useful as a diagnostic tool and as an aid to understanding pathophysiology underlying of the airway diseases. Direct measurements can be made from images obtained using computer tomography (CT) by applying computer-based algorithms to segment airway, however, current validation techniques cannot establish adequately the accuracy of these algorithms. Additional, the majority of the studies only include the airway from trachea to bronchi’s tree avoiding the upper respiratory system, because the main problems appears in the lower respiratory system, for example, asthma and chronic obstructive pulmonary (airflow obstruction or limitation, including chronic bronchitis, emphysema and bronchiectasis).

Airway tree segmentation can be performed manually by an image analyst, but the complexity of the tree makes manual segmentation tedious and extremely time-consuming (require several hours of analysis), only including trachea and lower airway system. Airway segmentation in CT images is a challenging problem for two reasons, it is a complex anatomy and exists limitations in image quality inherent to CT image acquisition. This paper describes a semi-automatic technique to segment the airway tree (upper airway system and trachea), using CT images of head-neck and applying a fast marching algorithm. Additionally, a heuristic is proposed to determine the algorithm parameters without have to review manually all structures to segmentation.

Keywords
Image segmentation, Airway tree, Fast marching, Computed tomography.

1. INTRODUCTION

Image analysis techniques have been broadly used in computer-aided medical analysis and diagnosis in recent years [3][4][5][6][7]. Computer-aided image analysis is an increasingly popular tool in medical research and practice, especially with the increase of medical images in modality, amount, size, and dimension. Image segmentation, a process that aims at identifying and separating regions of interests from an image, is crucial in many medical applications such as localizing pathological regions, providing objective quantitative assessment and monitoring of the onset and progression of the diseases, as well as analysis of anatomical structures [8][9][10][11][12]. A number of techniques have been developed for segmenting and analyzing the 3-D airway tree. Kitasaki et al. [13] used a voxel classification based on local intensity structure. Hirano et al.[14] used the cavity enhancement filter and the region-growing method. Park et al. developed an integrated software package utilizing a new measurement algorithm called mirror-image Gaussian fit (MIGF), that enables the user to perform automated bronchial segmentation, and measurement. In addition, MIGF permits to delineate the outer wall of bronchia. Bauer [16] used Gradient Vector Flow (GVF) method to produces accurate segmentation of the airway lumen. Aykac et al. [1] used grayscale morphological reconstruction to identify candidate airways. Park et al. [17] used 3-D confidence connected region growing (CGRG) method to extract lower and upper airways of the bronchi.

Many researchers agree that the complex branching structure of the human airway tree can be examined using computed tomography (CT) imaging. Quantitative analyses can be performed on the three-dimensional (3D) airway tree to evaluate tree structure and function [2][18][14][15][17]. It is important to note that most of segmentations are performed of the trachea and the lower airway tree, but in our case, the segmentation of the upper airway and trachea is necessary, since the results will be used to characterize the possible causes of sleep apnea in a series of 387
patients.
In this paper we will use the level sets technique proposed for Osher and Sethian in 1988 [19], specifically, the fast marching method introduced by Sethian in 1995 [20][21]. As shown by Sethian, fast marching is a set of finite difference numerical techniques that were constructed to solve the Eikonal equation, which is a boundary value partial differential equation. These techniques rely on a marriage between the numerical technology for computing the solution to hyperbolic conservation laws and the causality relationships inherent in finite difference upwind schemes. Fast marching methods are Dijkstra type methods, in that they are closely connected to Dijkstra’s well-known network path algorithms [22].

2. MATERIALS

Our proposed method has been applied to 70 patients. By each patient, two CT scan were acquired, one in awake and other in induced sleep. The dataset include the head and thorax, because we are interested in the upper airway and the trachea, specifically, from the lower trachea to the nasal conchae as illustrated in Fig. 1. The paranasal sinus region contains several membrane-like structures, affected by partial volume effects, which renders the segmentation as a non-trivial process. Additionally, poor contrasts are usually caused by existing metal parts (tooth implants or other implants) that appear in extremely high intensities relative to the actual anatomical structures. The image size of all patients dataset is 512×512 pixels in each slice, 460 - 840 slices per image, 0.368-0.586 [mm] in pixel spacing, and 0.299-0.301[mm] in slice spacing, respectively.

3. METHOD

Fast marching methods are finite difference techniques, more recently extended to unstructured meshes, for solving the Eikonal equation of the form[21]:

$$|\nabla T|F(x, y, z) = 1, T = 0$$ on \( \Gamma \)

This can be thought of as a front propagation problem for a front initially located at \( \Gamma \) and propagating with speed \( F(x, y, z) > 0 \). The evolution of the function is controlled by a partial differential equation in which a speed term \( F \) is involved. In our case, we use the fast marching filter implemented in ITK as illustrated in Fig. 2.

A typical speed image is produced by mapping of gradient magnitude of the original image. The mapping is selected in such a way that regions with high contrast will have low speeds while homogeneous regions will have high speed. In this case the mapping of gradient magnitude is made with a sigmoid function. The fast marching filter will propagate a front starting from the seed points defined for the user and traveling with the speed computed from the speed image. This should result in the contour slowing down close to object edges. The result of the filter is a time-crossing map which indicates for each pixel, how long it took to the contour to reach this pixel.

3.1 Gradient magnitude

Obtaining a good gradient magnitude is important to define the limits of the structures that you want to segment and thus be able to apply a sigmoid filter to obtain the speed function that the fast-marching algorithm will use. According to the above, it is necessary to determine the most appropriate algorithm and parameters to obtain the maximum gradient...
magnitude. These algorithms are associated with edge detection achieving as indicated by Canny and Deriche [25][26], applying an efficient criterion for edge detection, which allows a good detection, localization and good response to a single edge.

The good detection implies that there must be a very low probability of failure in detecting a real edge at some point and a low probability of scoring points that are not edges. This criterion as indicated by Canny [25], corresponding to maximize the signal-noise ratio (SNR), which means, find the maximum response of the detection criterion, which correspond to find the best operator to detect edges only.

To detect sudden intensity changes in the image two approaches have been used. The first, location of the extremes (maxima and minima) of the first derivative of the intensity function (image), and the second, location of the zero crossings or transitions from negative to positive values, or vice versa, from the second derivative of the intensity function (image). Besides these detectors based on the gradient or Laplacian, others have been proposed by optimizing certain criteria related with edge detection, the most popular algorithms are the Canny [25][27] and Deriche [26].

In this case, Deriche’s algorithm which is based on the Canny will be used because proposes a robust formulation for the detection and location. In addition, using the Deriche-filter leads to a distortion of the amplitudes of the edges depending on their direction. The implementation presented by ITK for Deriche filter is called "RecursiveGaussianImageFilter" [24], the base class is defined to calculate the convolution of the IIR filter with a Gaussian kernel approach

$$\frac{1}{\sigma \sqrt{2\pi}} e^{-\frac{x^2}{2\sigma^2}}$$

(2)

This class, according to ITK documentation, implements the Deriche’s recursive filter proposed in his paper [26] and details or modifications presented by Deriche [28] and Farneback et al. [29]. Meanwhile, the magnitude of the gradient is calculated using the filter called "GradientMagnitudeRecursiveGaussianImageFilter", which convolved with the first derivative of a Gaussian function and invokes Deriche filter. In addition, the sigma (σ) parameter according with ITK is measured in spacing units of the image.

3.2 Sigmoid function

According to documentation provided by ITK [24], the sigmoid filter is commonly used as a transformation of intensity. Through this filter, for a specific range of intensity values is generated a new range of intensity obtaining a very smooth and continuous transition at the boundaries of the range. A sigmoid function is widely used as a mechanism to focus attention on a particular set of values and progressively reduce the values outside that range. It should be noted that this filter is a pixel operator, that is, for a given input generates a single output value.

The implementation of the sigmoid filter in ITK includes four parameters that can be adjusted to select their range of input and output intensity. Equation (3) represents the sigmoid transformation applied to each pixel of the image [24].

$$I' = (\text{Max} - \text{Min}) \cdot \frac{1}{1 + e^{-\frac{(x-Min)}{\alpha}}} + \text{Min}$$

(3)

The heuristic proposed by ITK to find the appropriate values to evaluate the sigmoid filter is: taking the image result to calculate the gradient magnitude, you must select the minimum value (K1) along the contour of the anatomical structure to be segmented. Then select the mean value (K2) of the gradient magnitude at the center of the structure. Under ideal conditions, K1 will always be greater than K2. This happens because K1 is located on the contour and K2 is located in the valley of the structure to be segmented. These two values indicate the dynamic range to be mapped to the interval [0, 1] in the resulting image, which will be used as the speed function for Fast Marching segmentation method. After other considerations, this mapping will produce a speed image such that the level set, it will march rapidly on the homogenous region and it will stop on the contour. The suggested value for β is (K1+K2)/2 while the suggested value for α is (K2-K1)/6, which must be a negative number. In our case, determine the appropriate value for K1 is quite difficult and tedious because the target structure is elongated and presents complex regions (upper airway), requiring much time to explore the contours per-slice.

One important phase in the segmentation process is based on the adaptation (tuning) of gradient magnitude and sigmoid function parameters. The approach is based on define the parameters using visual information obtained from ideal behavior of the functions. This will reduce time-consuming due to the user-interaction required per-slice.

4. RESULTS

Pre-processing is first performed on the image, which includes denoising the dataset using an edge-preserving smoothing filter (e.g. Anisotropic Diffusion). The use of such smoothing is preferable
since traditional blurring approaches tend to resolve thin, sharp structures that are important in our case. Then, "GradientMagnitudeRecursiveGaussianImageFilter" filter was applied to calculate the magnitude of the gradient.

As the objective is to determine the best value for sigma (σ), various tests were performed. Table 1 presents the results for a CT image (patient No. 1), varying the value of sigma between 3.0 and 0.01 (some intermediate results were omitted). As the value of sigma (σ) is reduced, the edges are appreciated more centered (focused) and localized, but this does not imply that they are of better quality (magnitude) to apply sigmoid filter and therefore obtain good segmentation of the desired region.

Since the maximum value of the gradient magnitude is locally obtained, the maximum and minimum values for the entire dataset (70 CT) were taken. Fig. 3 shows the behavior obtained by varying the sigma value between 3.0 and 0.01. The sigma value with which the maximum values for the gradient magnitude are obtained is 0.09, except in some cases whose maximum value is in sigma 0.1 and 0.08. These results are independent of the intensity range and spacing present in the images.

Now, verification of obtained values from the gradient magnitude images is required, for this an axial slice of the 3D image located in the area of interest (airway) is taken. Fig. 4 illustrates the analyzed region between points 213-279. Values along the x-axis are extracted and then plotted as shown in Fig. 5. The value of gradient magnitude at the edge of the analyzed region is increased as the value of sigma is decreased. The maximum value at border points (edges at 228 and 262) is reached when sigma value is 0.09 and then remains stable.

From the above, we can conclude that the best sigma value is located between 0.1 and 0.09, so the tests of the sigmoid filter will be made with a sigma value of 0.09.

Sigmoid filter require values K1 and K2 that must be obtained from observing the gradient magnitude image. This is easier for regions to segment with certain characteristics, for example, small size and
easy navigation to extract these values accurately. But unfortunately, the above is not manageable for long structures that occupy a lot of CT slices, such as airways or blood system. The sigmoid filter was applied to the gradient magnitude images with values to K1 between 100 and 500 and K2 between 4 and 10. Just as for gradient analysis, a slice in the region of interest was taken and the sigmoid behavior was plotted as shown in Fig. 6. To small values of K2 abrupt changes occur in the sigmoid function inside the structure. But according with the definition, it is expected that the speed function allows the propagation of level-set, thus, the speed function must go to zero smoothly on the structure boundaries, and this behavior was verified as shown in Fig. 7.

Several curves cross with x-axis, which can generate an over-segmentation (overflows the propagation front). The behavior of the sigmoid should be smooth and should not cross x-axis in the boundary of structure. Based on the above, the user can select the set of curves that best satisfy the described conditions, achieving thus determine the most appropriate values for K1 and K2. In our case, the values for K1 and K2 correspond to the interval 130-160 and 6-8 respectively.
Applying the fast marching algorithm with the parameters defined using the proposed heuristic, it is observed that as the parameter $K_1$ is close to value 150, the results generated are closer to the real boundary of the desired structure. This imply that the proposed values are suitable for segmentation, as illustrated in Fig. 8. Further, as indicated, when the value of $K_1$ (minimum value on the structure boundaries) is high, it is obtained an over-segmentation and vice versa a sub-segmentation.

Fig. 6 Fast marching results for $K_1=\{170, 150, 140, 130\}$ and $K_2=6$.

With this new heuristic to determine the parameters to evaluate the gradient magnitude ($K_1, K_2$) and speed function defined for these values, the time-consuming to explore the structures to define $K_1$ and $K_2$ is less. This permit to eliminate the overall review of the structure to be segmented.

5. CONCLUSIONS

We have proposed a heuristic that can be split into two main stages: Gradient magnitude and speed function. The key point of the gradient magnitude is to use optimal recursive and separable filters as Deriche proposed to obtain approximate gradient or Laplacian. Select the maximum value reduces the possibility of fronts propagation overflow outside the structures to segment, which is associated with the second key point. The speed function can be defined using the desired behavior of sigmoid function and adjusting its values in the structure boundaries. This takes less time-consuming that search in all CT images that include part of the structure.
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