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ABSTRACT 
Interactive visualisations on the Internet have become commonplace in recent years. Based on such publicly 

available visualisations, users can obtain information from various domains quickly and easily. A location-

specific method of data presentation can be much more effective using map visualisation than using traditional 

methods of data visualisation, such as tables or graphs. This paper presents one of the possible ways of creating 

map visualisations in a modern web environment. In particular, we introduce the technologies used in our case 

together with their detailed configuration. This description can then serve as a guide for the customisation of the 

server environment and application settings so that it is easy to create the described type of visualisation outputs. 

Together with this manual, specific cases are presented on the example of an application which was developed to 

display the location of medical equipment in the Czech Republic based on data collected from healthcare 

providers. 

Keywords 
medical equipment, data analysis, map visualisation, healthcare, Czech Republic. 

 

1. INTRODUCTION 
Data visualisation is a huge interdisciplinary domain 

that has reached mainstream consciousness: an ever 

increasing number of not only professionals, but also 

academic, government and business organisations 

have become interested and involved in this matter 

[Kirk16]. Proper data visualisation requires the 

understanding of input data, which can often be rather 

complex, combined with an analytical point of view 

of data processing as well as the interpretation by end 

users. Each new opportunity for data visualisation 

represents a new and unique presentation of a certain 

data set. Development and implementation of any 

innovative and interactive web-based project of data 

visualisation is quite a challenging issue in terms of 

smooth and effective delivery of presented 

information to selected target groups of users 

[Murr17]. The main goal should always be to help 

users explore available data sets based on different 

views and allow them to choose their own ways of 

obtaining customised data subsets. Geographic maps 

are one of the most commonly used approaches for 

data visualisation. It has been used as a metaphor for 

visualisation, which produce a more readable form 

for those people who are familiar with reading maps 

[BYPA15]. 

With the proliferation of information graphics and 

online tools that create interactive data visualisations, 

combined with research that shows the effectiveness 

of including visuals in medical and healthcare fields, 

there is an increased urgency to determine effective 

practices for their creation and use [MeWa17]. In this 

particular domain, many modern and interesting 

projects aspire to present their data sets using web-
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based map visualisations to make high-quality 

information available to anyone interested. With the 

growing trend of health data production among all 

involved stakeholders, data visualisation applications 

have become very popular in the last decade. Several 

recent examples are briefly introduced below. The 

Institute for Health Metrics and Evaluation1 aims to 

improve the health of the world’s populations by 

providing the best information on population health. 

UNICEF and the World Health Organisation2 have 

together developed a web portal containing all 

available data and the latest child mortality estimates 

for each country. The Health Intelligence project3 

highlights applications on how data can be used, 

transformed to meaningful information and 

subsequently communicated online. It represents an 

integrated set of data, methods and processes, tools 

and individuals working together in order to turn 

health data in insights and actionable information, 

converting information into evidence and knowledge, 

and ultimately communicating findings, results, and 

key messages to all those who need them. 

Purpose of the Map of Medical 

Equipment 
The joint workplace of the Institute of Health 

Information and Statistics (IHIS) of the Czech 

Republic and the Institute of Biostatistics and 

Analyses (IBA), Faculty of Medicine, Masaryk 

University has been producing a large amount of 

valuable analyses, reports and publications intended 

for the general public, representatives of regional 

authorities as well as healthcare providers. Selected 

results are also presented online in the form of 

interactive data browsers (dynamic presentation of 

data) and slideshows presentation tools (static 

presentation of data). 

The Map of Medical Equipment (MME), which is 

available at https://ztnemocnice.uzis.cz, is a pilot 

representative of an interactive web-based application 

aimed at displaying the availability of different 

categories of medical equipment in individual 

healthcare providers in the Czech Republic. The map 

was developed under the guarantee of the joint 

workplace of IHIS and IBA. The use of all the 

developed map visualisation has the significant 

advantage that most people understand geographic 

maps easily thanks to their early exposure to maps in 

schools. In nowadays in no such as application in 

Czech governmental sphere which shows locations of 

bought medical equipment by healthcare providers. 

Therefore, this tool is useful for checking this kind of 

1 http://www.healthdata.org 

2 http://www.childmortality.org 

3 http://www.publichealthintelligence.org 

information by governmental workers, healthcare 

facilities’ stakeholders and citizens. 

2. METHODS 
The IHIS is responsible for the development of the 

platform as well as for the preparation of underlying 

data. As part of the development, the application is 

continuously automatically deployed on development 

servers, where their internal review can be carried out 

by a wider group of workers and guarantors. After 

approving individual bundles of changes, it is then 

deployed to IHIS production servers. The deployment 

process is partially automated using the Jenkins 

automation server [Jenk00]. 

Deployment environment 
The deployment environment consists of four 

mutually dependent instances: (i) a development 

webserver with a continuous integration system, 

(ii) a production webserver, (iii) an application server 

with a distributed version control system and (iv) an 

application server with map sources. All of the 

above-mentioned instances are scalable virtual 

machines located on the same physical machine. An 

Ubuntu Server 16.04 with Long Term Support (LTS) 

with the application packages described in Section 

3.1 provides the environment for running these 

servers. 

Data layer 
The data upon which the application is built are 

stored in a PostgreSQL 9.5 database system 

[Momj01, Post00]. The database was created in the 

Entity first way that can be performed with services 

provided by the Doctrine2 ORM framework 

[Dung13]. The database and public schema were 

created using the Symfony commands 

doctrine:database:create and doctrine:schema:create 

while the meta information about the database was 

taken from the symfony parameters.yml config file. 

After the entities were created, another command 

(doctrine:schema:update) was used to create database 

tables and sequences necessary to prepare the 

database for data import. This time, meta information 

was taken from the attribute annotation in the entity. 

All steps necessary to make the data cleaned and 

prepared were performed in R language4, version 

3.4.3. The tables were saved as csv files in UTF-8 

encoding and the import itself was carried out using 

the pgAdmin III import tool. This tool also makes it 

possible to reimport the whole data set or import new 

data rows easily without the need for writing insert 

commands in cases when new data are delivered to 

the web development department. 

4 https://www.r-project.org/ 
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Figure 1: Conceptual model of database entities 

 

The MME application is based on a simple database 

schema that relies mainly on two tables (conceptual 

model in Figure 1). The description of all healthcare 

facilities (hospitals, physicians, dentists etc.) 

providing any medical equipment is stored in the 

“provider” table. The reports containing the number 

and type of medical equipment provided by medical 

facilities are stored in the “t_report” table. 

The schema is complemented by listings carrying the 

information of machine type, provider type, region 

and district. 

Data sources 
Data were obtained from two different sources: the 

National Register of Healthcare Providers5 and the 

Annual Report on Medical Equipment of 

a Healthcare Facility [Výka00]. The former contains 

a list of medical facilities; besides general 

information (such as the address and type of facility), 

GPS coordinates are also available, and these can be 

used to display the provider on a map. The latter 

source includes reports on equipment that must 

compulsorily be completed each year by all 

healthcare providers. 

Data preparation for visualisation with 

Leaflet 
Leaflet is an open-source library written in Javascript. 

It is used for the development of interactive maps 

within responsive web applications and portals. It 

works efficiently across all major desktop and mobile 

5 http://nrpzs.uzis.cz/ 

platforms. The core of Leaflet can be extended with 

various plugins (such as routing features, heatmaps, 

geocoding etc.) and weighs just about 38 kB of 

Javascript code which is free to extend thanks to the 

open licensing [Leaf00]. 

Initialisation of a Leaflet map requires tile layer 

specification. There are many options for Leaflet map 

providers (see the official site at 

https://leafletjs.com/). We have used the 

OpenStreetMap tile layer in MME. After tiles are 

defined, initial map zoom, view and graphical points 

can be added. Each point requires GPS coordinates to 

be drawn. Furthermore, points may carry custom 

information in terms of their icon, colour or tooltip. 

The Leaflet map then becomes an interactive map 

that allows users to zoom in and out, move around 

a specific tile layer, click on specific points and 

display the included information. 

Types of views 
MME provides several views of the data. Users can 

get a comprehensive picture of the latest reported 

situation on medical equipment either across the 

Czech Republic or in individual regions or cities. 

Data selection can be refined by choosing a specific 

type of equipment or a specific region. The primary 

visualisation element is a map layer with an extra 

layer of points: each point symbolises a particular 

provider. If more than one healthcare providers are 

located at the same address (and therefore in the same 

coordinates), the point is shared. Details of individual 

healthcare providers are also available, combined 

with all necessary information (identification, name 

of institution, address, list of medical equipment). 
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Last but not least, the search of the nearest providers 

with a certain type of technique is available based on 

the address entered and with optional navigation 

support. Some of views are described in the Results 

chapter. 

Geocoding with Nominatim 
Nominatim is a search engine for OpenStreetMap 

(OSM) data sources and can be generally described 

as a reverse geocoder for OSM data: it searches OSM 

data by name and address and generates synthetic 

addresses of OSM points. The tool is maintained 

under the General Public Licence (GPL) v2 licence 

and can be used as an own hosted installation (our 

use-case described as follows) or free service hosted6. 

2.1.1 Nominatim installation 
Nominatim is supported by Linux only, as a package 

for Ubuntu or Centos distributions or as a docker 

container [What00]. In case of own installation, it is 

important to follow the package requirements. 

Nominatim is dependent on the following general 

packages: (i) Python (version 3.0 or higher), 

(ii) PostgreSQL (version 9.1 or higher), (iii) PHP 

(version 5.4 or higher) and (iv) Apache or Nginx 

webserver. In addition, Nominatim requires some 

extra packages for its full operation: (i) GIS spatial 

DB backend for PostgreSQL - PostGIS (version 2.0 

or higher) for storing structured OSM data and 

(ii) Osmium library for Python – PyOsmium, which 

maintain OSM data source up-to-date.  

Hardware requirements for Nominatim depends on 

both the size and type of imported map sources. Most 

frequently, there are two types and sources of the 

maps: (i) original maps sources in the XML format 

are available on the OSM website7 or (ii) data 

extracts in OSM.PBF format8 are used. For our 

purpose, we chose data extracts for a number of 

reasons: (i) the package contains raw OSM data, 

(ii) the package is fully suitable for Nominatim, 

(iii) our data are 100% pure and unfiltered, (iv) the 

package contains all OSM metadata, (v) the packages 

are updated several times a day, (vi) our data are 

GDPR compliant, (vii) additional packages for 

Wikipedia rankings and Points of Interests are 

available and (viii) the package can be downloaded 

free of charge. 

Maps can be imported for the entire Earth, for 

a selected continent or for a set of countries. Package 

sizes for example in our use-case are typically as 

follows: (i) 60GB for the entire Earth, (ii) 19GB for 

Europe or (iii) about 700MB for data source. General 

6 https://nominatim.openstreetmap.org/ 

7 https://planet.openstreetmap.org/ 

8 https://download.geofabrik.de/ 

requirements (the interval mentioned below is defined 

from an import for one small country, such as the 

Czech Republic, an import for the entire Earth) are: 

(i) CPU from 2 to 6 cores with HyperThreading, 

(ii) RAM from 4GB to 32GB and (iii) HDD from 

30GB to 1TB disk space. Data sources in the OSM 

format are compressed and after their import into the 

database, it will take more space and consume lot of 

computational time for the process of import. For 

example, data sources for the Czech Republic take up 

700MB as source in a OSM file and 12GB as raw 

data PostgreSQL database; their import takes 6 hours 

on SSD and 11 on mechanical HDD for an allocated 

four core virtual server with 8GB RAM. 

Address resolving with Nominatim’s API 
Address resolving can be carried out in two ways: 

(i) via a graphical user interface (GUI), provided by 

a Nominatim page running on the web server, see 

Figure2 and Figure 3, or (ii) via an application  

programming interface (API) using the standard 

HTTP methods. 

The API is a tool used to search through 

OpenStreetMap data either by name and address (the 

user begins with the address and an appropriate 

geographic coordinate is returned) or by reverse 

geocoding (the user begins with a geographic 

coordinate and the nearest known address is 

returned).  

The example query for resolving the address 

“Postovska3, Brno” geographic coordinate with 

request for address details; the XML output can be as 

follows: 

https://nominatim.openstreetmap.org/search?q=3+p

ostovska+brno&format=xml&polygon=1&addressde

tails=1 

For this query, the response shown in Figure 4 is 

returned.  

Nominatim API supports national abbreviations for 

common short-term names for street and square terms 

and supports national and regional languages sets, 

queried as UTF-8 search strings. 

3. Results 
In this section, we describe the web-based application 

providing a complex overview and an advanced 

searching feature using interactive web-based maps. 

The first part is focused on the background of the 

whole application and should summarise all tools 

needed for the creation of such an application. The 

second part describes a specific part of MME from 

the user’s point of view. 
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Technical description of the toolkit 
This paper summarises libraries, frameworks and 

operational system environment settings which are 

needed for the creation of interactive web-based map 

visualisations like these in MME. 

 

 

 

Figure 2: Nominatim query via GUI (search engine) 

 

 

Figure 3: Nominatim query via GUI interface (location detail) 
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Figure 4: Nominatim query via an API interface (returned XML data for an example query) 

 

Of course, that this is not the only approach possible 

and there could certainly be different equivalents; this 

is just an example shown on our specific case. The 

following list shows individual parts of the toolkit, 

divided into several categories: 

• Operation system environment: Ubuntu 16.04, 

PHP 7.0, Python 3.0 

• Persistent layer: PostgreSQL 9.5, Doctrine 

DBAL 2.8 

• Application’s backend: Symfony 3.4 

framework for PHP. Doctrine ORM 2.5, Twig 

template engine 2.0 

• Frontend and user interface: Leaflet 1.3, 

Select2 4.0, jQuery 2.2.4, d3.js 3.5 

Use case: Finding the nearest healthcare 

provider 

Based on this view of healthcare providers and their 

reported medical equipment, the user is able to find 

the closest providers with specific medical equipment 

quickly and easily. The typical user workflow is as 

follows: 

• The user chooses which category of medical 

equipment or type of healthcare provider is 

interesting for him/her. 

• The user then types the address he/she wants to 

find. 

• The portal returns the list of suggested addresses 

that match the given expression. 

• The user chooses one of the suggested addresses. 

• The position of the chosen address is plotted on 

the map and a circle of ten-kilometre radius is 

highlighted from this address. All providers 

within a radius that meet the conditions selected 

in point 1 are displayed on the map and listed in 

a table below the map (see Figure 5). 

• It is possible to increase or decrease the size of 

the above-mentioned radius by typing a specific 

value above the map. 

• The user can then view the details of one of the 

listed providers or start navigating from the 

selected address to a healthcare provider. 

4. Discussion and future work 
The MME interactive portal provides a clear and 

comprehensive information about 15,104 pieces of 

medical equipment divided into 76 categories from a 

total of 209 healthcare providers, which are located in 

14 regions in terms of global geographical overview 

and accessibility. The published data refer to all 

providers of inpatient care who have completed the 

obligatory Annual Report on Medical Equipment. 

The currently presented information (January 2019) 

on medical equipment is valid as of December 31, 

2017. The user can choose among four ways of 

getting a detailed map of medical equipment of 

his/her interest: (i) searching by healthcare provider, 

using either provider name, VAT identification 

number or provider type, (ii) searching by medical 

equipment category, (iii) searching by region and 

district, (iv) accessibility searching by location using 

address, where all closest providers having selected 

medical equipment can easily be found in a particular 

distance radius. The results on a given query are 

always presented by geographic data in the form of a 

zoomable map as well as in the form of a data table 

with orderable columns.  
We have created a non-trivial portal consisting of 

several map visualisations and detailed medical 

equipment listings. Collected data can be displayed 

from several different points of view, and individual 

views are connected with intelligible navigation. We 

have achieved this result by linking the technologies 

and tools described in this paper, which were 

combined together with an appropriate set-up of 

individual components. 
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Figure 5: Search of the nearest healthcare providers 

 

During the entire period of application run up to now, 

we have not experienced any long-term service 

outages or performance fluctuations, not even during 

the moments of automatic daily updates of 

a persistent layer from an external resource 

containing information about healthcare providers 

(National Registry of Healthcare Providers). In order 

to present a complete dataset on our MME, import of 

all healthcare providers records from across the 

Czech Republic will definitely be the next step 

forward. This improvement will follow essential 

changes in the Czech legislation, where the Ministry 

of Health of the Czech Republic is the leading 

competent authority. 
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Steinmüllerallee 1
51643, Gummersbach,

Germany
benjamin.meyer@th-koeln.de

Martin Eisemann
Technische Hochschule Köln
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ABSTRACT
Simultaneous Localization and Mapping aims to identify the current position of an agent and to map his sur-
roundings at the same time. Visual inertial SLAM algorithms use input from visual and motion sensors for this
task. Since modern smartphones are equipped with both needed sensors, using VI-SLAM applications becomes
feasible, with Augmented Reality being one of the most promising application areas. Android, having the largest
market share of all mobile operating systems, is of special interest as the target platform. For iOS there already
exists a high-quality open source implementation for VI-SLAM: The framework VINS-Mobile. In this work we
discuss what steps are necessary for porting it to the Android operating system. We provide a practical guide to
the main challenge: The correct calibration of device specific parameters for any Android smartphone. We present
our results using the Samsung Galaxy S7 and show further improvement possibilities.

Keywords
Augmented Reality; Visual Inertial SLAM; Smartphones; Camera calibration

1 INTRODUCTION
Visual inertial SLAM describes a class of algorithms
that use both visual and inertial measurements to build
a map of the environment and at the same time locate an
agent in it. Besides the research field of robotics, they
also are of interest for Augmented Reality (AR) appli-
cations. In this application context, the goal is the per-
spectively correct rendering of virtual 3D content for
a given viewing position, either using see-through de-
vices like the Microsoft HoloLens or on top of a live
recorded camera image.

Recently, computing hardware has been getting more
and more powerful. The smartphone market in partic-
ular is developing very fast. This rapid progress makes
algorithms that required powerful desktop hardware a
few years ago now suitable for use on mobile devices.

In order to enable a robust and therefore immersive aug-
mented reality experience on the users’ devices, three-
dimensional localization within the environment is re-
quired. However, most freely available augmented real-

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

ity frameworks only offer tracking of specific markers.
Since all popular smartphones are equipped with a cam-
era and an inertial measurement unit (IMU) these days,
visual inertial odometry and SLAM poses a suitable so-
lution for this problem. To utilize these algorithms a set
of device specific parameters has to be known before-
hand.

The intention behind this work is to give a simple ex-
planation of the steps that are required to port an ex-
isting framework to Android. We focus especially on
providing a comprehensible and practical guide for de-
termining these parameters. Less relevant parts, like
translating the code base, are omitted for the sake of
clarity as they are highly depended on the individual
framework. The procedures are exemplarily explained
on the basis of the framework VINS Mobile [LQH∗17],
which is originally only available for iOS and has been
ported to Android in the course of this work. However,
the procedure of porting and calibrating the parameters
are of relevance for other algorithms or frameworks as
well.

This work is divided into six sections:
Section 2 gives an overview over the recent develop-
ment in the field of Augmented Reality frameworks as
well as the research field of visual inertial SLAM al-
gorithms. It also provides a brief introduction into the
algorithm behind the VINS-Mobile framework. In Sec-
tion 3 we show the different steps that are required to
calibrate the device specific parameters. Section 4 ex-
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plains the main problems we encountered in regards to
Android hard- and software. We present and analyze
the results of our quantitative and qualitative tests in
Section 5. Finally, in Section 6 we list options of fur-
ther improvements for future work.

2 RELATED WORK
There are many different ready-to-use solutions in the
field of augmented reality applications and frameworks.
The favored open source candidate for arbitrary AR-
projects seems to be the AR framework ARToolKit
[ARTa]. Its compatibility with Unity and the capabil-
ity to develop a single application for multiple plat-
forms simultaneously surpass the capabilities of most
other open source frameworks. In the current version,
however, it offers no possibility to recognize or track a
3D environment using feature matching. It is limited
exclusively to 2D images or markers. Future versions
of this framework are said to improve feature tracking
and add area recognition. But the official development
seems to have come to a standstill, after it was bought
by DAQRI. In the future, development is planned to be
continued as the new project artoolkitX [ARTb] by the
open source community. Compared to this framework
other open source solutions are even more limited in
scope and function; some offer nothing more than a
simple abstraction layer around the image processing
library OpenCV [OPE].

Furthermore, some proprietary solutions are available,
but they are not completely open-sourced and often
come at a high financial price in later use. Some of these
are Vuforia [VUF], Kudan [KUD], MAXST [MAX] and
Wikitude [WIK], as well as the free to use ARKit [ARK]
from Apple and ARCore [ARC] from Google. It has to
be mentioned that recent advancements in these propri-
etary frameworks included the implementation of more
complex localization and tracking algorithms. These
features are often called markerless tracking, or just
motion tracking. In addition, some of the frameworks
like ARKit and ARCore also support basic understand-
ing of the scene through plane detection. Even though
being rich in features, the fact that they are either very
costly or not completely open-source is a knockout cri-
terion for when adaptability is a high priority like in a
research context.

In the general field of visual inertial odometry and
SLAM algorithms, there are many approaches often
coming with open source implementations. They
can be categorized into filter-based approaches, such
as [LM13, HKBR14,BOHS15] and optimization-based
approaches such as [IWKD13, SMK15, LLB∗15].
Filter-based ones usually need less computational
resources and optimization-based ones might provide
greater accuracy. However, most of these are designed
or implemented for other platforms with different

hardware requirements, the calculations are often
done offline, not in real time or on powerful desktop
hardware.

One of the few mobile solutions is VINS-
Mobile [LQH∗17], the iOS port of the VINS-Mono
project [QLS17]. The source code and the underlying
scientific papers are publicly available [VIN]. It
fuses visual and inertial measurements in a tightly-
coupled, optimization-based approach. The position
and orientation for successive selected camera frames
(keyframes) are stored in a global pose graph. Several
performance improving measures are utilized to enable
usage of mobile hardware. The main one being the
limitation of the global pose graph optimization to a
sliding window of 10 keyframes. Another important
feature is the initialization step, which automatically
determines the metric scale. There is no need for
assumptions or knowledge about the environment, but
the device-specific parameters have to be known. To
correct the occurring position drift a simple bag of
words based loop closure procedure is integrated into
the global pose optimization.

3 CALIBRATION
To port a framework many different steps are required.
Besides the translation of operating system specific
code to Android, a few parameters have to be adjusted
to the new hardware platform. The visual inertial
SLAM algorithm assumes that these parameters are
known before run-time. They include the intrinsic
camera parameters, focal length and center of the im-
age needed for visual reconstruction and the extrinsic
parameters that describe the transformation from the
IMU frame to the camera frame for correctly combin-
ing inertial information with the camera motion.
This section exemplary shows the different steps that
are required to determine these parameters. It can be
used as a guideline to port and use this framework on
any Android smartphone. We tested the Android port
on a Samsung Galaxy S7.

3.1 Intrinsic Parameters
The required intrinsic parameters are the focal length
and the center of the image (principal point), both in
pixels in X and Y direction. The focal length specifies
the distance between the lens and the focal point, while
the principle point specifies the image center in the pin-
hole camera model. It usually is close to the center of
the output image. Pixels as a unit of length are used in
relation to the photo sensor pixel size. A visualization
of the parameters based on the pinhole camera model is
shown in Figure 1.

To determine the intrinsic parameters, we took a
video of a checkerboard pattern at a video resolution
of 480 × 640, manually extracted 10 to 20 frames
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Figure 1: Pinhole camera model with the parameters
focal length and principle point

spanning a variety of different camera positions and
reconstructed the intrinsic parameters using Camera
Calibrator from the software suite MatLab [MAT].

The reconstruction of the intrinsic parameters is nor-
mally only computable up to a scaling factor. This lim-
itation can be circumvented by manually providing the
length of a checkerboard square. Figure 2 shows the
mean reprojection error we were able to achieve dur-
ing the calibration process. Apart from the focal length
and principal point this procedure also reconstructs the
radial distortion of the lens, which, however, is being
ignored in the VINS-Mobile framework.

Instead of using standard checkerboards, it has been
proven advantageous to resort to special calibration
checkerboards with an odd number of rows and an even
number of columns. Unlike with standard checkerboard
patterns, orientation is always unique in this combina-
tion of row and column count. This will prevent most
calibration algorithms from selecting the wrong corner
when placing the pattern origin.

During our work, we tested two different setups for
this calibration step. The first video was taken with a
checkerboard pattern printed on a DinA4 sized sheet of
paper. The individual squares had a side length of ex-
actly 30 mm. The mean reprojection error in this setup
can be seen in Figure 2(a). For the second video, the
filmed pattern was displayed on a flat computer moni-
tor. The size of the squares in this setup was slightly
larger at 33.8 mm. The resulting mean reprojection er-
ror is shown in Figure 2(b). These two different in-
puts led to the calibration results printed in Table 1
& 2. As can be seen, the reprojection error from the
printed checkerboard is quite large compared to the one
from the screen checkerboard. The reason for that is
presumably that the printed paper had built up slightly
uneven waves due to the large amount of printer ink.
The surface not being completely flat caused the error
to be more than twice as big. Modern flat-panel dis-
plays serve the purpose of a perfect plane reasonably
well.

FocalLength: [498.3953 495.7647]
PrincipalPoint: [226.4976 319.1671]

RadialDistortion: [0.2526 -0.5535]
ImageSize: [640 480]

MeanReprojectionError: 0.4699

Table 1: Camera intrinsics from printed checkerboard

FocalLength: [478.7620 478.6281]
PrincipalPoint: [231.9420 319.5268]

RadialDistortion: [0.2962 -0.6360]
ImageSize: [640 480]

MeanReprojectionError: 0.2147

Table 2: Camera intrinsics from screen checkerboard

3.2 Extrinsic Parameters
In addition to the described intrinsic parameters, the
visual inertial SLAM-algorithm needs specific knowl-
edge about the relative positioning of the inertial mea-
surement unit (IMU) to the camera. The relative ori-
entation is being ignored as the camera and the IMU
are expected to be axis-aligned. The extrinsic param-
eters are highly dependent on the target hardware. In
this work, we focus on the Samsung Galaxy S7 as target
mobile phone - however, the necessary steps for porting
the iOS VINS framework remain the same for arbitrary
Android phones.

Usually, the extrinsic parameters are irrelevant in the
development of normal smartphone applications, so it is
not surprising that the manufacturers did not publish the
necessary parameters required for the calibration. Even
internet sources that deal with the hardware of smart-
phones more meticulously have not specified this infor-
mation at all. As official information about the IMU
and camera locations are unavailable, we gathered the
needed information from available frontal straight X-
ray images [iFi16a] for the Apple iPhone 7 Plus and
an open device image with visible PCB [iFi16b] for the
Samsung Galaxy S7. Outer dimensions of the smart
phones are provided by the manufacturers and can be
used as a reference of scale.

In order to make the measurement of the dimensions
easier and more precise, the images of the devices were
rectified and scaled. The camera respectively the IMU-
axis should be the frame of reference for this rectifica-
tion. A visualization of the results can be seen in Figure
3. Displayed are the iPhone 7 Plus on the left and the
Galaxy S7 on the right. Both are frontal views look-
ing straight at the screen. The measurements from the
method described above are drawn in green. Blue in-
dicates the values found in the frameworks source code
for the iPhone 7 Plus. The translation in direction of the
visual axis of the camera is neglected because it cannot
be determined easily, is usually very small and thus has
only very little impact on the resulting accuracy.
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(a) Printed checkerboard (b) Screen checkerboard

Figure 2: Mean reprojection error from the camera calibration process. The individual bars represent the mean
reprojection error of the corresponding images and the dotted line the overall mean reprojection error.

4 PROBLEMS
In the following we describe further hard- and software-
posed challenges we encountered.

4.1 Synchronization
On the hardware side of Android, the synchronization
of the sensor events needs special attention. It is not
guaranteed that acceleration and gyroscope events are
always processed alternating, even if set to the exact
same frequency. For example, it can happen that ten
acceleration events occur at first and the ten correspond-
ing gyroscope events afterwards. Therefore in the port-
ing process, it was necessary to rewrite the buffer sys-
tem of the IMU measurements. It now uses a sepa-
rate queue for both sensor event types. The IMU mea-
surements are processed and inserted into the algorithm
only once both corresponding measurements occurred.
It is also ensured that if one event type skips a time step,
the buffer system does not lock forever.

4.2 Unsolved Problems
It was observed that the time difference between the
timestamps of the camera and the IMU can be shifted
by up to 300 ms. The reason is not obvious and might
lie in the hardware and OS-software architecture. At
this point it should be noted that the camera image time
interval at 30 Hz is just 33.3 ms and the IMU measure-
ment interval at 100 Hz is 10 ms. This shows how se-
vere this desynchronization issue is on Android. A pos-
sible explanation for this observation might be that the
image buffer of the camera cannot be processed fast
enough due to the increasing processing time as the run
progresses.
Due to the processing order of the camera and IMU
data, the consequences are limited to a general delay

in processing. For the preprocessing of the IMU data,
it is important that the processing of camera images is
deferred longer than the measurement processing of the
IMU. If this was not the case, some measurements of
the IMU would be lost because they have not yet been
inserted into the event queue before the latest image has
been processed. For the next picture they would be ne-
glected because their timestamp is older than the one of
the last picture. To reliably fix this desynchronization
issue the system could be improved by building another
buffer system, that fuses both IMU and camera data,
before processing them.

5 RESULTS

After the porting of the framework was completed we
compared the Android port with the original iOS ver-
sion in performance, robustness and accuracy. The
results of the quantitative performance study are pre-
sented in section 5.1. In section 5.2 we discuss the
qualitative differences in the form of an experimental
study.

For Android the Samsung Galaxy S7 was used as the
test device. It features an Exynos 8890 64-Bit Octa-
core processor clocked at 4 x 2.3 GHz and 4 x 1.6 GHz.
It has 4 GB of RAM and a 12 MP front-facing camera
(f/1.7, 26mm) with optical image stabilization [GSMb].
Thus it can be classified in the middle to upper perfor-
mance class of Android smartphones.

For iOS the Apple iPad Pro 12.9 (2015) was used for
comparison. This tablet features an Apple A9X 64-Bit
Dual-core processor clocked at 2.26 GHz. It has 4 GB
of RAM too and a 8 MP front-facing camera (f/2.4,
31mm) [GSMa].
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(a) Apple iPhone 7 Plus

(b) Samsung Galaxy S7

Figure 3: Extrinsic parameters: Translation from IMU
to Camera. Drawn in blue are the values found in the
frameworks source and drawn in green the values deter-
mined by our method.

5.1 Quantitative Performance

This section presents the statistical results of our per-
formance benchmark. We gathered timings for each of
the individual steps of the algorithm. The resulting sta-
tistical observations are listed in Table 3. The struc-
ture and values for iOS are inferred from [LQH∗17].
Android Studio in combination with the native devel-
opement kit (ndk) and its GNU Compiler Collection
(GCC) variant was utilized for porting and compiling
the framework on Android. To reach comparable levels
of performance on Android it is necessary to enable the

T Module Freq. iOS Android
1 Feature Detection 10 Hz 17 ms 16 ms

Feature Tracking 30 Hz 3 ms 8 ms
Visualization 30 Hz 6 ms

2 Initialization once 80 ms 268 ms
Nonlinear Opt. 10 Hz 60 ms 113 ms

3 Loop Detection 3 Hz 60 ms 34 ms
Feature Retrieval 3 Hz 10 ms 44 ms

4 Global Pose Opt. marg. 29 ms

Table 3: Performance comparison. Modules are
grouped by threads (T) they run in.

highest possible compiler optimization level. Without
these optimizations the modules relying on the Ceres
Solver library are more than a magnitude slower.

For the measurements of the optimized version we
chose two different approaches:
First, we ran 10 tests which we canceled immediately
after initialization. These were used solely to gather
information about the average initialization time.
Second, we carried out 5 more test runs, each limited
to 20 seconds. In each of them the initialization was
completed and a 360 degree turn performed. In 4
out of 5 of them the previously visited regions were
recognized and the loops in the pose graph successfully
closed. Like in the first approach, we used the collected
data to extract a meaningful average of the other
algorithm steps over these runs.

Not specified in table 3 is the total time of the
onImageAvailable function, which is executed
for each camera input frame. It includes the necessary
image format conversion as well as the feature detec-
tion and tracking and the visualization. As it takes up
37.25 ms on average, the processing isn’t able to keep
up with the image input rate of 30 Hz and thus causes
skipping of some camera frames. The resulting delay
and skipping of frames is noticeable to the naked eye,
but partly affects the iOS version as well, though not as
strongly.

The observed value for loop detection is surprisingly
low in comparison to the iOS measurements. This
could be attributed to the short duration of the test. As
the pose graph continues to grow over time, this module
will take more time.

Overall, the results indicate that the interaction between
software and hardware on iOS is optimized better. This
is particularly noticeable in the measurements of ini-
tialization and nonlinear optimization, as both heavily
rely on the Ceres Solver library. The Android version
would potentially benefit a lot from a better paralleliza-
tion implementation of the applied algorithms, due to
the great multithreading performance of most Android
smartphones.
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(a) iOS - Apple iPad Pro (b) Android - Samsung Galaxy S7

Figure 4: Successful loop closure

Figure 5: Test setup for fixing the devices. For test-
ing purposes we added a Google Tango device, a now
abandoned AR-project by Google that uses specialized
hardware for tracking movement and the environment.

5.2 Experimental Performance

This section presents the results of the experimental
comparison between the Android port and the iOS ver-
sion. The two platforms are very different in some
regards, especially in the sensor inputs, which have a
direct impact on the quality and performance of the
framework. Therefore, it makes little sense to use a
publicly available dataset for the comparison, such as
MH 03 medium used in [LQH∗17] or a similar one. In-
stead, a test under practical conditions was chosen, ex-
posing the different platforms to the same environmen-
tal conditions. Of course, physically it is impossible to
produce the exact same conditions, since the cameras
cannot all be at the same position. In order to provide
the best possible approximation, a test apparatus was
designed on which the devices can be firmly fixed. A
picture of this setup can be seen in Figure 5.

Due to the lack of a possibility to acquire the ground
truth of the traveled route, the result could only be eval-
uated manually. For that purpose the screen of each
device was recorded. Since it is not possible to record a
video of the screen on iOS version 10, we took screen-
shots at key points of the route on the iPad.

For the test, as the starting point we chose a feature
rich object, which stood out from the rather repetitive
surroundings. We then took a walk inside our university
building. The covered distance is approximately 80 m.
At the end of the test run we returned to the starting
point, so that the algorithm had a chance to detect and
close the occurring loop.
Both the iOS version and the Android port are able
to recognize the previously visited location and adjust
their pose accordingly, which can be subject to a sig-
nificant drift, caused e.g. by barren corridors or fast
movements. The screenshots in Figure 4 visualize this
loop closure. As can be seen both show roughly the
same quality in tracking. To enable measuring the oc-
curring error, an additional online or offline system for
recording the groundtruth would have to be installed.
Furthermore the framework would need to be modified
in a way that allows logging the estimated current pose
over the course of the testing. After testing, the error
could then be calculated and visualized.

6 CONCLUSION AND FUTURE
WORK

We describe the process of porting a visual inertial
SLAM algorithm from iOS to Android and discuss how
to solve the according challenges. At the example of
the VINS Mobile Framework we explain the necessary
steps to calibrate the device specific parameters cor-
rectly and analyze its performance both quantitatively
and qualitatively.
In future work, the complex calibration process could
be partially automated, so that a broader range of an-
droid smartphones could be used by the framework. To
further expand the functionality of the framework, tech-
niques of dense environment reconstruction could be
used to enable occlusion of AR-content by the environ-
ment.
Our framework is publicly available at [GIT].
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ABSTRACT
Increasingly public bodies and organizations are publishing Open Data for citizens to improve their quality of life
and solving public problems. But having Open Data available is not enough. Public engagement is also important
for successful Open Data initiatives. There is an increasing demand for strategies to actively involve the public
exploiting Open Data, where not only the citizens but also school pupils and young people are able to explore,
understand and extract useful information from the data, grasp the meaning of the information, and to visually
represent findings. In this research paper, we investigate how we can equip our younger generation with the
essential future skills using Open Data as part of their learning activities in public schools. We present the results
of a survey among Danish school teachers and pupils. The survey focuses on how we can introduce Open Data
visualizations in schools, and what are the possible benefits and challenges for pupils and teachers to use Open
Data in their everyday teaching environment. We briefly review Copenhagen city’s Open Data and existing open
source software suitable for visualization, to study which open source software pupils can easily adapt to visualize
Open Data and which data-sets teachers can relate to their teaching themes. Our study shows that introducing
Open Data visualizations in schools make everyday teaching interesting and help improving pupils learning skills
and that to actively use Open Data visualizations in schools, teachers and pupils need to boost their digital skills.

Keywords
Open data, visualization’s tools, interactive visualizations, educational resource, pupils.

1 INTRODUCTION

Open Data is freely available data for anyone to use,
share and re-publish it anywhere and for any purpose.
Mostly, Open Data is published by governments, pub-
lic sectors, researchers and organizations such as data
about transport, budgets, business, environment, maps,
science, products, education, sustainability, legislation,
libraries, economics, culture, development, design and
finance. Open Data has the power to revolutionize and
disrupt the way societies are governed. Being used in
different sectors on a wider scale, there are many ex-
amples of how Open Data can save lives and change
the way we live and work [1]. Organizations in many
countries are beginning to publish large data-sets which
are open for the public. But, the availability of Open
Data alone is not enough to ensure that it is made use

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

and bring useful results. Without some form of aggre-
gation, it can be hard for users to make sense of Open
Data and understand it if they have no or little expe-
rience of processing and data analysis. Visualizations
play an essential role as they are an effective way of
interacting with large amounts of data from different
fields, ranging from history [2] to economics [3] to ba-
sic science [4]. It provides a powerful means both to
make sense of data and to present what has been discov-
ered. With the advent of new interactive visualization
techniques, presentation of data in a pictorial or graph-
ical format makes it easier for a layman to understand
large data-sets [5]. Presently, visualizations are widely
used in news, books, internet, health, and economics [6]
and having a limited knowledge of visualization can be
a serious handicap.

As, society as a whole, is becoming increasingly digi-
tized, it becomes essential to develop new research and
educational models in schools to improve data-based
digital competencies among students [7]. Many Euro-
pean countries have acknowledged the potential of dig-
ital competencies [8], and several have taken steps to
introduce Open Data in schools and have started Open
Data projects, e.g., Open Data for education competi-
tion in Northern Ireland with the intentions to use ex-
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isting Open Data to assist teaching in primary and sec-
ondary schools 1.
The concept of Open Data can be made more interest-
ing for school children and pupils by introducing vi-
sualizations and they may understand its potential and
respond more quickly when exposed to visualization
techniques. Therefore, to optimize the engagement of
the young generation with Open Data, we believe that
they must be familiarized with visualization tools, (e.g.
charts, geographical maps and other types of represen-
tations) at an elementary level [9]. These simple visu-
alizations become more powerful if they are created in
relation to Open Data from domains that are of impor-
tance to the pupils, e.g. using data from their own city
to detect and understand problems that are pertinent to
their local area and everyday life [10]. With the avail-
ability of Open Data, new opportunities arise for all
kinds of organizations, including government agencies,
not-for-profits and businesses and allows them to come
up with new ways of addressing problems in society.
These include predictive health care [11], improving
the transport system [12], [13] and transparency [14].
Open Data also opens up a wide variety of mostly unex-
ploited possibilities of their use in education, e.g. in the
form of visualizations. Although attention on visual-
ization literacy [15], [16] continues to grow in different
disciplines [17] there is still an ongoing discussion of
the relative merits of different visualization platforms
[18], [19]. Several studies [20], [21] illustrate people’s
limited knowledge in understanding data visualizations,
indicating the urgency to address the problem. Recent
studies [22], [23] pointed towards defining tactics to
value visualization literacy, while others addressed how
to improve it, using basic pedagogic ideas. Although
many new teaching models [24], [25] have been pre-
sented with the purpose of increasing visualization lit-
eracy among the public, but not much attention paid on
the ground level, i.e. schools. Open Data visualizations
[26] based on local information can not only help to
make visualization literacy easy and interesting but can
also improve civic awareness and learning behaviors
among pupils. Large and complex open data-sets can
be further simplified and visualized for use in the teach-
ing of, e.g. basic physics, mathematics and statistical
methods, geography, social science and data handling
in general. These data-sets not only make the teaching
interesting and interactive but also develop skills among
pupils to understand and ask questions about different
facts of their local areas.
In this research work we reflect on the importance of
Open Data visualizations on educational aspects, e.g.
how Open Data visualizations can best facilitate edu-
cation, what are the required skills to work with Open

1 https://www.europeandataportal.eu/en/
highlights/open-data-schools

Data and its presentations at school level, and what
would be the constraints and problems when working
with Open Data visualizations at a basic school level?
We address the following research questions:

• What would be the benefits of introducing Open
Data and its visualization in the teaching tasks?

• How can Open Data visualizations be used in edu-
cation especially at the school level?

• How can visualization facilitate understanding of
Open Data in the educational domain?

• Which tools are considered user-friendly and effec-
tive in visualizing Open Data in schools?

We present results from a survey addressed to pupils
and teachers to investigate these research questions. We
briefly review the Open Data of the City of Copen-
hagen through its Open Data platforms. To visualize
Open Data at a school level, we also analyzed user-
friendliness of existing visualization technologies. We
visualize concrete open data-sets of Copenhagen using
existing visualization tools and presented the results to
school pupils and teachers. These specific Open Data
visualization examples are used during the interviews
to provide a reference on how teachers could relate to
them as part of their teaching. Their feedback is used to
identify the interesting open data-sets, challenges and
problems that need to be tackled in order to work with
Open Data visualizations in the schools.
The paper is organized as follows: Section 2 describes
the motivation and methodology. Section 3 presents the
analysis of the open data-sets of the City of Copenhagen
with some suggested educational open data-sets corre-
sponding to specific educational domains and a short
review of existing visualization techniques. Section 4,
describes the setup and results of the pupils-teachers
survey. The conclusion of the study is given in section
5.

2 MOTIVATION AND METHODOL-
OGY

There is an increased number of governments and com-
panies using Open Data to offer new services and prod-
ucts to the citizen, which signaled Open Data as one of
the building blocks for innovation. Using Open Data ef-
fectively could help to save hours of unnecessary wait-
ing time on the roads and help to reduce energy con-
sumption. Using Open Data, newly developed mobile
applications aim to make our lives a little easier and by
using these applications we could have access to real-
time information to minimize travel time, e.g. Min-
Rejseplan 2 mobile application in Denmark. To equip

2 https://www.nordjyllandstrafikselskab.dk/
Billetter---priser/MinRejseplan
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our younger generation with the required digital skills
for future challenges, it is important that teachers are
aware of and able to use Open Data as an educational
resource that allows them to develop data and digital
skills among younger generation of pupils.

Denmark is one of the leading countries with the most
up-to-date Open Data. Denmark has a national plat-
form 3 for the cities to publish Open Data, providing a
common entry point for accessing Open Data. Accord-
ing to the Digital Economy and Society Index (DESI)
2018, Denmark is among the most digital countries in
Europe4. The report documents that 94 percent of the
country’s public facilities and services are online and
are highly advanced. Copenhagen, the capital of Den-
mark, is also famous for its smart city initiatives. The
city has a large collection of Open Data available for
its citizens. But, the social impact of Open Data is
very limited due to the lack of public awareness accord-
ing to Open Data Maturity report 2018 [27]. Therefore
data literacy becomes imperative for the citizen of Den-
mark especially for the future generation, in order to
make use and contribute actively for the improvement
of digital services. There is a growing demand to take
initiatives that aim at advancing digital skills and cre-
ating new interactive learning and teaching resources
at the school level. Open Data is an open resource that
can facilitates teaching with real information and allows
pupils to develop data and digital skills. In this research
work, we focus in particular on how to create under-
standing and representation of Open Data as an educa-
tional resource for public school pupils. We focus in
particular on the city’s many types of data and how to
put them into use especially in an educational context.
For example, there may be data about traffic, pollution,
light and the use of different areas and facilities. These
data-sets can easily relate to different subjects, such as
Science, Mathematics or Geography subjects. At the
same time, it is possible to compare this data with other
areas of the city.

To understand how Open Data visualizations facilitate
educational activities we conducted a survey with Dan-
ish public schools in Copenhagen. The survey is con-
ducted from August 2018 to December 2018. Six Dan-
ish public schools, 10 school teachers and 21 school
pupils of 7th grades aged between 13-14 years partici-
pated in the survey. The survey is formulated over in-
terviews, questionnaire, and observations. The detailed
methodology is discussed in Section 4 below. To inves-
tigate the research questions through our survey, we fur-

3 http://www.opendata.dk/
4 http://ec.europa.eu/information_society/
newsroom/image/document/2018-20/
dk-desi_2018-country-profile_eng_
B43FFE87-A06F-13B2-F83FA1414BC85328_
52220.pdf

ther sub-divided the research questions into three cate-
gories.

The Data Perspective:
• What would be the benefits of introducing Open

Data in the teaching tasks?

• What types of data are already used in the schools?

• What would be the most interesting open data-sets?

• What benefits do teachers think Open Data visual-
izations could have?

Teachers/Pupils Competencies Perspective:
• Which skills and competencies do pupils and teach-

ers already have in working with data and presenting
them?

• Which skills and competencies would be necessary
for pupils and teachers to work and present Open
Data?

The Visualization’s tool Perspective:
• Which visualization tools are appropriate and easy

to adapt for school teachers and pupils?

• Which visualization tools do teachers already use in
their teaching?

• What are the possible challenges in adopting new
visualization tools, e.g. language barriers or instal-
lation of the systems?

To identify perspective on teachers/pupils skills and
competencies, we collaborate with Danish public
school teachers and pupils to learn their views about
bringing Open Data into their classrooms and to iden-
tify skills they already have. The details are discussed
in Section 4 below. To investigate perspectives about
data and visualization tools, we reviewed and analyzed
the open data-sets of the City of Copenhagen and
identified which domains of Open Data could be used
in the different domain of education, e.g. Mathematics,
Science, and Geography. We also make a comparison
of different available user-friendly visualization’s tools
to find out which of them could be the best option
for school teacher and pupils or if there is a need to
develop Open Data visualization interface specifically
for schools.

In the next section, we will briefly review open data-sets
of Copenhagen to discover possible data-sets which can
be used as part of different subjects in schools and con-
tains interesting information about the city and its lo-
cal areas. And we analyze user-friendly visualization’s
tools to identify those we could adapt for the rest of the
survey.
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3 ANALYSIS OF OPEN DATA-SETS
AND USER-FRIENDLY TECHNOLO-
GIES

In this section, we first analyze the open data-sets of
Copenhagen city to categorized Open Data themes cor-
responding to different educational domain, e.g. Sci-
ence, Mathematics, Geography and Social science. In
order to utilize the Open Data in education, we also fo-
cus on the availability of the data-sets, data formats and
data types. Next for visualization of Open Data, we
analyze existing user-friendly visualization’s tools and
discuss their main features.

3.1 Open Data-sets of Copenhagen
The Copenhagen Open Data website 5 has a large num-
ber of data-sets from all over the City. There are data-
sets, for example on traffic, parking, the city’s physi-
cal infrastructure, as well as data on population, culture
and education. More than 280 data-sets are available in
different formats and can be found in the Copenhagen
city website. In order to make use of Open Data using
visualizations at school level, it is important to under-
stand the different formats and characteristics of data-
sets. The Open Data of Copenhagen city can be catego-
rized into ten general themes. These general themes of
Open Data with corresponding sub-domains are listed
in Table.1. The data sets includes static data, dynamic

General Themes Sub-domain
Environment Nature, Water Quality, Air

Quality, Pollution, etc.
Governance Demographics, Elections,

Census, Transparency, etc.
Health & Care Social care, Care Homes,

Child Care, etc.
Infrastructure Roads, Buildings, Locations,

Planning, etc.
Transport Traffic, Parking, Public Trans-

port, Pedestrian, Cyclist, etc.
Community Society, Housing, Employ-

ment, etc.
Education Schools, Kindergartens, etc.
Energy Solar Energy, Consumption,

Carbon Emission, etc.
Culture & Sports Entertainment, Tourism, Cul-

tural Locations, etc.
Economy Finance, Economy, etc.
Table 1: General Themes of Copenhagen Open Data

data, geographical and live data in different formats.
In Table.2, the main characteristics of the Open Data
of Copenhagen city are presented. Most of the data-
sets are up-to-date and timely processed. The statisti-
cal contribution of major themes of Copenhagen city is

5 https://data.kk.dk/

Figure 1: Statistical view of Open Data Major Themes

shown in Figure.1. This brief analysis will enable us
to identify some of the relevant data categories which
will be used as part of specific educational domains.
The Open Data review of city enabled us to explore 4
impact domains (educational themes) discussed in [28]
with associated sub-domains corresponding to main ed-
ucational domains, i.e. Mathematics, Science and Ge-
ography. Figure.2, represents the possible mapping of

Figure 2: Example of Open Data themes corresponding
to educational domains

Open Data educational themes to the educational sec-
tor. Table.3, presents different sub-domains of Open
Data (educational themes) and examples of their possi-
ble use corresponding to specific educational domains.
This analysis will enable us to ask teachers which of
the different available data-sets and formats can be used
during teaching tasks, which data-sets are interesting
and how they could be used as an aid to make teaching
tasks more interactive.

3.2 Review of User-Friendly Visualization
Tools

A large number of data visualization technologies have
been developed over the last decade to support the ex-
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General Themes Data Types Format Data-
sets

Environment Live/Sensors, Multi-dimensional CSV, EXCEL 33
Governance Statistical, Multi-dimensional CSV, EXCEL, SHP(Shapefile) 22
Health and Care Statistical CSV, EXCEL 17
Infrastructure Geographical, Live/Sensors, Statistical CSV, EXCEL, DWG(Drawing) 63
Transport Live/Sensors, Statistical CSV, EXCEL, KLM, GeoJson 39
Community Statistical, Historical CSV, EXCEL 29
Education Statistical CSV, EXCEL, GeoJson 5
Energy Live/Sensors, Statistical CSV, EXCEL, KLM 4
Culture & Sports Statistical, Historical CSV, EXCEL 9
Economy Statistical, Historical CSV, EXCEL 9

Table 2: Characteristics of General Themes of Copenhagen Open Data

Educational Domain Educational Themes Examples
Sciences Subjects Environmental Data: Pollution, water

quality, traffic, carbon Level, energy, etc.
To view the city’s pollution within
the city, e.g. carbon level.

Mathematics Statistical Data: Gender, population, age,
housing, education, etc.

To make comparison of different
details, e.g. gender comparison.

Geography Geographic Data: City distribution, Build-
ings, Roads, Locations, etc.

To view the locations of buildings,
roads and areas etc.

Social Science Demographic Data: Education, national-
ity, income, work, culture, etc.

To view the details about popula-
tion, age, income, employment and
education etc.

Table 3: Open Data main themes and corresponding educational domain

ploration of large data-sets. In order to interact with
Open Data, it is important to visualize it. For this, visu-
alization technologies and software are required, which
are user-friendly, needs no programming knowledge,
and are supposed to be simple in use if used by the
school teachers and pupils. According to The Tech
Terms Computer Dictionary 6, user-friendly means a
software interface that is easy to learn and easy to use.
It should be simple with easy access to different tools
and options, and with minimal explanation for how to
use them. For school pupils, We are interested in tools
which are

• user-friendly

• needs no coding/programming requirements and

• support the most common formats, (e.g. CSV, Ex-
cel, Google sheets etc.)

• provide a platform where teachers and pupils can
share their visualizations

• provide a public forum for inspiration, collaboration
with others and share experiences

• provide a free license for pupils and teachers

6 https://techterms.com/definition/
user-friendly

We analyzed six different tools which are often used
for visualization purposes. In the next sections, we dis-
cussed their main features and compare them to one an-
other based on the criteria defined above to find the best
possible tools adapted for visualization at school levels.
The comparison is given in Table.4.

Tableau
Tableau7 is a data visualization tool and provides dif-
ferent products with a one-year free license under its
academic program. The academic suite includes:

• Tableau Desktop

• Tableau Prep

• Tableau Online

• Tableau public to collaborate with others visualiza-
tions and experiences

• Customer support and community forum

Tableau Desktop is used to connect with various types
of data and for creating visualizations. Tableau Prep
transforms data for analysis and allows users to com-
bine and clean data prior to visualization. With Tableau
Online pupils can easily share and collaborate their
work by uploading workbooks to a site managed by in-
structors. Sites are issued for 1 year and allow for 100

7 https://www.tableau.com/
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Tools Free
License

Academic
Program

No
Programming

Teachers’
Site

User
Friendly

Public
Forum

Tableau x x x x x x
QlikView x x x x x
Power BI x x x x
Excel x x x x
Datawrapper x x x x
Google Maps x x x x

Table 4: Comparison of commonly used open source software based on defined criteria

simultaneous users. There is no need for any coding
knowledge to work with Tableau.

QlikView
QlikView8 is a user-friendly, interactive open source vi-
sualization tool with no requirements of coding knowl-
edge. Visualizations can be shared with up to 5 users. It
is compatible with default and custom data connectors
and also import data from popular databases. Qlik also
provides an academic package for students and teachers
which includes the following resources:

• Qlik Software

• Qlik Continuous Classroom online learning plat-
form

• Data Analytic curriculum featuring lecture notes,
on-demand videos, handouts, activities and real-
world, interactive business use cases

• Qlik Community Academic Program Space, a forum
for professors and students to access resources, col-
laborate with others and share experiences and Qlik
Customer Support

Power BI
Power BI9 is a collection of software services, apps, and
connectors that work together to turn data into interac-
tive visualizations with out any programming knowl-
edge. Power BI easily connect to different data sources.
Pupils can get a free limited version of Power BI but not
an academic program with full resources. BI also pro-
vides a public forum to collaborate with others but it
does not provide a separate free site manged by instruc-
tors to collaborate with their pupils.

Excel
Excel10 is part of the well-known Microsoft Office suite
and also supports data analysis. One of the greatest ad-
vantages of Excel is its flexibility, as it puts little or no
constraints on the user’s ability to create visualizations.

8 https://www.qlik.com/us/products/qlikview
9 https://powerbi.microsoft.com/en-us/
10office.microsoft.com/excel

Excel does not provides specific academic programs.
No programming knowledge is required for visualiza-
tion purposes. Excel also support commonly used for-
mats, (CSV, Excel and sheets etc.). Excel provides low
barriers and sufficient tooling, but it stops at a medium
data level.

Datawrapper
Datawrapper11 is a user friendly and mobile-friendly
data visualization tool. No programming is required for
visualizing data. It supports 10,000 monthly charts to
publish. It is compatible with CSV, Excel and Google
sheets and provides a community forum to share experi-
ences and problems with others but there is no academic
program for pupils or teachers.

Google Maps
We also list Google Maps as a visualization tool be-
cause geographical data can easily be visualized using
Google Maps. In addition, it is a familiar tool for pupils
and teachers and mostly are already familiar with many
of its features, e.g. from planing travels, finding loca-
tions and receiving traffic information. It is also user-
friendly and requires no programming skills.

We selected Tableau and Google Maps as the visualiza-
tion tools, which we used as examples during the inter-
views. Tableau fulfills the required criteria and Google
Maps is a good option as most of the people already
familiar with its features and functions.

4 PUPILS-TEACHERS SURVEY
In order to identify the teacher’s perspective on the role
that Open Data visualization can play for school pupils,
we surveyed Danish public school teachers and pupils.
The survey includes interviews with teachers and a two-
day pilot test with school pupils and teachers.

4.1 Participants
For teachers’ study, we recruited 10 teachers from 6 dif-
ferent Danish public schools. The teachers were identi-
fied according to their subject, experience and age. The

11https://www.datawrapper.de/
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focus subjects were Mathematics, Science and Geog-
raphy. The teachers have teaching experience from 3
years to 15 years in the above-mentioned subjects and
were aged between 25-45 years. For pupils’ study, we
ran a pilot test for two days in one of the Danish public
school. Two (science and maths) teachers along with
21 students of 7th grade, aged between 13-14 years old
participate in the pilot test.

4.2 Setup
Before the interviews, we delivered presentations of
about 10 to 15 minutes on Open Data and its visualiza-
tion using data-sets containing local information per-
taining to the neighborhood around each school, and
their possible usage at the school level as part of Math-
ematics, Science, or Geography. For instance, data-sets
about the areal distribution of the city can provide inter-
esting information for a Geography class. We transform
bigger data-sets within different themes into smaller
data-sets to present the local information relevant to
respective school locations using Tableau and Google
Maps. For example, Figure.3, represents Copenhagen

Figure 3: Areal distribution of Copenhagen

distribution into different parts, each with a unique
color and further divided into smaller districts. It can
be an interesting visualization for school pupils as they
can locate their local areas easily. Figure.4 represents

Figure 4: Statistical details of Tingbjerg

statistical details of Tingbjerg (district of Copenhagen)
are presented, e.g population, education, low and high
income. Using Google Maps, we visualize locations of
the city’s public schools according to their postal code
numbers as a specific example for teachers and pupils.
School pupils can use this map to get direction and mea-
sure the distance of their schools from their homes, dif-
ferent routes to their schools, more information about
schools, e.g. schools website and address. These vi-
sualizations formulated over the local area informa-
tion near the school, will help teachers to understand

what type of data and information they could present
to pupils during their teaching tasks as part of Mathe-
matics, Science and other related subjects. For the pilot
test with pupils, we requested the school administra-
tion to install the free academic package of Tableau on
pupils and teachers computers. We provided teachers
(math and science) beforehand with some specific vi-
sualizations which they could relate with their subjects,
e.g. pollution level in different parts of the city at dif-
ferent times of the day, traffic passing through their ar-
eas at different parts of the day, the population details
including age, education, and gender details. We also
designed activities to explore the information through
these specific visualizations, e.g. to find the carbon
level of their area in morning and evening time, to find
the gender details of their area etc. Pupils were also
given a presentation, where we presented the visualiza-
tions of the data-sets from the educational Open Data
themes given in Table.3, using Tableau.

4.3 Procedure
To investigate our research questions in different as-
pects discussed in Section 2, we conducted a teachers
and pupils survey. The teachers’ study was carried out
with individual participants. Before the interviews, the
participants were given a small introduction to Open
Data and how they can adapt it as part of teaching tasks.
We also asked both teachers and pupils for their con-
sent to participate in the research work using video and
audio devices. We used the Danish language for both
teachers and pupils’ study.

4.3.1 Teacher’s Study
To achieve the best possible results and feedback on the
three perspectives of our research questions, i.e.; the
data perspective, the teachers perspective and the visu-
alization tool perspective. We divide the teacher’s study
into three sessions, each session with 30 to 40 minutes.
The overall time for teacher’s study is 1.5 to 2 hours.
To investigate the data perspective, in the first session,
we presented short presentations of Open Data and its
visualizations, existing open data-sets of Copenhagen
according to the location of the schools and its possi-
ble usage at the school level as part of Mathematics,
Science, and Geography subjects. To identify the vi-
sualization tools perspective, teachers will test the vi-
sualization tool Tableau, and try to visualize some of
the provided ready to use open data-sets in the sec-
ond session of the study. This will help us to identify
which competencies teachers need when working with
Open Data visualization and how convenient is it for the
teachers to use. This is used as a background in order to
investigate if they can use Tableau as part of their teach-
ing. Teachers were provided with personal assistance to
understand some main features of Tableau and Google
Maps. In the third session, focus is given more on the
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teachers’ perspective. We asked participants to fill out a
questionnaire and answer several semi-structured ques-
tions which elicit their views about the following per-
spectives.

Data perspective:
We asked questions about data already in use and for-
mats used for the presentation of data during teach-
ing especially in Mathematics, Science, and Geography
tasks. What is the pupils’ level of understanding data in
different grades?

Teachers Perspective:
How Open Data visualization facilitate education in
schools? What will be the possible impact on their
teaching environment and on the school pupils with the
use of real examples using Open Data visualization.
What are the teachers’ views about the skills pupils
need to work with Open Data and its presentation?

Visualization tools Perspective:
We investigate the adapting of visualization tool
Tableau and Google Map in order to visualize Open
Data in a simple way. Whether they encountered any
technical issues or limitations of the visualization tool?
What will be the possible challenges and problems?

In addition, we asked several semi-structured and op-
tional open-ended questions about the problems, and
their suggestion to successfully introduce Open Data
visualization into the educational domain.

4.3.2 Pilot Test
The role of pupils are important to investigate how
they work with data, what data-sets are interesting for
pupils about their areas and how they interpret Open
Data visualization. We ran a pilot test in a Danish pub-
lic school with 7th grade pupils aged between 13-14
years old. The pupils worked with Open Data in their
Physics/Chemistry and Mathematics lectures for two
consecutive days. We presented a 5-10 minutes presen-
tation about Open Data with the help of visualizations
of data-sets within educational themes. These include
air pollution, carbon level, traffic around their area and
some population details of their area. After the presen-
tation, teachers relate some of the visualizations as part
of Chemistry, where they talked about air pollution and
different gases responsible for the pollution. With the
help of Open Data visualization, teacher pointed differ-
ent areas where pollution level is higher than the other
areas, e.g. train and central bus stations. Similarly,
Maths’ teacher also relates statistical data of the city
to make comparisons. On the second-day, pupils were
taught how to use Tableau. They were provided with
small data-sets to visualize. All these activities were
observed and documented using videos and still pho-
tos. The pilot test ended with a questionnaire in the

form of simple questions. We asked pupils about their
understanding with different types of data formats, e.g.
Excel, spreadsheets, CSV and the types of graphs, e.g.
line, bar, pie charts. Which type of graph do they under-
stand easily? What are the interesting data-sets about
their city? Based on the input from teachers and pupils
we also analyzed the three main issues.

4.4 Result
In this section, we discuss outcomes from the pupils-
teachers survey. The following are the more salient
points from their feedback.

Teachers/Pupils Perspective
• Teachers are able to understand and describe the

Copenhagen Open Data visualizations presented
during the interviews.

• According to teachers describing the city using
Open Data visualizations will bring new perspec-
tives in school teaching and school pupils.

• Teachers already used tools like GeoGabra, Excel
and Google Maps for basic data handling and pre-
sentations.

• Pupil are already familiar with different types of
graphical representations of data in Mathematics
and Science subjects, e.g. lines, bar and pie charts.

• The pupils are likely to learn more when working
with actual data of their area using visualizations.

• The interactive visualization tools can help a lot in
order to make things more clear and interesting for
pupils, but they are relatively hard to use.

• Pupils needs both, the skills and the tools to actively
work with Open Data as an educational resource.

• Teachers believe that pupils’ involvement can be
made more interactive during the class using real
data and real examples.

Data Perspective
• The data cleaning and preparing concepts are not of-

ten used in teaching.

• Pupils use mostly data in tables to make graphs. It
is not seen as difficult to introduce other formats of
data in teaching, e.g. CSV and Excel formats.

• Pupils can use statistical Open Data of Copenhagen
to understand mathematical methods, e.g. to make
the comparison of different real-life facts of their lo-
cal areas.

• The teachers agreed that they can introduce different
formats of Open Data particularly the CSV in 4th-
7th grades and Excel format from 5th-7th grades in
mathematics subject.
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Visualization’s Tools Perspective

• Teachers are comfortable with Tableau and Google
Maps and believe that pupils can take benefits from
these open source tools.

• Pupils from grade 4th-7th are also used to Google
Maps from previous teaching experience. It will
give more meaning if they can make use of it in their
daily life using Open Data, e.g. they can use Open
Data to locate play areas on Google maps to get di-
rections and measure distances from their schools or
homes.

• The Open Data visualization can play an important
role in explaining more abstract things in a concrete
way.

4.5 Discussion
In order to fully enable school pupils to understand and
work with Open Data visualizations, introduction to
data formats, data preparation, and data cleaning con-
cepts need to be introduced as part of their subjects for
example in Mathematics. Using Open Data visualiza-
tion of different data-sets, e.g. traffic, population, econ-
omy, and education etc., of their city in subjects like
Mathematics, Geography and Science class can give
them a chance to work with actual data. For exam-
ple, presenting pollution level near the school at dif-
ferent periods of the day not only makes Science class
interesting but also improve civic awareness among
younger generation as the simple local visualization al-
low them to discuss why the level is higher at some
periods and how they can reduce it. Using interesting
statistics about pupils age group in different cities could
help Mathematics in understanding ratio and percent-
age problems with real data. Teachers are comfortable
with Tableau as visualization tool because of its quite
easy to use functionally without any coding and free li-
censing for pupils and teachers but they also point out
some limitations, e.g. they need extra time and efforts
to visualize related open data-sets. Google Maps is also
seen as a good option for geographical representations
and measuring distances or finding alternative routes
and can be used as part of Geography class. Based on
the survey, we also identified some of the challenges.
It can be hard for public school teachers to directly
use the Open Data available at city’s Open Data portal.
They will need smaller ready-to-use data-sets as part
of their teaching subjects. Teachers need support and
training workshops in order to use new visualization
technologies at schools. The visualization tool Tableau
and other open source tools are in English which could
be a problem for public school pupils, but explaining
some of the frequent functions in Danish can solve this
problem. In order to bring Open Data in schools as an

educational resource, our survey also suggests the de-
velopment of a school friendly Open Data visualization
interface that provides local real information in the form
of interesting and simple visualization in pupils’ native
language as part of different subjects.

5 CONCLUSION AND FUTURE
WORK

In this paper, we have presented a pupils-teachers sur-
vey as a first step, to study how Open Data visualiza-
tion can be introduced in the schools to facilitate ed-
ucational activities, which skills school teachers and
pupils already have and which visualization tools could
be used to visualize Open Data as part of teaching sub-
jects. Our study includes the visualization of Copen-
hagen open data-sets, a review of existing user-friendly
visualization techniques and software and a qualitative
survey of teachers and pupils. Based on our survey, we
concluded that Open Data visualization can be brought
into schools as part of different teaching subjects espe-
cially Mathematics, Science, and Geography and it can
plays an important role in improving the pupils learn-
ing behaviors, as teachers and pupils are able to relate
real problems from different perspectives in everyday
teaching. In order to use Open Data Visualization ac-
tively in different teaching subjects, teachers need to
boost their digital skills, adopt new interactive learn-
ing and teaching resources as well as support the ap-
proaches for knowledge development. Insight from this
study, advances the knowledge of our community about
what are the skills needed for schools teachers to use
the Open Data visualization in their teaching areas and
how the availability and literacy of Open Data visual-
ization in schools create opportunities for school pupils
to come up with new ways of addressing and under-
standing society’s problems.

As a future work, we are aiming to develop a school-
friendly Open Data visualization interface that provides
aid to teachers and pupils to visualize local area data-
sets within Open Data educational themes, compare
these data-sets with other areas and suggests different
activities for pupils as part of teaching tasks. We will
first identify needs and requirements for school-friendly
Open Data interface using the Requirements Engineer-
ing domain and then develop prototypes for testing and
validation of the interface in the Danish public schools.
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ABSTRACT
The game engines are one of the essential and daily used applications on the game development field. These ap-
plications are designed to assist in the creation of this type of contents. Nevertheless, their usage and development
are very complex. Moreover, there are not many research papers about the game engine architecture definition and
specification. In this sense, this work presents a methodology to specify a game engine defined as a multi-agent
system. In such a way, from a multi-agent approximation, a game engine architecture can be prototyped in a fast
way. Also, this implementation can be exported to a general programming language for maximum performance,
facilitating the definition and comprehension of the mechanisms of the game engine.

Keywords
Game engine architecture, game development, multi-agent system.

1 INTRODUCTION

The game engines are frameworks composed by tools
and interfaces that increase the abstraction level over
low-level tasks to develop a video game [Gre14]. They
are designed to simplify the creation of video games,
encouraging the reuse of components and by abstract-
ing the communication with the hardware and the oper-
ating system running the game [Nys14]. This method
reduces development times since it provides tools to
solve common issues on most of the games. Each game
engine has its own components organisation structure
known as architecture. This architecture determines the
organisation of the modules composing the engine and
the communications between them, the operating sys-
tem and the hardware drivers.

Even though its goal is to ease game development, these
applications are not easy to use. Game engine devel-
opment is a complex task despite the reduced num-
ber of academic papers on game engine architecture
[And08, Amp10]. The current literature deals with the
engine components, such as the behaviour specifica-
tion, the scene render or the networking. Nevertheless,
the game engine architecture connecting all these is a
subject that has been barely covered. In fact, [And08]
brings forward the lack of academic papers and re-
search lines on this matter. Some of these lines are the
identification of the software components common to
every kind of game, and the research of common el-
ements to every kind of game engine in order to de-
fine a genre-independent reference architecture and the

recognition of the best practices on game engine devel-
opment.
Multi-agent systems (MAS) are adapted to the dis-
tributed problem resolution, where multiple modules
work autonomously over a shared environment to
achieve a goal. In this sense, the primary objective of
this work is to demonstrate how MAS are capable to
easily specify the system’s components that define a
game engine architecture. For this purpose, a game
engine architecture prototype based on MAS has been
designed, with autonomous components, so that they
can perform specific tasks on the elements of the
game. The proposed game engine must be able to run
completely functional games from this agent-based
architecture. To this end, the prototype has been
developed on the MAS development platform NetLogo
[Tis04].
The remainder of the work is organised as it follows:
state of the art on game engine architecture and its re-
lationship with MAS is presented in section two. Sec-
tion three shows a summary of the principal MAS fea-
tures. Subsequently, the game engine architecture pro-
posed on this work is presented in section four. Finally,
in section five, the results are shown and subsequently
discussed in section six, and in section seven, the con-
clusions of this work are presented along with the future
research lines.

2 STATE OF THE ART
This section presents a compilation of technical
works that associate MAS with the game engine and
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their appearance on academic papers. Game engine
architecture is defined as the organisation structure
of the engine’s components and their relationship
with its supporting drivers, hardware and operating
system [Gre14]. In a game engine, the components are
the subsystems responsible for running specific tasks
such as the rendering, the logic evaluation, the user
interaction or the physics evaluation. Some of these
subsystems can be considered as complete engines
by themselves due to its complexity. In fact, the
logic component is not easy to standardise due to its
inherent connection with the mechanics of each game
[Mil09, Lew02, Doh03, Amp10].

Among all the methods trying to specify the game en-
gine components, the MAS is paradigmatic because it
relies upon autonomous entities communicating with
one another and performing tasks on a shared envi-
ronment, and so it can easily relate the game and the
behaviour specification elements [Nys14]. This coop-
erative distributed problem-solving fits perfectly with
the task distribution on a game engine. Furthermore,
the academic papers linking games and MAS becomes
evident the implicit connection between these interac-
tive systems and the agent-based systems in the fol-
lowing aspects: the game element’s and the agent’s
concepts and their interrelation, their communication
protocols and their cooperation mechanisms [Woo02,
Gla06, Pos07, Sil03].

In [Pon13], the authors propose an agent-based system
to control the game parameters according to the game
objectives. Besides, [Fin08] shows a system where the
agents learn autonomously to play games without hu-
man intervention, [Gra13] proposes a system to inte-
grate virtual worlds with a multi-agent interface and
[Jep10] proposes an agent creation framework for se-
rious games.

Furthermore, [Dig09] shows the relationship between
MAS and the game mechanics design, emphasising on
the industry tendency to associate the game mechan-
ics definition and the natural language on the game de-
velopment. Moreover, [Bec14] develops a MAS based
on the commercial game engine Unity, by doing a 3D
simulation of the behaviours related to the path-finding
methods for multiple agents on a passenger airport con-
text.

Additionally, on the multiuser issue, [Ado01] presents
a MAS to handle the multiuser mechanics on a tourna-
ment game, [Sac11] presents an intelligent agent-based
distribution to build multiplayer systems and [Ara08,
Ara12] introduces a MAS to conduct the design of Mul-
tiplayer Massive Online Games (MMOG), a specific
type of games where the priority is the real-time inter-
activity of several game agents.

Lastly, [Gar06, Gar07, Gar10] shows a virtual envi-
ronment where the agents are communicating with the

player like in a 3D chat and then [Rem15] introduces an
application specification for a 3D virtual fair as a MAS.

3 MAS FEATURES
According to the M. Wooldridge definition [Woo02], an
agent is a computer system that is situated in an envi-
ronment in order to meet its design objectives. Based
on the general definition for a MAS, it is necessary to
consider the following formal characteristics:

• The environment of the MAS can be in any of the
discrete states of a finite set E = [ e0, e1, e2, ...] of
states.

• The agents in the system have a set of available ac-
tions with the capacity to transform their environ-
ment Ac = [ α0 , α1 , α2 , ...].

• The run r of an agent on its environment is the inter-
layered sequence of actions and environment states
r: e0 →α0 e1 →α1 e2 →α2 ... eu−1 →αu−1 eu, where
R = [r, r′, ...] represents the set of all the possible
and finite sequences of E and Ac.

• The effect of the agent actions on an environment
comes determined by the transformation function τ:
RAC→℘(E) [Fag95], where RAC represents the sub-
set of R ending on an action, and RE represents the
subset of R ending on an environment state.

In this sense, the following definitions can be estab-
lished:

Definition 1: An environment Env is defined as a triple
Env = <E, e0, τ>, where E is a set of states, e0 ∈ E is the
initial state and τ is the state transformation function.

Definition 2: An agent Ag is defined as a function Ag:
RE → Ac establishing a correspondence between runs
and actions. It is assumed that these runs end on an
environment state [Rus95].

In this sense, an agent selects the action to perform
based on the system’s history that it has witnessed. It
is necessary to take into account that the environments
are implicitly non-deterministic, but the agents are de-
terministic. The set of all the agents Ag of a system is
represented as AG. The set of all the runs of an agent
Ag on an environment Env is R(Ag, Env).

Definition 3: A purely reactive agent [Gen87] is de-
fined as a function Ag: E → Ac, which indicates that
their decision-making process only with the current en-
vironment state.

Definition 4: An agent is considered as a perceptive
agent when it is composed of a perception function and
an action function. It is represented as Ag = <see, ac-
tion>, where see is a function see: E→ Per and action
is a function action: Per*→ Ac.
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4 ARCHITECTURE PROTOTYPE
In order to define the game engine architecture, this
study is focused on the engine’s components definition
and the behaviour specification for the game elements.
In this sense, the formal correspondences with a MAS
are established with the aim of proving that the agent-
based engine is capable of making games. On this ar-
chitecture, the MAS is the element that structures the
information distribution and communication between
the engine’s elements. The prototype design is oriented
towards the creation of 2D games, and it has been devel-
oped on the agent-based programming language NetL-
ogo [Tis04].

Next, the elements of the game engine are presented
from a MAS point of view:

• The engine environment, or the space of coexistence
for every element of the game.

• The engine’s agents, the elements equivalent to the
engine components.

• The game’s agents, also known as game objects or
actors.

4.1 The engine environment
In this game engine, the environment Env represents
the conjunction by the agents representing the engine’s
components or engine’s agents and the game objects,
also known as actors. This environment Env is in charge
of storing the game’s states E through its properties.
Furthermore, starting from an initial state e0, the mod-
ules perform transformations τ on the general proper-
ties of the environment and on the actors with which
they have dependencies. The initial state e0 determines
the set of original properties present in the environment.
Among the properties that define the state of the engine,
there are the following categories:

• Basic properties: Properties related to the resolu-
tion of the output screen, the characteristics of the
camera and the sound of the game.

• Physic properties: Characteristics that control the
physical behaviour of the environment such as grav-
ity or air friction.

• Timers: Set of properties responsible for controlling
and providing information to the game elements on
execution times, time differentials and elapsed time.

• Lists: The lists are responsible for maintaining the
lists of actors used by each engine component, for
storing the input events that have occurred in the en-
gine and to manage the sounds queue.

The execution of the environment on the engine’s ar-
chitecture allows evaluating the processes related to the
correct functioning of the game. The execution of the
game R(AG, Env), represents the application of the set
AG for all agents of the engine respect to the environ-
ment Env. The process that relates the agents to the
elements of the game is known as the game loop: the
cycle of evaluation, updating and continuous execution
of the game. It is responsible for managing the interac-
tion between the engine’s agents and actors; that is, it is
the process through which the agents that represent the
engine components apply their behaviour rules on the
environment.
The engine agents’ communication with the environ-
ment is not the same for all elements that compose it.
Also, this engine agents work asynchronously and at
different frequencies, however its sequential implemen-
tation is absolutely valid. Figure 1 shows a diagram
describing the communications between the engine en-
vironment, the engine agents, and the actors, where the
processes of information transmission are determined.

Figure 1: Communications’ diagram between the com-
ponents of the game engine.

4.2 The engine’s agents
The engine agents that perform the role of the game en-
gine components are the Physics agent, the Input agent,
the Logic agent, the Audio agent and the Render agent
(see Figure 1). These agents represent autonomous
components that execute actions α on the environment
Env. An agent Ag is an element that acts from the en-
vironment state e and its internal state, including the
tasks assigned to it. In the designed architecture, en-
gine agents represent the components of the game en-
gine. Their behaviour is determined by predefined be-
haviour rules that evaluate the environment properties
and the game actors, and which determine the actions
to be taken. These agents are responsible for executing
the actions Ac on the environment Env.
The engine agents present a reactive behaviour since
they carry out their decision-making processes taking
into account the present state of the environment and
the environment’s history that they have witnessed.
Moreover, the Input agent and the Audio agent present
a perceptual behaviour, and some of their essential
functions are to wait until the perception function
registers events that they can interpret. The different
game engine agents are described below:
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• Physics agent: Responsible for evaluating the ac-
tor’s physical behaviour according to the environ-
ment properties and its configuration. The execution
of this agent requires a high-frequency cyclic perfor-
mance due to the need to iterate the numerical inte-
gration of the equations repeatedly. Also, this agent
executes actions on the environment in charge of de-
tecting collisions, applying the response to the col-
lision, integrating the movement equations and up-
dating the position of the actors.

• Input agent: Manages the communication between
the engine and the user. It transforms input events
into interpretable information for the engine. It has
an asynchronous behaviour that stores its input data
into the event list of the engine.

• Logic agent: Observes the environment state and
runs the actor’s behaviours rules so that they fulfil
their tasks. It is a cyclic operation, with lower la-
tency than the physics agent one.

• Audio agent: Reproduces sounds asynchronously
while the sound queue is not empty.

• Render agent: Draws the environment state on the
screen in a repeatedly with sufficient latency to meet
the threshold of human vision.

The communication between engine agents
Next, a brief description of how the communication is
established between the agents of the engine with the
environment and the game actors:

• The Physics agent must access the properties of the
actors to apply the transformations resulting from
the evaluation of their physical behaviour. For these
evaluations, it is relying on the physical set-up of the
game, stored within its properties.

• The Input agent obtains the information from the
events that are given from the operating system. It
notifies the engine, with the aim that other engine
agents, such as the Logic agent, can access this in-
formation.

• The Logic agent is the only agent with the ability
to read and write both in the environment properties
and in the general properties of the actors. This fea-
ture is necessary in order to set and to get all the nec-
essary information for any required game mechan-
ics.

• The Audio agent works on its reproduction queue.
This queue is loaded by the Logic agent when it is
required to play a sound.

• The Render agent, for its correct operation, requires
information about the environment with the resolu-
tion of the screen or the properties of the camera as
well as the actors, with their textures, dimensions
and transformations.

4.3 The game’s agents
The game actors are the agents that make up the games:
characters, scenarios and props; and are in charge of
performing the game mechanics. All of them have com-
mon characteristics and include a set of properties that
determine their appearance and behaviour. The actors
have the following types of properties:

• Basic properties: These properties are related to the
position, rotation and scale of the actors.

• Rendering properties: The properties connected to
the image representing the game actor and its visu-
alisation. Also, it can display text defined by a font,
a size, a colour and a style property.

• Physics properties: Properties that allow defining
the physical characteristics of the actors such as
speed, angular velocity, material properties (density,
friction, restitution).

• New properties: Also, the actors can define new
properties that expand their property list.

The Logic agent controls the actor’s behaviour. Each
game mechanic is determined by a set of behaviour
rules stored in the actors. These behaviour rules are
defined by logic statements, which in this case, are tak-
ing the form of a script. In the NetLogo case, they are
implemented as functions.

5 THE USE CASE AND RESULTS
After the definition of the architecture, a use case is
presented below to test the capabilities of the engine.
The implementation is based on the classic arcade game
Arkanoid, where the user must manage a paddle to con-
trol the bounces of the ball and destroy the most sig-
nificant number of bricks without letting the ball col-
liding with the lower limit of the screen. The selec-
tion of this game as a demonstrator is because it in-
cludes features that require all engine components. The
implementation of this example requires engine agents
controlling the execution of the game and actor agents
to perform the mechanics of the game. Nevertheless,
the following behaviour algorithms are adapted to the
case of use in order to simplify the presentation. Addi-
tionally, as stated above, there is only one type of actor
agent: all the Arkanoid game elements are actors with
configured properties and behaviour rules to fulfil their
specific tasks.
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For the game development, a Paddle actor, a Ball actor
and four sets of fourteen Brick actors have been created.
Also, there is an additional actor whose task is only to
store and to show the game score as a new property.
Initially, the Brick actors are distributed in a grid at the
top of the screen, the Ball actor is initialised over the
Paddle with a constant speed on the y-coordinate and
a random velocity on the x-coordinate, and the Paddle
actor is centred on the bottom. A capture of this layout
is represented in Figure 2.

Figure 2: Capture of the Arkanoid game implemented
with the prototyped engine.

Algorithm 1: Declaration of the environment prop-
erties, engine agents and actors agents in NetLogo.

globals [delta-time previous-time current-time]
physic-own [physic-list gravity-x gravity-y
air-friction ]

input-own [event-list]
logic-own [logic-list]
audio-own [sound-list]
render-own [render-list resolution-x resolution-y
camera-x camera-y camera-rotation camera-zoom]

actors-own [velocity-x velocity-y restitution
active-physics? active-logic? active-audio?
active-render? static?]

The declaration of these properties is presented in Al-
gorithm 1, along with the engine agents properties and
the actor agent properties. This property set can accept
new properties depending on the game requirements.
Moreover, during the game cycle execution, each en-
gine agent evaluates the state of the environment and
executes its actions according to the tasks it has pro-
grammed (see Algorithm 2).

The first step on the game loop is carried out by the
Physics agent (see Algorithm 3). The execution of its
functions begins with the collision-detection function,
which is responsible for detecting collisions between

Algorithm 2: The game engine’s game loop.

to go
physic [ run-physic ]
input [ run-input ]
logic [ run-logic ]
audio [ run-audio ]
render [ run-render ]

end

actors. Next, the collision-response function is respon-
sible for resolving the collision between two actors,
which applies only to the actors with the active-physics
property active. If any of these actors have a static phys-
ical behaviour, the response to the collision will not af-
fect them. Finally, the motion-integration function is in
charge of applying the motion equations to the actors.
These movements are determined by the initial speed
settings, the effect of gravity, friction with the air and
the results of collisions. Its scope is about the actors
with physical properties, as long as they are not static.

Algorithm 3: Physics agent behaviour loop.

to collision-detection
ask actors [

if (distance ("ballID")) < size [ set colliding true
]
]

end
to collision-response

ask actors [
if (colliding and active-physics? and (not

static?)) [
set velocity-y (velocity-y * -1 * restitution) ]

]
]

end
to motion-integration

ask actors [
if (active-physics? and (not static?)) [

set velocity-x (velocity-x + gravity-x *
delta-time)

set velocity-y (velocity-y + gravity-y *
delta-time)

set xcor (xcor + velocity-x)
set ycor (ycor + velocity-y)

]
]

end
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Upon the Physic agent completion, the Input agent be-
haviour for this use case is presented in Algorithm 4.
This behaviour is based on the event-management func-
tion, the function responsible for managing the proce-
dures that determine if an input event has occurred in
the engine. When an occurrence is detected, the list
of events of the environment properties is modified to
communicate that information to the rest of the envi-
ronmental elements.

Algorithm 4: Input agent behaviour loop.

to event-management
if left-key [ set left-key-event true ]
if right-key [ set right-key-event true ]

end

Next, the environment is evaluated by the Logic agent.
In the general case, this procedure is responsible for
evaluating the logic of each actor agent in terms of
game mechanics. For this use case, two rules are
presented to demonstrate the running of its behaviour.
Algorithm 5 shows two rules based on the function
evaluate-actors.

The first function controls the behaviour of the Brick
actor. After the detection of a collision event involving
the Ball actor and a Brick actor, the Ball actor gives
the response to the collision to simulate the rebound,
and the Brick actor in question is eliminated from the
game. Additionally, the property points of the Score
actor is increased by one, and a sound is added to the
playback queue. Conversely, the second function sets
the movement of the Paddle actor after the user inputs.
Keyboard events control the movement of the Paddle
actor: it applies a shift to the left and a shift to the right
with the A and Z keys respectively. This displacement
will occur as long as it does not reach the limits of the
screen.

After adding a sound to the playlist, the Audio agent is
responsible for its reproduction. The Audio agent be-
haviour cycle is presented in Algorithm 6, where the
play-sounds function sets the audio playback based on
the reproduction list information.

Finally, the last step on the game loop is performed by
the Render agent. This agent executes the procedures of
drawing the scene on the group of visible actors. Nev-
ertheless, the rendering functions in NetLogo are mini-
mal. For this example, the function draw-actors is com-
posed just by a refresh call with the native function tick.

On a separate issue, the end of the game is reached
when the Ball actor has no more Brick actors left to de-
stroy or when he reaches the lower limit of the screen,
that is when the player handling the Paddle actor is not
able to return the Ball actor to the Bricks zone.

Algorithm 5: Logic agent behaviour loop.

; behaviour rule for the Brick actor
to evaluate-actors

ask actors [
ifelse (static? and colliding) [ die ] [ set points

points + 1 ]
]

end
; behaviour rule for the Paddle actor
to evaluate-actors

if left-key-pressed [
ask (actor "paddleID") [

if xcor > min-pxcor + size [
ask actor "paddleID" [ set xcor xcor - size ]

]
]

]
if right-key-pressed [

ask (actor "paddleID") [
if xcor < max-pxcor - size [

ask actor "paddleID" [ set xcor xcor + size ]
]

]
]

end

Algorithm 6: Audio agent behaviour loop.

to play-sound
ask actors [

if empty? sound-list [
sound:play-note "Gunshot" 60 64 0.25

]
]

end

It can be seen that the programming language for MAS
NetLogo is not prepared to make aesthetically attrac-
tive games. For example, it is not possible to add new
images or new sounds to agents; it only works with pre-
defined elements. Also, it is not possible to scale these
forms in a single direction, which significantly limits
the possibilities to the game aesthetics. In any case, it
easily allows creating a game engine prototype that can
be implemented on a more suitable programming lan-
guage.

ISSN 2464-4617 (print) 
ISSN 2464-4625 (DVD)

Computer Science Research Notes 
CSRN 2901 WSCG Proceedings Part II

32 ISBN 978-80-86943-38-1



6 CONCLUSIONS AND FUTURE
WORK

The design of the game engine architecture presents
a methodology to specify a game engine defined as a
MAS but also has some characteristics that are interest-
ing to analyse. In the first place, it should be noted that
the autonomous behaviour of the engine components
over a shared space makes possible the resolution of
many problems inherent in the development of games.
Since each of them has autonomous tasks that could be
done without external intervention. Besides, the engine
is enriched with the essential characteristics to create a
wide variety of games, where some fancy features are
no longer necessary for the conventional 2D game en-
gine.

Conversely, it should be noted that games are played
with a single type of actor agent and, there are no hier-
archical relationships between them. All the elements
that define a game: the markers, the player, the NPC;
they have the same properties and the same behaviour
rules system. Furthermore, it is not necessary to define
a scene graph, which simplifies the internal architecture
of the engine and the design of the games. There are no
complex data structures such as vectors or matrices that
are not necessary for the creation of most arcade games.

In summary, the objective of this work aims to define a
simple architecture prototype that is capable of running
a game. It starts from the formal definition of the MAS
with the end of leading a definition of its essential el-
ements. Besides, the study of game engines and their
relationship with MAS has allowed to generate a broad
knowledge about the architecture of commercial game
engines and to establish a game engine specification in-
tuitively and closer to the way of describing systems
with natural language. The engine is the environment
of the MAS, while the components are the agents of
the engine and the actors are the agents of the game.
From the environment state, agents can perceive infor-
mation and react to certain states based on their prede-
fined tasks. The behaviour associated with the tasks is
determined by behaviour rules and a pre-established set
of actions.

About the future works, this prototype has led to the
creation of a game engine following the architecture de-
signed on this work. It is being built over the program-
ming language JavaScript in order to execute games on
web browsers.
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ABSTRACT 
This work aims to show the new approaches in 

embedded vision dedicated to object detection and 

tracking for drone visual control. Object/Pedestrian 

detection has been carried out through two methods: 

1. Classical image processing approach through 

improved Histogram Oriented Gradient (HOG) and 

Deformable Part Model (DPM) based detection and 

pattern recognition methods. In this step, we present 

our improved HOG/DPM approach allowing the 

detection of a target object in real time. The developed 

approach allows us not only to detect the object 

(pedestrian) but also to estimates the distance between 

the target and the drone. 2. Object/Pedestrian 

detection-based Deep Learning approach. The target 

position estimation has been carried out within image 

analysis. After this, the system sends instruction to the 

drone engine in order to correct its position and to 

track target. For this visual servoing, we have applied  

1This work is carried out as part of the INTERREG VA FMA 

ADAPT project ”Assistive Devices for empowering disAbled 
People through robotic Technologies” http://adapt-

project.com/index.php. The Interreg FCE Programme is a European 

Territorial Cooperation programme that aims to fund high quality 

 

 

our improved HOG approach and implemented two 

kinds of PID controllers. The platform has been 

validated under different scenarios by comparing 

measured data to ground truth data given by the drone 

GPS. Several tests which were ca1rried out at 

ESIGELEC car park and Rouen city center validate 

the developed platform. 

Keywords 
Object detection, object recognition, visual tracking, 

tracking, pedestrian detection, deep learning, visual 

servoing, HOG, DPM. 

 

1. INTRODUCTION 
The works presented in this paper are a part of 

ADAPT1 project (Assistive Devices for empowering 

disAbled People through robotic Technologies) which 

cooperation projects in the Channel border region between France 

and England. The Programme is funded by the European Regional 

Development Fund (ERDF). 
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focuses on smart and connected wheelchair to 

compensate for user disabilities through driving 

assistance technologies. One of the objectives of the 

project is to develop an Advanced Driver-Assistance 

System (ADAS) platform for object detection, 

recognition, and tracking for wheelchair applications 

(object detection, obstacle avoidance, etc.). The work 

presented in this paper is related to object/pedestrian 

detection. In general, ADAS is used to improve safety 

and comfort in vehicles. ADAS is based on the 

combination of sensors (RADAR, LIDAR, cameras, 

etc.) and algorithms that ensure safety of vehicle, 

driver, passenger and pedestrian based on different 

parameters such as traffic, weather, etc. [26]. Here in 

this project, ADAS aims to detect pedestrian. Our 

contribution aims to develop a perception system based 

on object detection with different approaches such as 

HOG, DPM, and Deep Learning. This paper is 

organized as follows: Section 1 introduces the 

motivation of the paper. Section 2 presents the state of 

the art about object detection/tracking and visual 

control. Section 3 presents a comparison between the 

adopted object detection algorithms and some results 

obtained. Section 4 illustrates our improved 

HOG/DPM approach applied to object/pedestrian 

detection and tracking. In the same section, we present 

an innovative solution to estimate the distance 

separating objects to the vehicle or to the drone. The 

visual control system-based multi approach controller 

will be presented in Section 5. Finally, in Section 6, 

we will conclude this paper. 

 

2. STATE OF THE ART AND 

RELATED WORK 

State of the Art 
Object detection is a key problem in computer vision 

with several applications like automotive, 

manufacturing industry, mobile robotics, assisted 

living, etc. Pedestrian detection is a particular case of 

object detection that can improve road security and is 

considered as an important ADAS component in the 

autonomous vehicle. In [13], a very in-depth state of 

the art for pedestrian detection is presented. Three 

main contributions are developed by the authors: 1. 

Study of the statistics of the size, position, and 

occlusion patterns of pedestrians in urban scenes in a 

large pedestrian detection image dataset, 2. A refined 

per frame evaluation methodology that allows to carry 

out informative comparisons, including measuring 

performance in relation to scale and occlusion, and 3. 

Evaluation of 16 pre-trained state of the art detectors 

[13]. As a main conclusion of the study, detection is 

disappointing at low resolutions and for partially 

occluded pedestrians. In [1], a real-time pedestrian 

detection with DPM algorithm applied to automotive 

application is presented. The system is based on a 

multiresolution pedestrian model and shows superior 

detection performance than classical DPM approaches 

in the detection of small pixel-sized pedestrians. The 

system was evaluated with the Caltech Pedestrian 

benchmark [2], which is the largest public pedestrian 

database. The practicality of the system is 

demonstrated by a series of use case experiments that 

uses Caltech video database. The discriminatively 

trained, multiresolution DPM is presented as an 

algorithm between generative and discriminative 

model [3][7]. The algorithm has different steps: 

building a pyramid of images at different scales, using 

several filters and part filters to get responses. The 

algorithm combines these different responses in a star-

like model then uses a cost function, and trains 

classifiers by Support Vector Machine (SVM) 

classifier. This algorithm is still a widely used 

algorithm particularly in combination with DPM [8]. 

As another method of object detection, the Integral 

Channel Features (ICF) [1], can find a combination of 

multiple registered image channels, which are 

computed by linear and nonlinear transformations [9]. 

Integrating some features like HOG and do a training 

by AdaBoost in a cascade way can lead to pedestrian 

detection with good accuracy [9].  The sliding window 

methods (also called pyramid methods) are used in 

object detection with a high cost of detection time. In 

a recent work, proposing high-recall important regions 

is widely used [10]. In another way, the approaches 

based on Deep Learning, also called Convolutional 

Neural Networks (CNN), become very successful for 

feature extraction in the image classification task 

[33][34]. Rich Feature Hierarchies for Convolutional 

Neural Networks (RCNN) model [12], that combines 

CNN and selective search can be taken as an example. 

This algorithm has made a huge progress on object 

detection task like PASCAL VOC. It will be presented 

in the next section.  

Related Work 
In the literature, for similar tasks, several approaches 

have been used for object detection and pattern 

recognition, such as HOG/DPM, KLT/RMR (Kanade-

Lucas-Tomasi/Robust Multiresolution Estimation of 

Parametric Motion Models) and Deep Learning [1]. 

For example, in Google Robot’s Project [17], a deep 

learning model is applied to articulated robot arm for 

the picking up of objects. In Kitti Vision Benchmark 

Suite Project (KIT and Toyota Technological 

Institute) [18], an object detection and orientation 

estimation benchmark is carried out. The system 

allows not only localization of objects in 2D, but also 

estimation of their orientation in 3D [18]. In [19], an 

example of end-to-end object detection from 

Microsoft is described. For the task of detecting 

objects in images, recent methods based on 

convolutional neural networks (CNN, Deep-Learning) 

like SSD [18][20] allow detection of multiple objects 
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in images with high accuracy and in real-time. 

Furthermore, the SSD model is monolithic and 

relatively simple compared to other models, making it 

easier to use for various applications. For the task of 

grasping objects, people from the AI-Research of 

Google have recently used Deep Learning to learn 

hand-eye coordination for robotic grasping [21]. The 

experimental evaluation of the method demonstrates 

that it achieves effective real-time control, and it can 

successfully grasp new objects, and correct mistakes 

by continuous servoing (control). In many 

applications of detection of objects like pedestrian, 

cyclists and cars, it is important to estimate their 3D 

orientation. In outdoor environments, solutions based 

on Deep Learning have been recently shown to 

outperform other monocular state-of-the-art 

approaches for detecting cars and estimating their 3D 

orientation [22][23]. In indoor environments, it has 

been shown that using synthetic 3D models of objects 

to be detected in the learning process of a CNN can 

simplify it [23]. In [24] and [25], we can find an 

evaluation of the state of the art object (pedestrian) 

detection approaches based on HOG/DPM. In [31], B. 

Louvat et al. have presented a double (cascade) 

controller for drone-embedded camera. The system is 

based on two aspects: target position estimation-based 

KLT/RMR approaches and control law for the target 

tracking. The developed platform was validated on 

real scenarios like house tracking. In [32], B. Hérissé 

has developed in his PhD thesis an autonomous 

navigation system for a drone in an unknown 

environment based on optical flow algorithms. Optical 

flow provides information on velocity of the vehicle 

and proximity of obstacles. Two contributions were 

presented: automatic landing on a static or mobile 

platforms and field following with obstacle avoidance. 

All algorithms have been tested on a quadrotor UAV 

built at CEA LIST laboratory. 

 

3. OBJECT DETECTION APPROACH 
In order to identify the most suitable approach to our 

object and/or pedestrian detection application for the 

autonomous vehicle (a drone in this study), we need to 

establish the feasibility of several scientific concepts 

in pattern recognition approaches such as the 

KLT/RMR, SIFT/SURF, HOG/DPM but especially 

recent approaches of the artificial intelligence field, 

such as Deep-Learning. In this paper, we will focus on 

object detection and tracking-based through improved 

HOG/DPM approaches. 

 

Classical Approaches 
We have started out our experimentations by 

implementing point of interest approaches like Scale 

Invariant Feature Transform (SIFT) [9] and Speeded-

Up Robust Features (SURF) [35], based on descriptors 

that are very powerful to find matching between 

images and to detect objects. These methods allow the 

extraction of visual features which are invariant to 

scale, rotation and illumination. Despite their 

robustness to changing perspectives and lighting 

conditions, we found that the approach is not robust 

for object/pedestrian detection. SURF is better as it is 

up to twice as fast as SIFT. However, SIFT is better 

when a scale change or an increase in lighting is 

applied to the image. For pedestrians detection, SIFT 

and SURF therefore remain insufficient for our 

application. We have also experimented KLT 

approach [15] for extraction of points of interest and 

tracking them between an image taken at t-1 and 

another image taken at t. The approach has high 

accuracy and is fast, but on the other hand, it is not 

robust to perturbations, for example when the target is 

displaced too much, and in case of highly textured 

images. This is why we have decided to experiment 

the RMR approach [16], which has very low precision 

but is considered to be very robust. We have obtained 

results which are same as KLT approach. A hybrid 

KLT/RMR approach would be a better solution where 

we can have benefits of both the approaches. 

Object Detection-based HOG/DPM 
HOG and DPM algorithms first calculate image 

features. They apply classifiers on databases of 

positive images (with pedestrian) and negative images 

(without pedestrian). They have the advantage of 

being accurate and give relatively good results; 

however, their calculating time is high. We have 

therefore experimented three approaches: HAAR, 

HOG and DPM.  

3.1.1 Pseudo-HAAR Features  
HAAR classifiers use features called pseudo-HAAR 

[36][27]. Instead of using pixel intensity values, the 

pseudo-HAAR features use the contrast variation 

between rectangular and adjacent pixel clusters. These 

variations are used to determine light and dark area. 

To construct a pseudo-HAAR feature, two or three 

adjacent clusters with relative contrast variation are 

required. It is possible to change the size of features 

by increasing or decreasing the pixel clusters. Thus, it 

makes it possible to use these features on objects with 

different sizes.     

3.1.2 HOG Algorithm 
HOG is a descriptor containing key features of an 

image. These features are represented by the 

distribution of image gradient directions. HOG is an 

algorithm frequently used in the field of pattern 

recognition. It consists of five steps:  

1. Sizing of the calculation window ; by default 

the size of the image to be processed is 64x128 

pixels 

2. Calculation of image gradients using simple 

masks 
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3. Image division of 64x128 into 8x8 cells. For 

each cell, HOG algorithm calculates the 

histogram. 

4. Normalization of histograms by 16x16 blocks 

(ie. 4 cells) 

5. Calculation of the size of the final descriptor. 

The obtained descriptor is then given to a SVM 

classifier. The classifier needs many positive and 

negative images. The mixture HOG/SVM gives good 

results with limited computing resources.  

3.1.3 DPM Algorithm  
The hardest part for object detection is that there are 

many variances. These variances arise from 

illumination, change in viewpoint, non-rigid 

deformation, occlusion, and intra-class variability [4]. 

The DPM method is aimed at capturing those 

variances.  It assumes that an object is constructed by 

its parts. Thus, the detector will first find a match by 

coarser (at half the maximum resolution) root filter, 

and then using its part models to fine-tune the result. 

DPM uses HOG features on pyramid levels before 

filtering, and linear SVM as a classifier with training 

to find the different part locations of the object in the 

image. Recently, new algorithms have been developed 

in order to make DPM faster and more efficient [4][8].  

Pedestrian Detection-based 

HAAR/HOG/DPM 
We have carried out all the experiments with 6 

different databases dedicated to the pedestrian 

detection: ETH, INRIA, TUD Brussels, Caltech, 

Daimler and our own ESIGELEC dataset dedicated to 

the pedestrian detection. Fig. 1 and Fig.2 shows 

respectively results obtained under ETH and 

ESIGELEC datasets.   

 

  

  

  

 

Figure 1. Comparison between HOG and DPM 

applied under ETH dataset (640x480-image 

resolution). Left Column: HOG algorithm, Right 

Column: DPM algorithm 

 

   

   

Figure 2. Comparison between HOG and DPM 

applied under ESIGELEC dataset (640x480-image 

resolution). Top row: HOG algorithm, Bottom 

row: DPM algorithm. 

 

Object Detection-based Deep Learning 
Many detection systems repurpose classifiers or 

localizers to perform detection. They apply the 

classification to an image at multiple locations and 

scales. High scoring regions of the image are 

considered as positives detections [4][6]. CNN 

classifier, like RCNN, can be used for this application. 

This approach gives good results but require many 

number of iterations to process a single image [4][6]. 

Many detection algorithms using selective search 

[4][5] with region proposals have been proposed to 

avoid exhaustive sliding window. With deep learning, 

the detection problem can be tackled in new ways, 

with algorithms like YOLO and SSD. We have 

implemented those two algorithms for object detection 

in real time [14], and obtained very good results 

(qualitative evaluation). Fig. 3 shows an example of 

our deep learning model applied in pedestrian 

detection within ESIGELEC dataset at the city center 

of Rouen.   

  

  

Figure 3. Object/Pedestrian detection-based deep 

learning (Yolo and SSD). The results have been 

obtained under GPU Nvidia Quadro K4000M 

machine. 

 

ISSN 2464-4617 (print) 
ISSN 2464-4625 (DVD)

Computer Science Research Notes 
CSRN 2901 WSCG Proceedings Part II

38 ISBN 978-80-86943-38-1



4. OBJECT DETECTION AND 

TRACKING-BASED FASTER DPM 

ALGORITHM 

Improved HOG Algorithm 
We have identified four methods to improve 

HOG/DPM algorithm, which correspond to the five 

step of the HOG algorithm. In order to be able to make 

comparisons with the original version, a classifier was 

trained on the INRIA and TUD-Brussels image 

datasets. The number of available images in these 

datasets is relatively small compared to some other 

datasets, which has an impact on the pedestrian 

detection quality. The objective is to improve the 

quality of HOG/DPM pedestrian detection and to 

significantly reduce the computation time for the 

detection in road scenes. The tests were carried out on 

the ESIGELEC dataset; 1. Gamma Correction: in 

order to improve the pedestrian image quality, we 

performed a gamma pre-processing on the images to 

be trained and tested. Gamma correction can 

illuminate more the dark areas in images if gamma 

coefficient is greater than 1 or, in the contrary, darken 

them if the coefficient is less than 1. We found fewer 

parasites in the processed images. 2.  Image Resizing: 

HOG algorithm performs calculations on images of 

size 64x128 pixels. We performed calculation with 

windows size of 128x256. By doubling the size of the 

calculation window, we have improved the accuracy 

but also doubled the computation time (for example 

from 58ms in the classic HOG to 115ms for the 

improved HOG). 3. Negative Gradients: when 

calculating gradients, improved HOG uses negative 

gradients (180° to 0) and positive gradient (0 to 180°) 

like classical HOG. This allows the calculation of 

histogram with 18 values (9 values in classic HOG). 

The calculation time does not vary, however, by 

taking the negative gradients (signed gradient) into 

account, a small improvement was carried out but 

considered as not significant. However, we found 

presence of noise, which does not improve the classic 

HOG. 4. Normalization Vector: as a last step, HOG 

performs a standardization of 2x2 cells, ie. 32x32 

pixels with a pitch of 16x16. The object detection is 

degraded and the computation time doubles, which 

cannot considered as an improvement of classic HOG. 

 

Faster-DPM Algorithm 
The DPM algorithm is applied on the entire image and 

this is done at each iteration of the pedestrian video 

sequence. In order to reduce the computing time, the 

idea is to apply HOG algorithm only in a Region of 

Interest (RoI) in which the target (here the pedestrian) 

is located. This will drastically reduce the computing 

time and will also better isolate the object. Firstly, the 

DPM is applied all over the image once to locate the 

object. Secondly, and after obtaining a RoI 

surrounding the object to be detected as a bounding 

box (yellow box in figure 4), we built a New RoI 

(NRoI) by providing a tolerance zone (a new rectangle 

like the green one in figure 4 which is larger than the 

first one). Starting form the second iteration, DPM 

algorithm is applied only in this new image, which is 

represented by NRoI. If the target to be detected is lost, 

the DPM algorithm is re-applied over the entire image. 

In Fig. 4, we can see that Faster-DPM improves target 

detection by reducing time from 4 to 8 times less than 

classic DPM.   

  

  

Figure 4. Comparison between classic DPM and 

Faster-DPM. Left top and bottom image: object 

detection-based DPM, Right top and bottom 

image: object detection-based Faster-DPM with 

adaptive RoI (green box). 

 

Pedestrian Distance Estimation 
To have a better information on the detected 

pedestrians, it is necessary to estimate the distance 

separating the pedestrians from the vehicle. As our 

system is based on a monocular camera, the 

measurement of this distance has to be estimated. The 

law called “Inverse Squares”, used in astronomy to 

calculate the distance between stars, inspired us: 

“physical quantity (energy, force, etc.) is inversely 

proportional to the square of the distance of stars”. 

By analogy, the physical quantity represents the area 

of our RoI (bounding box surrounding the target). We 

have used a parametric approach. We have taken 

measurements at intervals of 50 cm, and the 

corresponding object RoI surfaces have been 

recorded. Fig. 5 shows the result obtained.     
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Figure 5. Detected RoI surface (blue curve) vs 

distance from the object (red curve): y axis 

represents the surface (pixels2), and x axis 

represents distance (m). 

 

The blue curve looks like a square root. This is 

validated by the trend curve, whose as equation (1) is:   

 

𝑦 = 262673 ∗ 𝑥−1.905                        (1) 

 

where x is the abscissa and y the ordinate. 

The equation of blue curve is (2): 

 

𝑆 = 𝐴 ∗ 𝑑−2                                          (2) 

   
where 𝑆 is the surface in pixel2, 𝑑 is the distance to be 

estimated, and A = 262673. 

 

The ideal detection zone is between 3 and 7 meters 

with an error of 5%. The Tab. 1 illustrates the 

calibration process carried out for the measurement 

environment.   

 

Distance (m) RoI Surface (pixel2) K = S * d-2 

2.5 44044 275275 

3 33180 298620 

3.5 25392 311052 

4 19200 307200 

4.5 14360 290790 

5 11102 277550 

5.5 10920 330330 

6 8427 303372 

6.5 8216 347126 

7 8348 311052 

8 4800 307200 

Table 1. Measurement environment calibration. 

 

5. VISUAL CONTROL-BASED MULTI 

APPROACH CONTROLLER 

Drone Double Controller 
The speed servo control of the drone allows it to track 

the target continuously and in real time. The image 

processing as a closed loop gives the coordinates of 

the target in (x,y,z) plan. Using this information, the 

system send instruction to the Drone engines 

corresponding to the real time position of the target in 

order to correct the position of the drone. We have 

developed two kinds of controllers: Proportional-

Integral-Derivative (PID) and Adaptive Super 

Twisting (AST) controller [28]. The controller system 

is based on three corrections: 1. Drone altitude 

correction, 2. Drone rotation speed, and 3. Drone 

navigation. Under Robot Operating System (ROS) 

system, the instructions are considered as speeds sent 

to drone engines.  

Firstly, we have applied a Proportional (P) controller:  

 Altitude : Kp = 0.004 

 Forward translation : Kp = 0.08 

Secondly, we have applied a classic PID controller (3):  

 Vrotation = Kp ∗ erreur + Ki ∗ ∫ erreur ∗ dt
t

0
+

Kd ∗
d

dt
(erreur)                                                                           (3) 

 

With Rotation: Kp = 0.0041, Ki = 0.0003, Kd =

0.0003 

Lastly, in (4), we have applied an AST (nonlinear PID) 

controller: 

Vrotation

= Kp ∗ (
erreur

|erreur| + A
) ∗ √|erreur| + Ki

∗ ∫
erreur

|erreur| + A

t

0

 dt                                                               (4) 

 

with A = 0.001,  Kp = 0.013, and Ki=0.02. 

The P controller is amply enough to enslave the 

altitude of the drone and its translation. However it is 

the rotational slaving that predominates; we need to 

keep the target in the center of the image and the target 

moves strongly from right to left and vice versa.   

Overall, the visual servoing that we have adopted uses 

the data extracted during the HOG/DPM or deep 

learning image processing (visual controller) and 

sends commands to the drone actuators. This is a 

double controller: speed control (internal loop) to 

control the motors and servo positioning (external 

loop) to position the drone according to the target 

position to track. The correction can be done with 

classical correctors (P, PI, PID) or more advanced 

commands like for example AST controller. Fig. 6 

illustrates the architecture of our cascade control used. 

 

 

Figure 6. Double controller with external (black) 

and internal loop (in red). 
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Test & Validation 
Indoor and outdoor environment tests were carried out 

throughout the project. For the final test phases, 

scenarios have been established. In order to validate 

the final platform, several scenarios has been defined. 

The platform gives very good results. Better results are 

obtained when the target (person) is alone in the 

environment. Performance is reduced when the target 

is in a group, despite the use of an adaptive region of 

interest. In addition, there is always the risk of losing 

the target, object detection algorithms do not have a 

detection rate of 100% and sometimes the person to 

track is no longer detected. If the target is no longer 

detected, the drone is ordered to switch to stationary 

mode as a filled situation. We are correcting this 

problem through two different methods: 1. An 

estimation of the future position of the target based on 

improved Kalman filter that gives better results; from 

now on, we are able to predict the position of the target 

to be followed and thus to minimize a possible 

confusion of this target with another target of the same 

nature (as for example the case of several people who 

walk together). A second approach is also under 

development which concerns deep learning not only 

for object/people detection and tracking, but also for 

object distance and orientation estimation. To 

compare the performance of the two implemented 

control laws (PID controller and AST controller), the 

GPS coordinates of each trajectory were recorded and 

compared. In order to illustrate the results obtained, 

the target (here a person) has made a reference 

trajectory in the form of a square. Fig. 7 shows the 

performances obtained on a square shape trajectory. 

We can see that the PID controller is more accurate 

than the AST controller.  

 

 

 

Figure 7. PID and AST comparison in 

Object/Person detection and tracking-based on our 

improved HOG/DPM. Top image: target square 

trajectory (blue line) carried out but the mobile 

target (person). Bottom image: comparison for the 

different trajectory carried out by person (ground 

truth data), PID controller and AST controller. x 

and y axis represents the geographic coordinate 

system coordinates. 

 

6. EXPERIMENTAL RESULTS 
The developments were carried out on an Ubuntu 

Linux platform with ROS, which is a set of computer 

tools for the robotics environment that includes a 

collection of tools, libraries and conventions that aim 

to simplify the process of operation, thus allowing 

more complex and robust robot behavior [29]. The 

ROS architecture developed comprises 4 different 

nodes: Node 1: image acquisition from the drone's 

embedded camera, Node 2: image processing and 

calculation of the position of the target to follow, Node 

3: visual servoing-based on PID or AST controller, 

and Node 4: Sending commands to the drone (manual 

and/or autonomous steering). The drone used is a 

Parrot Bebop 2 with 22 minutes of autonomy, weight 

420g, range of 300m, camera resolution of 14 Mpx, 

and maximum speed of 13m/s.  We have carried out 

several tests with six datasets dedicated to pedestrian 

detection. In this section, we present the tests carried 

out on the ESIGELEC dataset including tests 

scenarios under real traffic conditions in Rouen 

shopping center car park and Rouen city center. The 

results obtained are shown in Fig. 8.   
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Figure 8. Pedestrian Detection with improved 

HOG/DPM approach under ESIGELEC 

Indoor/Outdoor dataset. Left top image: 

Pedestrian detection with calculated distance 

under DPM, Right top image: Pedestrian 

detection-based SSD deep learning model, Left 

bottom image: Pedestrian detection-based DPM, 

Right bottom image: Pedestrian detection-based 

Faster-DPM. 

 

7. CONCLUSION 
In this paper, we have presented a new approach for 

object detection and tracking applied for drone visual 

control. A comparison study between different 

approaches dedicated to pattern recognition and 

object/pedestrian detection has been carried out. We 

have present our contribution to improve the quality 

of both HOG and DPM algorithms. We have also 

implemented deep learning based Yolo and SSD 

algorithm for pedestrian detection. An innovative 

method for distance calculation of pedestrian/object is 

presented in this paper. The approach were validated 

within experiments and the accuracy is 5% of errors. 

The system detects not only object/target to follow but 

also their distance from the drone. The system is 

generic so that it is "applicable" on any type of 

platform and/or environment (pedestrian detection for 

autonomous vehicle and smart mobility, object 

detection for smart wheelchair, object detection for 

autonomous train, etc.). This work aims to show the 

feasibility of scientific and technological concepts that 

affect object detection and tracking-based classic 

approaches like HOG/DPM, but also deep learning 

approaches-based Yolo or SSD. We have validated the 

whole development under several scenarios by using 

both parrot drone platform and real vehicle in real 

traffic conditions (city center of Rouen in France).   
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ABSTRACT
Recent studies on text line segmentation have not focused on title segmentation in complex structure documents,
which may represent the upper rows in each article of a document page. Many methods cannot correctly distinguish
between the titles and the text, especially when it contains more than one title. In this paper, we discuss this problem
and then present a straightforward and robust title segmentation approach. The proposed method was tested on
PATD (Printed Arabic Text Database ) images and we achieved good results.
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Arabic language, Projection Profile, Text-line segmentation, Connected Components

1 INTRODUCTION
The goal of Document Analysis and Recognition
(DAR) [Sim08] is the automatic detection and ex-
traction the information existing on a page, where
the output of DAR systems is usually presented in a
structured symbolic that can then be processed by a
computer. The principle of DAR is closely related
to official documents such as (newspapers, business
letters, books, and journals), where the information of
these documents is presented in digital form such as a
PDF, HTML or via a digital camera containing textual
information.
The type of document structure may be a simple
structure or complex one, where the identification of
the structure is based on the amount of information
contained in the document and the way this infor-
mation is presented. A document with a complex
structure is usually composed of textual heterogeneous
blocks, which may contain mathematical expressions,
tables, graphs and, pictures [Azo95]. They may be
characterized by variability of positioning, shape, and
appearance of areas, in which the different text blocks
are not perfectly aligned, with a complex layout that
can have multiple columns with different sizes, an
irregular body, and spacing.
The two families of composite documents are complex
with structurally stable documents (form, commercial
letter, etc.) and complex with variable structure
documents in which text is found between blocks and
in others (newspapers, documents, magazines, flyers,
etc.). They have rich typography and are not composed
solely of text but a combination, in a variable arrange-
ment, of texts, graphics, and images. Figure 1 shows
two examples of images of documents with a complex
structure. With the availability of the high-resolution
scanning devices along with robust computers, the

Optical Character Recognition (OCR) systems can
handle numerous recognition tasks of text-images.
Basic existing research used text-lines as input entities
for an OCR system [Gra09], hence text-line extraction
plays a key role in the OCR process and its facilitation.
This has led to a lot of research on improving text-line
segmentation over the years [Ray15, Ryu14].

(a) (b)
Figure 1: Examples of documents with a complex struc-
ture (composite): (a)A complex structure in stable doc-
ument form, (b)A complex structure in variable docu-
ment form (newspaper page).[Mon11]

The application of text-line segmentation is not al-
ways easy to do, due to the existence of skew, script
variations, noise, text-lines with different sizes and
different fonts. One especially problematic issue,
which is the aim of the study, is the line segmentation
of a large scale heading, in such a way that we can
present it as titles and their subtitle detection in Arabic
document pages. The existing approaches for text-line
extraction cannot correctly distinguish the titles from
the text, especially when it contains more than one
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title. The real text in documents often contains titles
and subtitles, and such text lines cannot be precisely
identified with state-of-the-art methods.
The state-of-the-art approach described in [Mun17]
could not extract Arabic text documents with large-
scale headings and titles; moreover, it is not efficient in
the case of a document with a complex structure. This
inspired us to develop a new method that can extract
not one title, but every title and subtitle on a document
page. In this paper, we present a new text-line detection
method for complex-structured documents where
the detected text is treated as a title or subtitle and
each page contains many titles corresponding to the
article numbers. The paper is organized as follows: In
Section 2, the related work is described. In Section
3, we describe each step of the algorithm in detail.
Experiments and results are presented in Section 4 and
finally, in Section 5 we outline our conclusions and
plans for the future.

2 RELATED WORK
A wide variety of title detection methods for documents
can be classified and incorporated in many techniques:
Active Contour Model (Snake), Horizontal Projection
Profile (HPP), Vertical Projection Profile (VPP), Con-
nected Components (CCs), the Bounding box-based
method, smearing method, the Hough Transform (HT),
or use of HMMs. Here, the main studies of text-line
detection methods are outlined.
Bukhari et al. [Buk08] presented a robust text-line
segmentation approach against skew, curl and noise,
which is based an active contour model (Snake) with
the novel idea of several baby snakes and their conver-
gence in a vertical direction using the ridges which are
found by applying multi-oriented anisotropic Gaussian
filter banks, hence it is computationally expensive. In
[Zek11, Che01], they applied horizontal projection pro-
file (HPP) and vertical projection profile (VPP) tech-
niques for the text-line segmentation approach by find-
ing the inter-line gap and taking into account the sepa-
ration between two consecutive lines. In [Bou18], they
applied a horizontal projection, commencing with a cal-
culation of the histogram of each block to extract the
local minima by using a threshold value, and conflict
resolution for assigning the existing black pixels in the
separator zones to the nearest line of text by a proxim-
ity analysis. However, this method is limited to spe-
cific structures. In [Sou10], they used the Bounding
box-based method where a histogram is created, then
they specified the lines that have the minimum number
of pixels. Afterward, the boundaries of each line were
detected by determining the centroid by measuring the
regional properties. In [Hus15, Alj12, Bro13], they ap-
plied a smearing method; namely smearing the consec-
utive black pixels in the horizontal projection, then the

pixels between them were marked in black if the dis-
tance between any two was less than a threshold value.
However, it fails when there is no space between two
consecutive lines or overlapping lines.

3 DESCRIPTION OF THE METHOD
Titles are the key elements of documents because there
are no page documents without titles and subtitles. The
size of these titles is not always larger than other text on
the page, especially when the title belongs to a small ar-
ticle. Nevertheless, subtitles are usually found above or
below the title where the space and the size between
the subtitle and the article text are identical. These
generic characteristics present challenges in the Arabic
language in terms of text-line extraction from a docu-
ment page. Figure 2 illustrates the problem where the
spaces between the peaks did not give us useful infor-
mation for title extraction.

Figure 2: The input image with a plot of the horizontal
projection profile on the right.

3.1 Pre-processing
We used global thresholding to produce a clear image
that simplifies the processing of the later stages. In this
stage, the Otsus binarization method [Zek11] is used to
transform the image into two possible pixel values (0
and 1) to reduce the noise and overcome the illumina-
tion issue that arises during the scanning process.

3.2 Removing Figures and black blocks
We know of course that document pages may contain
one or more figures. These figures consist of the largest
proportion of pixels in some cases that give us impre-
cise information and this could lead to poor results in
the subsequent steps. Moreover, the existence of black
blocks could corrupt the essential parts that are needed
later on. To overcome these problems and facilitate ti-
tle and subtitle segmentation, we used formulas applied
constraints on the size of the connected components,
the ratio of height and width, and the density of black
pixels in the connected component. In Figure 3, we give
an example of figure deletion and black block reverse.
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Figure 3: Examples of removing figures and black
blocks.

3.3 Title Segmentation
The detection of the titles is done by taking into account
the fact that not just the height of the titles is impor-
tant but also the number of pixels in each component
and its position. Here, our proposed method is based
on RLSA and the Connected Components (CCs) tech-
nique. HRLSA, or the (Horizontal Run length smooth-
ing algorithm)[Gor97] is then applied to the resulting
image of the preceding step to eliminate spaces be-
tween words of the same line of text and Vertical RLSA
smoothing is used to connect the diacritic marks to the
corresponding words. Let L0 be a horizontal segment
of unit length. The Run-Length Smoothing closing al-
gorithm fuses nearby pixels of the binary image X by γ

L0, where γ is a size parameter.

RLSA(X) = X⊕ γL0	 γL0 (1)

The horizontal and vertical smoothing thresholds were
determined empirically, namely (with threshold 1=1%)
and (with threshold 2=0.85%) proportional to the size
of the page, respectively. Actually, the characters of
the titles are usually larger than those of the lines of
simple text, in this case, the threshold of the horizontal
RLSA smoothing was previously not enough to con-
nect the words of a big title. To remedy this problem,
we applied a second horizontal RLSA smoothing with a
larger threshold (with threshold 3= 1.55 % proportional
to the size of the page) only on the parts of the image
containing probable major titles. These are composed
of connected components whose height is greater than
(1.5 x the most common text height in the document).
We then applied another labeling of the related compo-
nents on the RLSA smoothed image. As the words of
a single line of text (simple or title) become connected,
each line of text is treated as a separate component. A
related component is treated as a title if its height is
greater than (1.2 x the most common text height in the

document), otherwise, it is treated as a simple line of
text.

Figure 4: The title segmentation results of our proposed
method on Arabic text documents.

3.4 Subtitle Extraction
However, these techniques only provided us with the
main titles, no subtitles. Other criteria must be used
to add the other titles. For this, we combined two
criteria, namely the size of the related component of
the previous step and its position relative to the main
titles. Here, the other titles are extracted using the
projection profiles (PP) method.
Let L1 and L2 denote the lines of text that are above
and below a main title T respectively, V1 denote the
image width and V2, V3 denote the height. And let:

• V1 = 12.5%, V2 = 3.35%, V3 = 0.07% .

• (x1,y1): the coordinates of the top left-hand corner
of L1.

• (x2,y2): the coordinates of the bottom right-hand
corner of L1.

• (z1,k1): the coordinates of the top left-hand corner
of T .

• (z2,k2): the coordinates of the bottom right-hand
corner of T .

• (x3,y3): the coordinates of the top left-hand corner
of L2.

• (x4,y4): the coordinates of the bottom right-hand
corner of L2.
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The lines of text L1 and L2 are treated as subtitles if they
satisfy the following conditions:

• height of L1 and L2 < (Threshold 4) 1.15 % propor-
tional to the size of the page document;

• (z1−x2 <V1)∧((| y1−k1 |<V2)∨(| y2−k2 |<V2))

• ((k1−y1 >V3∨y2−k2 >V3)∧ (y1−k1 >V3∨k2−
y2 >V3))

• (x3−z2 <V1)∧((| k1−y3 |<V2)∨(| k2−y4 |<V2))

• ((y3−k1 >V3∨ z2−y4 >V3)∧ (k1−y3 >V3∨y4−
k2 >V3))

Figure 5: The subtitle segmentation results for an Ara-
bic document page.

We proceed in the same way with other subtitles if they
exist by letting (x1,y1) be the coordinates of the upper
left-hand corner of T, (x2,y2) be the coordinates of the
lower right-hand corner of T, (z1,k1) be the coordinates
of the upper left-hand corner of subtitle L, (z2,k2) be
the coordinates of the bottom right-hand corner of sub-
title L in a recursive way until no line satisfies these
conditions.

The conditions applied for subtitle and title detection
are determined by the following geometrical features:

• Height: CC bounding box height,

• Width: CC bounding box width,

• Aspect Ratio: Width divided by height,

• Solidity: Area of the CC (in pixels) divided by the
area of its convex hull,

• Area: Number of pixels in the CC,

• Position: CC coordinates.

Figure 6 shows the number of document pages in each
threshold where the threshold is computed by getting
image information under valid conditions. Every
threshold in this chart is used for title or subtitle detec-
tion, which has four tests (with proportional values of
0.85, 1, 1.15 and 1.55, where these values are found
by calculating the median of proportional values of the
images (the ratio is extracted using information about
the dimension and size of the document image, all
the titles and subtitles being on each individual page).
Here, the y parameter denotes the number of images
that matched this proportional value. We took the best
and the highest number column for each threshold.
Our results were tested on over three hundred pages to
check accuracy and performance.
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Figure 6: The number of experiments of our data
thresholds.

4 EVALUATIONS AND RESULTS
Our method can be used in two modes; namely, the ap-
plication returns just the cropped titles and subtitles, or
it returns the whole page with colored titles and sub-
titles. Both demonstrate the segmentation phase in a
clear way.
To evaluate our proposed system, we used the same cri-
terion as in that described in [Ari07], which is the title-
segmentation accuracy in percentage terms. The con-
straints are given below.
1) If a single connected component of a line is seg-
mented to another line, this error if counted as two line
errors.
2) If n subtitles and simple text are merged together,
then it is counted as n line errors.
3) If n titles and subtitles are merged together, then it is
counted as n line errors.
We used the following formula for computing all the
errors:

Accuracy% = 100− (E/TotalTitleLines)∗100 (2)
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The algorithm was tested on three hundred scanned
pages at 300 dpi got from the PATD (Printed Arabic
Text Database) [Bou19], which has various styles
including regular and bold, multiple font sizes and
types(AL-Quds, AxTManal, Beirut, AL-Quds Bold,
Kacstone, Alshrek Titles). Pages with different struc-
tures may contain one article, two articles, three articles
or more. Every page has a unique format because the
PATD database was collected from many documents.
The algorithm gives excellent scores, which may be
as high as 98.02% for titles, and 98.15% for subtitles.
Table 1 below lists the results obtained during the
testing process with various font types, styles, and
sizes.

Table 1: Test results.

Font Type Title extraction Subtitle extraction
AL-Quds 98.18 % 97.96 %

AxTManal 98.15 % 98.23 %
Beirut / 98.87 %

AL-Quds Bold 98.45 % 98.17 %
Kacstone 97.56 % 97.55 %

Alshrek Titles 97.78 % /
Total 98.02 % 98.15 %

Due to the absence of previous articles with the same
goal in Arabic documents, we evaluated the perfor-
mance of our approach by comparing it with related
articles that have similar goals such as line segmenta-
tion. In [Mun17], they took a binarized image as input
and the algorithm returned a data file that contains a
segmented image. Though it went well (99%) for line
segmentation with different fonts, it cannot be applied
to a complex structure, due to a dependence on the ver-
tical projection in the first phase of page segmentation,
where there must always be a vertical white space on
the whole page between the articles. Therefore there
are incorrectly segmented lines with poor detection in
the case of the absence of vertical white space in the
page image. In [Abu06] the authors proposed a robust
method for line segmentation and they score of 97.8%
for both simplified and traditional text fonts (97.3% for
simplified font and 98.4% for a traditional font), based
on splitting one region into many smaller regions in a
repetitive way until no more regions require splitting
using a horizontal projection and a set of constraints.
However, as the program does not work with a com-
plex structure that has more than one article and dif-
ferent sizes of text on the same page, it is not possible
to extract the lines for both normal text or large size
text from each article if it exceeds an article on the im-
age page or if it contains variable font size texts in the
same article. Another study [Sou10] focused on the line
segmentation of low-quality documents, by investigat-

ing different text-line segmentation algorithms like Pro-
jection Profiles (PP), the Run Length Smearing Algo-
rithm (RLSA) and Adaptive Run-Length Smearing Al-
gorithm (ARLSA); and by applying HPP they achieved
a score of 100% on English documents that had vary-
ing spaces. RLSA achieved an accuracy of 96% on
overlapping documents, and ARLSA achieved an ac-
curacy of 99% on English documents with overlapping
components. However, PP cannot handle images where
the text lines are overlapping or touching. RLSA and
ARLSA fail if there is any overlap between two text
lines.

Figure 7: Samples of images used for the line segmen-
tation method: (a) Ibrahim’s data [Abu06]: an article
with the same text size in one column; (b) Soujanya et
al.’s data [Sou10]: an article with a different size font in
one column; (c) Ayesh et al.’s data [Mun17]: variabil-
ity of font size and the possibility of multiple articles,
which was restricted by the presence of vertical white
spaces between them; (d) Our own data where several
articles have different font sizes and figures.

Although the program can handle many size fonts, in
the previous study they based it on documents which
had just one article hence one title had no more than
this, and their approach cannot be applied on pages with
a complex structure e.g. when there are many articles,
figures, and titles. In [Bou18], they extracted the lines
based on horizontal projection, local minima, and con-
flict resolution and got a score of 99.85% for text. They
based it on more than one hundred pages taken from
the same newspaper, and they had a similar structure
for all the images they had for their dataset. Their text
was simple text or titles because they did not distinguish
between them, and this made it difficult to compare be-
cause a good segmentation line does not mean good title
and subtitle detection. In fact, every article has a title,
which leads us to think that good article detection with
good line segmentation means a good title and subtitle
extraction. In their study, they got a score of 90.03% for
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article detection and for title detection they were unable
to exceed this even in the best cases.

5 CONCLUSIONS
Title segmentation plays a significant role in the seg-
mentation phase for the identification of any article in
any random document paper. In this study, we handled
the problem of distinguishing text and overlapping-
lines with small font size, and for large fonts, using
RLSA, Connected Components (CCs) and Projection
Profile (PP) in scanned pages. We evaluated the pro-
posed method on the real three hundred text images us-
ing the PATD database. The results presented here are
superior to those of existing algorithms that perform
the same task. Our future goal is to extend our doc-
ument language procedure to other document formats
and structures and generalize its capabilities.
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ABSTRACT 
In this paper we present a dorsal hand vein recognition method based on convolutional neural networks (CNN). 

We implemented and compared two CNNs trained from end-to-end to the most important state-of-the-art deep 

learning architectures (AlexNet, VGG, ResNet and SqueezeNet). We applied the transfer learning and fine-

tuning techniques for the purpose of dorsal hand vein-based identification. The experiments carried out studied 

the accuracy and training behaviour of these network architectures. The system was trained and evaluated on the 

best-known database in this field, the NCUT, which contains low resolution, low contrast images. Therefore, 

different pre-processing steps were required, leading us to investigate the influence of a series of image quality 

enhancement methods such as Gaussian smoothing, inhomogeneity correction, contrast limited adaptive 

histogram equalization, ordinal image encoding, and coarse vein segmentation based on geometrical 

considerations. The results show high recognition accuracy for almost every such CNN-based setup. 

Keywords 
Biometric identification, dorsal hand vein recognition, CNN architectures, transfer learning. 

1 INTRODUCTION 
The increasing number of smart devices, cloud 

computing and home automation have made people 

more conscious of security and privacy. They have 

realised the importance of protecting their personal 

data stored in LAN or on servers in WAN networks.  

The credentials in access control systems must be a 

unique ID that a user knows or owns. Based on this 

the user is associated and authenticated and it is 

given access to the requested resource.  

Traditional identification and authentication methods 

are gradually losing ground because they can be 

easily hacked using a man-in-the-middle attack. The 

usual credentials such as tokens, passwords or ID-

cards are not sufficiently reliable, since they can be 

relatively easily intercepted or falsified. Tokens, 

passwords and other important data may be caught or 

lost, and reused afterwards serving as fake 

documents. Finally, knowledge-based information 

may be easily forgotten. Biometrics is one of the 

most secure and reliable means of personal 

identification or authentication methods. Biometrics 

makes use of unique, unforgeable characteristics 

based on body measurements or comportment that 

are difficult to copy or steal.  

The most important features used in biometric 

identification are the face, fiducial points, 

fingerprints, veins, palm and dorsal hand veins, 

finger veins, the iris, the retina, ears, the voice and 

the DNA. 

In recent years, biometrics based on patterns of the 

vascular system have gained increasing attention. 

Analysis of finger vein, palm vein and dorsal hand 

vein patterns are the most common vascular structure 

biometrics. Their advantages are uniqueness, 

stability, contactless acquisition and unforgeability. 

They are also typical of the living. 

In this paper, a dorsal hand vein identification system 

is presented which exploits the strength of 

convolutional neural network architectures.  

The rest of the paper is organized as follows: after a 

short review of dorsal hand vein detection and 

authentication systems in the literature (Section 2), 

the database used in the experimental setup is 

presented (Section 3). Section 4 summarises the fine-

tuned and retrained CNN architectures, followed by 

the detailed description of the approach proposed 

with two CNNs trained end-to-end (Section 5). 

Permission to make digital or hard copies of all or part 

of this work for personal or classroom use is granted 

without fee provided that copies are not made or 

distributed for profit or commercial advantage and that 

copies bear this notice and the full citation on the first 

page. To copy otherwise, or republish, to post on 

servers or to redistribute to lists, requires prior specific 

permission and/or a fee. 
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Finally, our experiments and results are presented in 

Section 6, followed by the conclusion and discussion 

(Section 7). 

2 RELATED WORK 
The blood circulation system of every creature is 

already formed in embryo state. The exact path and 

form of the veins, from the medical point of view, is 

not known in detail, and neither is the reason of the 

uniqueness of the vessel network. It is only known 

that the probability of finding two individuals with 

the same pattern of blood circulation system is quite 

low.  

Technically, dorsal hand vein detection is the easiest 

compared to finger vein, palm vein or other vein 

pattern acquisitions. The veins are under the skin and 

carry blood from the organs towards the heart. They 

are bluish in colour and can be detected by light 

reflecting the temperature difference between the 

warm blood flow and the surrounding cells. The 

acquisition of dorsal hand images is usually done by 

Near Infrared (NIR) or Far Infrared (FIR) cameras. 

The acquisition protocol is not standardized and 

differs from one database to the other. The resolution 

of the images obtained is usually very low, with low 

contrast and a restricted region of grayscale 

intensities. 

Vein-based approaches can be classified into two 

different types: shape-based methods and texture-

based methods. 

Shape-based methods use vascular structure 

information, extracting line or curve features and 

measuring different types of distances: the Hausdorff 

distance or the Line Segment Hausdorff distance or 

angles [1]. Here the geometric representation is 

obtained based on an approximation of segments by 

short vectors, bifurcation, endpoints and crossing 

points. These features are obtained after the vessel is 

detected and the skeleton of the vein structure is 

obtained. The segments of the skeleton can be 

approximated by line detection using Hough 

transform. In this case the veins are extracted by line 

tracking methods or local curvature extraction [2]. 

The disadvantage of these methods is the requirement 

for an aligned and registered skeleton structure.  

The registration and alignment of two binary skeleton 

images is usually done by considering local invariant 

feature points such as SIFT (Scale Invariant Feature 

Transform) [3], SURF (Speed-Up Robust 

Features) [4] and Hessian-Laplace interest points [5].  

Another approach capable of registering two vein 

skeleton images using a 3D rigid transformation that 

maximised the skeleton overlap was described in our 

previous article [6]. 

The texture-based methods can be divided into two 

categories: global texture methods and local texture 

methods. The global methods, also called holistic 

methods, extract the features from the whole region 

of interest, characterising the texture and vein 

structure globally. For this purpose, Principal 

Component Analysis (PCA) was used by Wang et al. 

in [7], the Fisher Linear Discriminant was applied 

Liu et. al in [8] and Independent Component 

Analysis (ICA) by Yuksel et al. [9]. These methods 

rely on eigenvalue and eigenvector decomposition. 

The results in these cases were severely influenced 

by the variation of position, viewpoint, contrast, 

illumination changes, occlusion, distortion and 

misalignment of images. However, these methods are 

a good starting point in combination with local 

texture methods. 

The most important local texture-based approaches 

are different variants of locally binary patterns (LBP) 

or circular locally binary patterns (CLBP) [10] or 

Gabor texture descriptors [11]. Another type of local 

information extraction is based on local key point 

matching, for example SIFT (Scale Invariant Feature 

Transform) [12], Difference of Gaussian [13], 

Oriented Gradient Maps [14], Centroid-based 

Circular Key-point Grid (CCKG) [12].  

The results obtained by a single key-point extraction 

method are not good enough; therefore, Huang et. al 

[15] proposed a combination of LBP for local 

texture, binary coding for local shape extraction and 

graph matching for global shape characterisation.  

The most recent research field of convolutional 

neural networks is not widespread in the case of vein-

based identification. Hong et al. proposed a reduced 

complexity four-layered CNN for finger vein 

recognition [16] and Wan et al. [17] proposed a CNN 

based on VGG-19 [18] for dorsal hand vein 

recognition. 

3 THE DATABASE 
The proposed approach is evaluated on the NCUT 

(North China University of Technology) Part A [8] 

dorsal hand vein dataset. It is the largest publicly 

available database used for automatic dorsal hand 

vein image recognition systems. The NCUT database 

contains 2040 near infrared images of dorsal hands of 

102 individuals, and both hands have 10 samples 

each. Due to the low-cost acquisition equipment, this 

database contains low-quality images with a high 

noise level. All images were acquired by the same 

dorsal hand scanner, resulting in roughly aligned 

images. There are only small changes in translation, 

rotation and illumination between the images. We 

can observe more significant changes in viewpoint 

because of the hand rotating around the handle of the 

scanner, considered to be the Ox axis of the images. 

The NIR intensity is stable, but there is a circular 

variation in illumination from the centre to the 

margins because of a light source illuminating form 
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above. Thus, some veins near the margins are 

difficult to distinguish, and vein pixel intensities are 

sometimes similar to skin pixel intensities. The 

acquisition equipment through the NIR camera 

determined the low contrast with a resolution of 640 

×480 pixels on an 8-bit greyscale image. Moreover, 

the dorsal hand occupies only about half of the 

available area and there are only 80 integer 

intensities, which restricts the range of contrast into 

the [101, 180] interval. 

4 TRANSFER LEARNING 
Transfer learning is used to fine-tune the weights of a 

given CNN architecture to be suitable for new input 

data. It has been shown that architectures based on 

transfer learning obtain better results in accuracy and 

performance than retraining the same network 

structure from the beginning.  

In our experiments we created two networks built 

and trained from scratch, and fine-tuned four other 

well-known CNN architectures (AlexNet, VGG-16, 

ResNet and SqueezeNet) with pretrained weights. 

4.1 Alex Net 
AlexNet [19] was the winning architecture of the 

ImageNet [20] Challenge in 2012. It was the first 

architecture implementing parallelism in training the 

network. The original architecture has an input image 

size of 224224 and 3-channel RGB image. It 

consists of 5 convolutional layers, 3 overlapping 

max-pool layers and two fully-connected layers at the 

end. The activation functions in the conv-layers was 

the ReLU. The first conv-layer has a depth of 96 with 

a kernel size of 1111 and a stride of 4. The output of 

this layer is a 555596 response, which is reduced 

to 272796 by an overlapping max-pool layer of 

33 kernels and stride=2. The second conv-layer has 

a kernel size of 55, a depth of 256, a stride of 1 and 

a zero-padding of 2 pixels in each direction. LRN 

(Local Response Normalization) was applied to the 

responses of the previous convolutional layers, i.e., 

batch-norm was not known at that time. The output is 

resized to half in width and height to 1313256 

with the same type of max-pool as before. The 

following 3 convolutions have a kernel size of 33 

with a padding of 1, astride of 1 and a depth of 384, 

384 and 256, respectively. These 3 layers maintain 

the previous size of 1313256, which is reduced to 

half 66256=9216 afterwards. These responses are 

fed into 2 FC layers, each having 4096 activations. 

The final decision of predicting 1000 class layers is 

made by a softmax function.  

In our approach we refined the trained weights for 

ImageNet and replaced the final FC layer to be 

suitable for our problem of dorsal hand vein 

identification by changing the output layer to 204 

instead of 1000.  

4.2 VGG 
VGG was introduced by Simonyan and Zisserman 

[18] and was the winning architecture of the 

ImageNet competition in 2014. It is a much deeper 

model compared to AlexNet, containing 16 (VGG-

16) and 19 (VGG-19) layers, respectively. Their idea 

was to stack multiple convolutional layers, with each 

having a kernel size of 33 with stride 1. This kernel 

size reduced the number of parameters in the layer. It 

has been shown that two stacked 33 kernel layers 

have the same receptive fields as a single 55 one. 

Likewise, a stack of 3 conv-layers has the same 

receptive field as a single 77 kernel conv-layer. The 

VGG-16 has 13 conv-layers, 5 max-pooling layers 

and 3 fully connected layers at the end. The other 

novelty here was the doubling of filter depth after 

reducing the input image size to half in both height 

and width. This led to a parameter reduction of only 

1/2 instead of 1/4. The input image size of 

2242243 was reduced after two conv-layers with a 

depth of 64 (conv1_1, conv1_2) to 1/2 size using a 

max-pool layer with stride 2. , Two other conv-layers 

were applied on the 1/2 image size, with double 

depth 128 and a max-pooling resize of the output to 

1/4. Three conv-layers were stacked on the 1/4 size, 

each having a depth of 256. On the 1/8 and 1/16 

sizes, 3-3 stacked convolutional layers followed, 

each having a depth of 512. The output of the last 

layer, in this way, was 77512, and was fed into 

three FC layers of sizes 4096, 4096 and 1000. The 

last two FC layers were followed by dropout with a 

probability of 0.5, like in AlexNet. This architecture 

has about 138 million parameters and was extremely 

hard to train. The training was done in several stages, 

gradually adding the interior layers.  

In our approach we refined the initially trained 

weights for ImageNet and replaced the final FC layer 

in order to obtain 204 class scores. 

4.3 ResNet 
The main reason for introducing ResNet [21] was the 

observation of lower training performances, although 

the number of layers increased. Thus, CNNs with a 

high number of convolutional layers are more 

difficult to be optimized. Moreover, if the number of 

layers is above a certain limit between 20 and 30, the 

CNN will also have a higher training and test error. 

The convergence of such deep architectures is not 

reached. The authors of paper [21] solve the problem 

of mapping an input layer to an output layer by 

computing only the difference that must be added 

(subtracted in case negative values) to the input 

values. So, instead of determining Out(x) it 

determines the residual R(x), where R(x)=Out(x)-x. 

The shortcut connection, also called bypass, is the 

identity mapping (x) which adds the input to the 

residual and obtains the output. The residual is 
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determined by multiple (2 or 3) consecutive conv-

layers. In this way they are able introduce very large 

networks with 18, 34, 50, 101 and 152 layers. Every 

conv-layer is batch normalised and fed into ReLU 

activation.  

In our experiments we have used the ResNet50 

architecture. The input layer is the dimension used in 

ImageNet. The first layer is 7764 with stride 2. 

The next dimension is 112112 because of resizing 

by max-pooling. On this size, 3 consecutive conv-

layers are used to determine the residual (1164, 

3364, 11256), and these are repeated 3 times. 

The next feature map dimension is 5656. Here the 

residual is computed using another 3 conv-layers 

(11128, 33128, 11512), and these are 

repeated 4 times. The next input feature dimension is 

2828, and here the residual block consists of these 

three 11256, 33256, 111024 conv-layers. 

These layers are replicated 6 times. On the final 

dimension of 1414, the 3 layers are included in the 

residual block (11512, 33512,112048). The 

last layer is a fully-connected layer of 772048, 

mapping to 1000 class scores determined by softmax.  

In our experiments we have fine-tuned the pretrained 

weights of this architecture using the NCUT dataset, 

added data augmentation and adapted the weights 

and FC layers according to the dorsal hand 

identification problem.  

4.4 Squeeze Net 
The SqueeezeNet architecture introduced in [22] is a 

CNN with a drastically reduced number of 

parameters (of 1.2 million only), but with accuracy 

results in ImageNet object detection completion 

similar to AlexNet. Because of the lower number of 

parameters, it requires less memory in parallel 

training, and the model obtained can be easily loaded 

onto embedded systems or microchip-based 

intelligent systems with lower hardware resources. 

The main ideas of this network are the so-called fire 

modules along with the conservation of the activation 

maps by downsampling their spatial dimension later 

and fewer times in the network. The fire module 

consists of 3 components: a squeeze layer (of kernel 

11) to reduce the depth of the input filter-map 

(reducing the number of parameters) and two 

expansion layers of kernel 11 and 33 to transform 

the reduced layer back to its original size. s11 

squeeze-layers have the role of reducing its input size 

of whd to only wh s11. The squeeze layers are 

followed by ReLU activation and two consecutive 

expansion layers: the 11 conv-based returns to a 

higher dimensional space wh e11 and the 33 

conv-based reduces the number of weights compared 

to the previous layer. After the expansion the output 

layer is of size wh (e11+e33) and is followed by a 

ReLU activation. The SqeezeNet architecture is made 

up of a conv-layer, max-pool for downsampling, 

three fire modules, max-pool again, four fire 

modules, max-pool, a final conv-layer and average 

pooling at the end, meaning a total of 11 layers based 

on convolutions. The model trains faster not only 

because of the fire modules, but also due to using 

sparse weight matrixes and computation not with 

float numbers but 6- or 8-bit quantized integers [23]. 

The authors present three variants of the 

SqueeezeNet: the vanilla architecture, the 

SqueezeNet with bypass connections and bypass with 

convolutions.  

In our application we used the vanilla SqueeezeNet 

without bypasses retrained the original network and 

adapted the last FC layer to the purpose of dorsal 

hand vein identification. Thus, instead of 1000 class 

scores we had to obtain only 204. 

5 OUR APPROACH 
The goal of this research is the evaluation of two 

novel CNN network architectures proposed and 

trained for dorsal hand vein recognition. Their 

identification accuracy and training and testing 

performances are compared to well-known CNN 

architectures such as AlexNet, VGG-16, ResNet-50 

and SqueezeNet, summarised above.  

The first network proposed and trained from scratch 

is a 6-layered CNN made up of 4 convolutional and 2 

fully connected layers. The input image was 

redimensioned and centre-cropped to the same 

dimension as required for the other types of 

networks, i.e., to 2242243. The original image is 

only grayscale, but the depth of 1 was converted by 

replication to a depth of 3.  

The NCUT dataset has only 10 different image 

samples of both hands for every subject. This number 

of training images is very small for proper end-to-end 

training of convolutional neural networks  

In order to enlarge the training dataset available, we 

have applied classic data augmentation methods to 

generate, instead of 10, thousand similar images 

during the training process. There are several types of 

augmentation techniques. We have used centre-crop 

based on a binary mask to consider only the hand, 

followed by a resize to the standard input size of all 

networks. We applied random rotation of the images 

by ±10. Finally, the images were normalized with Z-

score normalisation using the mean and standard 

deviation of the image set.  

In this study, our goal was to create a simple CNN 

model which is easily trained and has only a few 

parameters, but obtains reasonable identification 

accuracy compared to other state-of-the-art 

pretrained CNNs with initial weights fine-tuned for 

the ImageNet Challenge, these are much harder to be 

trained. 
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 Layer type No. of 

filters 

Size of input 

feature map 

Size of output 

feature map 

Size of 

kernel 

No. of 

stride 

No. of 

padding 

Dimension 

224224 

Conv1_1 32 2242243 22422432 33 11 11 

Conv1_2 32 22422432 22422432 33 11 11 

Batch norm 432 

Max-pool 1  22422432 11211232  22 00 

Dropout p=0.25 

Dimension 

112112 

Conv2_1 64 11211232 11211264 33 11 11 

Conv2_2 64 11211264 11211264 33 11 11 

Batch norm 464 

Avg-pool 2  11211264 565664  22 00 

Dropout p=0.25 

 FC1  565664 512    

 Dropout p=0.25 

 FC2  512 204    

Table 1: 4conv-2FC architecture 

To this end, we have first built a CNN with 4 

convolutional layers, called 4conv-2FC (Figure 1). 

The convolutional filter in each case was a 33 

convolution. The 33 filter is a reasonable dimension 

to extract a patch of the image. If the filter is larger, 

the number of weights between two layers will be 

higher, implying the growth of the final number of 

parameters. If the input has a depth of D and the filter 

ffdf, the number of weights between the particular 

input and the filters output will be (wfhfdf+1)D. 

The 1 constant represents the bias term. In the 

literature [18], it has been shown that a 55 kernel 

response can be obtained as a stack of two conv-

layers with a kernel of 33. It is obvious that 

2(33d+1)D is 40% less than (55df+1)D. 

Every convolutional layer output is fed into a ReLU 

activation function. The rectifying linear unit 

ReLU(x)=max(0,x) is preferred instead of other 

activations because the its derivate is easier to 

compute. The hyperbolic tangent and sigmoid 

activations are rarely used in CNNs because they 

quickly saturate, and their derivate in that case is 0. 

Every conv-layer is normalized using batch 

normalization. Batch normalization (BN) learns the 

mean and standard deviation of a given layer and 

preserves them even if the input weights are 

changing. It makes the learning of subsequent layers 

easier and has a regularisation effect as well. For 

every depth (d), the BN learns the   (scale) and () 

shift parameters of the normalized outputs of a given 

layer. For the normalisation of the values, it 

computes the mean and standard deviation of the 

layer; therefore, the number of parameters in this 

case is 4d. We use a dropout with a probability of 

0.25 and 0.5 after the second and fourth conv-layer. 

The convolutional layers maintain the same feature 

map size in width and height by using a zero-padding 

of p=1 and stride s=1 for every 33 convolutional 

kernel. Only the depth of the feature maps changes. 

The output width (wO) and height (hO) can be 

calculated based on the input feature maps size wIhI, 

the filter size wfhf and the padding p and stride s, 

according to the formula: wO=((wI-fI)+2*p)/s+1.  

 
Figure 1: 4conv-2FC Architecture Trained from Scratch 
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The depths of the feature maps gradually increase by 

a factor of 2 when their width and height is reduced 

by 2. This operation reduces the number of 

activations between layers by a factor of only 2 

instead of a factor of 4. The smaller size of the 

feature maps is obtained by max-pooling layers of 

22 with a stride of 2. This means that the feature 

map is reduced to half its size by keeping the 

maximum value in every block of 22 pixels. The 

last pooling layer in our network is global average 

pooling in blocks of 22, with the role of minimising 

the overfitting before the first dense layer. The 

convolutional layers are followed by 2 fully 

connected layers. The last fully connected layer is fed 

into a softmax function. The softmax converts the 

class scores obtained into probability distributions, 

representing the probability of the input image to be 

considered in class i, where i is the number of 

subjects in the database 2 (left/right land), in our 

case 2102=204.  

Our first CNN architecture 4conv-2FC (Figure 1, 

Table 1) considers two dimensions of the original 

image: the full size (224244 feature map) and the 

half-size feature map (112112). For each 

dimension, two convolutional layers are considered. 

The first layer has an input of 2242443 and 

produces an output of 22424432 followed by 

another similar layer. These layers are obtained using 

3332 filters with s=1 and p=1. After these two 

layers, the feature map is reduced to half its size, and 

two conv-layers are computed again. The third has an 

input of 11211232 and an output of 11211264 

fed into the forth, obtaining an output of 

11211264. Before the dense layers, the output is 

again reduced to 565664 (=200704). Thus, the first 

fully connected layer creates a mapping between 

200704 and 512. The last FC layer has a number of 

outputs equal to the number of classes, i.e., 204. The 

parameters of this CNN architecture are summarized 

in Table 1.  

Our second CNN architecture 6conv-2FC (Figure 2, 

Table 2) considers the dimensions of the original 

image: the full size, the half-size feature map 

(112112) and the 1/4 size one (5656). For each 

dimension, two convolutional layers are added. The 

first four conv-layers are similar to the first approach, 

but there is another pair of conv-layers at the 5656 

size. The fifth layer has an input of 565664 and 

obtains an output of 5656128, while the sixth layer 

is a replica of this, obtaining once more an output of 

5656128. 

Before the dense layers, the output is again reduced 

to 2828128 (100352). Thus, the first fully 

connected layer makes a mapping between 100352 

and 1000. The last FC layer must have 204 

responses, considering the number of classes. The 

parameters of this CNN architecture are summarised 

in Table 2.  

6 RESULTS AND EXPERIMENTS 
In this section we describe our experiments related to 

dorsal hand vein recognition with different 

convolutional network architectures. We compare the 

effect of several preprocessing steps on the 

recognition performance of the trained networks.  

The databased used in our approach is the NCUT 

database described in detail in Section 3. 

The block diagram of our system is depicted in 

Figure 3. The flowchart of our approach has the 

database as the input, followed by a ROI detection, 

based on a binary mask, different preprocessing 

steps, and Z-score normalization with a mean of 0 

and a standard deviation of 1. The main part of the 

system is the implemented and trained CNN 

architecture used for dorsal hand vein identification 

purposes.  

The hardware used for carrying out our experiments 

was a Windows 10 64bit operating system with 

32GB of memory and an NVIDIA Geforce GTX 

Graphics Card with 11 GB of memory using the 

Python and Pytorch framework.  

In our experiments we considered different types of 

settings. In the first settings we compared our 

proposed two different CNN architectures trained 

from scratch. These two architectures considered the 

same original dataset. We have split the dataset 

randomly into 6 samples per person for training and 4 

for testing and out of these 2 for validation. In both 

cases, we considered the same number of training 

epochs (400) and the same hyperparameters 

(optimization of Stochastic Gradient Descent with a 

learning rate of 0.01).  

The number of parameters in these two cases are 

approximately the same 103M (4conv-2FC) or 100M 

(6conv-2FC). The training and the validation curves 

in Figure 4 show a better dropdown of the training 

curve and a better stabilization of the validation 

curves for the CNN architecture with 6 conv-layers. 

The accuracy of the networks is 92% and 95%. 

(Figure 9 and Table 3).  

In the next stage, we compared the training and 

testing performance versus the number of epochs, the 

learning rate and the optimization criterion only on 

6conv-2FC.  

A total number of iterations of about 400-500 was 

enough in the case of the two networks trained from 

scratch, and only 200-250 iterations run were enough 

for the pretrained and fine-tuned networks.  

A low learning rate of 0.001 led to a very slow 

convergence and a higher learning rate of 0.1 showed 

an oscillating behaviour in the training loss.  
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Layer type No. of 

filters 

Size of input 

feature map 

Size of output 

feature map 

Size of 

kernel 

No. of 

stride 

No. of 

padding 

Dimension 

224224 

Conv1_1 32 2242243 22422432 33 11 11 

Conv1_2 32 22422432 22422432 33 11 11 

Batch norm 432 

Max-pool 1  22422432 11211232  22 00 

 Dropout p=0.25 

Dimension 

112112 

Conv2_1 64 11211232 11211264 33 11 11 

Conv2_2 64 11211264 11211264 33 11 11 

Batch norm 464 

Max-pool 2  11211264 565664  22 00 

Dropout p=0.25 

Dimension 

5656 

Conv3_1 128 565664 5656128 33 11 11 

Conv3_2 128 5656128 5656128 33 11 11 

Batch norm 4128 

Avg-pool 3  5656128 2828128  22 00 

Dropout p=0.25 

 FC1  2828128 1000    

 Dropout p=0.5 

 FC2  1000 204    

Table 3: 6conv-2FC architecture 

 

Thus, the most adequate value for the learning rate in 

our case was 0.01. We also compared two different 

weight update methods, simple SGD with lr=0.01 as 

well as SGD with momentum (lr=0.01, =0.9) and 

RMSProp updates. RMSProp update led to an 

oscillating behaviour, and simple SGD worked 

slightly better when training the two new networks; 

at the same time, SGD with momentum worked well 

in transfer learning.  

We also proposed to compare different types of 

known networks and fine-tuned them by modifying 

their weights and final decision layer tailored to the 

problem of dorsal hand vein identification. Here we 

compared the training and test performances of the 

state-of-the-art networks described in Section 4. 

Figure 5 compares the training behaviour. Here we 

can observe that the ResNet-50 network obtains the 

best training loss (with 50 conv+FC-layers), our 

6conv-2FC (6+2 layers) and 4conv-2FC (4+2 layers) 

network is slightly worse, but their performance is 

similar to VGG-16 (13+3 layers) in this case.  

 
Figure 2: 6conv-2FC Architecture Trained from Scratch 

 
Figure 3: The Proposed System 
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The training loss of these four networks drops from 

the early epochs. AlexNet and SqueezeNet training 

losses drop in a relatively late epoch compared to the 

other four networks mentioned above. 

 

The 33 filters computed in the case of 6conv-2FC 

are shown in Figure 6. In fact, the kernel filters 

represent the most common 33 image patches in a 

given layer.  

 

The layer-wise heatmap obtained from GradCam 

[24] visualizations shows (Figure 7) the most 

activated regions of the dorsal hand layer by layer, 

from layer 1 to 4.  

 

The activation is gradually concentrating on the 

upper part of the hand, where the main longitudinal 

veins fork into diagonal veins going into the fingers. 

This is the most representative part of the hand vessel 

system from the perspective of identification.  

Our next experiment analysed the effect of the 

various preprocessing steps applied to the original 

image before the training of different CNN 

architectures. In our previous paper [6] we proposed 

a geometry-based vein extraction algorithm.  

The process started with some image preprocessing 

steps followed by segmentation, which allowed 

extracting the skeleton of the detected veins. These 

preprocessing steps are image inhomogeneity 

correction, contrast limited adaptive histogram 

equalization and codification of the veins with an 

ordinal measure.  

The preprocessing steps mentioned (Figure 3) are 

applied using a binary mask representing the ROI of 

the hand. Its boundary is determined by the contour 

of the black background and the non-black 

foreground. The next step (a) is the noise filtering 

(Figure 8a) of the masked image. Here we used a 2D 

Gaussian kernel of 33 with =0 and =0.5. This 

eliminated the blurriness of the images. In addition, 

we noticed that the illumination of the images is not 

uniform. The intensity of the central part is much 

higher than at the margins. An inhomogeneity 

correction filter can reduce the variation in 

illumination. The variation in intensities can be 

modelled using a bias image (step b) (Figure 8b), 

which is a smooth multiplicative field over the 

filtered image. Thus, we solved this artefact by 

adapting the N3 inhomogeneity correction (step c) 

algorithm [25] to the given images (Figure 8c). 

Another important step (d) is contrast limited 

adaptive histogram equalization (CLAHE) (Figure 

8d), which ensures the image quality and contrast 

enhancement required for better segmentation or 

identification. The parameters used in this case are a 

block size of 7 and 127 for the contrast-limiting 

threshold. 

Finally, the images are segmented based on an 

ordinal image encoding (step e) procedure by 

comparing the successive pixel intensities along a 

horizontal line. Pixels with decreasing intensities 

along the line are coded black (0), pixels with 

increasing intensities are coded white (255), and 

pixels with almost constant intensities are coded grey 

(128) (Figure 8e). This encoding creates images that 

are a sort of relief-like representation of the veins. 

The threshold (T) which determines increasing, 

decreasing or constant behaviour is a parameter 

imposed by the width of the veins detected. A value 

of 0.5 for this threshold and a minimum region 

around the minimum point larger than 4 pixels is 

considered to be a vein centre. By applying this 

segmentation procedure (step f) we obtain coarse 

vein segmentations (Figure 8f).  

The presented CNN networks were trained and tested 

on the original images, on the inhomogeneity-

corrected and CLAHE images, on the coded and on 

the segmented images as well. The results for each 

type of image are summarized in Table 3 and Figure 

 

Figure 4: Training and Validation Losses for 

4conv-2FC and 6conv-2FC 

 

Figure 5: Training Loss in Transfer Learning  

 
Figure 6: 33 conv-filters 

 
a) Layer1 b) Layer2  c) Layer3 d) Layer4 

Figure 7: Heatmap of Layers 1-4 
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9. We can observe that the best identification results 

are obtained on preprocessed images with steps a, b, 

c and d (column InhCLAHE).  

 

The accuracy is 2-3% better than that for the 

normalized original images without applying 

inhomogeneity correction and CLAHE (column 

Orig.). The codification based on the ordinal measure 

did not bring any advantages to the training of the 

system or to testing accuracy. It is obvious from the 

results that the segmented black and white images 

with very few white (information) pixels and a lot of 

background (black) ones make the final identification 

performance much worse. This behaviour is because 

of the many background pixels contributing to a 

vanishing gradient most of the time.  

Comparing the recognition accuracies of CNNs fine-

tuned for the NCUT dataset and using the pretrained 

weights via transfer learning, we can observe that the 

ResNet-50 network has almost perfect 99% results 

for the test set, followed by VGG-16’s 97-98%. 

AlexNet has similar results to our 6conv-2FC 

network, 95-96% and 94-95%, respectively. The 

worst recognition results were obtained by the 

SqueezeNet network. We can see that by combining 

any two networks as a decision ensemble and joining 

their softmax probability responses, 99-100% 

accuracy can be obtained.  

CNN Orig InhCLAHE Coded Segment 

4conv2FC 0.9195 0.9265 0.9142 0.8456 

6conv2FC 0.9485 0.9583 0.9412 0.8775 

alexnet 0.9650 0.9608 0.9510 0.9167 

vgg 0.9722 0.9804 0.9706 0.8946 

resnet  0.9951 0.9951 0.9951 0.9804 

squeezenet 0.9069 0.9118 0.8824 0.7598 

Table 3. Identification Accuracy on the Test Set 

Our approach and results can be compared to the 

most recent state-of-the-art papers using CNN 

architectures. Paper [17] presents a variation of 

RCNN with self-growth strategy. They report a 95% 

recognition rate on the training and 91.25% on the 

test set. However, the database used in that case is 

unknown, i.e. not publicly available. Thus, the 

accuracy results are not referring to the same dataset. 

The results of the other article [26] presenting dorsal 

hand vein recognition by CNNs is much more 

comparable to our experiments. They work with the 

same NCUT database and create a system with five 

parallel SqueezeNets. The accuracy obtained by 

majority voting of these parallel networks is 99.52%. 

This architecture which needs a five-times as much 

training and 5 times as many parameters, as our 

networks. Yet we demonstrated that by combining 

the outputs of any two of our trained networks a 

result of 99-100% can be easily achieved.  

 

7 CONCLUSION AND DISCUSSION 
In this paper, two different CNN architectures are 

proposed for dorsal hand vein-based identification. 

These CNNs are compared to existing state-of-the-art 

deep learning approaches. The training process based 

on the fine-tuning of the final layers and the 

parameter transfer on the rest of the pretrained 

weights lead to better identification performances, 

especially in the case of the VGG and ResNet 

architectures, compared to the end-to-end trained 

proposed CNNs (4conv-2FC and 6conv-2FC). The 

number of layers and the number of parameters for 

our CNNs is much smaller than in the other two 

better architectures. Therefore, they are more 

adequate in systems with lower hardware resources. 

However, the experiments show superior 

performance of deep learning training compared to 

other dorsal hand vein identification systems based 

on feature extraction.[12, 14, 15] In addition, we 

have found that different kinds of preprocessing 

steps, especially inhomogeneity correction of the 

images, gains a 2-3% increase in accuracy.  

To generalise the identification process, a more 

complex database with much more subjects and 

image samples would be required for real-life 

validation and everyday use. Therefore, in the future 

we propose to enlarge the training dataset using 

several augmentation methods, and extend the NCUT 

database. Moreover, we intend to validate the 

proposed architecture not only for dorsal hand veins, 

but for palm veins and finger vein recognition also.  

 
b) Noise filtered  b) Bias  c) Inhom. filtered 

 
d) CLAHE  e) Coded  f) Segmented 

Figure 8: Preprocessed Images 

 

Figure 9: Identification Accuracy on Test Set  
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ABSTRACT 
The face plays an important role both socially and culturally and has been extensively studied especially in                 
investigations on perception. It is accepted that an attractive face tends to draw and keep the attention of the                   
observer for a longer time. Drawing and keeping the attention is an important issue that can be beneficial in a                    
variety of applications, including advertising, journalism, and education. In this article, we present a fully               
automated process to improve the attractiveness of faces in images and video. Our approach automatically               
identifies points of interest on the face and measures the distances between them, fusing the use of classifiers                  
searches the database of reference face images deemed to be attractive to identify the pattern of points of interest                   
more adequate to improve the attractiveness. The modified points of interest are projected in real-time onto a                 
three-dimensional face mesh to support the consistent transformation of the face in a video sequence. In addition                 
to the geometric transformation, texture is also automatically smoothed through a smoothing mask and weighted               
sum of textures. The process as a whole enables the improving of attractiveness not only in images but also in                    
videos in real time. 
 

Keywords 
Video processing, computer vision, artificial intelligence, image processing, attractiveness improvement, texture           
processing, geometric transformation. 
 

1. INTRODUCTION 
Beauty today is desired by many individuals. Past        
studies[Sla00][Lan87] demonstrate that people who     
are considered more attractive usually tend to be        
perceived as more competent and, as a consequence,        
to be more favored in life than the less attractive          
ones. A beautiful person is naturally more attractive        
and holds the attention of a spectator more closely,         
favoring, for example, advertising, journalism and      
also teaching. Industry has explored the trend looking        
for ways to highlight and improve the attractiveness        
of people. In this context, the face has a high        
relevance and consequently has been extensively      
worked on to become more attractive, both by        
definite means and by computational corrections. 

The contributions given by the area of       
computer graphics have played an important role in        
assisting facial enhancement, removing and     
smoothing faults or imperfections. Sophisticated     
applications have been widely used to remove skin        
irregularities and measure. 

Researches [Let15][Ley08][Eis06][Guo09]  
on improving facial attractiveness show results very       
close to the natural. The main forms are through         
geometric processing, overlapping textures and     

smoothing masks. In these researches, all the       
techniques presented use aided processing, which      
depends on point of interest marking, or on image         
positioning and/or specific equipment. This makes      
the use more limited to a studio and can be applicable           
only to static images. 

This article presents an approach for      
improving facial attractiveness in videos, where, in       
real time, face identification, mapping of points of        
interest, identification of a similar individual,      
geometric processing and texture smoothing occurs. 
 

2. RELATED WORK 
Leite and De Martino [Let15] present a study to         
improve facial attractiveness in two-dimensional     
front images using geometric transformation and      
texture smoothing. The results validated in the       
research indicate success in raising the attractiveness       
of processed samples. The mentioned limitations are:       
manual marking of points of interest of the face,         
neutral expression only and manual identification of       
models. 

Another work presents an application     
launched in 2016 by an autonomous group of        
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Russian developers the FaceApp [Lon17] (Figure 1).       
Capable of modifying images in a dynamic way, such         
as: changing expression, rejuvenating, adding props,      
changing gender, changing hair, among others.  
 

 
Figure 1. Images generated using FaceApp 

 
Similarly, the Meitu application [Con19] (Figure 2) 
features functions that add effects that make photos 
more attractive, such as: smoothing the skin, facial 

reduction, and makeup application.  
 

 
Figure 2.  Image generated using Meitu 

 

 

The developers of FaceApp and Meitu applications       
cite that machine learning and computer vision       
techniques have been used through free source       
libraries such as TensorFlow [Aba16] and OpenCV       
[Bran00].  
The disadvantage of both FaceApp and Meitu is the         
application only in pre-defined models and the       
impossibility of extending the use in videos.  

In 2017, using real-time video processing,      
Snapchat added in its mobile application a       
functionality capable of transforming face     
components into different configurations such as face       
change, zombie transformation and tracking of      
three-dimensional models that can be added      
according to the position of the face detected in the          
video. 
 

 
 Figure 3. Images generated using Snapchat 

 
Our work resembles the results of FaceApp and        
Snapchat [Cne17](Figure 3) applications in aspects      
of Face Detection, geometry transformation and      
processing of three-dimensional models . However, it       
is directed with the theme of improving attractiveness        
by adding techniques presented in Leite’s [Let15]       
work. Expand than focus on video processing and        
automatic detection of point of interest. 

[Fan2016] present a method using a default       
mesh based on the local chin shape that has great          
effect on facial attractiveness, and [Cho2012] replace       
facial features dynamically on videos, these two       
approaches, different this work, uses different model       
templates not based on common distances.  

[XI2016] present the   
temporal-spatial-smooth warping (TSSW) method to     
achieve a high temporal coherence for video face        
editing. TSSW is based on two observations: (1) the         
control lattices are critical for generating warping       
surfaces and achieving the temporal coherence      
between consecutive video frames, and (2) the       
temporal coherence and spatial smoothness of the       
control lattices can be simultaneously and effectively       
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preserved. The framework proposed can be used to        
improve the work presented in this article combined        
with the model similarity detection . 

[Zha2017] and [Dia2019] combine different     
ways to make facial beautiful in static images with         
expressive results using models with no similar facial        
features distances. 

 

3. PROPOSED SOLUTION 
Tatiane and De Martino [Let15] presents a study to         
improve facial attractiveness in front images in two        
dimensions. The results were presented in obtaining       
a more attractive face exploring warping technique.       
However, some significant points are highlighted for       
continuity of new works, as follows:  
- Automatic detection of points of interest. 
- Projection of points of interest in three-dimensional        
coordinates.  
- Video processing; 

These points served as an inspiration for the        
work presented in this article, and the evolution made         
addresses continuity. That is, the results extend the        
technique presented by [Let15] in complement with       
the automatic detection of points in a static image         
and three-dimensional projection. The process covers      
the concepts of automatic detection of points of        
interest as well as the real-time identification of a         
basic model for transformation. The methodology is       
organized in stages, according to Figure 4. 
 

 

 Figure 4. The stages of the method 
 

3.1      Model facial information 
In this stage a reference base is formed with         
information from individuals considered attractive.     
As the final result of the stage, a database of          
information of characteristics of attractive individuals      
is formed. The experiment used a list of 200 people          
known as the 100 most attractive women and the 100          
most attractive men judged by the general public in         
2014 by Maxim magazine [Max14]. The list was        
used for the construction of a base of        
three-dimensional points of interest meshes, where      
each model had its distances from its points extracted         
and stored for later use. Figure 5 present this stage          
overall. 

 

Figure 5. Extracting facial information from a 
face mode 

 
For each individual, a set of images are collected in          
different positions and facial expressions. The first       
iteration with the images is to keep the eyes in a           
horizontal alignment rearranging using    
transformation and scale matrix as Figure 6.  
 

 

Figure 6. Image normalize process 

 
In the second step, techniques of face Detection and         
extraction of points and distances are applied for        
each image to obtain characteristics of the       
individual. To extract the points of interest in two         
dimensions, the Face Tracker, developed by Sarigh,       
was used, based on the Haar-like pattern recognition        
process [Sar12], (see Figure 7). The Posit [Sar12]        
technique was used to estimate the points in three         
dimensions. 
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Figure 7. Labeled measures sample 

  
The points of interest found, (see Figure 8) as         
example model 1 with maped face components and        
labeled, were triangulated according to the      
application of The Delaunay algorithm described by       
[Gui92] , thus constituting a mesh of points of         
interest.  
 

 
  Figure 8. Mapped face components 

 
Each extracted meshes dimensions are stored for        

use in the later stages. 
 

3.2     Preparing and Prediction 
The goal of this stage is to identify a similarity of any            
individual to some other of the reference basis of         
individuals considered attractive. In a video with       
some individual, sample images are extracted to       
identify the characteristics. For each image,      
techniques of face detection and extraction of points        
and distances are applied to obtain characteristics of        
the individual. The characteristics of the individual       
are compared with the characteristics of each       
individual which form the reference basis for       
information on characteristics of attractive     
individuals. The objective of the comparison is to        
identify the set of characteristics that most closely        
resembles the individual who wishes to apply the        

improvement of attractiveness. At the end of the        
stage a more similar and attractive face model is         
identified for the individual concerned. 

In our implementation (Figure 9), the      
processing for comparison of information was done       
using KNN (K Nearest Neighbor) and SVM (Support        
Vector Machines) [Zha2006] data classifiers. The      
classifier's input for training is the file of meshes         
extracted from the model facial information stage.  
 

 

Figure 9. Classifier organization 

 
The prediction (Figure 10) aims to answer which        
model most resembles a mesh of points of interest         
from any sample. For this purpose, the classifier has         
as input the points and distances of the face, and as           
output the indication of the individual that has the         
most similarity with the input face. The classifier has         
been configured in advance using the basis of        
attractive features.  
 

 
Figure 10. Prediction process 

 

3.3.      Transformation 
Once the set of characteristics with greatest       
attractiveness and similarity with the face to be        
enhanced is identified, a geometric transformation is       
applied to all the video frames whose face is to be           
enhanced. As a result (see Figure 11 below), the         
individual has the same size and shape of        
components of the face (mouth, nose and eyes)        
according to the face model with more similar and         
attractive features. In our implementation, we applied       
the technique of warping points in image and        
blending textures, based on the work [Guo09],       

ISSN 2464-4617 (print) 
ISSN 2464-4625 (DVD)

Computer Science Research Notes 
CSRN 2901 WSCG Proceedings Part II

64 ISBN 978-80-86943-38-1



[Lon17], [Con19] and [Cne17] that use so-called       
points of control to perform the distortion of the         
images, which were transformed to the points of the         
individual according to the model characteristics      
more similar and attractive identified. 
 
 

 
Figure 11. Geometric transformation  process 

 
 

For gaining scale in frame-by-frame     
processing of video and combine textures the process        
uses shape extraction based on the mesh of points of          
interest. The technique is based on the work of         
Saragih [Sar12] the process was evolved to perform        
the extraction of a the 3d mesh from a face identified           
in a video. Once the face is detected, it can be           
observed that its edges form a geometric shape        
around the mesh, it is made through the connection         
of the points and the texturing extracted from the         
frame in the delimited area. The geometric shape        
with the applied texture is called mesh (see Figure         
12). 
 

 
Figure 12. Mesh extract 

 

4. EXPERIMENTAL RESULTS 
Some results of our approach are presented in Table         
1 which shows original videos in second column and         
processed videos in the third column. 

 
 

Model Unmodified video Modified video 

Model 1 

 
https://youtu.be/H
3OYtewsxoc 

 
https://youtu.be/d
G9DvDjQAzI 

Model 2 

 
https://youtu.be/h6
aeP3WcW9E 

 
https://youtu.be/
HWLe9_hqdQE 

Model 3 

 
https://youtu.be/sH
W49lc9-QU 

https://youtu.be/a
-9upUQubQM 

Model 4 

 
https://youtu.be/W
s15_nvSkGM 

 
https://youtu.be/i
zeIvMX7S6A 

Model 5 

 
https://youtu.be/H
7Fsuu_ExDs 

 
https://youtu.be/_
mWUwarekvQ 

Table 1 – unmodified x modified vídeos       
samples and  links. 

ISSN 2464-4617 (print) 
ISSN 2464-4625 (DVD)

Computer Science Research Notes 
CSRN 2901 WSCG Proceedings Part II

65 ISBN 978-80-86943-38-1



The videos was produced using a mac book pro late          
2011, using 8gb of memory and a intel core i5          
processor. The time of process to each frame        
640x360 resolution took  in average 3,1s.  

An assessment was made to identify whether there        
was a gain in attractiveness in the processed videos. 

The evaluation process was done through a       
question form and applied individually to a group of         
people in a working environment. The selection of        
people was random and no group received special        
attention. The applied form was online and the        
answers stored in a database. The questions       
contained in the form were divided into two parts,         
being the first to identify gender and age, and the          
second to collect attractiveness notes given      
individually for a set of demonstrated videos. 
The environment used was a closed room to preserve         
silence and avoid any external distraction. The site        
was equipped with a projection screen and artificial        
light. In this environment the total of responses        
collected was 96. 

The application of the form was conducted        
by a host who followed the same dynamic,        
addressing person to person, inviting to participate in        
the evaluation process. Each guest evaluator was       
directed by the host to the room prepared for the          
application of the form. The host was responsible for         
narrating each question and collecting the answer.       
Below are the first two questions related to the first          
part of the questionnaire: 
-What is your age range? 
-What is your gender? 

The subsequent questions were directed by      
the presenter as follows: "watch the video and answer         
the question below". 
A total of five videos were presented, and for each,          
the host asked: "As for the person seen in video 1, on            
a scale of 1 to 7 being 1 for an unattractive person            
and 7 for a very attractive person, classify:" the         
videos presented contained a shot of a random person         
expressing himself in speech to the camera. The total         
amount of videos used throughout the process were        
10, 5 being processed by the attractiveness       
improvement technique and the other 5 not       
processed. The 10 videos were distributed in 2 forms,         
namely A and B: 
of the 5 videos of form A, 3 were processed by the             

attractiveness improvement technique and the 2      
others were not. Form B was assembled with the         
same videos; however, processing was applied to the        
2 videos that did not receive processing on Form A.  
The application forms to applicants were alternated.       
For half of the group of applicants form a was          
submitted and for the other half Form B. The answers          

were gathered in a single response base and the         
results presented in Table 2 and in the graphic of          
figure 13. 

 

Model  Sum of notes 
when 
modified 
video 

Sum of notes 
when 
unmodified 
video 

Model 1 137 95 

Model 2 140 125 

Model 3 127 11 

Model 4 115 110 

Model 5 140 104 

Table 2 – Sum of notes assigned modified videos x 
not modified  

 

 

Figure 13. Graph result of the evaluation 

 

5. CONCLUSION 
The study presented demonstrates the use of       
computer vision and image transformation in video       
processing in favor of improving facial      
attractiveness. The automatic detection of points of       
interest along with the projection of      
three-dimensional forms provided the advance.     
Limitations found can be evolved using      
complementary technologies. The inaccuracy of the      
detection of facial points automatically can be       
combined with the use of three-dimensional cameras       
for better measurement avoiding flickers in de       
detection and inappropriate delimitation of features      
that cause a unexpected morphing transformation.      
Detection of mood and images of models in different         
expressions can also contribute to a better result.        
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Increasing the sample base of models with different        
face patterns can smooth out distortions given a face         
pattern incompatibility between base model and      
target model. 
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Abstract 

In this work we investigated sensemaking activities on different immersive platforms. We observed user s during a 
classification task on a very large wall-display system (experiment I) and in a modern Virtual Reality headset (experiment II). 
In experiment II, we also evaluated a condition with a VR headset with an extended field of view, through a sparse peripheral 
display. We evaluated the results across the two studies by analyzing quantitative and qualitative data, such as task 
completion time, number of classifications, followed strategies, and shape of clusters. The results showed differences in user 
behaviors between the different immersive platforms, i.e., the very large display wall and the VR headset. Even though 
quantitative data showed no significant differences, qualitatively, users used additional strategies on the wall-display, which 
hints at a deeper level of sensemaking compared to a VR Headset. The qualitative and quantitative results of the comparison 
between VR Headsets do not indicate that users perform differently with a VR Headset with an extended field of view. 

Keywords 

Visual analytics, large high-resolution displays, sparse 
peripheral displays, virtual reality, head-mounted displays, 
spatialization, clustering, visualization, sensemaking, 
immersive analytics  

1. Introduction 

1.1. Visual Analytics 
Visual analytics (VA) is a science-based activity supporting 
sensemaking for large, complex datasets through 
interactive visual data exploration [1]. In VA, users reason 
and make sense of the data through interaction with 
visualizations of the data. In the past, this concept gave rise 
to products such as Tableau, Microsoft Power BI, 
QlikView, and others. 
In most VA applications, users interact indirectly with data 
through widgets, such as sliders and menus, which control 
the visualization through modifying the underlying model 
parameters. In contrast, semantic interaction enables 
analysts to spatially interact with their visualizations 
directly within the visual metaphor, using interactions that 
derive from their analytic process [2]. Further, semantic 
interaction supports sensemaking better than indirect 
interaction [3]. In a spatial workspace, users can directly 
arrange documents spatially into clusters to convey 
similarity or relationships in the data [4]. Spatial 
workspaces also allow users to establish implicit 
relationships in large datasets [5]. 

The space limitations of normal desktop displays lead to a 
need to remove/reduce/hide (at least temporarily) existing 
visualizations to make room for new ones, requiring an 
additional cognitive effort from the users to remember the 
now invisible information. By radically increasing display 
size, this dynamic could change substantially and allow 
users to visually access more information at once. 
Comparisons can then be made visually and directly rather 
than relying on memory and imperfect mental models – 
which supports the usability principle of recognition over 
recall. With desktop monitors, we often face a tradeoff 
between the level of detail and the number of different 
objects that can be displayed. New forms of displays, such 
as large display surfaces or virtual reality environments, 
can thus potentially improve the efficiency of VA activities. 
On a large display, a flick of the eye or turn of the head is 
all that is required to consult a different data source [6]. 
Previous work has found that large, high-resolution 
displays (LHRDs) improve productivity over traditional 
desktop monitors  [6–8]. We can expect this to hold for VA 
applications on large displays as well. The exploration of 
different user interface technologies for data visualization 
applications has never been a core topic in information 
visualization [9]. 
The combination of Virtual Reality (VR) technologies, 3D 
user interfaces and VA systems is a new approach to 
analyzing large or complex datasets. This research field is 
nowadays described by the term Immersive Analytics 
[9,10]. Working with VR systems in a professional 
environment and using these for data visualization or as an 
immersive analytical workspace provides “an easy and 
natural path to collaborative data visualization and 
exploration” [11]] [p. 609] and shows possibilities to 
“maximize intrinsic human pattern recognition”. Previous 
research has already shown that VR can support insight 
discovery in (primarily) spatial application domains and in 
helping to more effectively investigate brain tumors [12], 
MRI results [13], shape perception [14], underground cave 
structure analysis [15], geo-scientific [16,17], or 
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paleontology questions [18]. Thus, we expect LHRDs and 
VR systems to improve VA activities. The work reported 
here aims to compare these two approaches through user 
studies. 

1.2. Sensemaking in Immersive Environments 
How analysts make sense of a given data set is a crucial 
part of their work. The way humans understand and process 
information in VA activities is well described by the 
Sensemaking Loop [19]. This sensemaking loop breaks the 
process down into several stages, as illustrated in figure 1. 
For Immersive Analytics, i.e., doing VA activities in 
immersive environments, previous research shows how 
each stage of the sensemaking loop might be improved or 
impaired by the capabilities or limitations of the system 
[20]. 

!  
Figure 1: The sensemaking loop [19]. 

As seen in figure 1, the sensemaking loop involves a series 
of iterative steps for creating and evaluating a model for 
the data. Creating a model (bottom-up) involves finding 
information, extracting meaning, schematizing and 
building a case, and subsequently communicating that 
information. On the other hand, evaluating the model (top-
down) involves re-evaluation, finding supporting evidence, 
finding relations in the information, or even finding basic 
information itself [19]. 
An integral part of the sensemaking process is foraging for 
information. To support such foraging, we could use 
represent data sources similarly to icons in an immersive 
environment, using either VR headsets or LHRDs. 
However in immersive environments, we can equip these 
representations with additional semantic meaning - such 
that the model of an engine might serve as a gateway for 
information about emissions, maintenance, power output, 
or other factors. One limitation of this approach is that 
there is much content that is not easily represented by 
icons, such as the cleaning budget for a department that 
sells cleaning products. 
The second part of the sensemaking process is about 
synthesizing information, formulating hypotheses, and 
arranging supporting and contradictory evidence. Display 
space can play an important role in this process and assist 
in task completion, e.g., through the use of larger amounts 
of space for organization [6]. Further, the larger space 
offered by immersive systems provides a physical 
instantiation of the mnemonic device ‘memory palace’. 

Thus, different parts of a complex model could be 
compartmentalized to different (virtual) spatial locations. 
Analysts can then use the space not only for their collected 
information but also to organize and structure their 
analytical workflow and thought processes [20]. In this 
paper we focus on this aspect of sensemaking. 
Some VA tasks require specific types of interaction 
methods, e.g., the method to select data during foraging 
might be different from that to express a hypothesis. Good 
user interfaces for immersive environments are subject to 
specific guidelines and concepts. Elmqvist’s fluid 
interaction concept distinguishes different interaction types 
for selection, filter, sort, navigation, reconfiguration and 
labeling and annotating in VA tasks [21]. For example, 
techniques such as mouse interaction are not appropriate in 
immersive environments where the user is standing and not 
sitting in front of a display. Gestural interaction, e.g., 
pointing to and circling one or more elements, could be 
used instead. For such interaction, designing comfortable 
gestures is necessary to minimize the strain on the user. 
As discussed above, there is great potential for integrating 
the VA process into immersive environments. Thus, we 
need to examine the specific components of the 
sensemaking process that can be enhanced by immersive 
technologies and use the advantages of such technologies 
to support the VA sensemaking process. Here we focus on 
the ability of the user to arrange the visualizations of data 
on a large display canvas. 
Grouping the information and generating clusters of related 
data is a part of sense-making in analytical tasks, which 
helps in the search for a way to encode data in a visual 
representation that helps to answer task-specific questions 
[22]. It takes place in the early, preparation stages of VA 
processes and its effectiveness can affect the efficiency of 
all following stages. 
A core inspiration for this study was Endert et al.’s work 
[23], which presented the concept of semantic interaction 
that seeks to enable analysts to spatially interact within 
their analytical workspace. Following their work, we also 
believe it is important to observe how users organize their 
information, unaided by any algorithm, as this reveals 
insights about the human ability to understand large 
amounts of information through an interactive system. 
Thus, we do not use algorithmic clustering.  

1.3. Large Display Systems 
Large display systems are both qualitatively and 
quantitatively different from traditional displays. Reda et 
al. presented the results of a small-scale study to 
understand how display size and resolution affect insight. 
Although their results verify the generally accepted 
benefits of large displays, they also provide mixed results 
for extant work and propose explanations by considering 
the cognitive and interaction costs associated with visual 
exploration [24]. Other studies suggest that users working 
with large displays became less reliant on wayfinding aids 
in acquiring spatial knowledge. For example, Ni et al.’s 
experimental findings demonstrated the advantages of 
increased size and resolution [25]. As a general guideline, a 
LHRD was the preferred choice for IRVE applications, 
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since it facilitates both spatial navigation and information 
gathering. 
Our research uses multiple immersive display systems. One 
of them is a LHRD system called V4-SPACE. We used it to 
investigate how LHRDs can support VA tasks for a single 
user (figure 2). During this experiment we observed how 
physical size, resolution, and content spatialization on the 
workspace affect user performance on LHRD in VA tasks. 
A detailed description of V4-SPACE is given in the next 
chapter. 

!  
Figure 2: A user operating V4-SPACE 

1.4. Head-Mounted Displays and Sparse 
Peripheral Displays 

Extending VA system to be used within Virtual Reality 
(VR) systems poses challenges and opportunities. On the 
one hand, VR opens up new possibilities for data 
visualization, as virtual environments fully surround the 
user and the interface of the Human Machine Interface can 
be perceived to be more natural and intuitive. Thus, content 
can be placed and worked on all around the user. However, 
immersive VR technologies suffer from some restrictions, 
such as limited resolution, limited field-of-view, motion 
sickness, issues with interaction and gesture recognition, 
and with positioning objects in 3D space [9]. Even though 
current research in Immersive Analytics focuses primarily 
on low-level challenges [9], the above-mentioned obstacles 
still affect our research. 
To address some of the above-mentioned issues of VR 
systems, we use a Sparse Peripheral Display HMD for our 
immersive VA study. The binocular field-of-view (FOV) of 
a standard VR HMD system is today about 84 degrees 
horizontal (110 degrees diagonal). By using a Sparse 
Peripheral Display (SPD), we can increase the field-of-
view much by showing (low-resolution) content in the 
periphery of an HMD [26]. Increasing the FOV increases 
the spatial awareness of the user and might potentially even 
reduce simulator sickness. 
A number of approaches and different systems to broaden 
the FOV through complex optical methods have been 
proposed. Fresnel lenses, such as the ones used in the 
StarVR and Wearality Sky, are challenging to manufacture 
and introduce optical distortions which are hard to mitigate 
[26]. Mirror based approaches [27] significantly increase 
the weight of their HMD devices. 
In our study, we rely on previous research on SPDs [26]
[28]. Xiao & Benko [26] presented a SPD that uses a 
lightweight, low-resolution and inexpensively produced 
array of LEDs, designed to surround the central high-
resolution display of a Oculus Rift DK2 HMD. Their SPD 
expands the available FOV up to 190° horizontal. This SPD 
nearly fills the whole human FOV, which can span up to 

210° giving the user a better perception of the virtual 
content that surrounds them (figure 3). Hashemian et al. 
[28] evaluated an improved SPD version in a HTC Vive 
setup, extending the Vives’ FOV to 180° horizontally. They 
evaluated the performance of the SPD HMD in a spatial 
navigation study that used a previously presented 
navigational search paradigm [29,30]. Their results show 
that SPDs can provide a more natural experience of human 
spatial locomotion in virtual environments. 

!  
Figure 3: HTC Vive with a Sparse Peripheral Display extending 
the FOV to 180°. 

2. A comparison of sense making behaviors in 
LHRD and HMDs 

Based on knowledge about SPDs [26,28], large display 
systems [6,8] and immersive environments [9–11], 
combined with results from research about sensemaking 
[19,22] and productivity in VA [6,8,11,31,32], we 
performed two experiments in immersive analytics using 
different platforms. In Experiment I, we used a LHRD 
System and in Experiment II a SPD HMD with or without 
the SPD switched on. 
To investigate sensemaking in each experiment and to 
compare how well both platforms used, we formulated the 
following hypotheses. We use the notation H1-II to signify 
the first hypothesis for the second experiment: 
H1-I: Users spatialize their content through clustering  
 information and exploit the advantages of a large  
 display space. 
H1-II: Users perform differently in a SPD HMD relative 
 to an off-the-shelf VR HMD, resulting  in  
 different qualitative and quantitative outcomes. 
H2-II: Users prefer a SPD over a standard VR  HMD  
 due to the larger FOV and thus a better sense of  
 orientation in the space. 
H3-II: SUS scores will show a higher sense of presence  
 in the immersive environment with an SPD. 
H1-C:  Users perform better with a LHRD relative to a  
 VR HMD, resulting in different qualitative and  
 quantitative outcomes.  

2.1. Global design decisions 
To enable us to compare the results of both experiments, 
we aimed to maintain consistent design decisions across 
both experiments. Thus, we used (almost) identical 
experimental designs, using the same tasks for each 
experiment. We also tried to match the technological 
aspects of the  HMD and the V4-Space as well as possible 
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by setting up the curvature and size of the virtual screen 
displayed in the HMD to be similar to the one of the 
physical V4-Space LHRD.  

2.1.1. Task 
In both experiments users were given a workspace 
populated with charts. Users could create new charts on the 
workspace, delete existing ones, resize as needed, and 
move them around freely. In both experiments, the 
participants’ objective was to solve a VA task in an 
immersive environment. Participants were asked to 
complete two tasks subsequently.  
In the first task, participants were asked to arrange the 
scatterplots into groups based on similarity. They were told 
that they could consider any similarity criterion and group 
according to their own perception of the data. We enforced 
a minimum of at least five (5) groups, but they could create 
more. Participants were required to group all the charts. 
After completion of the grouping, they were asked to 
explain their motivation behind the way they grouped the 
charts. The responses were recorded about all aspects they 
considered. 
In the second task, participants highlighted each dimension 
in turn through clicking on the data dimension in the left 
panel. When a data dimension on the data panel is clicked, 
each chart using this dimension in the visualization panel is 
highlighted. This feature let users see if their grouping 
criteria had a “common dimension”, i.e. charts having the 
same dimension in one of their axes are grouped. The task 
was to observe any patterns that might become apparent.  
We observed in pilots that the classification behavior of 
novice users was sometimes purely based on the chart type, 
which has no relation with the visualized data. To ensure 
that classification decisions were not affected by chart type, 
only a single data type (numerical) and a single chart type 
(scatterplots) were used in the studies. The dataset we used 
for experiment I and experiment II has been the same US 
Census dataset. However, to randomize the data over the 
conditions in the VR tasks, we used an additional second 
dataset in experiment II. 
We also observed in pilots that VR controllers/wands did 
not provide sufficient performance. Thus, we decided to 
use the same input device, a high-resolution gaming 
mouse, in both experiments. 

2.1.2. Experimental Design 
We used a convergent parallel mixed methods design for 
both experiments to collect both quantitative and 
qualitative data. We acquired quantitative data by 
measuring the number of groups created in the clustering. 
Additionally, to gain qualitative data and to get insights 
into the participants’ thoughts, we asked the participants to 
think aloud while they were performing the tasks. 
In experiment I, each participant performed primarily the 
first task. We collected qualitative data to gain an insight 
into the participants behavior and of the potential 
advantages of a large display space.  
In the second experiment, each participant was exposed to 
two conditions with the VR HMD: one with the SPD 
display on and another with the SPD switched off. This 

resulted in a  within-subject design. The task described 
above was the same for each condition. Accounting for the 
repeated exposure to the task in the second condition and to 
consider its implicit learning, we randomized the order of 
the SPD/Non-SPD condition for each participant to 
minimize the bias and ensure counterbalancing. Further, we 
used two different datasets which we randomized over the 
SPD/Non-SPD conditions. Additional quantitative data for 
Experiment II were acquired by measuring the completion 
time of the first task. 
Qualitative and quantitative data of both experiments were 
later used to investigate differences between the platforms. 
To avoid learning effects across both experiments, we used 
a between-subjects design to compare between the LHRD 
and SPD/Non-SPD HMD. 

2.1.3.Data Collected 
As part of the instruction phase for each experiment, 
participants filled in a questionnaire regarding their 
background and their knowledge of VA, VR and immersive 
environments like LHRD. Participants were asked to use 
the think-aloud protocol while performing the task and to 
share their thoughts about their clustering choices. 
Participants used the same protocol to share their 
observations about the highlighted dimensions in relation 
to their own grouping. 
During the tasks, users’ answers were recorded via free-
form text boxes and were stored in a survey system. Users’ 
clustering activity was tracked in two ways: First, we 
screen-recorded their activities. Second, we recorded the 
positions and information of each chart for each final 
participant’s grouping.  
To be able to better understand the raw screen recordings, 
we watched the user carefully at each step of the procedure 
and recorded observations, e.g., through jotting down signs 
of frustration at specific points in time, which further 
informs the analysis of the results. 
At the end of the study, we performed an audio-recorded 
post-study interview with each participant, taking typically 
less than 5 minutes. This interview was semi-structured. 
We asked participants a list of questions regarding the tasks 
they completed, the software tool, the system, what they 
liked, what was challenging and/or confusing, and whether 
they had any further feedback. 

2.2. Apparatus 
The most notable components of the apparatus for this 
study are a LHRD for the first experiment and a HMD 
with/without SPD for the second experiment. We further 
used a VA tool called DynSpace to carry out analytical 
tasks. DynSpace runs as a web application on a Node.js 
server with MongoDB running in the backend to support 
data collection during experiments [33]. We chose a web 
application because of its ubiquitous accessibility and 
flexibility in terms of both client and server side 
technologies and to ease for future expandability on large 
display screens. 
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2.2.1. V4-Space 

V4-SPACE consists of a 1x7 array of large, tiled displays, 
each a vertically oriented 85” 4K Samsung Smart TV. The 
user sits in front of a desk at the center of the semi-circular 
arrangement of the TVs, see figure 2. We put an additional 
21” monitor for auxiliary tasks before the user, below the 
line of sight to the large display. The main display has 
15120 x 3840 pixels, which makes V4-SPACE a 58-
megapixel system with 52 PPI pixel density. While the 
aspect ratio of a single display is 9:16, the system ratio is 
63:16, about 4:1. The main display is 7.41 m by 1.88 m. In 
the 1x7 grid, there are no horizontal bezels and only 6 
vertical ones. 
V4-SPACE is controlled by a single computer with an Intel 
i7-6700K 4GHz processor with four PCI Express Gen 3 
slots. The displays are driven by two nVidia Quadro 
M5000 cards, which provide four 4K outputs each, 
hardware synchronized through an nVidia Quadro Sync 
card. The auxiliary desktop monitor (which was not used 
for VA activities, and solely served to display a 
questionnaire form) is connected via an nVidia Quadro 
K620 graphic card. V4-SPACE relies on the nVidia Mosaic 
driver functionality, which presents all seven large displays 
as a single display to the user. 
The system is designed for a single user who has a fixed 
position in front of the display system, about 3.3 m from 
each monitor. At this distance V4-SPACE is a “super-
retina” display[34]. The display system is arranged in a 
circular arc (approximately 131° horizontal field-of-view, 
FOV) such that each monitor is equidistant to the user. This 
avoids information legibility issues due to non-uniform 
distances. As a limited form of physical navigation, the 
user can simply rotate their head or rotate a swivel chair to 
look at different parts of V4-SPACE. 
Interaction is through keyboard and mouse. To support the 
high resolution of V4-SPACE, we use a Razer DeathAdder 
Chroma 10000 PPI optical gaming mouse, which permits 
the user to perform pixel-accurate pointing on the large 
display surface. 

2.2.2. SPD HMD 
For the HMD we used an off-the-shelf HTC Vive VR 
headset which was extended with a custom built Sparse 
Peripheral Display (SPD) to broaden the field-of-view of 
the virtual environment (figure 3). The SPD consists of 256 
RGB LEDs placed on a 2-layer flexible printed circuit 
board. The LEDs are set in a radial array and the flexible 
PCS is folded to tightly fit around the lenses of the headset. 
The LEDs themselves are controlled by two LED drivers 
(Texas Instrument TLC5951), which provide 12-bit PWM 
color control to each color of the LED RGB triplet (36 bits 
of color per LED). Its LED drivers are controlled by an 
Cortex-M3 microcontroller (Cypress CY8C5288 LTI-
LP090), which handles all communication with the 
computer through USB. The SPD update rate is set to 
100Hz and the horizontal display FOV consists of 
approximately 180° (see [28] for a similar setup). We 
switched the SPD on and off for the two conditions 
investigated in this experiment.  

2.2.3. Common software platform 

The VA tool DynSpace is a browser-based VA tool written 
in JavaScript. Its user interface consists of two two panels: 
a Data Panel on the left side showing data dimensions and 
the main visualization panel on the right. Users can select 
data dimensions in the left one and drag-and-drop them 
into charts in the main visualization panel for analysis. 
The visualization panel contains data charts that show 
relations between selected data dimensions. Each chart is 
contained in a rectangular sub-panel that a user can move, 
resize, add, or delete, and shows a 2D data plot. All plots 
are coordinated through brushing and linking. 
DynSpace was designed to aid analysis of complex datasets 
[34]. Initially it displays a number of charts, each generated 
automatically by picking random pairs of data dimensions. 
This set of initial charts uses about half of the workspace in 
either of the experiments. The initial display of charts is a 
simple array with no clustering. Enough free space is left 
for the user to arrange the spatial layout of the content as 
they wish, e.g., by moving charts and creating clusters. 
DynSpace uses a grid-based layout manager that enforces 
complete visibility of charts at all times by not allowing 
charts to partially or completely overlay one another. The 
available space is divided into invisible rows and columns 
so that the clusters always appear as an array. 

3. Experiment I 
The purpose of experiment I was to observe user behavior 
during a classification task in a LHRD. 

3.1. Methods 
The spatialization task used a simplified version of 
DynSpace to display 2D plots visualizing relations among 
a subset of the 2016 US Census Dataset. This study took 
place on the V4-SPACE display (figure 4). 

!  
Figure 4: The instance of DynSpace that spans the display space of 
our LHRD. Each square is a chart of a part of the data. 

3.1.1. Participants 

There were nine participants, P0 to P8, four of whom were 
male. Ages ranged from 18 to over 40. Some were 
undergraduate students participating for course credit, 
others were volunteers with at least a bachelor’s degree. 
Through pilot studies, we ensured that all users could read 
the text on the displays from the default chair position 
without problems. 
Participants were asked about their familiarity with seven 
VA terms and concepts in the pre-study survey. On average, 
they were familiar with 4.4 of those.  
Since the study did not require specific domain knowledge, 
we were able to use mostly novice users for this study. 5 
participants out of 9 did not have any VA experience. One 
reported less than a year of experience and three reported 1 
to 3 years of experience. Seven of them had never used any 
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visualization or VA tools, whereas one had used D3.JS and 
another used R in a statistics course for a term.  
In a pre-study survey we asked users whether they could 
interpret data from scatter plots. They ranked their ability 
of interpreting data correctly from a scatter plot on a scale 
from 1 to 5. The results were 3x “Sometimes”, 4x “Mostly” 
and 2x “Yes, always” answers; which respectively stood for 
3, 4 and 5 on the scale used.  

3.1.2. Procedure 
We first instructed participants that they could rotate/swivel 
the chair to see the full display, but that the chair had to 
remain in the same location until the end of the experiment, 
to retain the same distance to all displays in the system. 
Leaning back and forward was permitted, as desired. Next, 
we trained them in basic, yet frequent operations on V4-
Space: keeping track of the cursor, how to find it when they 
lost track of it, and switching between the LHRD and the 
auxiliary monitor. Then, users were introduced to 
DynSpace along with some practical tips regarding the 
usage. We assured users that they could ask questions 
during the experiment and that they should communicate 
their thoughts around the tasks or whenever they 
experienced issues. We recorded any direct or indirect 
feedback from the users during the tasks through note-
taking. 

3.2. Results 
Reporting the results for experiment I, we use the notation 
P3-I to signify participant three from the first experiment. 

3.2.1. Clustering 
Three participants created only the minimum allowed five 
groups and four clustered their plots into 6 groups. The 
other two participants created 8 and 16 groups respectively. 
The participants used one of the following three equally 
prevalent strategies when clustering: Similar visual 
appearance (P1-I, P2-I, P7-I), commonality in labels (P0, 
P4-I, P5-I), or common topics (P3-I, P6-I, P8-I). When 
building clusters, charts were either arranged horizontally 
or vertically (P0-I, P1-I, P4-I, P5-I), roughly circular (P6-I, 
P8-I), or in a mixed arrangement (P2-I, P3-I, P7-I).  
For some users, there was no perceptible relation between 
different clusters in the workspace (P0-I, P1-I, P4-I, P5-I). 
For P3-I, cluster shapes were determined by cluster types. 
For the rest (P2-I, P6-I, P7-I, P8-I), the  distance between 
clusters decreased as the similarity between clusters 
increased. For these participants, relations between clusters 
were reflected by cluster separation. For some participants, 
there was either no (P0-I, P1-I) or only a minimal (P3-I, 
P5-I, P8-I) distance between clusters. For some participants 
(P4-I, P6-I) the bezels strongly influenced the cluster 
arrangement. For a few users (P2-I, P7-I), the distance 
between clusters varied depending on the inter-cluster 
relations. 

3.2.2. Space Usage 
Out of nine participants, seven used the entire width 
display provided by the system. If a user runs out of free 
space, DynSpace permits vertical scrolling via the mouse 

wheel (but not horizontal scrolling). Surprisingly, P0-I and 
P1-I used only about 2/7 and 3/7 of the space, respectively, 
and relied heavily on vertical scrolling.  

3.2.3. Navigation Techniques 
Six of the participants used physical navigation frequently 
during the tasks, i.e., they rotated their head and/or body 
back and forth to “access” all parts of the LHRD visually. 
The others kept their gaze mostly focused on a subset of 
the displays.  

4. Experiment II 
The purpose of Experiment II was to observe sensemaking 
in a VR environment and investigate whether an increased 
field of view in VR via a SPD has an effect on VA tasks. 

4.1. Methods 
We used a HTC Vive with a SPD to show the virtual 
environment through Unity 3D. The VR environment 
consisted of a curved display surface, as seen in figure 5. 

!  
Figure 5: Curved screen surface in the virtual environment 
showing the scatterplots. 

We duplicated several desktop windows into the virtual 
environment and displayed different web applications, 
including DynSpace, using the Awesomeium plugin for 
Unity 5. We also redirected mouse and keyboard events to 
enable interaction with the content of these windows. We 
displayed more than a single window to make sure that 
participants could not get lost in the virtual environment. 
The largest window was placed in front of the user and 
showed DynSpace with 64 scatter plots on the VR surface 
to perform the VA task. Participants used a computer 
mouse to interact with the DynSpace user interface which 
was placed on a table in front of the participants. We used a 
screen-capture software to record the participants’ 
interactions with the system and to collect the task data. 

4.1.1. Procedure 
Prior to the study, participants were instructed in the 
specifics of VR, SPD and VA systems and were asked to 
give informed consent. They were further asked to agree to 
screen capturing and audio recording while taking part in 
the study. Participants were verbally instructed on the 
procedure for the experiment and exposed to a short 
training session prior to the actual task. A researcher was 
always present to collect observations, provide instruction, 
and for technical support, if needed. 
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Participants sat on a chair located in the middle of a lab 
environment, with a little table in front of them to use the 
computer mouse. The surrounding area was emptied so 
they could not touch or bump into anything while being 
immersed to the virtual world.  
After each condition, each participant completed a Slater-
Usoh-Steed questionnaire to account for their perception of 
presence. This has been additional collected data compared 
to experiment I. 

4.1.2. Participants 

In total, 7 (new) subjects (5 female; mean age was 21.28 ± 
2.05 years) participated. Subjects were students of the local 
university and recruited from a local subject pool. The 
participants were unaware of the purpose of the study. The 
experiment was approved by the ethics committee of the 
university. 
A pre-study survey indicated that the participants had little 
experience in VA tasks (3x “None”, 3x “less than a year”, 
1x “1-3 years”) and have been uniformly familiar with VR 
Headsets (3x “Yes”, 4x “No”). 

4.2. Results 
For the results of experiment II, we use the notation P4-II 
to signify participant four from the second experiment. 

4.2.1. Completion Time 

Figure 6: Boxplots showing the time needed to complete the 
subtasks in either the SPD or the no-SPD condition. 

No participant exceeded the 60 minute limit of the study. 
Completion time of each task varied from 5 to 20 minutes 
in the No-SPD condition (M = 12.85, SD = 6.12) and from 
8 to 23 minutes (M = 14.28, SD = 5.40) in the SPD-
condition (see figure 6). 
A Shapiro-Wilk test showed a normal distribution for both, 
the No-SPD and the SPD condition. Variance homogeneity 
between conditions exists. An ANOVA showed no 
significant results of the condition on the working time 
(F(1,6) = 3.614, p = 0.105, η2 = 0.018). 
Participant P7-II created by far the biggest number of 
groups (SPD: 15, No SPD: 17). The participant noted 
afterwards, that they wanted to solve the task as soon as 
possible. Since the participant only relied on the 

commonality of labels, they performed merely a pattern 
recognition task on the naming of the plots, rather than 
truly making sense of the data.  
In contrast, participant P3-II solved the task very carefully 
and even changed their grouping strategy in the second 
condition. They took about 20 minutes for grouping 
through “commonality in labels” (No SPD) and 23 min. for 
grouping by similar visual appearance (SPD). 

4.2.2. Number of Clusters 
The number of groups (figure 7) created in each condition 
varied from 6 to 17 in the No-SPD condition (M = 9.42, 
SD = 3.69) and 6 to 15 in the SPD condition (M = 8.42, SD 
= 3.20). A Shapiro-Wilk test showed a normal distribution 
for the No-SPD condition and not for the SPD condition. 
Variance homogeneity between conditions exists. We 
performed a parametric test since it is adequate robust to 
possible violations of the normality assumption [35]. The 
ANOVA identifies a significant difference between 
conditions for the number of groups created (F(1,6) = 
7.000, p = 0.0382, η2 = 0.024). 

Figure 7: Boxplots showing the number of clusters in each  
subtask in either the SPD or the no-SPD condition. 

4.2.3. Clustering Strategy 
Participants used two different strategies for grouping plots 
in experiment II. The first strategy was to group by a 
commonality in labels. The second one was to group by a 
similar visual appearance of the scatterplots shown, e.g., 
(broadly) increasing plots vs. plots with no visible trends. 
While we expected that participants would use the latter 
strategy more frequently, the first one was used more 
widely. We could not identify a considerable difference of 
the clustering strategy between the SPD and No-SPD 
conditions. 
However, we observed a shift in strategy, from an initial 
grouping by commonality in labels to a grouping by similar 
visual appearance (illustrated in figure 8). This shift seems 
to be because of the succeeding subtasks. After the first 
subtask, one participant (P3-II) mentioned that they 
expected the visual appearance of the scatterplots to be 
more important for making sense of the data, rather than 
just ordering them by a commonality in axis labels. Thus, 
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this participant grouped the graphs in the second condition 
according to the visual appearance of the scatterplots.Figure 

8: Barcharts showing the strategy used for clustering in V4-
SPACE and VR setups (for both experiments). 

4.2.4. Cluster Shapes 
We observed three different kinds of arrangements 
participants used to classify the data: horizontally and 
vertically arranged, roughly circular, or a mixed 
arrangement (see figure 9). This classification is similar to 
arrangements observed in experiment I 

Figure 9: Barcharts showing the shape of the clusters used for 
clustering in V4-SPACE and VR setup 

Interestingly, the arrangement of clusters seems to directly 
correspond to the used clustering strategy. When grouping 
by commonality in labels, the arrangement of the clusters 
was horizontal or vertical. The strategy to use similar visual 
appearances changed the arrangement of the cluster shapes 
to a more “prototypical” arrangement of clusters with 
roughly circular shapes. Participant (P3-II) even 
commented that this seemed to be „more intuitive“. This 
indicates that the arrangement of clusters may be directly 
related to the clustering strategy 

4.2.5. Advantages and Disadvantages of Sparse 
Peripheral Displays 

Asking the Participants what HMD condition they 
preferred, the outcomes reveal the same equal level of 
preference for “No SPD preferred”, “No difference 
experienced” or “SPD preferred” (see figure 10). One 
participant (P1-II) noted that they did not notice the SPD 
change between the tasks. 
Those participants who did not like the SPD condition 
mentioned that they perceived the SPD display to be too 
bright and thus as distracting while solving the VA task. 
One participant (P7-II) felt that the SPD impaired 
perception and that it actually “took away” from the 
experience. The same participant mentioned that the SPD 
was “some sort of separately perceived reality” to them.  
When asked about the SPD experience without a focus on 
solving a VA task, the SPD was preferred by a majority of 
participants, potentially due to the perception of less or no 
motion sickness. This result is contrary to the results of 
[28], where they observed an increase in motion sickness in 
using a SPD. Further, one participant (P3-II) mentioned 
that the SPD gave him a better sense of orientation. This 
helped him to navigate better between the content in the 
second subtask (the highlighting of the dimensions). 

Figure 10: Preferences of the participants regarding the SPD 
headset. 

4.2.6. Presence Questionnaire 
The overall Slater-Usoh-Steed (SUS) score for each subject 
was quite high, resulting in a high prevalence of 
participants being present in the virtual environment in 
general (figure 11). An ANOVA identified no significant 
results of the condition on the SUS score (F(1,12) = 0.025, 
p = 0.878, η2 = 0.0021). Thus, our data disconfirm 
hypothesis H3-II. 
Only a single participant (P7-II) gave the SPD condition a 
conspicuously higher SUS score than the no-SPD 
condition. The participant is the same who identified the 
SPD to be some sort of separately perceived reality (see 
section 4.2.5). Interestingly, the same participant also 
mentioned the SPD to be less preferable than the No-SPD 
condition, which contradicts their SUS rating. 

ISSN 2464-4617 (print) 
ISSN 2464-4625 (DVD)

Computer Science Research Notes 
CSRN 2901 WSCG Proceedings Part II

76 ISBN 978-80-86943-38-1

https://paperpile.com/c/MEpoSV/Ey1W4


P3-II identified the SPD condition as more preferable and 
that it gave them a broader sense of orientation during the 
task. Looking at the participants’ SUS scores, there was no 
significant difference between the conditions though. 
Overall, the SUS scores of P3-II were notably lower than 
any other participants’ scores. 

Figure 11: Results of the Slater-Usoh-Steed questionnaire for each 
participant and each HMD condition. 

4.2.7. Highlighting of Dimensions 
The highlighting of the dimensions was a solely qualitative 
task. For those participants who grouped the plots by a 
commonality in labels, any highlighting of the dimensions 
directly matched the arranged groups. It is interesting to 
see that even though the participants did not know the 
requirements of the second subtask at the beginning, they 
arranged the groups by the dimensions in the first subtask. 
This was helpful for the (future) second subtask. Yet, no 
participant discovered and mentioned this. Most of the 
participants did not identify any reasons as to why some 
dimensions matched their groupings and why some did not. 
Not surprisingly, the participants who grouped according to 
similar visual appearance tried to make sense of their 
arrangement far more often than the participants who 
grouped by the commonality in labels. Their groups were 
arranged more likely by different dimensions and matched 
the highlighting less well. Participant (P5-II) mentioned it 
might have been better for the second subtask to arrange 
the graphs by the commonality in labels as opposed to 
arranging the clusters in a roughly circular manner. Using 
the think-aloud protocol, most participants who grouped by 
similar visual appearance mentioned the potential utility of 
cross references between the arranged groups according to 
the dimensions. Participant (P6-II) arranged the graphs by 
commonality in labels. However, faced with the second 
subtask, the participant tried to explain the dimensional 
matching only based on the scatterplot appearance and did 
not rely on the labels. However, the participant was still not 
able to come up with a reason as to why some plots where 
in different groups in their arrangement. 
Overall, most of the participants found the second subtask 
of making sense of the data and highlighting the 

dimensions challenging. One potential explanation is the 
relative lack of experience with VA in our participants. 

5. Discussion 

We can confirm Hypothesis H1-I, that users 
spatialize their content through clustering 
information and exploit the advantages of a large 
display space, through the observations of the users’ 
clustering behaviour in experiment I. Instead of 
treating the plots as a single group of data, they 
classified the plots through various strategies and 
used the full display space during sensemaking to 
create different clusters of data plots. 
Our second experiment, does not support any of the 
hypotheses H1-II, H2-II or H3-II, as we did not find any 
significant results that users perform differently in a SPD 
HMD compared to a common VR Headset. 
Combining the quantitative results for completion time and 
number of clusters with the qualitative data of clustering 
strategy and cluster shapes, we are unable to discern a clear 
picture if users perform differently in a SPD HMD relative 
to an off-the-shelf VR HMD. Thus, our hypothesis H1-II is 
not supported. 
We see no support for hypothesis H2-II, since we are 
unable to reach a clear conclusion on whether the SPD 
condition was preferred by the users while solving a VA 
task. The (low-resolution) larger field-of-view did not seem 
to have had a strong effect on the outcome. Finally, we 
observed no difference on the Slater-Usoh-Steed 
questionnaire, resulting in an unmet hypothesis H3-II. 
Using a between-subjects design we compared the results 
of experiment I and experiment II to investigate differences 
in sensemaking between the LHRD system and the VR 
HMD with and without the SPD. As seen in figure 8, 12 
and 9, there are several differences between the results of 
experiment I and experiment II. 

As we did not record the completion time in the first 
Experiment, we were not able to compare times between 
the experiments. We thus analyzed quantitative data in 
terms of the number of created clusters to compare both 
experiments. A Shapiro-Wilk test showed a normal 
distribution for the No-SPD condition, but not for the SPD 
and the LHRD. Variance homogeneity between the three 
exists. Since parametric tests are robust to the violation of 
the normality assumption [35], we performed an ANOVA 
over V4-SPACE and HMD results (V4-Space: M = 7.0, SD 
= 3.5; No-SPD condition: M = 9.42, SD = 3.69; SPD 
condition: M = 8.42, SD = 3.20). The results showed no 
significant difference between the number of created 
cluster in V4-Space and the no-SPD HMD (F(1,12) = 
1.257, p = 0.284, η2 = 0.095) and the V4-SPACE and the 
SPD HMD (F(1,12) = 0.449, p = 0.515 η2 = 0.036). 
Thus, we may disconfirm hypothesis H1-C and can only 
state that users do not seem to perform differently in an 
HMD relative to a LHRD. Users did not perform better in a 
LHRD relative to a VR HMD according to our 
investigations. 
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Figure 12: Number of clusters generated in V4-SPACE and  the 
VR setups. 

Clustering Strategy 
In terms of the clustering strategy, in the second 
experiment a subset of users relied on grouping based on 
the commonality of labels. Yet, as the participants 
progressed through the experiment, we observed a 
transition towards a strategy based on similar visual 
appearance of scatterplots in some participants. This could 
be considered to be a more reflective way of grouping the 
plots. We hypothesize that grouping by similar visual 
appearance corresponds to a higher-level sensemaking 
activity, since it involves more active reflection about the 
data. In the first experiment, we observed an additional, 
third strategy. While about a third of the participants based 
their strategy on the visual appearance of the scatterplots 
and another third based it on the commonality of axis 
labels, the remaining third adopted a clustering approach 
based on common topics of plots. This strategy is more 
complex and reveals that some were actively trying to 
make sense of the data.  
Using this strategy, participants neither clustered according 
to a pattern recognition/visual matching strategy, regardless 
of what the data presents; instead, they aimed to bring 
charts together based on what the data might be about. 
Even if the axis labels were different, users thought about 
the concepts and what those concepts are about and 
clustered the plots so that each went into a corresponding 
category of topics.  
Cluster Shape 
We also compared the shape of the clusters the participants 
generated. In the first experiment the participants’ 
rearrangement efforts resulted mostly in simple shapes, 
either highly rectangular (aspect ratio substantially 
different from 1) or roughly circular (aspect ratio around 
1). Classifying cluster shapes by aspect ratio (large ratio: 
horizontal; small: vertical) yields the following grouping 
(with examples shown in figure 13): 

- Horizontal: 1 participant. 
- Vertical: 3 participants. 
- Roughly circular: 5 participants. 

For several participants, no clear pattern of cluster 
arrangement could be identified. P0-I and P1-I did not have 
any space between clusters arranged in a random order. For 

P4-I and P5-I, clusters were separated by some distance. 
However, the spacing seemed uniform and clusters 
appeared similar. In contrast, other participants used cluster 
position to convey meaning. As an example, P3-I used the 
cluster shape to indicate what the clusters represented. 
While P3-I categorized groups looked somewhat similar, 
their group of uncategorized plots looked different from 
other clusters in terms of shape and the distance from other 
clusters. 
We observed similarities in cluster shapes in experiment II 
as well. Participants’ cluster shapes were defined similarly 
to the first experiment (horizontal or vertical, roughly 
circular, mixed arrangement). As in experiment I, 
horizontal or vertical arrangement was used by participants 
that did not seem to think deeply about their clustering 
strategy.  
When users appeared to make more sense of the data, they 
started to create more traditional “roughly circular” clusters 
and used shape and space as a tool for sensemaking within 
the available workspace.  

!  
Figure 13: Variation in aspect ratios used by participants. P6-I used 
a roughly circular arrangement (aspect ratio ~1, top left) while P4-
I used a vertically-oriented layout (aspect ratio <<1, top right) and 
P5-I a more horizontal organization (aspect ratio >> 1, bottom). 

5.1. Summary 
We conducted two sensemaking studies in immersive 
environments, one on a large high-resolution display 
(LHRD) called V4-SPACE and one using a HMD-based 
VR system with a sparse peripheral display option that we 
turned on and off. Using equivalent tasks, we observed 
users’ behaviors in those environments and compared the 
outcomes within the same environment and the two 
separate display environments to each other.  
The first exploratory study aimed to identify challenges 
and yielded qualitative observations for VA tasks in a 
LHRD environment. We obtained new empirical 
information about users’ approaches when asked to prepare 
a large volume of data for analytical tasks on large 
displays. Even though all users started with the same state, 
the results of experiment I suggest that different users 
follow varying classification and spatial organization 
strategies. We observed clear distinctions in terms of 
clustering strategies, space usage, and preferred navigation 
techniques. 
In the second experiment, we investigated the utility of a 
sparse peripheral display condition on a VR HMD. The 
presence of the SPD yielded mixed responses. While some 
users found it ‘too bright’, ‘distractive’ or thought that it 
reduces the immersion; others thought it causes less or no 
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motion sickness or that it supported a better sense of 
orientation. Quantitative analysis yielded a significant 
larger number of clusters created in the SPD than in a 
common VR HMD. 
The comparison of both experiments showed no significant 
difference of the performed quantitative data in V4-SPACE 
and the VR SPD HMD. A comparison of the qualitative 
data yielded an additional strategy used in V4-SPACE and 
a slightly varying distribution of cluster shapes. The results 
show initial tendency that users perform different in both 
immersive environments, leaving the possibility for future 
research. 

5.2. Limitations 
A limitation we have to consider is the small sample size of 
n = 9 in experiment I and n = 7 of experiment II. While this 
limits the strengths of the insights we can derive, we point 
out that the effort to run the studies was high (and the SPD 
broke during the second experiment for the eight 
participant).Further, our participants were university 
students with limited VA experience. We observed that 
some participants in experiment II could not tell what was 
happening when highlighting dimension. We believe the 
lack of VA experience might have impacted how much 
sense the participants were able to extract from the data.  
We tried to carefully match experimental conditions for 
both environments through using the same input device, 
apparent size of the workspace, amount of information 
displayed and the tasks that participants had to perform. 
Yet, there were also technological limits to this, such as the 
maximum resolution of the available VR headset system 
being far inferior to what is available on a LHRD.  
Since the participants could terminate the task whenever 
they wanted, the duration to solve the task mostly 
depended on their motivation and their clustering and 
sensemaking strategies for the data. Further, since there 
was no single correct solution for the task, each participant 
used a different classification strategy with their own 
criteria. This limitation introduces noise into the main goal 
of comparing sensemaking in HMD and LHRD 
technologies and makes it more difficult to draw strong 
conclusions. In future work, it would be interesting to 
repeat the experiment on a conventional computer 
environment as a reference baseline. 
A limitation for the second experiment in specific is using a 
computer mouse as an input device for the VR HMD. Yet, 
as mentioned above, we found that a VR controller was not 
sufficiently accurate to enable users to interact with the 
details of the charts. Since a mouse is not a typical HMD 
input device, it might make its interaction with the system 
unnatural. While participants could not see the physical 
mouse they were using while being immersed in the HMD, 
none of the participants reported any issues with this. 
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ABSTRACT
This paper presents a GPU-based approach to color quantization by mapping of arbitrary color palettes to input
images using Look-Up Tables (LUTs). For it, different types of LUTs, their GPU-based generation, representation,
and respective mapping implementations are described and their run-time performance is evaluated and compared.

Keywords: color palettes, color quantization, look-up tables

1 INTRODUCTION
1.1 Motivation and Applications
In computer graphics, a color palette P denotes a finite
list of colors P=C0, . . . ,Cn, each associated with a color
space Ci ∈ XYZ ⊂ R3, with n being the total number of
colors within a palette. In hardware or software palettes,
n is limited by color bit-depth or number of simultane-
ously available total colors.

There are multiple applications for a fast color palette
mapping approach supported by a Graphics Processing
Unit (GPU)-based implementation. Besides enabling
non-uniform color reduction, it can be used in stylized
rendering or image and video "retro" abstraction opera-
tions that mimicking old devices, such as consoles.

1.2 Problem Statement
Given an indexed image I[0,w]× [0,h]→ i = 0, . . . ,n
and a color palette P, a respective color mapping of an
output raster image G[0,w]× [0,h] can be formulated as
follows:

G[x,y] = ρ(I[x,y],P) ρ(i,P) =Ci (1)

where the color mapping function ρ selects the ith color
based on the color index i from the palette and assigns it
to the output pixel located at [x,y]. Such LUT mapping
is compact and can be resolved in constant time O(1).
However, this approach cannot be used for an image or
video frame that is represented by a number of colors
such that I[0,w]× [0,h]→ C ∈ XYZ. For these types

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without fee
provided that copies are not made or distributed for profit or
commercial advantage and that copies bear this notice and the
full citation on the first page. To copy otherwise, or republish,
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of high-color or true-color images, the color mapping
process can be formulated as follows:

G[x,y] = τ(I[x,y],P) = argmin
0≤i≤n

(δ (I[x,y],Ci)) (2)

where a distance function δ : Ci×C j 7→ R+ computes a
distance value between two colors. Thus, the mapping
process requires the computation of the minimum color
distance for a given color C and all available palette
colors in P. Therefore, the overall run-time complexity
grows linear with the number n of total palette colors.

With respect to implementing such a non-uniform color
quantization for interactive rendering purposes, an ap-
proach should adhere to the following requirements:

Real-time Performance (R1): To support color palette
mappings for interactive image and video applica-
tions, the process should be real-time capable.

Fast Palette Interchange (R2): For flexibility in appli-
cation, different color palettes should interchange-
able easily and fast by requiring only minimal state
changes during rendering [1].

Support True-Color Images (R3): The mapping ap-
proach should not rely on an indexed color image
representation and should support images compris-
ing 8 bit precision or more per color channel.

1.3 Approach and Contributions
To approach the requirements above, we evaluate tech-
niques for mapping an arbitrary input color Cin to an
output color Cout ∈ P on a per-pixel basis by computing
a minimum color distance in CIELAB (Lab) color space.
By completely preprocessing the minimum color dis-
tance search into color LUTs, the mapping process can
then be performed in constant time [5] for the sake of
increased memory consumptions. Therefore, this paper
makes the following contributions:
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Color Palette Texture LUT Texture Output Image GReference Image R Color Palette P Input Image I

CPU Processing GPU Processing

Color Palette EncodingColor Palette Extraction Color Palette MappingColor LUT Generation

Figure 1: Overview of processing stages and data components as well as control (red) and data flow (green) of the
presented real-time palette mapping approach by the example of color reduction using an Atari 800 color palette
with 122 colors.

1. It presents approaches to fast color mapping of given
color palettes to true-color input images in real-time
using GPUs.

2. It provides respective implementation details based
on Open Graphics Library (OpenGL) and evaluates
the run-time performance.

The remainder of this paper is structured as follows.
Section 2 describes the fundamental concept of our ap-
proach. Section 3 presents details of GPU-based im-
plementations. Section 4 evaluates and discusses the
run-time performance. Section 5 concludes this paper.

2 PALETTE MAPPING CONCEPT
Figure 1 shows an overview of the processing stages,
components, and data structures of the GPU-based
palette mapping approach. It basically comprises the
following steps, covered in the remainder of this section
in greater detail:

Color Palette Extraction: As a first (optional) step, a
color palette P is extracted from a given input refer-
ence image R (Section 2.1).

Color Palette Encoding: To enable GPU-based pro-
cessing of the subsequent steps, the extracted color
palette P is encoded into a color palette texture.

Look-Up Table Generation: To enable an efficient
shader-based color mapping implementation, the
color palette texture is transformed into a Look-Up
Table (LUT) (Section 2.3) based on a minimum color
distance search (Section 2.2).

Color Palette Mapping: While the previous steps are
only required to be performed once per color palette,
the color palette mapping use the LUT to implement
a point-based operation to map all pixel of multiple
input images or video frames I to its respective output
representations O using fragment or compute shader
programs (Section 3.2).

2.1 Color Palette Extraction

There are basically two approaches for creating a color
palette: (1) a user explicitly chooses a number of col-
ors or (2) the color palette is extracted from a given
reference image R.

To support the latter, a tool is created that extracts the
color palette from a given image, which is required to
be stored without lossy compression, in a preprocessing
step. For it, the color of each pixel is added to a set of
palette colors resulting in an unordered list of unique
colors, which can be stored as image file. This process
can be automated and batched for a number of input
images. For our purposes, we obtain existing reference
images from the Wikipedia encyclopedia (Table 1).

Table 1: Exemplary color palettes comprising different
amounts of colors used in this paper.

Palette Name |P| Palette Texture

Teletext / BBC Micro 8
Apple II 15
CGA 16
Commodore 64 16
Tandy 62
Atari 800 122

2.2 Minimum Color Distance Search

For matching two colors Ci and C j, a distance func-
tion d = δ (Ci,C j) is computed. We use the Euclidean
distance in Lab color space [2] for the color distance
computations.

Given an extracted color palette P, the mapping is ba-
sically a point-based image processing operation per-
forming a linear minimum color distance search over all
its entries for each pixel in the input image (R3, Equa-
tion (2), Algorithm 1).
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Figure 2: Color quantization using Indexed LUT (ILUT) using a BBC Micro 3 bit palette with 8 colors.

Algorithm 1 Minimum Color Distance Search

Require: P =C0, . . . ,Cn n > 0 {Palette in Lab space}
for x = 0 to w do

for y = 0 to h do
dmin← ∞+ {Initialize}
Cout← [0,0,0] {Initialize output color}
Cin← I[x,y] {Fetch color value}
CLab

in ← rgb2lab(Cin) {to CIELAB space}
for i = 0 to n do

d = δ (CLab
in ,Ci) {Compute color distance}

if d < dmin then
dmin = d {Update min. difference}
Cout←Ci {Update output color}

end if
if d = 0 then

break{Early-out of search loop}
end if

end for
G[x,y]←Cout {Set closest palette color}

end for
end for

2.3 Color Look-Up Table Generation
One observation of the minimum color distance search
concerns its runtime complexity of O(whn) for an input
image of width w, height h, and a color palette size of n.
Considering the high spatial image resolutions of today’s
cameras, the algorithm’s run-time performance easily
exceeds the requirement of real-time performance (R1).
Thus, the required number of searches is reduced to con-
stant time by using LUTs covering the complete color
domain. Similar to the approach described by Selan, a
3D color LUT can be computed in a pre-processing step
on a per-palette level [5].

However, in contrast to this approach, we cannot take
advantage of using bi-linear texture filtering to reduce
the spatial resolution of the LUT. This would potentially
introduce colors not represented by the initial palette and
yield an imprecise mapping if using nearest-neighbor
interpolation. One can distinguish between two LUT
variants:

Color LUT (CLUT): This LUT type encodes the
mapped palette color for each input color in
Red-Green-Blue (RGB) color space (Figure 4(b)
and Figure 5(a)). The consumed memory for this
representation is 2563 ·3 ·BC with BC the number of
bytes required to represent a color channel. For the
palettes used in our applications it is sufficient to use
8 bit channel precision resulting in a Video Random
Access Memory (VRAM) footprint of 50 MB

Indexed LUT (ILUT): Instead of storing the mapped
color values directly (Equation (1)), the memory
footprint can be reduced by storing only the respec-
tive color indexes (Figure 5(b)). Thus, the space-
complexity reduces to 40962 ·BI + |P| · 3 ·BC, with
BI the number of bytes required per index. Usually, it
is sufficient to use an 8 bit index precision, resulting
in a VRAM memory footprint of 16 MB in addition
to the color palette. Figure 2 shows an overview of
the color mapping process using an ILUT.

3 GPU-BASED IMPLEMENTATION
The concept of the previous section is prototypical im-
plemented using OpenGL [4] and OpenGL Shading Lan-
guage (GLSL). However, these implementations can be
easily transferred to other graphics Application Program-
ming Interface (API) as well as Embedded System (ES)
variants.
The remainder of this section briefly describes how
palettes and different LUT types are represented on
GPUs, and how the particular color mapping processes
are implemented by the example of using OpenGL frag-
ment shader programs. Such implementations are re-
quired because rendering using paletted textures are not
supported by OpenGL and respective legacy formats are
declared deprecated since OpenGL 3.0. Further, the sup-
port for the GL_EXT_paletted_texture extension has been
dropped by the major hardware vendors.

3.1 GPU-based Palette Representation
Before describing the different palette mapping imple-
mentation, this section briefly present the palette and
LUT representations suitable for GPU-based rendering.

ISSN 2464-4617 (print) 
ISSN 2464-4625 (DVD)

Computer Science Research Notes 
CSRN 2901 WSCG Proceedings Part II

83 ISBN 978-80-86943-38-1



Figure 3: Close-up of an exemplary 2D TA that stores
multiple color palettes row-wise.

3.1.1 Texture-based Palette Representation
In general, each palette is represented using a single
2D texture. During runtime, a palette is converted into
Lab color space [2] and uploaded to a palette texture
within VRAM. The straightforward approach to stan-
dard palette representation for GPUs is using a three
channel 1D texture, i.e., a 2D texture with fixed height
of 1 pixel. Table 1 shows some texture examples. This
approach provides optimal texture utilization.
However, the total amount of palette colors is limited to
the maximum texture size. In rare cases that this size
is exceeded, the palette is wrapped and indexing is per-
formed by modulo operation. To minimize state changes
during rendering, which can be introduced when switch-
ing palette textures, and to facilitate fast palette inter-
changes, such texture representation can be combined
with texture batching [6]. This enables the storage of
multiple palettes using a 2D Texture Atlas (TA) (Fig-
ure 3).

3.1.2 Look-up Table Representations
There are basically two texture-based representations
of CLUTs and ILUTs for GPU-based implementation
that take advantages of build-in texturing functionality
of shading languages:

3D Textures: An effective way to represent a LUT is
using a 3D texture of size 2563 texels for precise
mapping of low precision color representations (Fig-
ure 4). 3D textures are also supported for mobile de-
vices since OpenGL ES 3.0 and thus are commonly
available.

(a) Identity Palette. (b) Quantized Palette.

Figure 4: 3D texture LUTs.

(a) CLUT TA. (b) ILUT TA.

Figure 5: Comparison of 2D texture atlas LUT represen-
tations; each of 40962 pixels spatial resolution.

2D Texture-Atlases: Figure 5 shows a comparison be-
tween a TA containing all 256 layer of a CLUT (Fig-
ure 5(a)) and ILUT (Figure 5(b)). Such an atlas can
be used in combination with 2D texture arrays to
support fast interchanges of palettes (R2).

The texture format used for CLUTs is GL_RGB with an in-
ternal GL_UNSIGNED_BYTE representation is sufficient. For
ILUT, GL_LUMINANCE using GL_FLOAT internal format at a
minimum of 16 bit precision to represent the range of
possible palette indexes for n > 256.

3.2 Shader-based Color Quantization
The shader-based color quantization can be performed
within a single rendering pass. Therefor, a Screen-
aligned Quad (SAQ) that is textured with the input im-
age covering the complete viewport is rasterized with
an activated fragment shader program and bound tex-
ture resources. The remainder of this section shows
the particular fragment shaders for performing the color
mapping operations for the respective texture represen-
tations described previously.

3.2.1 Minimum Color Distance Search

For texture-based palette representations, Listing 1
shows a GLSL implementation for the minimum color
distance search (Section 2.1). Performed run-time
tests comparing this implementation with variants that
support early-out of the for loop (Algorithm 1) that,
however, yield inferior performance presumably due to
coherency issues [3].

3.2.2 Sampling Look-Up Tables

For sampling LUT textures, the input color values
C = (r,g,b) = (s, t,r) = I[x,y] ∈ [0,1]3 fetched at the re-
spective fragment coordinates (x,y) ∈ [0,0]× [w,h] are
used. While sampling 3D textures is natively supported
by GLSL language features, LUTs that are represented
by 2D TAs require additional instructions to resolve
the indirection. Listing 2 shows a GLSL function for
sampling LUTs represented as a 2D TA.
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Figure 6: Overview of indexed image computation and subsequent color quantization by the example of an Atari
800 color palette with 122 colors.

int closestColorIndex(
const in vec3 sampleLab, // Color in Lab
const in sampler2D P, // Palette TA in Lab
const in int index) // Palete to use

{
// Determine palette length for palette index
int pSize = texelFetch(P, ivec2(0, index), 0).x;
int colorIndex = 0;
float minimumDistance = FLT_MAX;
// Linear search in palette
for(int i = 1; i < pSize; i++) {
// Compute color distance
float d = distance(
texelFetch(P, ivec2(i, index), 0).rgb,

sampleLAB);
// Minimum distance compare
if(d < minimumDistance) {
minimumDistance = d;
colorIndex = i;

}
}
return colorIndex; // Index of closest color.

}

Listing 1: GLSL implementation of minimum color
distance search.

vec2 offset(const in float s, const in vec4 info){
return info.zw * vec2(mod(s, info.y),
floor(s * info.z));

}

vec4 sampleAs3DTexture(
const in sampler2D LUT,
const in vec3 texCoord,
const in vec4 info) {

float sliceZ = floor(texCoord.z * info.x);

vec2 slice0Offset = offset(sliceZ, info);
vec2 slicePixelSize = info.zw / info.x;
vec2 uv = slicePixelSize * 0.5 + texCoord.xy *

(info.zw - slicePixelSize);
return texture2D(tex, slice0Offset + uv);

}

Listing 2: GLSL implementation for sampling a 2D
texture atlas using given 3D texture coordinates.

3.2.3 Quantization by Color Look-Up Tables
Once, the CLUTs are generated, the actual quantization
can be efficiently performed by sampling these using
the RGB color values as texture coordinates similar to
the approach described by Selan [5]. Listing 3 shows a
GLSL function for color quantization using an CLUT
requiring a single texture look-up.

vec4 mapColorCLUT(
const in vec3 color, // color to map
const in sampler3D CLUT) // look-up table

{
return texelFetch(CLUT, ivec3(color), 0);

}

Listing 3: GLSL implementation of CLUT mapping.

3.2.4 Quantization by Indexed Look-Up Tables
Compared to the CLUT-based quantization, ILUT-
based quantization requires an additional sampling
operation to resolve the indirection between ILUT
and the color palette. Listing 4 shows a GLSL
implementation for this mapping operation.

vec4 mapColorILUT(
const in vec3 color, // Color to map
const in sampler2D palette, // Palette texture
const in sampler3D ILUT) // Indexed LUT

{
// Obtain index into color palette
int index = texelFetch(ILUT, ivec3(color), 0).r;
// Sampling color palette
return texelFetch(palette, ivec2(index, 0), 0);

}

Listing 4: GLSL implementation of ILUT mapping.

3.3 LUT and Indexed Image Generation
The task of LUT generation can be efficiently per-
formed on GPU, for both 3D texture and 2D TAs
using compute shader or off-screen rendering in
combination with Frame-Buffer Object (FBO) and
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CLUT-3D ILUT-3D CLUT-2DTA ILUT-2DTA
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Figure 7: Performance comparison of GPU-based LUT generation (indexing) and combined mapping (display)
in Frames-per-Second (FPS) (logarithmic scale) for color palettes of different complexity (8 to 122) and different
input image resolutions.

fragment shader support (can be optimized by
GL_EXT_shader_framebuffer_fetch). Both are based on
the minimum distance search implementation described
in Section 3.2.1. In general, these techniques can be
used to “bake” any kind of LUT. The overall goal is
avoid color space conversion at mapping time by using
RGB color space values only.

The 2D TAs processing approach can be used the gener-
ate an intermediate indexed image representation, that
can be used for rendering animated palettes for mim-
icking palette cycling. Therefore, the input image I is
transformed once to an indexed image G using the im-
plementation of Section 3.2.1. Palette animations can be
easily achieved algorithmically or represented using a
2D TA of palette texture key-frames (Figure 6).

4 PERFORMANCE EVALUATION
This section presents performance evaluations of all
three approaches described before. In addition thereto,
the run-time performance for color mapping and the
respective memory footprints of the particular data rep-
resentations are compared.

4.1 Datasets and Test Systems
Different image resolutions were tested to estimate the
run-time performance regarding the spatial resolution
of an image as well as different palette complexity (Ta-
ble 1). The following common resolutions were chosen:
1280×720 (HD), 1920×1080 (FHD), and 2560×1440
(QHD) pixels. We tested the rendering performance
of our preliminary implementation was conducted us-
ing a NVIDIA GeForce GTX 970 GPU with 4096 MB
VRAM on a Intel Xeon CPU with 2.8 GHz and 12 GB
RAM. Rendering was performed in windowed mode
with vertical synchronization turned off.

The measurements in FPS are obtained by averaging 500
consecutive frames. For all off-screen rendering passes,

fragment shader functionality using a textured SAQ with
a geometric complexity of four vertices and two triangle
primitives. For rasterization, back-face culling [1] is
enabled and depth test and writing to depth buffer are
disabled.

4.2 Performance Results
Figure 7 shows the performance evaluation for the
minimum color distance search implementation (Sec-
tion 3.2.1) for different color palette complexities (8 to
188 colors) by comparing the computation of an indexed
image representation G only (indexing) as well as in
combination with a subsequent display pass that applies
the mapping implementation of Section 3.3.

It can be observed, that run-time performance of index-
ing decreases linearly with increasing color palette com-
plexity, while the performance impact of color mapping
during display is neglectable. The overall performance
decrease with respect to increasing input image resolu-
tion indicates that the technique is fill-limited.

Figure 8 shows the results of the run-time performance
evaluation in FPS of the different GPU-based LUT rep-
resentations (CLUT and ILUT using 3D textures and
Texture Atlass (TAs)), algorithms (Section 3.2.3, and
Section 3.2.4) impacting the color mapping performance
compared to a pass-through display pass.

It can be observed that 3D texture representations for
CLUT and ILUT are superior over 2D TAs, especially
for high spatial input resolutions. This can be explained
by the additional instructions required to transform the
texture coordinates to sample 2D TAs and probable
texture-cache violations. Independent of their repre-
sentations are ILUTs inferior to CLUTs. This can be
explained by the additional texture sampling operation
required to resolve the palette indirection, which most
probably contributes to additional texture-cache viola-
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Figure 8: Performance of GPU-based LUT mapping performance in FPS for different LUT representations compared
to a pass-through display pass.

tions. These observations show all characteristics of the
traditional space-time/time-memory trade-off.

5 CONCLUSIONS
This paper presents and discusses an approach for fast
real-time color palette quantization for true-color input
images. The palette quantization is based on computing
minimal color difference using the Lab color space. It
is shown, that this mapping can be performed in real-
time and can be significantly optimized by using LUTs
computed in a pre-processing step on GPUs. Depend-
ing on the use-case, the described approaches allows
for trading run-time performance for VRAM memory
consumption.
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ABSTRACT 
This article shows a new mathematical model for calculation of multiple reflections based on the Stokes vector 
and Mueller matrices. The global illumination equation and local estimations method were generalized on the 
polarization case. The results of the calculation of multiple reflections using the local estimations method show a 
difference of more than 30% between the standard calculation and the polarization-accounting one. A way to 
describe the surface reflection with polarization account is proposed. 

Keywords 
Polarization, global illumination equation, local estimations, Stokes vector, Mueller matrix, Monte-Carlo. 

1. INTRODUCTION 
In recent years, visualization of the light distribution 
obtained by using a lighting device has become an 
integral part of the design of lighting systems. Thus, 
the calculation of multiple reflections has become 
exceedingly important. 
Traditionally, the state of light polarization is not 
considered in the calculations. Similarly, lighting 
modeling software (e. g. the industry standard 
software DIALux and Relux) do not consider the 
influence of the light polarization in the calculation 
of light distribution. 
This neglection is acceptable when we work with 
diffusely reflecting surfaces and a small number of 
re-reflections. On the contrary, the influence of light 
polarization must be considered by surfaces with a 
significant specular part. The very first reflection 
changes the state of light polarization (even if the 
light has been depolarized totally before the action) 
and this fact will affect all the following processes of 
light distribution. 
It is evident that after a series of reflections the light 
becomes depolarized again. However, the effect of 
the light polarization on the quantitative results of the 

calculation remains unknown. By current estimates 
[Mishchenko et al. 1994], the difference between 
results of the standard calculation and the calculation 
considering the polarization may reach more than 
20%. This difference may be even more significant if 
we use the polarization-based model of reflecting 
surface which considers the light scattering in a 
material volume. 
To date, a series of proceedings devoted to the 
polarization account in visualization problems have 
been published (e.g. [Mojzik et al. 2016]). They 
show that polarization state accounting leads to quite 
significant changes in the pictures obtained during 
visualization. However, despite of the abundance of 
research of such kind, the question of the light 
polarization influence on the quantitative 
characteristics of the light distribution has not been 
considered yet. At the same time, it is these 
characteristics that primarily interest light planners 
when they solve practical problems. 
Thus, we decided to study the influence of the light 
polarization on the quantitative result of the 
calculation of multiple reflections. To achieve this 
goal, we need to solve the following tasks. 

1. Pass from the wave description of the light to 
the ray approximation as the latter is more in 
nature of the phenomena considered. 

2. Bring the global illumination equation for the 
Stokes vector to the volume integration. 
Existing equation based on surface integration 
[Mojzik et al. 2016] does not allow constructing 
mathematically rigorous ray-based algorithms. 

Permission to make digital or hard copies of all or part of 
this work for personal or classroom use is granted without 
fee provided that copies are not made or distributed for 
profit or commercial advantage and that copies bear this 
notice and the full citation on the first page. To copy 
otherwise, or republish, to post on servers or to 
redistribute to lists, requires prior specific permission 
and/or a fee. 
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3. Calculate multiple reflections using local 
estimations of the Monte-Carlo method (as they 
appear to be the most efficient for solving the 
problem) and evaluate the influence of the light 
polarization account on the quantitative result. 

We are also confident there is a need for a 
mathematical model of reflecting surface describing 
the light reflection not only from the face of material 
but from the volume of material as well. In this case, 
the role of the light polarization is highly significant 
too. 

2. MATHEMATICAL MODEL OF 
MULTIPLE REFLECTIONS 
WITH POLARIZATION ACCOUNT 
Description of polarization in the electromagnetic 
field theory using ellipses is completely unknown to 
the description of radiation in ray optics which is 
based on the reaction of the optical radiation receiver. 
The most suitable way to develop the mathematical 
model with polarization-accounting parameters 
would be to use the Stokes vector (for describing the 
ray parameters) and 4×4 Mueller matrices 
[Mueller H. 1943] (for describing the parameters of 
surface reflection). 
The Stokes vector L  components are determined by 
the quadratic receiver reactions iJ  as 

 0 0 1 0 1

2 2 0 3 3 0

2 , 2( ),
2( ), 2( ),

L J L J J
L J J L J J

= = −
= − = −

 (1) 

where specific polarization filters differ , 0,3 :iJ i∈  

0J  is for the neutral filter with the transmittance 
0.5;τ =  1J  is for the reference plane (the “system of 

readout”) defining analyzer; 2J  is for the analyzer 
with the axis at the angle 45° to the reference plane; 

3J  is for complex filter of quarter-wave plate and 
analyzer at the angle 45° to the reference plane. 
The result of the interaction of the surface and the ray 
described with the Stokes vector can be written as: 

 ˆ ˆ ˆ ˆ( , ) ( , , ) ( , )′= ρL r l r l l L r l  (2) 

where ˆ( , )′L r l  and ˆ( , )L r l  are the radiances before 

and after the interaction respectively; ˆ ˆ( , , )′ρ r l l  is the 
Mueller matrix of the surface (we consider in this 
article the reflection only). Expression (2) is correct 
when the reference planes of the incident are the 
same as the reflected rays. In general case, we must 
account the rotation of the reference system with a 
special matrix. The matrix which is the multiplication 
of each transformation of the Mueller matrix 
provides the successive transformations result. 
Note that hereinafter we use the following notation: 

a  — column vector; a  — row vector; â  — unit 
column vector; a  — matrix. 
The questions of simulation of lighting systems and 
visualization of 3D scenes in computer graphics are 
based on finding the solution of the global 
illumination equation [Kajiya J. T. 1986] 

 
0

2
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 (3) 
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N l N l N r r N r rr r

r r r r
 

where ˆ( , )L r l  is the radiance at the point r  in the 

direction ˆ,l  ˆ ˆ( , , )′σ r l l  is used for the bidirectional 
scattering distribution function (reflection or 
transmission), 0

ˆ( , )L r l  is the direct radiation radiance 

near the sources, N̂  is the scene surface normal 
vector, ( , )′Θ r r  is the function of the surface element 

2d ′r  visibility from the point r . 
Thus, guiding the considerations used in derivation 
(3) one can obtain an analogous equation for the 
Stokes vector: 
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2
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L r l L r l

l l N l r l l

N l l l L r l r r r r r









  (4) 

where ˆ( , )L r l  is the Stokes vector; ˆ ˆ ˆ ˆR( )′× → ×l l N l


 
is the reference plane rotation matrix; ˆ ˆ( , , )′ρ r l l  is the 
Mueller matrix of reflectance. 
In general, the global lighting equation has no 
analytical solution. For this reason, the numerical 
methods are used mainly for solving it. The most 
popular approach is to use the Monte-Carlo Methods, 
as they have shown to be efficient comparing to other 
methods. 
The algorithm of calculation of lighting systems and 
visualization of 3D scenes based on local estimations 
of the Monte-Carlo Method [Kalos M. 1963] seems 
to be the most advanced in its class. This approach 
enables to speed up the calculations by 80-90 times 
compared to direct modeling [Budak et al. 2012]. 
This is especially important for polarization-
accounting calculations as they require much more 
operations on each step of the algorithm. 
The general meaning of the transition to the local 
estimations is the transformation of the surface 
integration in (4) into the integration over the volume 
by using δ-function. This enables the development of 
a ray-based modeling algorithm. 
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In order to enable the transformation we need to 
account that ′r  and ˆ′l  are connected by the 
following expression: 

 ˆ .
| |

′−′ =
′−

r rl
r r

 (5) 

Then the equation (4) takes the form: 

0

3

ˆ ˆ( , ) ( , )
1 ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆR( ) ( , , )R( )

ˆ ˆ ˆ( ) ( , ) ( , ) ( , ) .F d

= +
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π

′ ′ ′ ′ ′× δ − Θ

∫

L r l L r l

l l N l r l l N l l l

l l L r l r r r r r

 

   (6) 

Now, one can show the integral in (6) as a Neumann 
series and after some transformations [Marchuk G. I. 
1980] get an expression for local estimation of 
Stokes vector at the point :r  
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′ ′× Θ

r r l l N l r l l N l l l
r r r r

where nQ  is the vector weight of the ray, which 
components correspond to those of the Stokes vector. 

3. THE MODEL IMPLEMENTATION 
AND OBTAINED RESULTS 
The mathematical model described above was 
implemented using the numerical-computing 
environment MATLAB. In order to make the 
algorithm simpler and reduce the calculation time, 
the authors decided to assume the diffuse distribution 
of the rays reflected from the surface. This way 
enables to estimate the first approximation of the 
influence of polarization account in the multiple 
reflection calculations. 
A 1×1×1 cube “room” was chosen as a modeling 
scene. There are points of illuminance estimation on 
the “floor” and a Lambertian luminous disc (diameter 
0.1) in the center of the “ceiling” (Figure 1). 
The sum of two matrices was used as a reflection 
matrix when calculating: 
 (1 ) ,F La aρ = ρ + − ρ

     

where Fρ
  is Fresnel reflection (Mueller) matrix; Lρ

  
is Lambertian reflection matrix; a  is Fresnel part in 
reflection (0 1).a< <  Matrix Lρ

  is a zero-matrix 
with an only non-zero element 11Lρ  for the reflection 
coefficient. 
The model surfaces have the following parameters: 
reflection coefficient — 0.5; refractive index — 1.5; 
a  changes from 1 to 0. Figure 2 demonstrates the 
results normalized relative to the number of rays 
emitted from the disc. 

One can see, that already at a = 0.2 the difference 
between the values of illuminance is about 10% and 
at a = 0.6 more than 20%. 

4. FURTHER DEVELOPMENT OF 
THE MODEL 
When calculating multiple reflections, we accept the 
assumption that the reflected ray diffuse distribution 
in order to account the light reflection not only from 
the material surface but also from the material 
volume. The light penetrates the near-surface layers 
of the material where the light scattering by the 
material particles occurs. Then a certain fraction of 
the initial luminous flux re-enters the surrounding 
space. At this point, the role of the light polarization 
is highly significant too. 
The light scattering by the material particles in the 
reflecting layer is inherently similar to the radiative 
transfer in turbid media. Therefore, at the first stage 
of model development, we are going to represent the 
reflecting surface as a scattering layer with diffusely 
reflecting plane at the bottom and randomly rough 
Fresnel boundary above. 

Figure 2. The results of the multiple 
reflections modeling (relative units). 

Figure 1. The modeling scene. 
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In the general case, the scattering media is 
characterized by matrix scatter coefficient ,σ  matrix 
absorption coefficient κ

  and matrix extinction 
coefficient .ε = κ + σ

    Neglection of dichroism, 
birefringence and similar effects which are inherent 
only for several materials enables the transition to 
scalar analogs of matrix coefficients ε=κ+σ. 
Thus, for modeling of surface reflection with the 
assumptions above we need to solve the boundary 
value problem for the vector radiative transfer 
equation. Consider the plane-parallel layer with the 
diffuse bottom. The layer is irradiated by the plane 
monodirectional source with a random polarization 
state. Then one can write the problem as 

0

ˆ ˆ ˆ ˆ ˆ ˆ( , ) ( , ) R( )
4

ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ( , , )R( ) ( , ) ;
ˆ ˆ(0, 0, ) ( );

( , 0, ) [ / 0 0 0] ,T

x d

E

∂ Λ ′µ τ + τ = × → × × ∂τ π ′ ′ ′ ′× τ × → × τ
 ′µ > ϕ = δ −

 τ µ ≤ ϕ = ρ π

∫L l L l l l N l

l l N l l l L l l

L L l l
L









 (8) 

where cos ;µ = θ  
1

0

( )
z

z

z dzτ = ε∫  is the optical track 

thickness in the section 0 1[ , ];z z  /Λ = σ ε  is the 

single scatter albedo; ˆ ˆ( , , )x ′τ l l  is the scatter matrix. 

The randomly rough Fresnel boundary modeling is a 
nontrivial problem as well. There are two approaches 
to solving this problem [Kargin B. A. 2000]. In the 
first one, the random field realizations are 
constructed according to the randomization principle. 
Then the random trajectories are simulated for the 
obtained realizations and on their basis estimations 
for functionals are calculated. However, this requires 
to find the trajectory and surface intersection points 
and thus, much computational time. 
Therefore, the second approach based on the method 
of mathematical expectations is preferable. For the 
construction of a random N-trajectory here, 
realizations of surface elevations are constructed only 
at N-points computed in a certain way. At the points 
of photon scattering on the random surface, the 
selection is made random realizations of normals to 
the surface. 

5. CONCLUSION 
It is obvious now that consideration of the light 
polarization leads to significant changes in the 
quantitative results of the calculation of multiple 
reflections. Moreover, the proposed mathematical 
model remains within the framework of the standard 
photometrical concepts but generalizes them to the 
polarization case. The luminance is a vector value 
and reflection coefficient transforms into a matrix. 
The reference plane rotation should be also 
accounted. 

The global illumination equation was generalized on 
the polarization case and brought to the volume 
integration as well to mathematically rigorously 
formulate calculation algorithms with polarization 
accounting. 
Another result of the study is the introduction of light 
polarization in the algorithm based on the local 
estimations. This method allows estimating 
illuminance at the specific points of interest and 
reduces the calculation time by 80-90 times. 
We are also confident that further development of the 
model by using the reflecting surface representation 
described above will enable obtaining more precise 
results of the light distribution simulation. 
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