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ABSTRACT
A major goal in epigenetics is understanding how cells differentiate into different cell types. Besides the increase
of individual data sets, the amount of replicated experiments generating a tremendous amount of data is ever
increasing. While biologists primarily analyze their data on the highest level using statistical correlations or on the
lowest level analyzing nucleotide sequences, determining the fate of histone modifications during cell specification
necessitates improved analysis capabilities on one or more intermediate levels. For this type of analysis, it proved to
be very useful to use tiled binned scatter plot matrices showing binary relationships or to use tiled binned 3D scatter
plots showing ternary relationships. Quarternary or general n-ary relationships are not easily analyzable using
visualization techniques like scatter plots, only. Therefore, we augmented existing clustering methods with the
tiling and binning idea enabling the analysis of n-ary relationships. Analyzing the changes of histone modifications
comparing two cell lines using tiled binned clustering, we found new, unknown relations in the data.

Keywords
Clustering, Binning, Tiles, 3D Scatterplot, Biological Visualization, Histone Modifications

1 INTRODUCTION
Epigenetics, “The study of heritable changes in gene
expression that are not mediated at the DNA sequence
level” [5] is a very important research area. As part of
epigenetics, researcher study histone modifications. Hi-
stone modifications are important for the development
of the cells regulating the transcription states of genes
and thereby their overall expression patterns. The evo-
lution of certain histone modifications plays an impor-
tant role during the differentiation of cells, e.g., from
embryonic stem cells to embryonic fibroblasts or to
neural progenitor cells [23, 27, 28].

In order to analyze this fate of histone modifications,
one or more intermediate levels of data analysis
are needed that go beyond the high-level statistical
correlations and the low-level sequence-level analyses.
Steiner et al. [23] proposed a visualization based on
self-organizing maps (SOMs) on an intermediate level.

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

Moreover, Zeckzer et al. proposed tiled binned scatter
plot matrices (TiBi-SPLOM) [28] and tiled binned 3D
scatter plots (TiBi-3D) [27] fostering analyzing the
fate of epigenetic marks during differentiation. While
our previous approaches [23, 27, 28] provide effective
and efficient visualizations of histone modification data
supporting these intermediate level analyses, there is
still room for improvements.

To go beyond binary and ternary relationship analyses
supported by these approaches and thus supporting gen-
eral n-ary relationship analysis, we propose tiled binned
clustering. The results of this processing step are then
displayed using TiBi-3D-like visualizations. Using vi-
sualizations based on TiBi-SPLOM could be used as an
alternative but are not yet implemented.

Concretely, the contributions of this paper are:

• Visual Analysis

– A tiled binned clustering method that together
with an adapted tiled binned 3D scatter plot fos-
ters analyzing n-ary relations on histone modifi-
cation data.

– A complete work flow from the raw data to the fi-
nal visualization and interaction implemented in
TiBi-Cluster.
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• Biology

– Comparison of 6 histone modifications between
mesendodermal cells and mesenchymal stem
cells based on data from the NIH Roadmap
Epigenomics project [20].

2 BIOLOGICAL BACKGROUND
2.1 Data Sets
As data sets, we chose mono-, di-, and trimethylation
of histone H3 at lysine K4 (H3K4me1, H3K4me2,
H3K4me3), acetylation and trimethylation of hi-
stone H3 at lysine K27 (H3K27ac, H3K27me3),
and trimethylation at histone H3 at lysine K36
(H3K36me3). Those data sets are available on the
NIH Roadmap Epigenomics project’s web portal
(http://egg2.wustl.edu/, Release 9) [20]. The
first three modifications are associated with enhancers
and transcription. H3K4me1 is found at enhancers in
the promoter regions. It is associated with silencing
and even demarcates H3K4me3 [4]. H3K4me2 is a
mark for transcription factor binding sites and increases
the binding of transcription factors to their binding
site. H3K4me3 is found at promotors and enhances
the binding of the polymerase complex. Acetylation
at H3K27 changes the charge of the histone, and
thus, leads to an open chromatin formation enabling
transcription. It is furthermore found with H3K4me2
at transcription factor binding sites. H3K27me3 is a
mark indicating repressed transcription. H3K36me3 is
known to enrich at splice sites. In this way, it indicates
not only active transcription but also splicing events at
specific splice sites.

2.2 Preprocessing
To measure those epigenetic marks between multiple
cell types and cell lines, ChIP-seq (chromatin immuno-
precipitation sequencing) is performed for every repli-
cate. The results of this procedure consist of billions
of short DNA sequences distributed over the whole
genome marking the associated histone. We down-
loaded the raw data of these ChIP-seq experiments.
During the next step, the data is mapped against the
human reference genome version hg19 with the mapper
segemehl [11] with 80% accuracy. Afterwards, we used
the Picard Tools [1] to remove PCR duplicates. These
steps result in the short DNA sequences being annotated
to specific regions in the human genome. As ChIP-seq
data contains small errors and some DNA sequences are
falsely aligned to regions within the genome, only the
significant peaks within the genome-wide distribution
of the mapped DNA sequences are treated as a valid hi-
stone modification mark (the method being applied is
called ‘peak-calling’). We used the peak-caller Sierra
Platinum [18] to extract those significant regions hav-
ing support by multiple replicates.

(a) Example of the binary code resulting from segmentating the refer-
ence cell line (or reference cell type) based on 3 histone modifica-
tions (marks). The Binary Code represents the type of modification
pattern present in the chromatin segment (here: 8 different codes).

(b) Example of the additional data annotation based on the segmenta-
tion of the reference data. The vectors represent the type of modifi-
cation pattern present in this segment relative to the reference. The
same three histone modifications for a different cell type are used
here.

Figure 1: Overview of the two-stage segmentation pro-
cedure: Segmentation of the reference data and annota-
tion of the additional data.

Based on these peak calls we calculated a whole
genome segmentation. This method was described in
detail by Steiner et al. [23]. During this process, all
peaks are projected onto the genome (see Figure 1(a)).
Nucleotide sequences with the same combination of
peaks from different histone modifications as well
as nucleotide sequences without any peaks are the
segments. The approximated length of DNA wrapped
around a histone complex together with the linker
between two of them is approximately 200 nucleotides.
As shorter segments are most likely noise, they are
discarded during segmentation.

The generated segments are described by their location
using a unique identifier. Besides this identifier, each
segment stores a multi-dimensional data vector. The
first data column contains the code from the reference
cell type used during segmentation (see Figure 1(a)). In
our case, the histone modification peaks for H3K4me1,
H3K4me2, H3K4me3, H3K27ac, H3K27me3, and
H3K36me3 of the mesendodermal stem cells were
used. The subsequent columns contain the overlap
of each histone modification for all other cell types
(Figure 1(b)). In our case, six columns are created over-
lapping the histone modification peaks for H3K4me1,
H3K4me2, H3K4me3, H3K27ac, H3K27me3, and
H3K36me3 of the mesenchymal stem cells with the
previously created segments. Furthermore, the CG
(cytosine-guanine dinucleotide) density and the length
of each segment are stored in each segment. This
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reference-based segmentation is possible, since the
mesenchymal stem cells arise from the mesendodermal
cells and changes of histone marks indicate variances
due to cell differentiation. The segmentation results in
1,419,149 data points.

3 RELATED WORK
Due to size of the available data set, the visualization
of chromatin data is mainly based on two approaches:
a coarse grained high level analysis and a low level
analysis at single gene level. The high level analysis
is supported by heatmaps that can visualize the corre-
lations between multiple modifications over the whole
genome (used by e.g., Kuang et al. [15]). It is possi-
ble to visualize correlations between functional groups
of the genome either for multiple modifications at a
single point in time or for a single cell type, or for
a single modification at multiple points in time or for
multiple cell types. The low level analysis can be sup-
ported by using a genome browser like WashU [29] or
UCSC [14]. A genome browser annotates data tracks
linearly to a specific genomic region based on the chro-
mosome positions. With these tracks it is possible to
analyze multiple modifications, time points, and cell
types within a single visualization but only for a lim-
ited region. The comparison between these regions is
left to the expert and is tedious. Both visualization tech-
niques do not provide a semi-global trend analysis that
supports both the comparison between multiple modifi-
cations, and multiple time points or multiple cell types.

Recently, Steiner et al. [23] and Zeckzer et al. [27,
28] presented three new approaches for the analysis of
chromatin data supported by interactive visualizations.
Moreover, Gerighausen et al. [9] applied a combination
of k-means clustering and principal component analysis
(PCA) to chromatin data. To our knowledge, these four
approaches are the only ones available for intermediate
level analysis of chromatin data and the fate of histone
modifications.

Previous work related to the visualization of multi-
variate data in general was reviewed by them, too, in-
cluding purely visual methods as well as dimensionality
reduction and clustering approaches combined with the
visualizations of their outcome [10]. The latter meth-
ods were tested by us before (unpublished, see also
Section 5 for the clustering methods and the cluster-
ing result assessments considered) but without conclu-
sive results. These and other unrelated techniques are
also described in the recent state-of-the-art report by
Liu et al. [16]. The comparison of different scatter plot
techniques and dimension reduction methods were ex-
tensively reviewed by Sedlmair et al. [22]. They pro-
pose the usage of 2D scatter plots for most cases ex-
cept for artificial or grid data sets for which 3D scatter
plots outperform the alternative 2D scatter plot tech-

niques and scatter plot matrices. The data obtained af-
ter tiled-binned clustering (and also after tiling and bin-
ning alone) falls exactly into the latter category, namely
grid data, where—according to Sedlmair et al. [22]—
3D scatter plots outperform their 2D counterparts.

4 TASK AND GOALS

4.1 Task
The task of the analyst—biologist or bioinformatician—
comprises the analysis of the fate of histone modifica-
tions. The underlying data consists of 105− 107 data
points (genome segments) with multiple dimensions
per cell type (in our case: 6 different histone modi-
fications for mesendodermal cells and mesenchymal
stem cells, respectively) and additional dimensions
characterizing the segments (here: CG density and seg-
ment length). Visualization and interaction facilities as
well as the methodology for creating the visualization
are developed such that the analyst is supported in
creating and verifying hypotheses as well as in gaining
additional insights into the changes in epigenetic marks
during cell differentiation. Creating hypotheses and
gaining additional information are exploratory tasks
that are complemented by the verification task.

4.2 Goals
The major goal of this methodology including the vi-
sualization and the interaction facilities is supporting
the analyst in performing the task. Additionally, visu-
alization as well as interaction facilities are designed
following the recommendations from information visu-
alization literature [19,25,26]. The literature provides a
set of guidelines any visualization should adhere to (see
also Zeckzer et al. [27, 28]):

1. The methodology and the visualization should be in-
dependent of data specific properties the only as-
sumption being that the number of dimensions is
fixed for all data points. This allows for a flexible
work flow and flexible visualizations that in princi-
ple can also handle data sets from other domains.

2. The approach should use real screen estate effi-
ciently.

3. The approach should provide a good overview of the
data.

4. The approach should ease the identification of pat-
tern in the data.

5. The visualizations should be fast to create and fast
to interact with.
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5 TIBI-CLUSTER—METHODOLOGY
Given tabular data consisting of data points (rows) and
attributes (columns), the amount of data values (cells)
is the product of the number of data points and the num-
ber of attributes. Frequently, the size of the data to
be analyzed is too large for manual inspection. Visu-
alization and interaction associated with the visualiza-
tion can mitigate this problem and support analyses of
small, medium, and large data. If the size of the data is
too large, however, the amount of pixels on the screen
is no longer sufficient to display all data points. To be
able to show a summary or all of the data, three prin-
cipal methods are often applied, among others: using
tiled displays (i.e., 2, 3, or more displays), reducing
the number of attributes (dimensionality reduction), or
clustering the data points.
In the case of ChIP-Seq data preprocessed as described
in the biological background (Section 2), cluster-
ing [13] failed to provide any useful insights. Testing
the divisive clustering methods k-means++ [2, 17],
k-median [13], and even consensus clustering [7, 8]
in conjunction with clustering assessment strategies
and indices like Davies Bouldin Index [6], Hubert
Statistics [12], Dunn Index [3], and silhouettes [21]
(see also Jain and Dubes [13]) lead to a partitioning
of the data with limited expressiveness [9]. Applying
the visualization strategies TiBi-SPLOM [28] and
TiBi-3D [27] showed why: the characteristics of
the data makes the direct application of clustering
unsuitable. The data is very noisy. Even applying
hierarchical clustering methods would not be beneficial
in this context.
As a consequence of clustering methods not being suit-
able for the original data and the success of the idea of
tiled-binning of the data for visualizing the data, a com-
bination of both was conceived. The resulting method-
ology applies tiling and binning to the original data be-
fore applying clustering methods. The benefit is that the
noise in the data is smoothed and that the inhomogene-
ity of the data is not a problem any more. Overall it
shows, that tiling and binning the original data as a first
step benefits both visualization and clustering methods.
The methodology for creating visualizations supporting
the analysis of histone modification fate during cell dif-
ferentiation is based on the following pipeline:

1. Loading the data (Section 6.1).

2. Assigning the individual data points to tiles of bins
(Section 6.1).

3. Filtering bins (Section 6.2).

4. Clustering the filtered bins (Section 6.3).

5. Mapping the resulting d-dimensional data to the
three dimension of a 3D tiled binned scatter plot
(Section 6.4).

Figure 2: Selecting the dimensions for binning and the
number of bins. The two list boxes show the available
(left) and the selected (right) dimensions, respectively
(middle left part). Clicking on one of the entries moves
it to the opposite side, i.e., selected dimensions are de-
selected and deselected ones are selected. Moreover,
the code dimension can be selected using the drop-
down box and the number of bins for all selected di-
mensions can be chosen (middle right). Further, for
each of the selected dimensions, the number of bins
and whether the dimension should be scaled logarith-
mically can be selected individually (bottom). After se-
lecting all items, binning can be started by pressing the
“Bin Data” button (top). After binning, the background
changes from red (changes pending) to green (changes
applied), the latter state being shown in this screen shot.

The user interface for setting up and performing each
step is described next (Sections 6.1–6.3). It is com-
plemented by the visualization of the tiled binned clus-
tering results (Section 6.4), interaction mechanisms al-
lowing to change the setup of the visualization (Sec-
tion 6.4), as well as tables showing detailed information
about the tiles, the segments of a tile, and the centroids
of the final cluster division (Section 6.5). Each step of
the workflow and the tables are represented as consec-
utively ordered tabs within the GUI.

6 TIBI-CLUSTER—USER INTERFACE
All panels provided by TiBi-Cluster that were used to
obtain the biological insights reported (Section 7) are
also shown and explained in the accompanying video.

6.1 Creating Tiled-Bins of the Data
First, the data is loaded using the menu-item “File –
Open”. Each data point is a segment. Let ns be the
number of segments and let si, i ∈ {1, . . . ,ns} be a
segment. Each segment has assigned na attributes a j,
j ∈ {1, . . . ,na}, one of them being its segmentation
code c(si) and one of them being its length. Altogether
there are ns ·na values in the table. Subsequently, each
attribute is referred to as a dimension.
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Figure 3: Filtering panel. Top-Left: histogram showing
a double-logarithmic plot of the number of elements per
bin (x-axis) versus the number of bins having that much
elements (y-axis). Top-Right: box plot showing the dis-
tribution of elements per bin. Bottom: interaction items
for changing the base of the logarithm of the number of
elements per bin (x-axis), as well as the lower and the
upper boundary of the filter range (number of elements
per bin). Pressing the “Filter Data” button applies the
filter to the data and the next step can be parameterized
and performed.

Next, binning is performed. Figure 2 shows the ’Bin-
ning’ tab that enables the user selecting the dimensions
that should be analyzed. On the right hand side (mid-
dle), the dimension representing the segment codes can
be chosen. On the left hand side (middle), the dimen-
sions to be analyzed can be selected. In the lower part,
the number of bins can be specified either uniformly for
all selected dimensions or individually for each selected
dimension separately. Additionally, logarithmic scaling
can be chosen for each dimension selected. Binning is
started by pressing the “Bin Data” button (top).
Binning itself divides the range of values of each di-
mension a j into the specified number of intervals. The
cross product of the intervals of all attributes gives the
set of all possible bins. Then, each segment si is as-
signed to the bin b it belongs to.
Further, each bin is divided into several tiles. Each tile
represents one of the nc possible segment codes. Thus,
each segment si is assigned to the tile tk,k ∈ {1, . . .nc}
of its bin b according to its code c(si) =: k. In other
words, each bin contains nc tiles and thus can be writ-
ten as an nc-dimensional vector~b = (t1, . . . , tnc)

T . Each
tk,k = 1, . . . ,nc is the k-th tile of bin b and represents
the number of segments put into that tile.
The binning step can be repeated any time. Then, the
subsequent steps have to be repeated, too.

6.2 Filtering the Bins
The second step after binning is filtering. Filtering is
performed in the ’Filtering’ tab before clustering the

data to enable the analyst to remove bins that are not in
the focus of the current analysis early. Moreover, filter-
ing before clustering removes “noise” from the data that
otherwise might influence the quality of the resulting
clustering. The step needs to be under the control of the
analyst as domain knowledge is necessary to select the
interesting bins and to remove the remaining ones. The
removed bins are marked as filtered. Thus, while they
are not included in the clustering process, they can still
be displayed in the visualization forming their own “fil-
tered bins” cluster. Of course the analyst can choose to
keep all bins, perform the subsequent steps, and come
back to filtering after having a first idea of the data be-
ing analysed.

Selecting the bins to keep and those to remove is sup-
ported by two simple and effective visualizations (Fig-
ure 3, top). The first one (displayed on the left side) is a
histogram with double logarithmic scales showing the
size of the bins on the x-axis and the number of bins of
the respective size on the y-axis. To improve the under-
standing of the bin-size distribution, a box plot is shown
(on the right side). It gives the median, the lower and
upper quartiles as well as the whiskers that represent
the 1.5 IQR variability of the distribution of the num-
ber of segments per bin. At the bottom, the base of the
logarithm used for the number of bin elements (x-axis)
can be chosen. Moreover, the minimum and the maxi-
mum of segments per bin can be chosen. Bins with less
than the minimum and more than the maximum of seg-
ments per bin are removed. The same can be achieved
by graphically selecting an interval in the histogram.
However, the spinners allow to provide exact values for
the borders of the selected range.

Filtering is performed by pressing the “Filter Data” but-
ton. The filtering range can be changed and applied any
time. Then, the clustering step has to be repeated, too.

6.3 Clustering the Filtered Bins
The most complex step in the methodology—
algorithmically as well as with respect to the com-
putational resources needed—is the clustering of the
filtered bins. This is reflected by the interface in the
’Clustering’ tab for setting the clustering parameters
(Figure 4, description top-down). First the analyst
can decide whether to use a single clustering method
or to use consensus clustering based on the selected
single clustering method. Next, the analyst chooses
the parameters for the single clustering method.
Currently, k-means and k-median can be selected as
single clustering method. For both, the empty-cluster
strategy—the strategy to apply if an empty cluster is
produced during the process—determines the outcome
of the clustering. The available empty-cluster strategies
are to split the cluster with the largest variance or with
the largest number of data points. Alternatively, a new
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Figure 4: Interface for selecting the clustering method
and its associated parameters. The clustering is started
by pressing the “Cluster Data” button. Green back-
grounds represent unchanged parameters, while red
backgrounds represent parameters that changed. If the
current parameter setting was used for the current clus-
tering, button and label background are green (as shown
here), and red otherwise.

centroid can also be determined by locating the farthest
data point from the centroid of the empty cluster and
then assigning it as a new centroid. As both clustering
methods are based on random selection of the first
point, the seed for the random number generator can be
selected, This allows to obtain different results while
all results can be reproduced.

Next, a distance function has to be selected. As defined
in Section 6.1 we use vectors that represent the tiled and
binned data for the clustering. The available functions
for computing the distance d between two such vectors
~b1 and ~b2 are listed in Table 1. In addition, the value p
can be specified when using the “LP-Norm”.

K-means as well as k-median clustering require the
number of clusters k to be specified before clustering.
Moreover, it is useful to provide a maximum number of
iterations.

If consensus clustering is selected, further parameters
can be chosen by the analyst. Consensus clustering is
based on the repeated clustering of a data set followed
by computing the final cluster assignment based on a
consensus function. The analyst can thus choose the
number of times clustering is performed as well as the
minimum and the maximum number of clusters created
during each of the individual clusterings. The consen-
sus function is based on computing the Hamming dis-
tance between the assignments of data points to clus-

Table 1: The different distance measures avaiable for
clustering.

Name d(~b1, ~b2) =

Angular distance cos−1
(

~b1◦~b2
|~b1|·|~b2|

)
Euclidean distance

√
∑

n
i=0

(
~b1,i− ~b2,i

)2

Manhattan distance ∑
n
i=0

∣∣∣ ~b1,i− ~b2,i

∣∣∣
LP-Norm p

√
∑

n
i=0

∣∣∣ ~b1,i− ~b2,i

∣∣∣p
Mahalanobis distance

√(
~b1− ~b2

)T
S−1

(
~b1− ~b2

)
Bin size difference

∣∣∣∑n
i=0

~b1,i−∑
n
i=0

~b2,i

∣∣∣

ters. The analyst can choose, what the maximum ham-
ming distance for joining two clusters is. Finally, the
consensus clustering results can be filtered according
to two criteria. First of all, the maximum number of
clusters generated by the consensus clustering can be
specified. Moreover, selecting the minimum number of
elements per cluster allows to remove outliers that are
assigned to different clusters each time clustering is per-
formed compared to the other members of the cluster.

After selecting the clustering strategy and setting all
parameters to the desired values, the analyst starts the
clustering of the filtered bins by pressing the “Clus-
ter Data” button. Upon termination, the background
changes its color to green. Should any of the parameters
be changed after clustering, its respective background
color is set to red. At the same time, the background of
the button for starting the clustering and the background
of the message associated to the button are changed to
red, too. The clustering parameters can be changed and
applied any time.

The result of the clustering step is a set of clusters rep-
resenting those bins whose tiles have a similar distribu-
tion with respect to the number of segments they con-
tain. Thus, bins are not necessarily similar if they are
close to each other with respect to their attribute val-
ues. However, if they are, this implies that bins that are
close together share a similar distribution. The biologi-
cal interpretation of clustering results and the biological
insights gained are presented in Section 7.

6.4 Mapping the Tiled Binned Clusters to
3D Tiled Binned Scatter Plots

The visualization is based on the tiled binned 3D scat-
ter plots introduced by Zeckzer et al. [27]. However,
the mapping of information to visual elements is differ-
ent. We redesignate the meaning of the spheres in the
original 3d scatter plot and assign each cluster to one
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Figure 5: Mapping panel. Top: The analyst can choose
which binning dimension is mapped onto x-, y-, and
z-axis, respectively. Cutting planes and inverted cutting
planes can be used to restrict the information shown and
such eases the analysis of the data focused upon. Ei-
ther the number of data items or the number of bins per
cluster is mapped onto the transparency of each sphere.
Bottom: The analyst selects up to eight clusters for the
current investigation. Information about the selected
clusters is displayed and each selected cluster can be
disabled. Each cluster for each bin is represented by a
sphere. Each cluster number is mapped onto color and
position of the sphere.

sphere in our adopted visualization. Thus, eight clus-
ters can be analyzed in parallel as shown in Figure 6.
Those can be selected from the left list box in the lower
part of the ’Mapping’ tab (Figure 5) by clicking on an
entry. Those clusters selected for display are shown in
the right list box, which additionally can be used for
deselecting clusters by clicking on the respective entry.
Each cluster is assigned to a tile and thus will be repre-
sented by a sphere having the position corresponding to
that tile in each bin, as well as the color corresponding
to that tile. Cluster color, cluster number, and num-
ber of bins as well as number of data items per clus-
ter are listed below those two list boxes. Moreover, a
check box allows selecting and deselecting each clus-
ter for display. If the analyst wishes, the filtered bins
can be included into the display by marking the check
box above the lists. Each filtered bin is represented by
a gray sphere centered inside the area of its bin.

The number of bins per cluster or the number of data
items per cluster can be mapped to the transparency of
the spheres. Additionally, a transparency cut-off value
can be selected showing only spheres having a higher
transparency than the cut-off value selected.

The dimensions that are mapped onto the x-, y-, and
z-axes are selected by the analyst using the respective

drop-down boxes at the top of the interface. Moreover,
cutting planes and inverted cutting planes can be acti-
vated by the sliders and the checkboxes to the right of
the axes selection, respectively.

6.5 Tile Table, Segment Table, and Cen-
troid Table

The ’Tile Table’ tab contains an entry for each tile
shown, i.e., for each sphere in the 3D scatter plot. Be-
sides the cluster number, the number of segments of the
cluster having a specific modification or a specific code
are shown. The code was created by the segmentation
process, whereas the modifications were chosen by the
analyst while selecting the modifications used for bin-
ning (Section 6.1).

Selecting a sphere or selecting a row in the tile table
results in showing all segments of that tile in the ’Seg-
ment Table’ tab (linked views). Here, for each segment
its long ID, its short ID as well as modification cov-
erage or other information from the additional data se-
lected during segmentation are shown. Moreover, CG
densities computed during segmentation are displayed.
Finally, the length of each segment is provided.

Selecting a row in the tile table highlights the respective
sphere in the 3D scatter plot. Selecting a sphere in the
3D scatter plot leads to showing only the related tile
entries in the tile table. Thus, tile table and 3D scatter
plot are linked, too.

The ’Centroid Table’ tab provides information about
the centroids of each cluster. Hereby, each row rep-
resents one modification selected for binning, whereas
each column represents a cluster. The centroid of each
cluster is then given by the entries in the cells connect-
ing the cluster to the respective modifications.

6.6 Visual Control Tab
It is possible to change the point of view to any angle.
For exploring the visualization with any degree of de-
tail, it is possible to zoom in and out. Thus, it is possible
to navigate in any direction required to obtain the best
views on the data. Additionally, an auto-rotation of the
plot eases getting an overview of the data set facilitating
the choice of suitable viewpoints. Any perspective can
be saved and loaded, which supports comparing differ-
ent data sets using the same perspective without effort.
Most importantly, snapshots of the visualization can be
saved to file.

7 BIOLOGICAL INSIGHTS
We demonstrate the functionality and benefits of TiBi-
Cluster using a data set with 2 cell types and 6 histone
modifications per cell type. It is compiled as described
in Steiner et al. [23] but extends the code calculation
to 6 dimensions yielding 26 = 64 codes ranging from
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Figure 6: Results obtained after binning (Figure 2), fil-
tering (Figure 3), and clustering (Figure 4). The pa-
rameter settings for the visual mapping are shown in
Figure 5.

0 to 63. The reference cell type is the mesendodermal
cell line. Data from a mesenchymal stem cell line is
compared to it. Mesendodermal cells arise early in the
embryogenesis, i.e., the development of an embryo out
of a fertilized egg. They differentiate into mesodermal
and endodermal cells, and finally into various organs.
Mesenchymal stem cells differentiate out of successors
of the mesendodermal cells. However, several differen-
tiation steps lie in-between them.

The mesenchymal stem cell data is clustered using
TiBi-Cluster. We choose the six modifications as the
six dimensions for further analysis (Figure 2). Each
dimension is binned with 20 bins. Most bins contain
only a few elements, while only a few contain many
(Figure 3). Bins with less than 5 segments are filtered
out to focus more on coordinated changes. The data is
clustered using consensus clustering (Figure 4). Ten
instances of k-means clustering with euclidean distance
and 8 clusters each is performed. Bins with Hamming
distance 0 between the 10 cluster assignments obtained
are summarized to one cluster. No clusters are filtered.
The clustering results in 17 clusters. The parameters of
the original mapping and selected clusters (Figure 5)
yield a visualization showing the first eight clusters
(Figure 6). Cluster 1 (red spheres) contains bins
distributed over the whole hyper cube, i.e., segments
with any epigenetic state in mesenchymal cells. All
these segments are unmodified in mesendodermal
cells and are located in bins containing only a few
modification. These segments are thus genomic regions
which become newly modified in mesenchymal cells
but carry an unusual epigenetic state. Only few other
clusters exist near the H3K4me1 – H3K4me3 plane
(bottom: blue, green, and yellow spheres) and near

(a) Dimensions: H3K4me1, H3K4me3, H3K36me3

(b) Dimensions: H3K27ac, H3K27me3, and H3K4me2

Figure 7: 3D tiled bin scatter plots for cluster 8 (red
spheres), cluster 14 (light green spheres), and cluster
17 (orange spheres).

the H3K4me1 – H3K4me3 – H3K4me2 corner (upper
right: desaturated spheres).

Changing the selection of clusters displayed, the
analyst finds clusters 8, 12, 13, 14, and 17 particularly
interesting.

Two clusters, cluster 8 and cluster 14 are genes marked
with all modifications in both cell types (see Figure 7).
In total, about 120,000 segments belong to the two clus-
ters. Please note, that this state, i.e., all marks studied,
is theoretically possible but very unlikely. Mono-, di-,
and trimethylation of H3K4 may only be observed in a
single cell at the same position if distributed to the four
copies of H3K4 in the histone complexes attached to the
two alleles. Acetylation and trimethylation of H3K27
have an contrary effect, namely, formation of open and
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Figure 8: 3D tiled bin scatter plot for cluster 4 (red
spheres), cluster 6 (light green spheres), cluster 12 (or-
ange spheres), and cluster 13 (light blue spheres). Di-
mensions: H3K4me1, H3K4me3, H3K36me3

closed chromatin. They therefore do not occur at the
same histone complex but only at the two different his-
tone complexes attached to the two alleles. More likely,
this is a mixed state in the population of cells. This indi-
cates that the epigenetic state of these genomic regions
is either not important for the cells identity and function
or undergoes changes due to ongoing differentiation.

Segments in cluster 17 (almost 15,000) are in a mixed,
undetermined state in mesendodermal cells, i.e., all or
almost all marks. However, in mesenchymal stem cells,
only three marks are present: H3K4me2, H3K27me3,
and H3K27ac (see Figure 7) Again, it is unlikely that
methylation and acetylation occur at the same histone
complex due to their antagonistic effects. The combi-
nation of H3K4me2 and H3K27ac was shown to mark
transcription factor binding sites and to recruit cell type
specific transcription factors to them [24]. Since the
third mark, H3K27me3, likely does not occur at the
same allele or cell, the observed combination may in-
dicate either an epigenome-driven recruitment of tran-
scription factors in some cells or repression of the same
loci in other cells. Alternatively, the recruitment is spe-
cific for one allele while the other allele is silenced by
H3K27me3. Since ChIP-seq does not allow single cell
measurements nor simultaneous measurement of com-
bination of marks, we cannot distinguish between those
alternatives.

In several clusters, we observe the combination of
H3K4me1 and H3K36me3 (see Figure 8). These are
cluster 12, cluster 13, as well as cluster 4 in combi-
nation with H3K4me3 and cluster 6 in combination
with H3K4me3 and H3K27me3. Based on the current
knowledge, this combination is unexpected. H3K4me1
is supposed to localize to promoters and represses
transcription. H3K36me3 is associated with active
splicing and thus with transcription and localized to

splice sites. Even though one would expect those
marks at different genomic loci and not in combination,
we observe a strong co-occurrence of both marks.
We conclude therefore that their function is more
diverse than known so far.

8 CONCLUSION
We introduced TiBi-Cluster, a methodology that com-
bines tiling and binning with clustering. The results
are then shown in tiled binned 3D scatter plots intro-
duced before and adapted to the current methodology.
Altogether, the methodology and the tool supporting
the methodology allow analyzing the fate of chromatin
modifications during cell differentiation. Our method
proved to be vastly beneficial while analyzing and com-
paring six histone modifications in two cell lines. New,
unknown relations were uncovered using TiBi-Cluster.
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ABSTRACT
We propose a novel approach for using directional Line Space information in calculation of indirect illumination.
Typically, the Line Space is build on top of regular recursive grids and contains visibility information which is used
to perform an efficient empty space skipping during traversal. In our method we extend the stored information by
precomputed representative candidates, which are based on the Line Space shafts and serve as an approximation
of the actual scene geometry. By using these candidates it is not necessary to compute any intersection tests and
therefore the traversal is accelerated. However, the candidate approximation leads to visible artifacts. We therefore
present a technique that significantly reduces these artifacts by extrapolation of the actual surface and demonstrate
that the artifacts are nearly not perceivable in the application of indirect illumination. Moreover we adapt the Line
Space to other data structures like bounding volume hierarchies (BVHs) which further increases the performance
in ray tracing. Compared to the pure data structures we achieve significantly better performance with nearly no
drawback in quality of indirect lighting.

Keywords
Visualization, Computer Graphics, Ray Tracing, Data Structures, Visibility Algorithms

1 INTRODUCTION

Calculation of global illumination and indirect lighting
is a non-trivial task which significantly improves real-
ism of generated images and renders the possibility for
photo realistic effects. The two main ways for computa-
tion of global illumination are depth-based rasterization
techniques and ray tracing. The former is typically used
in interactive and real-time rendering, due to the high
performance that is achieved. The basic idea is to de-
termine the visible scene primitives through projection
to the screen in object order. Adding complex render-
ing effects like global illumination without ray tracing
is a non-trivial task and suffers from different quality
problems [Rit12]. In ray tracing the visible surfaces are
calculated per screen pixel by computing intersections
between rays and the scene primitives. By using addi-
tional rays per pixel it is possible to calculate complex
rendering effects and indirect lighting. However, be-

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

Reference BVH + LS (9) BVH + LS (12)
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C
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Figure 1: Example of our technique. The left column
shows correct results as reference, the other columns
show the utilization of precomputed scene primitives in
the Line Space using a low and a high depth parame-
ter. In the top row indirect illumination is presented.
The middle row shows a comparison to ground truth,
where the left image presents only direct illumination
and shadows. The last row consists of the final images.
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cause of the huge number of intersection calculations,
this process is quite slow and therefore a well defined
acceleration data structure is needed.

Most data structures used for this purpose work in
a spatial manner by grouping scene primitives within
bounding volumes and thereby limiting the needed in-
tersection tests to a minimum. During ray traversal the
bounding volumes are tested for intersection first and
only those scene primitives that are contained by in-
tersected bounding volumes are tested for intersection
with the ray. Most of the primitives are excluded within
a short time. On a basic level spatial data structures
are distinguished by the size and arrangement of these
volumes [Hav00]. A common similarity of most of the
used data structures is that axis aligned bounding boxes
are used as bounding volumes because of their simplic-
ity. Still, a lot of intersection tests need to be calculated.

A further approach is to precompute visibility in a data
structure and therefore eliminating the need of intersec-
tion tests. More recently this technique received re-
newed interest and was used to accelerate the traver-
sal of shadow rays and intersection finding. Recursive
grids were extended by directional information of the
Line Space, which uses ray clustering into predefined
shafts. Binary visibility information based on the shafts
was computed and during runtime applied to the con-
tained rays. This allowed a direct access of visibility
information instead of complex intersection tests.

While in previous work only binary visibility informa-
tion was used, we further extend the Line Space by
precomputing a representative candidate (i.e. a trian-
gle) for each non-empty shaft. This leads to signif-
icantly faster but approximated results, which can be
used for the acceleration of indirect lighting computa-
tions. While the results suffer from approximation arti-
facts, it was shown in [Yu09] that indirect illumination
does not require correct results and therefore the arti-
facts can be disregarded in this context, as shown in
Figure 1. Moreover we use a general Line Space de-
scription on basis of bounding boxes. With this our ap-
proach can be applied to almost every spatial data struc-
ture used as base structure. We demonstrate this appli-
cability with the NTree, a regular recursive grid struc-
ture, as used in previous work, and BVHs and therefore
show the general utility in terms of accelerating perfor-
mance. The main contributions of our paper are:

• An approach for precomputation of possible inter-
section candidates based on the simplification of
clustering rays into shafts in the Line Space with the
application of indirect lighting calculation without
the need of intersection tests.

• A generalization of the Line Space to bounding
boxes and therefore the adaption to almost all
commonly used spatial data structures.

• An evaluation in terms of performance, memory
consumption, initialization speed and quality of the
base data structure in combination with the Line
Space and the comparison to the pure data structure.

2 RELATED WORK
Rendering of indirect lighting and global illumination
is a well studied and complex topic. Therefore we refer
to [Wal03] [Pha16] and [Rit12] for a broad overview of
techniques and possibilities in ray tracing and rasteriza-
tion based techniques. We focus specifically on the ac-
celeration of approximated intersection point computa-
tion through the usage of sophisticated data structures.

Spatial data structures.
Nowadays most acceleration data structures for ray
tracing work with a hierarchical spatial subdivision
of the scene space [Hav00]. All geometrical objects
of the scene are arranged depending on their spa-
tial localization and clustered in separate bounding
volumes of the data structure. During rendering the
rays are traversed along those bounding volumes and
only the scene objects within passed volumes are
used for intersection tests. In this kind recursive grids
[Jev89] are the combination of a grid like subdivision
of volumes in a recursive hierarchical structure. It
was shown, that ray traversal greatly benefits from
those data structures. The bounding volume hierarchy
(BVH) works by recursively grouping of adjacent
scene primitives within axis aligned bounding boxes
[Ail13]. It is currently the most used data structure,
mainly because of the good performance even in
dynamic scenes, the small memory footprint and
fast build time in comparison to other data structures
[Vin16]. It is important for BVHs to construct a high
quality tree and many different initialization algorithms
were proposed for this purpose. The surface area
heuristic (SAH) used in combination with spatial splits
is an example for a good tree construction [Sti09].
Moreover there exist build algorithms that work on
already constructed BVHs, which are then optimized
to gain better quality [Kar13]. The bonsai algorithm
uses a two-level construction with optimization in so
called mini trees resulting in high performance and
good build times [Gan15]. By using agglomerative
clustering and multi-threaded CPU approximations a
good trade-off between quality and construction time
can be found [Gu13]. By optimizing spatial splitting
during construction this trade-off is further improved
[Wod17] [Mei17]. While all previously mentioned
approaches result in good tree quality, their construc-
tion takes quite a long time and dynamic scenes are
not covered. Using linear sorting through morton
codes leads to the linear BVH (LBVH) with fast build
times due to parallelization on the GPU, however with
inferior tree quality [Lau09]. An advancement to this is
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the hierarchical LBVH (HLBVH), which is especially
used in full dynamic scenes because of the fast creation
[Pan10] [Gar11]. Further optimization of fast BVH
construction can be made by refitting of splitting planes
in dynamic scenes [Yin14]. Usually the traversal of
a BVH works in a stack-based manner [Ail12]. More
recently combinations of multiple data structures are
explored [Wan16].

Directional data structures.
Using directional information instead of or in addition
to spatial information provides the possibility for visi-
bility precomputation. Most attempts aim to generalize
rays on a higher level and then precompute informa-
tion on an intermediate representation. Examples for
this are the generalization of rays to cones [Ama84],
beams [Hec84] [Res05] [Lai09] or more generally to
higher dimensional generalizations [Arv87]. In the lat-
ter, rays are classified by their three dimensional origin
and their two dimensional direction and for each result-
ing five dimensional generalization a sorted list of in-
tersecting objects is stored. This was optimized by re-
ducing the generalization to four dimensions [Kwo98].
The four dimensional visibility field could be projected
onto a bounding sphere which was then used to speed
up ambient occlusion and stochastic ray tracing calcu-
lations [Mor07] [Gai10]. In a similar manner visibility
information can be projected on planes, leading to inter-
section fields which were used for fast computation of
global illumination [Ren05]. The concept of general-
izing rays to shafts was introduced, where each shaft
is the volume that is constructed by connecting two
patches and forming their convex hull [Hai94] [Dre97].
There, a candidate list per shaft is created and later on
used for all rays that pass a given shaft, which was ap-
plied to ray tracing and radiosity calculations. Recently,
this approach was combined with a spatial recursive
grid structure in terms of empty space skipping [Keu16]
and shadow calculation [Bil16] [Keu17]. In this con-
text, shafts have binary visibility information and are
created between all patches of the regular subdivided
boundary of each branching node in the tree hierarchy
resulting in the Line Space.

In our approach the Line Space can be adapted to all
spatial data structures that use bounding boxes of any
kind. In addition to the binary visibility information of
previous approaches, we store actual geometry infor-
mation in the Line Space.

3 LINE SPACE WITH REPRESENTA-
TIVE CANDIDATE DATA

The Line Space, as proposed by previous work
[Keu16], is a data structure providing directional
information for a given bounding box. The six faces
of the box are equally divided into N2 rectangular
patches. Pairs of those patches that are arranged on

different box faces are defined as shafts. The volume of
a shaft is the convex set of all line segments connecting
any point in the start patch with any point in the end
patch. The Line Space stores arbitrary data for each
shaft. A Line Space where a substitution of the start
and end patches leads to the same result as the original
one is called symmetric. There are 30N4 shafts in
a non-symmetric Line Space and 15N4 shafts in a
symmetric Line Space, therefore potentially resulting
in a big memory consumption, as shown by previous
work.

3.1 Representative Candidate per shaft
Until now, the Line Space was only used to store bi-
nary visibility information, i.e. whether a given shaft
contains any geometry at all. This approach was uti-
lized for empty space skipping [Keu16] and accelerated
shadow computation [Bil16] [Keu17]. We extend it by
storing a representative triangle for each shaft, which
serves as an approximation for the geometry inside of
the shaft. The stored information can be used during the
traversal step of ray tracing to get a possible intersection
between a given ray and the scene geometry. Instead of
testing all candidate triangles of the given bounding box
for intersections, only the previously stored representa-
tive triangle is considered. The intersection between the
ray and the bounding box geometry is approximated as
shown in algorithm 1.

Algorithm 1 The accelerated intersection algorithm be-
tween a ray and a Line Space bounding box.

(tstart , tend)← points where ray intersects box
i← CALCPATCH(tstart ) . start patch
j← CALCPATCH(tend) . end patch
shaftID← CALCSHAFT(i, j)
triangle← GETCANDIDATETRIANGLE(shaftID)
if triangle exists then

return ray triangle intersection
return 0

The representative candidate Line Space is non-
symmetric. The candidate used as the shaft repre-
sentative is the triangle that optimally approximates
the object surface within the shaft. To find it we
search for an intersection between the geometry and
the ray defined by the centroids of the shaft’s start
and end patches. This is illustrated in Figure 2. If no
intersection is found, the shaft is marked as empty.
The percentage of empty Line Space shafts is typically
between 30%− 70% for manifold meshes and there-
fore a lot of memory can be saved with an appropriate
memory layout, which is explained later on.

The surface inside a shaft can be classified into three
categories:
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Figure 2: The representative candidate triangle (shown
in red) is the triangle that is used to approximate the ge-
ometry in one shaft. This triangle is found by comput-
ing an intersection between the geometry and the cen-
troid ray of the shaft.

1. The surface is closed and covers the whole shaft
width.

2. The shaft lies at the boundary of a surface or con-
tains multiple disconnected surfaces.

3. The shaft is empty.

Since we only store the single triangle per shaft, it is
not inherently possible to distinguish the first two cases.
The candidate triangle does not necessarily cover the
whole shaft surface, as it is shown in Figure 2. To com-
pensate this, the triangle is treated as infinite plane de-
fined by its vertices. This approximation is used when
searching for an intersection between a ray and the ge-
ometry contained in the shaft. Per-vertex normals can
be interpolated by using the intersection parameters of
the constructed plane. If the intersection point is out-
side of the triangle, it is computed by the extrapolation,
therefore providing smooth normals for the whole shaft
width. This is a rather big approximation, especially for
highly curved surfaces, however it lowers discontinuity
artifacts. To reduce artifacts for shafts that are not fully
covered by a surface, edges can be found by calculat-
ing the angle between the extrapolated normal and the
mean normal of the triangle. If the angle is bigger than
a given threshold then the intersection is discarded.

The representative candidate Line Space stores a refer-
ence to a triangle for each shaft. In our case, this refer-
ence is a 32-bit index pointing to a buffer containing all
triangles of the scene geometry. Depending on the stor-
age layout of the scene geometry, more space efficient
data types are possible. Since the Line Space stores data
for every combination of start and end patch, it contains
M = 30N4 elements. While most of these shafts are
empty and do not point to a valid triangle, we are able
to only store the shaft information of filled shafts. This

Figure 3: The sparse memory layout of our structure.
Nodes have references to their bitsets (shown in green),
which signal whether associated shafts are filled or
empty. To access the triangle data, an additional off-
set per bitset is needed (shown in red).

is done by using a simple sparse scheme based on a bit-
set and offset buffer to skip empty shaft entries and only
store filled shafts consecutively in memory. In addition
we need to store one bit of information for each shaft,
signaling whether the shaft is empty or filled. These bits
are grouped in bitsets and are efficiently represented by
32-bit words. Moreover an offset for every bitset is
stored, which specifies where the corresponding filled
shaft entries withing the shaft buffer are located. This
is shown in Figure 3. The memory overhead of this
scheme therefore sums up to M

16 32-bit words. Finally,
the sparse storage is more memory efficient compared
to dense storage if less than 15

16 ≈ 93% of the shafts are
filled, which is always the case. The offset computation
is done by a parallel prefix sum, efficiently calculated
on the GPU. It should be noted that the bitsets are iden-
tical with the binary Line Space, and therefore they are
implicitly calculated. The data access with the sparse
memory layout has a constant time complexity and is
presented in algorithm 2. We use 32-bit words for all
bitset and offset operations due to the better interaction
with GPU computations. However, this can be general-
ized for arbitrary sizes like 64-bit words.

Algorithm 2 The algorithm presents the access of the
shaft data in the sparse memory scheme.

procedure GETSPARSEDATA(ShaftIndex n)
bitsetID← b n

32c
bitset← GETBITSET(bitsetID)
bit← n mod 32
if (bitset & (1� bit)) 6= 0 then

offset← GETOFFSET(bitsetID)
id← BITCOUNT(bitset� (31 - bit)) - 1)
return GETDATA(offset + id)

else
return 0
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3.2 General Line Space for spatial datas-
tructures

Because of the construction on top of bounding boxes,
the Line Space can be adapted and integrated into each
spatial data structure that consists of bounding boxes in
any way. It provides directional information in addition
to the spatial subdivision and therefore is able to mini-
mize the traversal cost. Typical data structuces that can
be used for this are Octrees, BVHs, k-d trees, uniform
grids or recursive grids (such as the NTree in previous
work).
We generate a representative candidate Line Space for
selected tree nodes of the data structure to approximate
the scene geometry. While the produced errors are too
striking for direct illumination of primary rays, they
are less perceivable when used for indirect illumination,
which is in accordance to [Yu09], stating that accurate
calculations are not required for global and indirect il-
lumination. Therefore we use the representative can-
didate as approximation instead of the correct triangle
data to calculate the intersection points in indirect illu-
mination. In terms of the underlying base data structure
it is necessary to consider which nodes in the tree need
to store the Line Space information.
Adaptation to NTree
The data structure previously used for Line Space com-
putations is the NTree, which is a regular recursive grid
that repeatedly subdivides the scene and the already
produced subdivisions into N3 equally sized bounding
boxes. In our case, we constrain the size of theses boxes
to be cubes. This simplifies some computations when
building and traversing the NTree while not having any
detrimental effect for the data structure. The NTree pro-
vides increased traversal performance in comparison to
a regular Octree or single layer uniform grid. This is
because the tree width of an NTree with N > 2 can
be larger than for Octrees, effectively lowering the tree
depth. Since the bounding boxes of NTree nodes are
equally sized, the NTree is a natural fit for Line Space
computations, as shown in previous work. The Line
Space patch size for a specific tree depth is equal for all
nodes and correlates with the size of the node subdivi-
sions.
To use the NTree with the representative candidate Line
Space for indirect lighting approximations we first gen-
erate the NTree including the exact triangle data of the
scene. This NTree can be used for all exact computa-
tions like primary or shadow rays. Moreover we uti-
lize it for faster initialization of the representative can-
didates. We only compute the Line Space data on spe-
cific nodes in the NTree, which are determined by the
depth D or a triangle count lower than T (i.e. T = 8). In
our case the NTree and therefore also the representative
candidate Line Space have a parameter values N = 6
or N = 10 and D = 2 for Line Space utilization, which

is consistent with the results of previous work. The N
value describes the branching factor of the NTree as
well as the Line Space resolution. It was found to be
accurate enough for the approximation while also grant-
ing sufficient performance. The depth parameter D also
determines the performance, memory requirements and
the approximation accuracy of the Line Space. Higher
depth values lead to more Line Space nodes and there-
fore higher computation times and memory consump-
tion. However, lower depth values decrease the accu-
racy of scene approximations but significantly increase
the traversal performance. This is due to the fact that
the number of nodes greatly increases with the depth of
the underlying tree. The shown value of D = 2 for the
usage of Line Spaces within the NTree is sufficient for
quality, traversal speed and memory consumption.

When traversing indirect rays, these Line Space nodes
are treated as leaf nodes in the NTree and are therefore
able to terminate the traversal. Intersections with the
scene are calculated by the procedure explained in sub-
section 3.1. The general traversal algorithm of the data
structure does not need to be changed, only the handling
of leaf nodes needs to be replaced by the appropriate
Line Space calculations as shown in algorithm 1.

Adaptation to BVH
By using a BVH, the scene is recursively subdivided
by axis aligned bounding boxes that tightly enclose the
geometry. Besides the NTree, the BVH is also used as
a base data structure for the Line Space in our work.
The representative candidate in the Line Space nodes
are used in the same way as described with the NTree.
Due to the reason that every BVH node branches into
only 2 subnodes, the tree depth is normally much higher
than for the NTree. With this BVH nodes converge to
the actual scene geometry and they are not constrained
to be equal in size in every tree layer. Typically less
nodes are needed in the BVH for scenes with a high
amount of empty space. Again, the depth D and the
triangle count T are used to determine whether a node is
extended by a Line Space. Furthermore, it is possible to
consider the box size as criterion for this determination,
but this was not done in our work.

Nevertheless, the usage of a BVH with the representa-
tive candidate Line Space has two disadvantages. Since
the bounding boxes are not cubical, the shaft patch size
will slightly differ for each bounding box. The approx-
imation artifacts in that case are not distributed in any
predictive manner, and therefore have significant im-
pact, depending on the used parameter set. This is visi-
ble in the results using low parameter sets for the BVH
Line Space. Additionally, BVH nodes may overlap, es-
pecially in scenes where the triangle size is highly di-
verse. Therefore, multiple Line Space nodes and their
shafts may overlap and approximate the same scene ge-
ometry using different representative candidates. These
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effects are mostly visible in architectural scenes, as
shown in the results. A spatial split BVH construction
might reduce these effects significantly, however this
was not used in our work.

4 RESULTS
For the evaluation we used two different base data
structures: the NTree, a regular recursive grid as it
was used in previous work on the binary Line Space
[Keu16] [Bil16], and a state of the art BVH algorithm
[Ail12], which is used as comparison in multiple re-
lated works. For the NTree we used a branching fac-
tor of 6 and 10 and a hierarchical depth of 3, as those
are the proposed parameters by [Keu16]. We did not
incorporate any further optimizations of the BVH tree
quality, as recently proposed [Gan15] [Yin14]. The
Line Space with precomputed representative shaft can-
didates is then used in a given hierarchical depth of the
base data structure. Within the NTree this depth is set to
the lowest branching nodes in the hierarchy, i.e. depth
2. The Line Space depth within the BVH is more ver-
satile and can be set arbitrarily to achieve a good trade-
off between performance and memory consumption as
well as initialization time. The chosen depths and their
impact are shown in the diagram and the visual results.

We measured the quality and the differences in per-
formance, initialization time and memory consump-
tion. For this purpose different widely used test scenes
with special characteristics are evaluated. In principle
they are dividable into two categories: scenes contain-
ing a single object (BUNNY, DRAGON and BUDDHA)
and architectural scenes (SIBENIK, SPONZA and CON-
FERENCE), which are more suitable for usage in video
games. Apart from this, the number of scene primitives
varies significantly in the used scenes and ranges from
~70k triangles up to ~1 million triangles. The test re-
sults were produced on a GeForce GTX 1080, however
the relative performance is the same on similar systems.
All data structures are implemented in the same envi-
ronment and supported by acceleration in agreement.
Hence, a fair comparison of the used structures is guar-
anteed. The resolution of the renderings was in all cases
720p. Primary and shadow rays were rendered with
fast rasterization accelerated by a binary Line Space
techniques as proposed by [Bil16] and [Keu17] and are
therefore out of our scope. Regarding this, our ap-
proach accelerates calculations of all indirect lighting
effects, resulting for example in ambient occlusion, dif-
fuse illumination and glossy reflections.

Table 1 shows the quantitative results using the two
main data structures with and without the acceleration
of the Line Space with the mentioned depth parame-
ter. We evaluated the build time, the memory con-
sumption and the performance in ray tracing for indi-
rect rays. Obviously, the computation time and memory

consumption of the Line Space need to be summed up
on the values of the base data structure. The illustrated
Line Space values in the table are already combined and
therefore show the total sum. Moreover the build times
and the memory consumption of the Line Space sig-
nificantly scale with the total number of computed Line
Spaces and not the number of scene triangles. For BVH
initialization we use a binned SAH construction, result-
ing in good quality but non-interactive build times. The
used build algorithm significantly affects the build time
of the BVH, but as our work focuses on the relative
comparison of the data structure with the usage of the
Line Space, this does not affect our results.

The runtime performance was measured in frames per
second only counting indirect illumination. Apart from
absolute values, the relative differences between pure
and Line Space supported data structures show the ben-
efit of our approach. The BVH performance is near
state-of-the-art in ray tracing performance. It is mainly
regulated by the quality of the underlying tree and can
be further optimized by recent techniques as proposed
by [Gan15] and [Yin14]. Using our technique gives a
significantly better performance, however with approx-
imated results. This is due to the simplification of shaft
data, where only a single candidate is stored and used
for all rays passing a given shaft. Moreover it is no-
ticeable that the usage of the Line Space accelerates the
data structure to an acceptable level, even in those cases
where the base data structure performs very poorly.

Figure 5 shows the qualitative differences of various
depths used in Line Space accelerated BVH in compar-
ison to ground truth data. It is observable that lower
parameter sets result in visible artifacts due to shaft
simplification. However, by using higher depths for
the Line Space within the BVH hierarchy the artifacts
become manageable. The artifacts are especially no-
ticeable in bigger scenes when the camera is positioned
close to an object. This is mostly observable in the ar-
chitectural scenes as shown in figure 6 on the last page.
There, also the NTree results with the Line Space are
shown. As with the BVH, the quality of the Line Space
accelerated NTree improves when the Line Space is
used in a deeper level of the tree hierarchy. Because
of its regular structure, the NTree Line Space is mostly
better suited for big architectural scenes and produces
less approximation artifacts for these cases in compari-
son to the BVH Line Space. However, as it was shown
by [Yu09], correctness in indirect illumination is not re-
quired and approximations are sufficient in most cases.
Following this the BVH Line Space has better perfor-
mance with mostly sufficient quality.

The main factor for quantitative and qualitative analy-
sis is the value of the used depth parameter where Line
Spaces are created and used. A deeper depth results in
more Line Spaces, therefore causing higher build time
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BUNNY DRAGON BUDDHA SIBENIK SPONZA CONFERENCE

Figure 4: The evaluated test scenes. Renderings were done in 720p. Primary rays were calculated with rasteriza-
tion, shadow rays were rendered with a binary Line Space and indirect rays were produced with our technique.

Scene BVH NT (6, 3) NT (10, 3)
pure LS (9) LS (12) pure LS (2) pure LS (2)

Bunny init 0,3 2,2 10,4 3,7 9,6 17,2 44,3
69k tris size 5,5 38,7 227,2 1,5 17,6 23,9 149,7

perf 76,7 194,7 2,5x 131,0 1,7x 20,6 89,4 4,3x 36,7 63,0 1,7x
Dragon init 1,7 5,6 17,1 22,5 50,3 100,6 209,7
871k tris size 35,5 74,8 280,0 4,1 10,8 13,2 65,5

perf 45,9 169,4 3,7x 110,2 2,4x 1,4 107,9 77x 11,7 62,1 5,3x
Buddha init 2,0 6,2 17,6 27,6 61,6 123,2 254,2
1087k tris size 40,7 80,0 285,0 4,5 10,9 11,6 57,5

perf 62,4 195,4 3,1x 128,0 2,1x 1,1 121,4 108x 12,1 69,4 5,7x
Sibenik init 0,1 1,9 7,4 2,3 18,6 13,0 102,3
75k tris size 3,0 57,7 251,6 8,3 286,4 106,9 2114,3

perf 19,3 38,3 2x 28,4 1,5x 8,8 23,1 2,6x 8,6 12,8 1,5x
Sponza init 0,5 3,0 9,2 7,1 28,5 36,3 153,0
262k tris size 10,1 54,1 231,2 8,9 347,6 133,3 2680,4

perf 16,7 48,5 2,9x 33,2 2x 5,8 27,4 4,7x 10,1 16,2 1,6x
Conference init 0,7 3,2 9,6 7,3 27,0 36,8 115,2
331k tris size 13,4 61,3 213,2 6,3 170,9 86,3 1014,9

perf 16,0 44,6 2,8x 33,6 2,1x 1,4 26,3 19x 8,4 20,7 2,5x
Table 1: Test results of our evaluation. We measured the initialization time in seconds, the memory consumption in
MB and the ray tracing performance in FPS for BVH and NTree as base data structures without and with the usage
of the Line Space with varying depth parameter. Line Space values are already combined with the base structure.
BVH initialization was optimized in terms of ray tracing performance and not initialization speed. The relative
differences in comparison to the base data structure without Line Space acceleration are marked.

and memory consumption, as well as lower ray tracing
performance. This is due to the fact, that with a deeper
Line Space depth more nodes in the hierarchy need to
be traversed. However the quality gets better when
more Line Spaces are used. With this the Line Space
depth can be used as an arbitrary parameter for setting
a trade-off between quality and performance. This is
especially true, when the base data structure produces a
deep tree hierarchy, as it is done with BVHs. The NTree
naturally only has a shallow tree hierarchy, therefore is
not that suitable for a dynamic trade-off.

5 CONCLUSION AND FUTURE
WORK

We presented the non-binary Line Space with visibil-
ity precomputation of scene information, which stores a
single candidate as a representative per shaft. With this
work, we explored the general approach of precomput-
ing directional information per Line Space shaft in ap-

plication of indirect and global illumination. Through
the representative candidate precomputation, the need
for intersection tests during traversal could be elimi-
nated as far as possible. Although this technique results
in approximation artifacts if the depth parameter is not
high enough, we were able to show that these errors are
nearly non-perceivable in the context of indirect illumi-
nation. When compared to the base data structure, this
technique results in higher memory size and build time
but is in all cases able to significantly surpass the base
structure in terms of performance.

Moreover, we showed a generalization of the Line
Space to all spatial data structures based on bounding
boxes. We demonstrated this with an adaptation to a
state-of-the-art BVH, resulting in higher performance
in comparison to the NTree, the typically used base
data structure of previous work.

Future Work
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Figure 5: Some of the results of our evaluation. As illustrated, the buddha scene especially focuses on ambient
occlusion, the bunny scene on diffuse materials and the dragon scene on glossy reflections. Nevertheless, all
visual effects were indifferently produced with the same technique with the only difference in the object material.
Therefore the results are not optimized to show specific effects. The maximum Line Space depth d within the BVH
is shown in LS(d).

The precomputation of scene information is only a be-
ginning. By calculating and storing the lighting state
in a shaft it may be possible to use a great variety of
rendering techniques without further computation over-
head during traversal. Although this leads to a signif-
icantly increase in memory consumption, the gain in
tracing performance can be a big improvement in path
tracing scenarios. Using a dynamic combination with
the base data structure has the potential to accelerate
most ray tracing systems, using the base structure in
situations where correct information is needed and the
Line Space where fast approximated data is sufficient.

An approach to further tackle the difficulties of mem-
ory size and initialization speed is to use the Line Space
based on objects rather than the whole scene. With this
each geometrical object has its own single Line Space.
This grants the possibility for object instancing and a
significant reduction of memory needed. Furthermore,
Line Space information is more accurate, solving the
teapot in a stadium problem. Object Line Spaces can be
created beforehand and therefore significantly reducing

initialization time. By combining the instancing aspect
with local transformations creates the possibility to ren-
der dynamic scenes.

Another aspect that needs further investigation is the
selection of the used parameter set. Currently, a fixed
depth parameter is used for the whole Line Space
tree, resulting in unnecessary high subdivision rate in
sparsely filled areas. A dynamic subdivision scheme
based on the number of candidates and the size of the
current node would benefit the traversal and the Line
Space accuracy.
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Figure 6: The test results with the architectural scenes. All images were rendered in 720p and only present indirect
illumination. In bigger scenes using a lower parameter for the depth of the Line Space usage within the base
data structure, more approximation artifacts due to shaft simplification occur. The detailed magnifications and the
heatmaps specifically show the weaknesses of our technique using a low depth parameter. These artifacts especially
occur in the transitions of different Line Spaces. However, a deeper Line Space depth improves image quality
significantly, making Line Space accelerated results suitable for indirect illumination. Overall, the perception in
indirect illumination given a suitable depth parameter is mostly similar to ground truth renderings, but granting
significantly better performance.
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ABSTRACT
Computational models of biological materials enable researchers to gain insight and make testable predictions
of quantitative dynamic responses to stimuli. These models are particularly challenging to develop because bi-
ological materials are (1) highly heterogeneous containing both biological cells and complex substances such as
extra-cellular medium, (2) undergo structural rearrangement (3) couple biological cells with their environment via
chemical and mechanical processes. Existing numerical approaches excel at either describing biological cells or
solids and fluids, but have difficulty integrating them into a single simulation approach. We present a novel dy-
namic non-manifold mesh data structure that naturally represents biological materials with coupled chemical and
mechanical processes and structural rearrangement in a unified way.

Keywords
Physically Based Modeling, Biological Simulation, Dynamic Meshing, Finite Element Simulation.

1 INTRODUCTION
Researchers increasingly build computational models
of biological materials to gain insight and make testable
predictions about responses to stimuli. Mechanistic
models of biological tissues are particularly challeng-
ing to develop because biological materials are highly
heterogeneous across a broad range of scales. Biolog-
ical cells exist in a dynamic, spatial fluid environment
and create and respond to a range of physical and chem-
ical stimuli with complex behaviors, including move-
ment, changes in morphology and mechanics, prolif-
eration, death, differentiation and modification of the
local environment. Biological materials combine ac-
tive agents such as biological cells with highly hetero-
geneous visco-elastic substances such as extra-cellular
medium (ECM), fluids and solids. We use the term
physical agent to refer to parcels of biological mate-
rial. Physical agents may be active or passive, may or
may not have sub-structures, and may or may not have
natural boundaries.

As a key enabling component of a tool for modeling bi-
ological materials, we have generalized existing man-
ifold mesh data structures into a novel dynamic non-
manifold mesh data structure that can consistently rep-
resent smooth deformations and dynamic topological

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

rearrangement. This mesh forms the basis of our Me-
chanica [13] environment for simulation of cells and
tissues. Our mesh represents physical agents as poly-
topes in contact through shared surfaces, where both
sides of the surface maintain their own identity. We per-
form smooth mesh deformations via the explicit finite
element method; we use three mesh update operations,
radial edge split, radial edge collapse, and vertex split
to perform discrete topological changes.

Biological material models are diverse, so tools to build
these models must be extremely flexible and able to eas-
ily accommodate new constructs. Computational bio-
material model development tools thus need to be able
to conveniently represent the interactions and dynamics
of a wide range of different agents with varied material
properties. Most numerical methods naturally repre-
sent only a limited and fixed subset of agent behaviors.
In engineered applications designed for modularity and
testability, this specialization does not usually pose a
problem. For example, simulations of mechanical parts
such as an aircraft wing, usually need to account pri-
marily for mechanical and thermal properties; tradi-
tional finite-element simulators suffice for such sim-
ulations. Even complex engineered systems, such as
combustion dynamics tend to involve a limited num-
ber of pre-specified physical processes such as reaction-
advection-diffusion, for which finite-volume simulation
is appropriate. Biological materials often lack strict
modularity, and tend to be highly interdependent with
large numbers of coupled chemical and mechanical pro-
cesses. Fig.1, illustrates cell and tissue rearrangement
and dynamics that occur during body elongation (epi-
boly) in early embryonic development. Epiboly’s com-
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plex dynamics requires coordinated material transfer
and rearrangement, formation and loss of intercompo-
nent boundaries and intra- and extra-cellular regulation
of coupled chemical and mechanical processes.

While building computational models of the complex
behaviors and interactions found in nature will in-
evitably be cognitively challenging, the lack of tools
that describe naturally the mechanics of materials
composed of continually rearranging agents creates
an additional and unnecessary computational burden
on model developers. Many computational-mechanics

(a): 0.75 hours (b): 1 hours (c): 1.2 hours
Figure 1: Cell rearrangement and identity change
in embryonic development. Time series of images
(0.8 mm×0.8 mm) of epiboly in a developing zebrafish
embryo. During epiboly, ectodermal cells proliferate
and flow from the dorsal to the ventral side of the em-
bryo, as cell layers fold inwards and the yolk is incor-
porated into the embryo. Epiboly illustrate the complex
interplay between biochemistry and mechanics during
embryogenesis and the changes in agent number, shape,
properties and relative positions which a tissue model-
ing platform must describe (from [4]).

simulation methodologies require the creation of
meshes to approximate the shape and structure of
physical agents. A manifold mesh is locally smooth
and flat (homeomorphic to a disc), so a tessellated
manifold surface mesh contains only edges of degree
two; that is, exactly two faces share each edge. A
non-manifold mesh is not restricted to locally-smooth
surfaces, so a tessellated non-manifold surface can
contains edges of degree one, two, three, or higher.

Existing dynamic manifold mesh data structures [10]
often suffice to represent single cells in isolation, as
long as their movement dynamics are not too com-
plex. However biological tissues consist of large num-
bers of cells in contact, and these contacts continually
form and disappear as cells rearrange, change shapes
and adjacency, divide, merge and disappear. In mes-
enchyme (three dimensional connective tissue), both the
topology and shape of cell-cell contacts can be com-
plex. In epithelia (sheet-like tissues), cells contact each
other via numerous locally flat surfaces, whose inter-
sections often define geometric edges and vertices. In
both cases, manifold mesh data structures are a poor
match to the underlying physical reality.

When a biological cell contacts its neighboring cells
and its environment Fig.1, its volume and surface

both maintain their identities. With few exceptions, a
membrane (and possible additional cell wall structures)
separate cells from other cells and the surrounding
environment. This membrane is thin relative to the
size of the enclosed cell cytoplasm, with a typical
size ratio of ∼ 2,000 : 1. In many cases, when we
are modeling cell and tissue-scale phenomena, we can
approximate the membrane as a quasi-two-dimensional
manifold surface embedded in three-dimensional
space. The properties of living materials depend on
the interplay of quasi-one-dimensional fibers (e.g., in
the extracellular matrix and intracellular cytoskeleton),
quasi-two-dimensional sheets and membranes and
fully three-dimensional structures (e.g., biological
cells, organelles, micelles or fluid droplets). Treating
one- two- and three- dimensional agents consistently in
the same mathematical and computational framework
is challenging and defines the aspect ratio problem.
This paper will focus on how our data structure rep-
resents the interaction of three-dimensional volumes
with quasi-two-dimensional surfaces. We will discuss
the use of the data structure to represent fibers in a
subsequent paper.

In Fig.2, we categorize key identity changes that occur
when physical agents consisting of a three-dimensional
volume with a two-dimensional surface change adja-
cency. When two such initially separate agents con-
tact each other, either: (1) the agents behave like water
droplets: the contact surface between the agents dis-
appears, while single volume and surface replace the
original agents’ volumes and remaining surfaces, (2)
the agents behave like soap bubbles: the contact sur-
face between the agents persists and the agents’ vol-
umes maintain their identity, but a single surface re-
places the original agents’ surfaces, or (3) the agents be-
have like biological cells: the contact surface between
the agents persists and both agents maintain their vol-
umes and surfaces. Traditional data structures usually
naturally support only one of these adjacency-change
processes (either 1) or 3)) and require awkward manipu-
lations to implement the others. A single agent can also
split partially or completely through the inverse of any
of these processes. Our data structure enables us to ef-
ficiently represent all three types of adjacency-change.

2 RELATED WORK
Many numerical approaches address some of the com-
putational challenges of representing biological materi-
als, however no single existing approach can represent
the variety of these materials in a self-consistent way.

The Finite Element Method (FEM) [14] is convenient
for modeling solids under small deformations. The
FEM discretizes materials into “elements” represent-
ing finite regions of space. An FEM solver generates
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(1) (2) (3)

Figure 2: Topological and identity changes on adja-
cency change. When two physical agents come into
contact: (1) They may merge both volumes and surfaces
and lose their respective identities, like water droplets.
(2) They may merge surfaces but maintain independent
volumes, like soap bubbles. (3) They may maintain in-
dependent volumes and surfaces, like biological cells.

a set of nodes connecting adjacent elements, and a set
of algebraic equations that define the time evolution of
the nodal positions, velocities and properties at each
node. Standard FEM discretizations can describe com-
plex geometries and constitutive relations. However,
most FEM methods can only naturally describe ma-
terials with a fixed dimensionality (one-, two or three
dimensions). E.g., to describe a composite agent with
membrane and volume, standard FEM would represent
the membrane using a very large number of small tetra-
hedra, which is computationally costly. Most FEM
packages do not naturally handle large-scale material
rearrangement or changing neighbor relationships.

The Finite Volume Method (FVM) [5] partitions space
into a set of finite, connected volumes, and integrates
governing equations for fluxes between volumes to cal-
culate time evolution. FVM can represent fluid trans-
port and reactions in complex geometries. However,
most FVM approaches cannot naturally describe dy-
namic geometries or changing neighbor relationships.

Agent-based simulations of biological tissues typically
employ lattice-, particle-, vertex-, or more recently
FEM-based approaches to represent cells. Some of
these approaches explicitly represent cell membranes,
but many use implicit representations. Here we use
the term implicit to mean data that is derived from
explicit quantities. Because these are derived values,
they do not have state variables, hence they can not
define their own time evolution. Implicit surfaces have
difficulty representing important biological processes
such as surface chemistry, advection-transport, surface
and edge contraction and adhesion, local signaling, etc.
Explicit representation do not ipso facto mean that that
they support these biological processes, but rather that
they can support them.

Lattice based approaches have explicit volumes and can
represent both implicit and explicit surfaces, but edges
and vertices are implicit. The Cellular Potts Model
(CPM) usually defines an implicit representation of

membranes, edges and vertices between voxels of dif-
ferent cells. Volume advection can be challenging in
CPM as well.

Particle based approaches include center models [5]
and sub-cellular element models [11]. Center models
treat cells as single point particles that interact via non-
bonded forces, and define the boundary of a cell im-
plicitly. Subcellular element models represent cells as
collections of point particles and permit both explicit
and implicit surface representations.

Vertex models [6] represent biological cells as con-
nected, relatively simple (∼ 6− 15) faceted convex
polyhedra, with implicit surfaces, but explicit vertices
and volumes. Modern FEM approaches [1] have ex-
plicit vertices, edges and surfaces, with volumes ex-
plicit or implicit depending on the representation. With
few exceptions [9], most vertex or FEM type biologi-
cal cell simulations are hard-coded to solve specific bi-
ological problems and are not available as simulation
environments.

Surface Evolver [3] is a program which determines the
minimal energy configurations of surfaces such as soap
films. Surface Evolver represents surfaces using a dy-
namic non-manifold mesh. However it can only imple-
ment case (2) in Fig. 2 and cannot handle explicit mem-
branes in contact. It also does not support descriptions
of the complex biochemistry of biological cells.

While existing dynamic manifold mesh data struc-
tures [10] can conveniently represent individual
physical agents and sets of agents with a limited
number of contacts, they typically do not directly
support the variety of identity changes which occur
when agents change adjacency. Most do not explicitly
track cell neighbor relationships and contact areas,
but calculate them as needed, which can be slow. We
previously developed a numerical simulation engine
using the deformable manifold mesh from the Bullet
Physics library. We found that this data structure was
able to calculate deformations for at most 20 cells in
contact, before performance dropped to unacceptable
levels. Benchmarking showed that because all cells are
in physical contact with each other, collision detection
was computationally expensive. Furthermore, deter-
mining cell neighbor relationships and contact areas
between cells (which Bullet Physics required us to at
each time step) was computationally costly. Compute
time using our non-manifold boundary representation
mesh scales linearly with the number of vertices plus
the number of triangles; essentially, performance is
proportional to the total surface area rather than the
total volume.

3 APPROACH
To represent and simulate physical agents, we must
consider two related questions: (1) How do we rep-
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resent the structure of these agents when the physical
properties of the agent’s constitutive elements may all
differ? and (2) How do we represent dynamics of these
physical agents including deformation and structural re-
arrangement.

3.1 Physical Structure
Traditional numerical approaches do not adequately ad-
dress agents with changing adjacency. Tissues contain
many cells (composite agents) which frequently change
their adjacency, so we need to efficiently represent: (1)
multiple agents in contact, (2) individual cell surface
chemical process occurring on each cell’s surface, and
(3) chemical processes occurring between neighboring
cells. Physical agents (fluid droplets, soap bubbles,
biological cells and tissues) can have a well-defined
boundary that has intrinsic material and chemical prop-
erties distinct from the agents they envelop. We rep-
resent biological materials with an explicit boundary,
dynamic non-manifold mesh data structure, inspired by
Hun and Lee’s partial entity [8] and Weiler’s radial edge
[16] structures. This mesh data structure enables us
to faithfully represent changing neighbor relationships
and chemical and mechanical processes in a unified
way.

Consider two biological cells are in contact as
in Fig.2.3. When we take a section of this contacting
region, we can make the abstraction that there are
basically three kinds of physical materials here: (1)
the membrane that belongs to the first cell, (2) the
interstitial material between the cells, and (3) the
membrane of the second cell. Each of these regions is
thin relative to the size of the cells, but still has finite
thickness. We represent this stack of physical materials
with the Triangle data structure. The triangle itself is a
composite type that can be thought of as a “sandwich”
formed from a left Partial Triangle, the triangle itself,
and a right partial triangle. The triangle represents
a complete section of this contact region, where the
partial triangles represent one side of a boundary, i.e.
the biological cell’s membrane.

Our mesh data structure consists of four key data types:
vertices, partial triangles, triangles and cells. Vertices
represent a position in space, maintain a list of incident
triangles and cells, and they presently do not store any
other state variables. We measure mass at each vertex
as the barycentric area (1/3 the area) weighted sum of
each incident triangle and partial triangle’s mass.

The partial triangle Fig.3 represents one side of a phys-
ical boundary, i.e., a biological cell membrane. Each
partial triangle belongs to the boundary of a specific
cell, and the cell’s boundary is defined as a set of con-
nected partial triangles that form a closed manifold sur-
face. Each partial triangle has pointers to its base tri-
angle, the cell that it belongs to, its opposing partial

triangle, and to its three neighboring partial triangles
that are also part of the same cell’s boundary. A par-
tial triangle has an explicit mass, and can contain other
state variables such as chemical amounts. The trian-
gle data structure represents a section of shared bound-
ary between physical objects, and is itself a composite
structure of two partial triangles. Each triangle contains
pointers to three vertices. Like the partial triangle, the
triangle has an explicit mass, and can contain a vector
of attached chemical amounts. We call the edge where
two or more triangles intersect a radial edge.

A cell represents a closed physical region of space de-
marcated by an explicit boundary composed of partial
triangles. A cell type can represent a physical agent,
such as fluid droplets, fluid volumes, soap bubbles, or
biological cells. A cell contains pointers to the partial
triangles that comprise the cell’s boundary. Presently,
we approximate physical agents as homogeneous de-
formable solids, but we plan to add more complex inter-
nal structures in future versions. The cell has an explicit
mass and can contain a vector of chemical amounts.
Two cells in contact form a manifold surface, three or
more cells can intersect at a radial edge as in Fig.3.b
forming a non-manifold intersection between three or
more surfaces. The partial triangles in a non-manifold
intersection are adjacent on only one side of the trian-
gles incident to the radial edge.

(a) (b)

Figure 3: The partial triangle data structure enables us
to represent both (a) manifold and (b) non-manifold
meshes. (a) shows a manifold surface between a yellow
and a red cell, (b) shows a non-manifold edge between
a red, green and yellow cells.

3.2 Dynamics
The physical agents that we represent are not static
– both their positions and their states evolve in time.
They move around and past each other, and regu-
larly come into and out of contact with each other
(i.e., change neighbor relationships). We represent
cell motion, membrane deformation, and chemical
processes such as cell-signaling, membrane transport
as continuous, ordinary differential equation defined
processes. We implement large-scale structural rear-
rangement and topological change, such as large shape
changes and cell attachment/detachment as discrete
rule-based events. Vertices move according to the laws
of classical mechanics, and we calculate their time
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evolution using the Propagator data type. Chemical
reaction-transport processes are well-studied, and we
re-use our existing solver [12] to implement them.
The Rules Engine performs large scale rearrangement
and topological transformations with rule triggered
mesh reconnect operations. Mesh reconnect operations
alter the underlying mesh, they define how elements
split and merge - that is, they define local topological
rearrangement. Mesh operations can create and delete
mesh objects (triangles, and ultimately cells) and alter
their neighbor pointers and vertex positions. Exactly
when to apply a mesh update operation is highly
material and simulation specific. Users need the ability
to define custom triggering rules for mesh updates in
order to model a range of different physical materials.
Thus, we have developed a general rule-based mesh
update system that separates the mesh update operation
from the triggering rule, and enables the user to readily
add new mesh update operations and to write custom,
material-specific trigger rules.

The Propagator calculates the continuous-time evolu-
tion of the material vertices, as well as the fluid materi-
als and state variables located on the triangle, partial tri-
angle and cell elements. In other words, the propagator
calculates the subsequent simulation state based on the
current state. The propagator queries the model for the
net force on each vertex and the rate of change of each
fluid or other state variables associated with the cells
and surfaces. The propagator presently uses a Runge-
Kutta integrator, however we plan on adding more so-
phisticated integrators in future versions.

In order to enforce constraints, the propagator imple-
ments a Position Based Dynamics (PBD) constraint
solver [2]. The PBD solver enforce constraints by ad-
justing the positions of the mesh vertices. The solver
applies a correction displacement to the vertex posi-
tions. The basic idea of the PBD constraint solver is
to first project all of the mesh vertices forward in un-
constrained motion, according to the net force acting
on each vertex. The unconstrained motion most likely
violates some constraints. Each constraint object con-
tains two functions: a) a constraint function of the cur-
rent model state that yields a scalar constraint value,
and b) a function that calculates the rate of change of
the constraint function relative to the mesh vertices, i.e.
the Jacobian of the constraint function. The constraint
is satisfied when the constraint function evaluates to
zero. The propagator sequentially adjusts the vertex
positions in a Gauss-Siedel fashion, according the con-
straint Jacobian until the constraint function reaches a
tolerance. We have found that volume constraints are
satisfied with only 2-3 iterations.

The Rules Engine is responsible for discontinuous time
state changes in the mesh and other state variables. The
rules engine maintains a list of rules that associate a

trigger condition and energy function with a discrete
mesh update operation. The Rules Engine monitors
the mesh for positional and topological changes and
looks for mesh configuration patterns that match a trig-
ger condition. When a configuration matches a trigger,
the rules engine applies the corresponding mesh opera-
tion to the mesh, thus modifying the mesh. We present
three mesh update operations: radial edge split, radial
edge collapse, and vertex split. Each mesh update rule
also defines an energy function. We associate an en-
ergy with each mesh topological configuration, analo-
gous to the way a potential energy is associated with
different configurations in physics. For example, users
may wish to define a rule that penalizes excessively
long edges, where the energy function could be pro-
portional to the square of the edge length, say kx2, and
then associate the edge split operation with this energy
function. Here, the rules engine might find an edge, and
perform a trial edge split. The initial energy of this edge
would be kx2, and the energy of the split edge would
be 2∗ k(x/2)2 = (1/2)kx2, thus the change in energy is
−k/2x2. The rules engine determines that this is an en-
ergetically favorable operation and applies it. The rules
engine stores all triggered rules in a priority queue, or-
dered energy value, such that the most energetically fa-
vorable rules are evaluated first. This approach is simi-
lar to [6], where they perform triangle to edge and edge
to triangle operations, and store all pending operations
in a priority queue ordered on edge length. Because the
rules engine successively applies rules sorted by energy
level, each time a rule is evaluated, the rules engine
looks at which mesh objects were altered by the rule
and removes any pending operation that also depends
on these objects. If that pending operation is still valid,
it will be triggered and queued in the next time step.
These rules enable us to to represent objects separat-
ing and rearranging, and we intend to add more rules as
needed.

3.2.1 Radial Edge Split

The triangles in an evolving mesh can become too large
to adequately represent an object’s surface which can
result in increased numerical error. In order to accu-
rately sample and represent spatially variant physical
quantities, we must refine large triangles. Triangle re-
finement replaces a single large triangle with two or
more smaller triangles. Numerous approaches subdi-
vide a single triangle into three triangles, but the more
common approach is split a single triangle into two tri-
angles. In a manifold mesh, when a single triangle is
split in two, the neighboring triangle incident to the split
edge must also be split, hence the name, “edge split”.
The radial edge split operation is a generalization of
the commonly used manifold edge split, with the man-
ifold edge split being a special case of the radial edge
split. The radial edge split creates a new vertex at the
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midpoint of edge, and identifies all incident triangles
around this edge, and splits each one of them into two
triangles. The new radial triangles share the space as
the original triangles did. Because the radial edge split
does not move any existing vertices and only inserts a
new vertex, the operation does not need to check for
any topological or geometric violations - the radial edge
split operation is always topologically valid. As such, it
is one of the simplest mesh operation to implement.

For each triangle in a radial edge, the radial edge split
operation identifies the outer-most vertex, and creates
two new triangles and removes the original triangle.
Each of the two new triangles share an edge formed by
the new center vertex and the outer vertex. Radial edge
split then reconnects these new triangle neighbor point-
ers to the triangles adjacent to the removed triangles.

3.2.2 Radial Edge Collapse

As a simulation evolves in time, a triangles can become
excessively small. This over-refinement leads to wasted
compute resources and performance degradation. The
radial edge collapse operation removes small triangles
and re-connects these triangles’ neighbors. The radial
edge collapse is a generalization of the conventional
manifold edge collapse operation as studied by [15, 7],
where the manifold edge collapse is a special case of
the radial edge collapse. In a manifold edge collapse,
an edge can be incident to exactly two triangles. A ra-
dial edge however can have any number of triangles ar-
ranged radially around an edge as in Fig.3. The idea
however is the same: we want to remove the edge and
re-connect all of the neighboring triangles. A variety
of different trigger conditions may be appropriate for
initiating a radial edge collapse. Say one would like
to coarsen a mesh in areas of low curvature, or, say
one wants to remove all triangles below a certain edge
length threshold, as is the case in [6]

A radial edge collapse traverses every triangle in a ra-
dial edge and collapses the triangle along the edge side,
and re-connects the neighboring triangles on the col-
lapsed triangle’s two remaining edges. The edge col-
lapse removes a region of mesh which consists of the
edge itself and its two incident triangles and enlarges
the neighboring triangles to fill the void. The edge col-
lapse operation reduces the dimensionality of a mesh.
As such, it is only applicable under specific conditions.
For an edge collapse (or any other operation) to be
valid, it must not invert any triangles, i.e., it must not
change any triangle’s normal by more than 90 degrees.
Vieira et al. [15] identified that a manifold edge collapse
is valid if it does not violate the link condition. The link
condition sates that an edge e = {u,v} can be collapsed
if and only if link(u)∩ link(v) = link(e). In a triangular
mesh, the star of a vertex v is the set of triangles and
edges that are incident to v. The link of a vertex is the

frontier of the star. The frontier of the star is the set of
vertices that are incident to every edge and triangle in
the star, not including v. The links of the edge and each
vertex for non-manifold meshes are slightly more com-
plex to calculate than the manifold case. We first build
the edge link by iterating over every triangle in the ra-
dial edge and inserting the outer vertices into the edge
link set. Because we only need to test that the intersec-
tion of the u and v link sets are equal to the edge link
set, we do not need to build the entire link set for each
vertex. Rather, we only need to build the link(u) set out
of the vertices adjacent to u, that are not in the link(e)
set. If we find a vertex adjacent to the other edge vertex
v that is not in link(e) and not in the link(u), the radial
edge violates the link condition.

In a radial edge collapse, the link condition alone does
not guarantee that a vertex move will not invert a tri-
angle. We must also explicitly test triangle incident to
each of the radial edge endpoints. We test each of these
triangles by test-moving the edge endpoint vertex into
a trial position and testing for a change in the triangle
normal direction. Presently, we also test to ensure that
a radial edge collapse will not collapse a tetrahedron
down to a triangle. We check this by looking at the par-
tial triangles on each face of a radial edge triangle. If
that partial triangle’s two outer neighbors are adjacent
to each other, then this partial triangle and its two neigh-
bors define three faces of a tetrahedron, with an open
base. The collapse of this triangle will result its two
neighboring triangles collapsing down to each other -
that is, collapsing a tetrahedron to a triangle.

Figure 4: The radial edge collapse operation collapses
a set of radial triangles (green) down to a single vertex,
pulls in the remaining triangles (pink) to fill the newly
created hole, and connects each remaining triangle to
maintain mesh connectivity.

3.2.3 Vertex Split

The cell valence count of a vertex is the number of cells
that share that vertex. The previously described radial
edge collapse removes a vertex from a mesh and at-
taches all of this vertex’s cells to another vertex, thus
potentially increasing the cell valence count of the re-
maining vertex. Many mesh generation packages, tend
to produce meshes that are predominantly pentahedron
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and hexahedron, thus contain a large number of ver-
tices with eight cell valences. Eight-valence vertices are
unusual in nature, and high or unbalanced vertex cell
valences also tend increase computational cost and nu-
merical error. The vertex split operation here is a non-
manifold generalization of Hoppe’s [7] manifold vertex
split. The vertex split operation here splits a single ver-
tex into two vertices and detaches a cell from a vertex
in order to reduce vertex cell valence count. We can
see in in Fig. 5 an example of a vertex with a high cell
valence count, (five in this case), and relaxed configu-
ration after five vertex splits. The vertex split operation
enables cells to reconnect to each other. In a manifold
mesh, a vertex split is the exact inverse of the edge col-
lapse operation. In our non-manifold mesh, the vertex
split operation shares a similar relationship with the ra-
dial edge collapse, though they are not exact inverses of
each other.
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1 2 3 4

Figure 5: A sequence of vertex split operations in 2D.
The central vertex initially has a cell valence count of
5, and the C cell (in red) is selected for ejection. The
vertex split locates the shared face between C and its
neighboring cells, creates new vertex towards the cen-
ter of C, pulls the neighboring face of C to this new ver-
tex, and creates a set of triangles to fill this void. The
original vertex now has a cell valence count of 4. The
vertex split then selects the A cell for ejection, creates
a new vertex, moves the shared face, and fills the void
again. The final images show the mesh after two subse-
quent vertex split operations. Note, the vertex split is a
localized operation, the frontier elements of these cells
are not modified.

A vertex split begins with a candidate vertex u and
identifies a target cell C to disconnect and pull away
from u. Vertex split will then split u into two ver-
tices, u and v, where v is attached to the target cell,
C, which is then no longer incident to u. As C is dis-
connected from u, u’s cell valence count is reduced
by one. The cell valence count of v is then the num-
ber of cells that that are both incident to the original
vertex u, and adjacent to C, i.e. valence_count(v) =
|incident_cells(u)∩ad jacent_cells(C)|+ 1. Thus, in
order to reduce net valence counts, it is important for
vertex split to choose C such that valence_count(v) <
valence_count(u). Otherwise, vertex split will indeed
reduce the valence count of u, but it will also create an-
other vertex v that has the same valence count that u
originally had.

The most challenging task of the vertex split operation
is filling the hole created by splitting and moving the
vertex. This task is illustrated in Fig. 6. The vertex
move creates a void between the cell being moved (C)
and the set of cells adjacent to C, and incident to the
original vertex u. In order to fill this void, the vertex
split iterates around the triangle fan centered at v, com-
posed of triangles that face C. Every triangle in this fan,
by definition has exactly one face in the C cell surface.
Consider a sequential pair of triangles in this fan. The
non-C facing partial triangles either belong to a same
cell, or they point to different cells. If both partial tri-
angles point to the same cell on both sides, then there
is nothing to do, these triangles simply shift slightly, as
their center vertex gets attached to a new vertex v. If,
however, there is a cell change, (i.e., the first triangle’s
non-C facing partial triangle points to a different cell
than the second triangle’s non-C facing partial triangle)
then the vertex split inserts a new triangle at this edge.
We say that triangle t1 is incident to cells A and C, and
triangle t2 is incident to cells B and C. Vertex split then
creates a new triangle, tn with vertices v, u, and v f , the
vertex on the frontier of the fan that is incident to both
t1 and t2. The tn triangle faces cell A on one side, and
cell B on the other. The vertex split will continue it-
erating around this fan until it encounters the starting
triangle. Vertex split here creates a set of new triangles,
one for each pair of triangles that have a cell change.
All of these new triangles share the new {u,v} edge,
and when vertex split completes creating these new tri-
angles, it then connects their partial triangles together
appropriately. We can see that vertex split is essentially
the inverse of the radial edge collapse, in that a radial
edge collapse removes a set of triangles around a radial
edge, and vertex split creates a set of triangles around a
radial edge.

A

B B B

CCC

A A

(1) (2) (3)

t1
t1t1

t2 t2 t2

tnvf vf vf

vvu

u u

Figure 6: Three stages in a vertex split operation. This
operation first identifies a target cell, C in yellow, and
pulls this cell away, then splits the vertex u into u and
v, and finally fills in the resulting holes with new trian-
gles. Cell C is adjacent to cells A and B. Vertex split
ensures that the partial triangles on the new triangles
are connected to the correct cell boundaries.

3.3 Implementation Details
Biological cells and membranes participate in chemi-
cal processes that can often occur at significantly faster
timescales than the motion of the objects themselves. In
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biological material simulations, the most computation-
ally expensive task is evaluating these continuous time
chemical reactions local to cells, surface elements and
the extracellular milieu, as well as the chemical fluxes
between neighboring spatial objects. The topological
rearrangement operations previously discussed perform
a significant number of mesh traversals when evaluating
mesh operation rule triggers, and when performing the
mesh update operations themselves. In order to max-
imize the performance of the chemical process solver
and mesh traversals, we choose to explicitly store all
neighbor relationships in the mesh at the expense of in-
creased memory usage and software complexity.

We provide two basic mesh traversal operations: ra-
dial edge and triangle fan traversals. A radial edge
is an edge connecting two or more incident triangles.
To enumerate these incident triangles, the radial edge
traversal (1) starts with a partial triangle and a pair of
vertices that define an edge, (2) finds the next partial
triangle that is both a neighbor of the current partial tri-
angle, and incident to the edge, (3) identifies the op-
posite partial triangle (4) continues the iteration until it
come across the starting partial triangle. A triangle fan
is the set of triangles that are incident to both the same
vertex and the same cell. (i.e., a triangle fan is a set of
triangles, all of which face the boundary of a cell and
surround a specified vertex.) The triangle fan traversal
(1) starts with a triangle, vertex and cell, (2) follows
the partial triangle neighbor pointers until the original
triangle is encountered again.

4 RESULTS
We have created a set of simple models that demon-
strate the mesh reconnect rules. These models read an
initial configuration from a gmesh file. These models
all implement a surface tension term (a force that acts
in a direction tangent to the surface), and a volume con-
straint (acts perpendicular to the surface).

We use Zheng’s method [17] to calculate the surface
tension force. This method calculates the surface ten-
sion contribution of a triangle’s three barycentric re-
gions to each corresponding vertex. Each barycentric
region pulls its’ incident vertex in towards the triangle’s
barycenter. The magnitude of each Voronoi region’s
surface tension is proportional to the 1/2 the length of
opposite edge. For details, see page 39 in [17].

We define the volume constraint on a per cell basis as
the difference between a target volume and the present
volume, C(X) = λ (vt − v), where vt is the target vol-
ume, v is the current volume, and λ represents the stiff-
ness of the constraint. Cells with a lower λ are “softer”,
as the constraint solver adjusts the cell positions more
rapidly in cells with a larger λ . We approximate the
volume constraint Jacobian, as in [2] as area weighted
surface normal to each vertex. We use the barycentric

area of each triangle to estimate the surface area of each
vertex, and we compute the total volume of each cell
using the divergence theorem.

To illustrate the effect of the edge collapse and vertex
split operations, we performed an experiment with four
cells and applied a harmonic bond force to the center of
mass of two cells in order to bring the cells in contact
depicted in Fig. 7. The initial condition contained the
two red cells topologically connected with each other -
they share triangles, and the two blue cells are discon-
nected.

We then apply a harmonic force to the center of mass
of each blue cell which caused the blue cells to come
closer, and start to push the red cells apart. We can see
the edge length shrinking between the blue cells. When
the edge length drops below a threshold, the radial edge
collapse rule culls these short edges. This operation
however increases the cell valence count on the central
vertexes to four. The increased valence count causes
the rules engine to invoke the vertex split operation. We
specified a rule that causes the cell with the highest cur-
vature to be ejected from the vertex. The vertex split
operation splits these vertices and creates the new trian-
gles in yellow. We can then see that as these two blue
cells continue moving towards each other, these cen-
tral edges continue to fall below the threshold, and con-
tinue to be culled, thus invoking further vertex splits.
In the last frame, we can see that all of the shared con-
tacts between the red cells has been eliminated. At this
point, we remove the force between the two blue cells,
and allow system to equilibrate. We can see that in the
final frame, the material is topologically very distinct
from the initial configuration. In the final frame, the
blue cells are not connected and the red cells are dis-
joint. The mesh operations provide one possible way
to maintain a memory on materials, as these are atomic
operations that alter the mesh structure and topology.

To illustrate the effects of differential surface tension
and demonstrate the mesh update operations when cells
separate, we created a model that mimics a simple bi-
ological model of cellular mitosis. Here, we represent
a biological cell that is about to undergo mitosis as a
pair of Mechanica cells in contact, separated by a mem-
brane. We first create two cubic cells in contact and
set the surface tension of the membrane that separates
these two cells to zero and set the surface-tension of
the membrane not in contact to a positive value and
allow the simulation to relax. As expected, the two
cells in contact in a relaxed configuration form a nearly
perfect sphere as in Fig. 8. Because the shared mem-
brane is initially not under tension, it does not exert any
force on the outside membranes. Once the system is
relaxed (no net motion), we increase the surface ten-
sion on the shared membrane to a positive value. We
can see that this shared membrane begins to pull in-
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Figure 7: A series of frames from a simulation that
starts with an initial configuration with the two red cells
connected. We then apply a force between the two blue
cells, which causes the blue cells to come towards each
other and push the red cells out of the way. We can see
the surface shrinking between the blue cells, as these
edges shrink. The rules engine invokes the edge col-
lapse operation to cull the short edges, which results in
a number of vertices with a large cell valence count.
The rules engine then invokes the vertex split operation
to peel the red cells away. We then remove the harmonic
bond between the blue cells, the system then relaxes on
its own. The yellow regions indicate triangles that were
generated by vertex split operations.

wards on the outer membrane, and the two Mechan-
ica cells in contact begin to take the classic shape of
a biological cell undergoing mitosis. We then increase
the shared membrane surface tension to a value larger
than the outer membrane surface tension. At this point,
the shared membrane will continue pulling the outer
membranes inwards, and shared contact area between
the cells shrinks. As this shared area shrinks, the edge
length of triangles within this shared area drop below
the edge length cutoff, and the rules engine applies the
radial edge collapse rule to cull these offending trian-
gles. The shared surface area continues to shrink and
pull inwards on the outer membranes until the shared
area eventually disappears. The shared area disappears
when the rules engine culls the last remaining triangle
in that area. At this point, the two cells are no longer
in contact, and their respective surface areas relax to
approximate a sphere.

5 CONCLUSIONS
Researchers who simulate biological systems must take
into account both mechanical and chemical processes.
They must also represent objects that continually move
and change neighbor relationships. Most existing nu-
merical simulation approaches such as the finite ele-
ment or the finite volume methods excel at represent-
ing certain aspects of physical objects. Finite element
is ideal for simulating mechanical properties of mate-
rials with limited structural rearrangement. Finite vol-
ume methods excel at simulating complex fluids in rel-
atively stationary geometries. Few, if any simulation

Figure 8: A simple cellular mitosis model. Two cells
are initially in contact with a shared membrane, and
each cell’s individual membrane has a surface tension
of σ , and the the shared membrane’s net surface ten-
sion is zero. As the shared membrane is completely
relaxed, the two cells in contact form a sphere. We then
increase the surface tension of the membrane to a pos-
itive value which causes the membrane to shrink. As
the membrane shrinks, the mesh update operations au-
tomatically cull the triangles with short edges and split
large triangles. The mesh update operations enable the
shared membrane to shrink and eventually disappear, at
which point the cells separate.

platforms that can do both at once using the same simu-
lation approach. The novel mesh data structure we have
developed meets this challenge and enables us to repre-
sent a wide range of physical and biological materials
in a unified way. As an example of the applicability
of our platform, consider again the epiboly process de-
picted in Fig. 1. This biological process is challeng-
ing to represent using current simulation approaches
because it involves a variety of different chemical and
mechanical processes. Presently, researchers must re-
sort to integrating a range of different numerical sim-
ulation methodologies and programs. Using our new
numerical simulation engine, the representation of the
epiboly process is much simpler, is done entirely self
consistently, and requires no integration with external
solvers. We are presently developing a cell-division
mesh update operation that will split a single cell into
two cells. When this new operation is ready, we will
be able to directly represent this key biological process.
Take, for example, Fig. 1. This image depicts a clus-
ter of biological cells on top of a yolk sack. The cells
start out as a blob on top of the yolk sack. This blob
then gradually spreads out across the yolk, ultimately
enveloping most of the yolk. We could represent each
embryo cell as specific Mechanica cell type and rep-
resent the yolk as another cell type. We know that
there are a number of chemical reaction processes that
occur inside each embryonic cell. We presently sup-
port implementing chemical reaction networks inside
our cell types. We also know that these embryo cells
communicate with one another via intricate signaling
pathways, and we implement these as chemical fluxes
between cells. We also know that the embryo cells are
initially blob-like, and later move to envelop the yolk.
We can represent this transition with a surface tension
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like force between the cells and the yolk. Initially we
could have a high surface tension between the embryo
cells and yolk, and lower surface tension between em-
bryo cells of the same type. Later, possibly based on
some chemical state variable in each embryo cell, we
could have the embryo-yolk surface tension reduce, and
the embryo-embryo surface tension increase. Here, we
would expect the embryo cells to then decrease their
affinity towards each other, and their affinity towards
the yolk to increase and spread out over the yolk. The
embryo development process exemplifies how biologi-
cal processes couple chemical and mechanical interac-
tions - a feature that the novel numerical simulation en-
gine we have developed uniquely captures, enabling re-
searchers to model these kinds of processes. The mesh
data structure presented here lays the groundwork for
this numerical simulation engine.
Our simulation code is currently under active devel-
opment, all source code and binaries will be made
freely available on the Mechanica website, (http://
www.mechanica.org) under a open source (GPL)
license.
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ABSTRACT
Automatic recognition of historical handwritten manuscripts is a daunting task due to paper degradation over
time. Recognition-free retrieval or word spotting is popularly used for information retrieval and digitization of
the historical handwritten documents. However, the performance of word spotting algorithms depends heavily
on feature detection and representation methods. Although there exist popular feature descriptors such as Scale
Invariant Feature Transform (SIFT) and Speeded Up Robust Features (SURF), the invariant properties of these
descriptors amplify the noise in the degraded document images, rendering them more sensitive to noise and com-
plex characteristics of historical manuscripts. Therefore, an efficient and relaxed feature descriptor is required as
handwritten words across different documents are indeed similar, but not identical. This paper introduces a Radial
Line Fourier (RLF) descriptor for handwritten word representation, with a short feature vector of 32 dimensions. A
segmentation-free and training-free handwritten word spotting method is studied herein that relies on the proposed
RLF descriptor, takes into account different keypoint representations and uses a simple preconditioner-based fea-
ture matching algorithm. The effectiveness of the RLF descriptor for segmentation-free handwritten word spotting
is empirically evaluated on well-known historical handwritten datasets using standard evaluation measures.

Keywords
Radial Line Fourier descriptor, word spotting, feature matching

1 INTRODUCTION
Automatic recognition of poorly degraded handwritten
text is challenging due to complex layouts and paper
degradations over time. Typically, an old manuscript
suffers from degradations such as paper stains, faded
ink and ink bleed-through. There is variability in writ-
ing style, and the presence of text and symbols written
in an unknown language. This hampers the document
readability, and renders the task of searching a word in
a set of non-indexed documents i.e. word spotting, to
be more difficult.

In literature [Gio17], word spotting approaches
can either be segmentation-based where the search
space consists of a set of segmented word images,
or segmentation-free with the complete document
image in the search space. This paper focuses on
segmentation-free word spotting, which is typically

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

preferred over segmentation-based methods when deal-
ing with heavily degraded document images [Zag17].
However, the performance of word spotting algorithms
significantly depends on the appropriate selection of
feature detection and representation methods [Gio17].
In general, feature descriptors represent a region with
distinct feature in a document image, coded into
a numerical feature vector, which is subsequently
compared with the feature vector of a reference image
to perform matching.

Efforts have been made in the recent past towards re-
search on feature detection and representation meth-
ods. Some popular methods include Scale Invariant
Feature Transform (SIFT) [Low04], Speeded Up Ro-
bust Features (SURF) [Bay08] and Histograms of ori-
ented Gradients (HoG) [Dal05]. SIFT and HoG con-
tributed significantly towards the progress of several
visual recognition systems in the last decade [Gir14].
However, these local descriptors were mainly designed
for the representation of natural scene images, that pos-
sess structurally different characteristics from the doc-
ument images. For example, the detection of the most
important edges using pyramid scaling in SIFT cre-
ates local interest points between the text lines [Zag17].
The invariant properties of these descriptors amplify the
noise in the degraded document images, rendering them
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more sensitive to noise and complex characteristics of
historical manuscripts [Zag17]. The work by [Ley09]
analyzed that the rotation-invariant features are more
sensitive to noise in a document image, and perform
poorly as compared to rotation-dependent features.

Since the existing descriptors are found to be unsuitable
for representing handwritten text with high levels of
degradations [Zag17, Ley09], it is important to design
a descriptor to address this issue. This paper introduces
a Radial Line Fourier (RLF) descriptor which is tailor-
made for word spotting applications with fast feature
representation and robustness to degradations. RLF is
a fast and short-length feature vector of 32 dimensions,
based on log-polar sampling followed by computing a
few elements of the Discrete Fourier Transform (DFT)
along each radial line. It does not require any orienta-
tion information from the feature detectors, and simple
feature detectors can be used without compromising the
descriptor and word spotting performance.

This paper is organized as follows. Section 2 reviews
the state-of-art methods used in word spotting pipeline,
with main focus on interest point detection and fea-
ture representation methods. Section 3 presents the
proposed method based on the RLF descriptor for
segmentation-free handwritten word spotting. Section
4 demonstrates the efficacy of the proposed method
on well-known historical datasets using standard
evaluation measures. Section 5 concludes the paper.

2 RELATED WORK
Appropriate selection of interest points (keypoints) and
feature descriptors is indispensable for the performance
of a word spotting system. This section discusses some
popular interest point detection and feature representa-
tion methods with reference to word spotting systems.
It is important to note that the segmentation-free word
spotting framework presented herein is training-free,
therefore training-based methods such as deep learning
are not considered.

2.1 Interest Point Detection
Feature detection, or interest point detection refers to
finding keypoints in an image that contain crucial in-
formation. There exist several interest point detectors
in literature. For example, the Harris corner detector
[Har88] is popularly used for corner points detection. It
computes a combination of eigenvalues of the structure
tensor such that the corners are located in an image.
Shi-Tomasi corner detector [Shi94] is a modified ver-
sion of Harris detector. The minimum of two eigenval-
ues is computed and a point is considered as a corner
point if this minimum value exceeds a certain thresh-
old. The Maximally Stable Extremal Regions (MSER)
[Mat02] detector detects keypoints such that all pixels

inside the extremal region are either darker or brighter
than all the outer boundary pixels.

Typically, interest point based feature matching is per-
formed by using a single interest point detector type.
SIFT and SURF are the most popular detectors that cap-
ture the blob type of features in the image. SIFT uses
the Difference of Gaussians (DoG) that computes the
difference between Gaussian blurred images using dif-
ferent values of σ , where σ defines the Gaussian blur
from a continuous point of view. SURF computes the
Determinant of the Hessian (DoH) matrix, that defines
the product of the eigenvalues. In principle, any com-
bination of different keypoint detectors can be selected
depending upon the application. This work uses a com-
bination of four types of keypoint detectors for hand-
written text representation, that consists of corner de-
tectors, dark and bright blobs, saddle points, and the
edges of text strokes.

2.2 Feature Representation
After a set of interest points has been detected, a suit-
able representation of their values has to be defined to
perform word matching. In general, a feature descriptor
is constructed from the pixels in the local neighborhood
of each interest point. Fixed length feature descriptors
are most commonly used that generate a fixed length
feature vector, which can be easily compared using
standard distance metrics (e.g. the Euclidean distance).
Sometimes, fixed length feature vectors are computed
directly from the extracted features without the need of
a learning step [Gio17].

Gradient-based feature descriptors tend to be superior,
and include SIFT [Low04], HoG [Dal05] and SURF
[Bay08] descriptors. The 128-dimensional SIFT de-
scriptor is formed from histograms of local gradients.
SIFT is both scale and rotation invariant, and includes
an intricate underlying framework to ensure this. Sim-
ilarly, HoG computes a histogram of gradient orienta-
tions in a certain local region. An important difference
between SIFT and HoG is that HoG normalizes the his-
tograms in overlapping blocks, and creates a redundant
expression. SURF descriptor is generally faster than
SIFT, and is created by concatenating Haar wavelet re-
sponses in sub-regions of an oriented square window.
SIFT and SURF are invariant to both scale and rota-
tion changes. There are several variants of these de-
scriptors that have been employed for word spotting
[Rod08, Gio17].

Many feature descriptors use local image content in
square areas around each interest point to form a fea-
ture vector [Has16]. Both scale and rotation invari-
ance can be obtained in different ways [Gau11]. The
Fourier transform has been used to compute descriptors
that is illumination and rotation invariant, and scale-
invariant to a certain extent [Car02, Car03]. In order
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to overcome dimensionality issues that may arise in a
high-dimensional space, binary descriptors are intro-
duced that are faster, but less precise, for example the
Binary Robust Invariant Scalable Keypoints (BRISK)
descriptor [Leu11] and Fast Retina Keypoint (FREAK)
descriptor [Ala12].

However, these descriptors with strict invariance prop-
erties are not suitable for handwritten document repre-
sentation. This is mainly because the invariance prop-
erty renders them more sensitive to noise in a degraded
document, as has been carefully studied in [Zag17,
Ley09].

A method for searching handwritten Arabic documents
based on a set of binary shape features is presented
in [Sri05], where a correlation distance based match-
ing technique has been employed. However, it was ar-
gued by [Gau11] that the features that are dependent on
word shape characteristics are not effective in dealing
with multi-writer document collections. Instead, the
texture information in a spatial context is considered
more reliable than the shape information, as suggested
in [Gau11, Lla12].

In [Ley07], the image zones representing the most in-
formative parts in a document image are detected based
on the gradient orientation computed by taking convo-
lution of the image with the first and second deriva-
tives of the Gaussian kernel. However, this method was
found to be inefficient for short words with less than
four characters, and therefore an improved version was
proposed in [Ley09]. The feature matching algorithm
in [Ley09] was found to be very sensitive to variations
in handwriting and font sizes, and the overall match-
ing process was too slow for processing large datasets.
An interesting block-based document image descriptor
was presented by [Gat09] where the query image was
scaled and rotated to produce different word instances,
and for each instance, a different set of feature vectors
was computed. However, several versions of queries
generated significant amount of noise in the final merg-
ing state, rendering the method inefficient for handling
large writing style and font variations.

Inspired by Bag-of-Visual Words (BoVW) model, a
patch-based framework that uses SIFT for local feature
representation was presented in [Rus11]. The code-
book generation step of BoVW model is expensive,
and this method is also found to be unsuitable for
handling query font size and handwriting variations
[Zag17]. The performance of popular word descriptors
in a BoVW context was evaluated in [Lla12], and it was
suggested that the statistical BoVW approach generates
the best result, but with significant increase in overhead
in terms of memory requirements to store the descrip-
tors.

The winning algorithm, [Kov14], for segmentation-free
track of ICFHR 2014 Handwritten Keyword Spotting

Competition [Pra14], employed HoG and Local Bi-
nary Patterns (LBP) descriptors, and the word retrieval
is performed using the nearest neighbour search, fol-
lowed by a simple oppression of extra overlapping can-
didates. The work by [Zag17] outperformed the win-
ning algorithms from ICFHR 2014 Handwritten Key-
word Spotting Competition [Pra14], and ICDAR2015
Handwritten Keyword Spotting Competition [Pui15].
They proposed a new approach towards handwritten
word spotting, where the spatial information represent-
ing the current location of a feature point is taken into
account, and is based on the texture information. How-
ever, it is unclear how well this method performs in
challenging cases where a a word shares several letters
with other different words. The RLF descriptor based
method proposed herewith handles this issue by divid-
ing a word into several parts (depending upon the size
of the word) to eliminate false-positives, and perform
reliable keypoint-based feature matching.
The performance of different features for word spot-
ting applications was evaluated using Dynamic Time
Warping (DTW) [Rod08] and Hidden Markov Models
(HMMs) [Rod09]. It was found that the local gradi-
ent histogram features outperform other geometrical or
profile-based features. These methods generally match
features from evenly distributed locations over normal-
ized words where no nearest neighbor search is nec-
essary. This is because each point in a word has its
corresponding point in some other word located in the
very same position. Recently, a method based on fea-
ture matching of keypoints derived from the words was
proposed [Has16], which requires a nearest neighbor
search. In this case, a relaxed descriptor is required
that is not over-precise, since the handwritten words are
not normalized. This is due to complex characteristic
of handwritten words, unlike simple Optical character
recognition (OCR) text. Handwritten words across dif-
ferent documents are similar, but not identical due to
variability in writing styles.
In an endeavor to address the issues discussed above,
this work proposes the RLF descriptor, which is
tailor-made for handwritten words representation.
The main highlights of this work are as follows:
(a) a segmentation-free and training word spotting
approach is studied; (b) the proposed method uses a
combination of different keypoint detectors to capture
different characteristics in a handwritten document,
which consists of both lines, corners and blobs; (c)
the RLF descriptor is designed, which is a fast and
short-length feature vector of 32 dimensions with
several advantages; (d) a simple preconditioner-based
feature matching algorithm is presented. Advantages
of RLF descriptor include faster word spotting (due to
short length of feature vector), robustness to degrada-
tions, flexibility to be employed with existing feature
detectors, efficient memory utilization, and no increase
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Figure 1: Radial Line Fourier (RLF) descriptor for feature representation in a word spotting framework. Each
keypoint detected is represented using log-polar sampling scheme with 16 sampling points per ring. Each radial
line, originating in the center and traversing each ring, is used to obtain a square (16 x 16) transformed image
representation. In the next step, DFT is applied along each row (corresponding to radial lines) to compute the
amplitude of a few elements for each row that constitute the feature vector. Finally, the feature vector generated is
presented where x-axis denotes the feature vector length (i.e. 32), and y-axis denotes the amplitude of DFT.

in overhead for feature orientation estimation. The
proposed methodology is discussed as follows.

3 METHODOLOGY
The pipeline of the word spotting framework is as fol-
lows. For an input document image, preprocessing is
performed to remove background noise using two band-
pass filtering approach [Vat17]. This is followed by
keypoints detection, feature representation using RLF
descriptor, and preconditioner-based feature matching.
The framework of the proposed approach is pictorially
described in Figure 1.

3.1 Preprocessing
Preprocessing is the initial step of the word spotting al-
gorithm where the background noise is removed using
a simple two band-pass filtering approach, as proposed
in [Vat17]. A high frequency band-pass filter is used to
separate the fine detailed text from the background, and
a low frequency band-pass filter is used for masking and
noise removal. The background removal is performed
in such a way that the gray-level information crucial for
the feature extraction is not affected. This allows the
keypoint detector and the RLF descriptor to be more
informative.

3.2 Keypoint Detection
To begin with, keypoints are detected for the document
image and the query word. A combination of four dif-
ferent types of keypoint detectors is used to capture a
variety of features that represent a handwritten docu-
ment, and consists of lines, corners and blobs. Figure 2

presents the keypoint detectors used herein using an ex-
ample image of a smoothed query word, Bentham. Blue
* represents the Harris corner detector [Har88], green +
represents the result of using the square of the Determi-
nant of Hessian (DoH), which captures both dark and
bright blobs, red ∆ represents negative of DoH (-DoH)
and finds the saddle points, and cyan + represents the
result of an edge detector (Assymetric2) [Has14b].

Figure 2: An example of a query word Bentham depict-
ing four different types of keypoints. Blue * is a corner
detector, green + finds the dark and bright blobs, red ∆

finds the saddle points, and cyan + finds the edges of
the text strokes.

3.3 Radial Line Fourier Descriptor
Radial Line Fourier (RLF) descriptor is a short-length
feature vector of 32 dimensions, presented in this
work for representation of handwritten words. RLF is
inspired from a variant of Scale Invariant Descriptor
(SID) [Kok08], known as SID-Rot [Tru13], and the
idea is to perform log-polar sampling in a circular
neighborhood around each keypoint. SID is a scale
and rotation invariant descriptor, whereas SID-Rot is
scale-invariant but rotation-sensitive descriptor. Typi-
cally, the Fourier transform can be applied over scales
only to obtain a scale-invariant and rotation-dependent
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descriptor, or a rotation-invariant and scale-sensitive
descriptor. The Fourier transformation over scales ren-
der the SID-Rot to be rotation-sensitive, and the scale
invariance is achieved by sampling over a large radius
with a descriptor length of 3360. This method works
well in representing natural scene images with scale
changes and no rotations. However, strict invariance
properties amplify noise in degraded document images
[Zag17], and may lead to loss of useful information.
Therefore, a relaxed feature descriptor, such as RLF, is
required.

RLF descriptor computes a feature vector representa-
tion of an image feature, and is based on log-polar sam-
pling followed by computing a few elements of the DFT
along each radial line. It characterizes an image re-
gion as a whole using a single feature vector of fixed
size, and no learning step is involved. Figure 1 presents
the general framework of the RLF descriptor for fea-
ture representation in a word spotting pipeline, and dis-
cussed in detail as follows.

After the keypoints representing a document image
have been detected, log-polar sampling is performed
at each keypoint, where each radial line (going from
the center, traversing each ring around the center along
a line) is transformed into a square representation,
as highlighted in Figure 1. The log-polar transform
resampling resolution is set to 16 sample points per
ring to obtain a square (16 x 16) transformed image.
When sampling is done in a log-polar fashion, certain
interpolation is required as the pixel coordinates are
seldom in the center. One could for instance use a
bilinear interpolation to achieve higher accuracy. In
this work, sub-pixel sampling is computed using the
Gaussian interpolation in a 3x3 neighborhood. In the
next step, DFT is used to compute the amplitude of a
few elements that constitute the feature vector.

The Fast Fourier Transform (FFT) performed efficiently
in [Has14a] for creating descriptors that are relaxed.
However, it was found to be impractical for high level
applications with large amount of data [Has16]. This is
because the FFT is rather slow in computations, such
as computing the distance measures (i.e. phase correla-
tion). In general, the FFT requires O(N log(N)) com-
putations for a discrete series f (n) with N elements.
Therefore, this work improves and simplifies the com-
putations needed to generate a faster feature representa-
tion, still benefiting from the advantages of the Fourier
transform. We propose to use just a few elements from
DFT of the sampled elements f (n) along the radial line,
and the computation required (using Euler’s formula) is

F [ f (n)](k) =
N−1

∑
n=0

f (n)cos(2πnk/N)− i( f (n)sin(2πnk/N)).

(1)
The value of k determines the frequency used to com-
pute the Fourier element, where k ∈ 0,2,4... Typi-

cally, noise in a document image has higher frequency
as compared to the main text in the document image,
therefore the second (k = 2) and third (k = 4) elements
of the Fourier transform are selected to form the feature
descriptor. DFT requires only O(N) computations per
element. Note that the Discrete Cosine (DC) compo-
nent is obtained for k = 0 and is less informative. The
trigonometric functions in the DFT do not have to be
computed for each step, and the computation requires
simple mathematical operations using the Chebyshev
recurrence relation, same as the original Fourier Trans-
form.
The RLF descriptor is thus constructed by computing
the amplitude of a few elements of DFT:

|F [ f (n)](k)|=
√

ℜ(F [ f (n)](k))2 +ℑ(F [ f (n)](k))2.
(2)

The descriptor computation using only k = 2 suffices
well for handwritten word representation under the test
settings, and most importantly the descriptor is very
short (length 32) with fast feature representation. How-
ever, experimentally it was found that by adding a sec-
ond element for k = 4, the quality of the subsequent
matching improved, even though the feature vector thus
generated is twice as long. The advantage is that it
makes it possible to sample in a smaller neighborhood,
while still getting the same number of corresponding
matches, with better accuracy. Nevertheless, adding a
third element for k = 6 did not improve the accuracy
significantly, and is found to be not worth the extra
computational effort. This work uses RLF descriptor
with length 32 for experimental analysis, taking into
account the trade-off between computational cost and
accuracy.
The RLF feature vector thus generated is presented in
Figure 1, where x-axis denotes the feature vector length
(i.e. 32 dimensions), and y-axis denote the frequency
amplitudes of DFT. The advantages of the RLF descrip-
tor are many-fold. The RLF descriptor computes a fast
and short-length feature vector, to be able to perform
quick feature matching in the nearest neighbor search.
The RLF descriptor emphasizes on the pixels closer
to the feature center, making it less sensitive to erro-
neous feature size estimation. It is resistant to high fre-
quency changes, such as due to residuals from neigh-
boring words, as it is based on the low frequency con-
tent in the local neighborhood. Nevertheless, it is insen-
sitive to small differences in form and shape, as long as
they are almost same, i.e. the low frequencies are suffi-
ciently similar.

3.4 Feature Matching
A segmentation-free and training-free word spotting
method based on the proposed RLF descriptor is stud-
ied herein. In general, no prior information is avail-
able about the potential word in the document that is to
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Figure 3: Matched points represented using the RLF
descriptor for a sample word reberé. The matching key-
points (inliers) are in green, and the matches discarded
(outliers) by the preconditioner are in red.

be matched with the query word. By using the RLF
descriptor, the word matching problem is reduced to
a much faster search problem. In this work, a simple
preconditioner-based feature matching algorithm is em-
ployed.

To begin with, words are partitioned into several parts in
order to avoid confusion between similar words and re-
duce false positives. This is to overcome the drawback
of keypoint-based matching techniques [Zag17], where
parts of the retrieved words may be very similar to some
part of the query word, or where a word shares several
letters with other different words, hence generate false
positives. In the experiments, words are divided into
several parts depending upon the length of the query
word. For example, in Figure 3, a sample query word
reberé and its corresponding retrieved word are divided
into three parts, and the preconditioner-based matching
is performed in the respective three different parts of
both the words.

After the partitioning step, a nearest neighbor part-
based search is performed in an optimal sliding window
within the subgroups of the detected keypoints. The
keypoint matching algorithm computes the extent of the
the matching points in a word, and therefore is able to
capture words that are partially outside the sliding win-
dow. Consequently, the matched points are removed
from the set of points when a word is found, to avoid
finding the same word again.

The resultant correspondences between the query word
and the retrieved word in the sliding window obtained
after a simple keypoint matching consists of many out-
liers and needs further refinement. A common approach
is to use Random sample consensus (RANSAC) [Fis87]
to learn transformations between the words. How-
ever, it is important to have a relaxed transformation
instead, because the same word at different locations
in a document can differ with small variations in font
sizes, or even larger variations in a multi-writer sce-
nario. Therefore, a deterministic preconditioner (in-
spired from [Has12a]) is used in this work that elim-
inates the need to use RANSAC and helps in remov-
ing the false matches. In [Has16], preconditioner had
been used along with Putative Match Analysis (PUMA)
[Has12b], which is found to be computationally expen-
sive and increases overhead in computing false posi-
tives. To keep the matching algorithm simple yet effec-

Figure 4: Sample document images from the BH2M
dataset [Fer14].

tive, this work uses a matching algorithm that is solely
based on the preconditioner.
The preconditioner creates a cluster of corresponding
matches in a two-dimensional space as positional vec-
tors. This means that the correspondences between the
query word and the retrieved word in the sliding win-
dow with same length and direction are potential in-
liers, that forms a two-dimensional cluster. However,
the clusters are expected to be slightly scattered due to
complex characteristics of words (e.g. words can dif-
fer in font and style), therefore the threshold must be
relaxed or loosely set. The preconditioner finds the in-
liers efficiently and removes the outliers with fast com-
putation speed. Figure 3 represents the matched points
obtained from the proposed method, where the match-
ing keypoints or inliers are highlighted in green and
the outliers discarded by the preconditioner are in red.
The preconditioner-based matching efficiently captures
complex variations in handwriting by estimating the
core text dimensions on-the-fly. The effectiveness of
the proposed method has been experimentally demon-
strated in the next section.

4 EXPERIMENTAL RESULTS
This section describes the datasets used in the experi-
ments, and empirically evaluates the proposed method.

4.1 Datasets
For experimental analysis, the Barcelona Historical
Handwritten Marriages dataset, and the Bentham
dataset in two variants are taken into account. The
former is heavily degraded, posing challenges for the
word spotter, and the latter in both variants demonstrate
multi-writer handwriting variations to a certain extent,
along with document degradations. The datasets are
discussed as follows:

• Barcelona Historical Handwritten Marriages
Dataset (BH2M): It consists of historical hand-
written marriage records stored in the archives of
Barcelona cathedral, written between 1617 and
1619 by a single writer in old Catalan. Figure 4
presents sample document images from the BH2M
dataset. The reader is referred to [Fer14] for a
deeper understanding of the dataset.
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Figure 5: Sample document images from the Ben-
tham dataset used in ICFHR 2014 Handwritten Key-
word Spotting Competition [Pra14].

Figure 6: Sample document images from the Bentham
dataset used in ICDAR 2015 Handwritten Keyword
Spotting Competition [Pui15].

• Bentham Dataset: It consists of handwritten doc-
ument pages from the Bentham collection, which
have been prepared in the tranScriptorium project.
The Bentham collection consists of manuscripts on
law and moral philosophy handwritten by Jeremy
Bentham (1748-1832) over a period of 60 years,
and some handwritten documents from his secretar-
ial staff. This dataset in first variant was used in
ICFHR 2014 Handwritten Keyword Spotting Com-
petition [Pra14], and the second variant in ICDAR
2015 Handwritten Keyword Spotting Competition
[Pui15]. Figure 5 and 6 present sample images
from the Bentham dataset used in ICFHR 2014 and
ICDAR 2015 competitions, respectively. For the
experiments, all pages from both variants of Ben-
tham dataset used in the competitions are employed,
which have been written by different authors in dif-
ferent styles, font-sizes, and contains crossed-out
words.

4.2 Results
The performance of the proposed method is empirically
evaluated against the winning algorithms of ICFHR
2014 Handwritten Keyword Spotting Competition
[Pra14], and ICDAR 2015 Handwritten Keyword

Spotting Competition [Pui15], along with the other
state-of-the-art methods such as [Zag17, Ley09]. The
evaluation measure used is the classic mean Average
Precision (mAP) metric popularly used in document
word spotting. In general, the retrieved regions of
all the document pages are combined and re-ranked
according to the score obtained. If a region overlaps
more than 50% of the area of the ground truth corpora,
it is classified as a positive region. The Precision and
Recall values are first computed, and since a single
value is preferable for comparison across different
methods, the mAP of each method is calculated as the
final result. A higher value of mAP is more desirable.

Method mAP
[Alm12b] 0.513
[Zag17] 0.530
Proposed method 0.783

Table 1: Experimental results for BH2M dataset.

Method mAP
[Ley09] 0.221
[How13] 0.409
[Kov14] 0.423
[Zag17] 0.517
Proposed method 0.490

Table 2: Experimental results for Bentham dataset used
in ICFHR 2014 competition.

Method mAP
PRG, TU Dortmund 0.293
CVC, Spain 0.116
[Zag17] 0.326
Proposed method 0.786

Table 3: Experimental results for Bentham dataset used
in ICDAR 2015 competition.

Tables 1-3 present the segmentation-free handwritten
word spotting results for various methods. In Table
1, the performance of the proposed method is evalu-
ated on the BH2M dataset against the methods pro-
posed in [Alm12b] and [Zag17]. The method pro-
posed in [Alm12b] is based on exemplar-SVM frame-
work for word spotting, and the method presented in
[Zag17] is based on Document-oriented Local Features
(DoLF). It is observed from Table 1 that the proposed
method achieves higher mAP as compared to [Alm12b]
and [Zag17]. This is mainly because the performance
of [Alm12b] and [Zag17] is found to be weaker for
challenging cases where a a word shares several let-
ters with other different words. Typically, a higher
mAP is achieved when search is performed on a long
query word (e.g. habitant), as there is less possibil-
ity of finding the query word as part of other similar
word. However, in an ideal scenario it is highly pos-
sible for a query word to share several characters with
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other words, even with a longer word. A simple exam-
ple of a query word from the BH2M dataset is donsella,
where some characters are common with query words
f ill and f illa. A much challenging case observed is the
sequence of overlapping characters in the query words
f ill and f illa, where f ill is retrieved while searching
for f illa. The proposed method handles this effectively
by dividing a word into several parts depending upon
the length of the word, and then perform part-based
keypoint matching. This simple approach reduces the
false-positives by a significant margin, as is evident
from the results in Table 1.
Table 2 presents the results obtained using different
methods on the Bentham dataset from ICFHR 2014
Handwritten Keyword Spotting Competition [Pra14].
The performance of the proposed method is empirically
evaluated against the state-of-the-art methods such as
[Ley09], [How13], [Kov14] (i.e. winner of ICFHR
2014 competition), and [Zag17]. It is observed from Ta-
ble 2 that the proposed method achieves higher mAP as
compared to [Ley09], [How13] and [Kov14], and per-
forms comparable against [Zag17] for all test images
under the experimental settings. This is mainly because
the relaxed nature of RLF allows it to capture more
details in a degraded document image as compared to
descriptors with stricter invariance properties that ren-
der them more sensitive to noise. This is important as
the same query word at different locations in a docu-
ment can differ with small variations in font sizes, or
even larger variations in a multi-writer scenario. How-
ever, even though the proposed approach is observed to
perform significantly in comparison with other meth-
ods discussed in Table 2, a mAP of 0.490 suggests fur-
ther investigation. It is observed that the document im-
ages in the Bentham dataset from ICFHR 2014 com-
petition consists of handwritten text from two or more
authors, where the core text size in a document page
differs across different locations in the same document
page. This pose challenges for the algorithm in estimat-
ing the average core text size for each document page,
as the normalization of text size might result in loss of
information. The authors aim at investigating this is-
sue further and working towards the improvement of
the proposed algorithm as future work.
Table 3 evaluates the performance of the proposed
method on the second variant of Bentham dataset
introduced in the ICDAR 2015 Handwritten Keyword
Spotting Competition [Pui15]. Unlike the first variant
of the Bentham dataset discussed above, this dataset
does not significantly suffer from the problem of highly
variable core text size across a document page. This is
evident from the higher mAP value achieved in Table
3. It is observed that the proposed method achieves
higher accuracy in comparison with the winner al-
gorithms from the competition, as well as a recent
method [Zag17]. The RLF descriptor with relaxed

feature description takes into account the handwriting
variations to a considerable extent, and the standard
core text size is estimated for each document page
without significant errors.

Method mAP
SIFT [Low04] 0.115
SURF [Bay08] 0.106
BRISK [Leu11] 0.035
ORB [Rub11] 0.098
KAZE [Alc12] 0.283
DoLF [Zag17] 0.517
Proposed RLF 0.490

Table 4: Performance evaluation of feature representa-
tion methods on Bentham dataset used in ICFHR 2014
competition.

Method mAP
HoG [Alm12a] 0.584
Loci [Fer11] 0.419
Graph-based [Wan14] 0.565
FFT [Has16] 0.771
Proposed RLF 0.783

Table 5: Performance evaluation of feature representa-
tion methods on BH2M dataset.

In order to highlight the importance of the proposed
RLF descriptor, a comparison is done with the existing
feature representation methods such as SIFT [Low04],
SURF [Bay08], BRISK [Leu11], Oriented FAST and
Rotated BRIEF (ORB) [Rub11], KAZE [Alc12], DoLF
[Zag17], HoG [Alm12a], Loci features [Fer11], graph-
based [Wan14] and FFT [Has16]. Table 4 presents the
experimental results to evaluate the feature represen-
tation methods used in the word spotting framework
for the Bentham dataset (ICFHR 2014 competition), as
an example. This is with reference to the mAP val-
ues published in a recent work [Zag17] under the given
experimental set up. It is observed from Table 4 that
the RLF descriptor achieves higher mAP in compari-
son with SIFT, SURF, BRISK, ORB and KAZE, and
performs comparable against DoLF. Table 5 validates
the performance of the RLF descriptor with respect to
the BH2M dataset, and the experiments are performed
under the same test settings where the matching algo-
rithm is same for all feature representation methods.
The RLF descriptor performs significantly in compar-
ison with other methods, because of the advantages in-
herited from relaxed feature representation and efficient
algorithm design. Nevertheless, with reference to the
three historical handwritten datasets used in the experi-
ments, the proposed method is observed to be most con-
sistent and stable with high mAP.
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5 CONCLUSION
This paper presented a fast and robust Radial Line
Fourier descriptor, with a short feature vector of 32
dimensions, for segmentation-free and training-free
handwritten word spotting. A simple preconditioner-
based feature matching algorithm is employed, and
the experimental results on a variety of historical doc-
ument images from well-known datasets demonstrate
the effectiveness of the proposed method. Under the
experimental settings, the proposed RLF descriptor
based method outperformed the state-of-the-art meth-
ods, including the winners of the popular keyword
spotting competitions. As future work, the ideas
presented herein will be scaled to aid word feature
representation for heavily degraded archival databases
with improvements using query expansion.
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ABSTRACT

This article presents results of the simulation of SIFT based algorithms in the context of the identification of

tattoos. The algorithms studied are the SIFT - Scale Invariant Feature Transform, ASIFT - Affine SIFT, BOV -

Bag of Visual Words and FV - Fisher Vector. The use of the OPF - Optimum-Path Forest and SVM - Support

Vector Machine classifiers is exploited in conjunction with SIFT and ASIFT algorithms as well as BOV and FV.

The present study uses the National Institute of Standards and Technology (NIST) Tatt-C dataset in a reduced and

complete version. This work uses runtime and accuracy to compare the results of the simulations.

Keywords
Tattoo identification, SIFT, ASIFT, Bag of Visual Words, Fisher Vectors, Optimum-path forest classifier, Support

Vector Machines, Soft biometric, Content-based image retrieval.

1 INTRODUCTION

The area of tattooing is a comprehensive area of acti-

vities that deal with the identification and detection of

tattoos, search for similarities between tattoos, search

for regions of interest in tattoos, treatment of tattoos on

various materials/surfaces among their important appli-

cations. It is an area, for example, that supports impor-

tant forensic activities related to law enforcement for

offenders and victim support.

This paper is dedicated to the area of tattoo identifi-

cation 1. Although many important tattoo-related ac-

tivities have been and are in progress in the scientific

Permission to make digital or hard copies of all or part of

this work for personal or classroom use is granted without

fee provided that copies are not made or distributed for profit

or commercial advantage and that copies bear this notice and

the full citation on the first page. To copy otherwise, or re-

publish, to post on servers or to redistribute to lists, requires

prior specific permission and/or a fee.

1 "operational use-cases defined by the NIST challenge –

2015/2016: 1. Tattoo Similarity – matching visually similar

or related tattoos from different subjects; 2. Tattoo Identifi-

cation - matching different instances of the same tattoo im-

age from the same subject over time; 3. Region of Interest -

matching a small region of interest that is contained in a larger

image; 4. Mixed Media - matching visually similar or related

tattoos using different types of images (e.g. sketches, scanned

print, computer graphics, or natural images); 5. Tattoo Detec-

tion - detecting whether an image contains a tattoo or not."

[NG15]

community, we believe that the comparison among al-

gorithms we bring in this paper can be very useful in

the choice of solutions for many applications in tattoo

identification.

Most approaches that exist in the literature to solve the

problem of identification of tattoos are strictly based on

SIFT (Scale Invariant Feature Transform) and ASIFT

(Affine SIFT) algorithms. This paper explores the idea

to use both algorithms to provide reference results

and to support other techniques - BOV (Bag of Visual

words), FV (Fisher Vectors) and classifiers - to solve

the tattoo identification problem. Thus we combined

SIFT and ASIFT with BOV and FV approaches and

additionally we applied these algorithms with the

classifiers SVM (Support Vector Machine) and OPF

(Optimum-Path Forest) to the tattoo identification

problem. Our previous experience, in another area of

application, showed a very encouraging performance

of the OPF algorithm, compared to SVM, in that

case with the descriptor BIC (Border/Interior pixel

Classification) [DSFM11].

Section 2 gives a brief description of all simulated

methods. These methods, as commented above, are the

SIFT and ASIFT algorithms, the combination of both

algorithms with the use of Bag of Visual words, Fisher

Vectors, matching algorithms, and the use of the OPF

and SVM classifiers. After that, Section 3 presents

a comparison based on the accuracy and performance

of the simulated approaches. For this comparison, the

NIST Tatt-C dataset [NG15] is used in a reduced ver-

sion and in its full version as explained in the section.
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encodes the visual vocabulary using Gaussian Mixture

Models (GMM) and adds information related to local

feature descriptors.

Regarding the classification process of images, the clas-

sifiers Support Vector Machines (SVM) and Optimum-

Path Forest (OPF) are algorithms explored in this work.

We use the libraries LIBSVM and LIBLINEAR for

SVM and LIBOPF for OPF. LIBSVM Chang and Lin

[CL11] implements algorithms for training and test-

ing for SVM and supports several SVM formulations

for classification, regression and distribution estima-

tion. LIBLINEAR [FCH08] is an open-source library

for large-scale linear classification. It supports logistic

regression and linear SVM.

Perronnin and Dance [PD07] applied Kernels Fisher

in visual vocabulary using nonlinear support machines

(SVM) in the classification process. Schneider and

Tuytelaars [ST14] successfully used FV together with

the SVM classifier in sketches classification, surpassing

the performance of existing techniques, a concept that

can be applied to the recovery of tattoo images based

on sketches. The present paper explores FV in tattoo

identification.

OPF – Optimum-Path Forest classifier proposed by

Papa et al. [PFS09] is a supervised classification

method that represents each data class by its optimal

path tree whose root nodes are called prototypes. The

training samples correspond to the nodes of a com-

plete graph whose arcs are weighted by the distances

between its nodes.

The Section 3 will explore the combination of algo-

rithms and classifiers using SIFT and ASIFT as base

elements. The results will be compared considering ac-

curacy and runtime.

3 RESULTS AND COMMENTS

The results of the simulations presented in this section

were obtained by programs executed in a 4GB and 4-

core virtual machine using a CPU-i7 with 8GB of mem-

ory, 4-core and 8 threads.

The simulations used the NIST Tatt-C dataset [NG15];

two datasets were generated, one for training process-

ing and one for test processing. Each of the two sets

was organized in five subsets - folds - to allow mean

values across a five run-test, using the same procedure

followed by Ngan et al. [NQG16].

In order to better understand and tunning the algo-

rithms, the first set of simulations was performed us-

ing a “reduced” set of the Tatt-C dataset composed of,

using the terminology of the NIST report, all #probes

images (157 true images of interest), all #mates images

(215 related images to probe-images) and none (zero)

background images. In this way, the folds were defined

for training containing approximately 302 images (157

minus 30 true images of interest added to 215 minus

40 images). For test processing, about 30 images were

used (different true images for each fold). The results

of these simulations are depicted in Table 1 and in Fig-

ures 3 to 5 always presenting mean and standard devia-

tion of five rounds.

Considering the algorithms SIFT and ASIFT (lines 1

and 2 of Table 1) the process of searching for an im-

age involves two basic steps, one denominated training

which is the step in which the image database is pro-

cessed and the image descriptor(s) is(are) generated,

and the step denominated test that corresponds to the

step where one or more images are displayed and the

query is performed based on a match function. In the

SIFT method, one aspect that influences in the results is

the key point matching algorithm. In the experiments,

we utilized the Knn Brute Force method of the OpenCV

for both algorithms SIFT and ASIFT.

After the generation of the descriptors using SIFT or

ASIFT we performed for the training phase the code-

book generation for BOV based on KMeans and im-

age coding, and for FV using the Gaussian Mixture

Model (GMM) and image coding. Following, for the

test phase, the image coding and rank generation (Fig-

ures 3 to 5) were performed for both methods. Numbers

75 to 1000 express the size of the codebook for BOV

method and numbers 5 and 10 express the number of

Gaussians for the FV method. Lines 3 to 12 depict the

runtime for the different methods.

We have adopted in this paper the same definition of

accuracy as NIST [NQG16]. Thus, accuracy is the

amount of correctly identified images divided by the to-

tal number of probe images of the current fold.

The execution of the BOV for the reduced Tatt-C

dataset with different codebook sizes showed us that

for the BOV_SIFT the accuracy expressed by the

Cumulative Matching Characteristic or CMC curve

decreases with the increase of the codebook (Figure 3).

In this way, the BOV_SIFT_75 has the best CMC

curve compared to BOV_SIFT_500 and _1000. For

ASIFT, a codebook of size 500 or 1000 resulted in

almost the same CMC curve, overcoming codebooks

with fewer elements (see Figure 4). Figure 5 showed

us FV_SIFT_5 and _10 with similar behavior, and

FV_ASIFT_5 with the best CMC for all FV.

In the next step, see Table 2, we applied classifiers

SVM and OPF to the best algorithms - BOV_SIFT_75,

BOV_ASIFT _500, FV_SIFT_5, FV_ASIFT_5 -

obtained in the last step. The training and test phases

show that the OPF classifier presents the best run-

time and accuracy values compared to SVM. For

training considering mean values, the best result for

runtime was obtained for OPF + BOV_SIFT_75,

followed by OPF + FV_ASIFT_5, OPF + FV_SIFT_5

and OPF + BOV_ASIFT_500. For test phase the
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OPF SVM

Training time (s)

(all images)

Testing time (s)

(one image)
Accuracy

Training time (s)

(all images)

Testing time (s)

(one image)
Accuracy

Method mean std dev mean std dev mean std dev mean std dev mean std dev mean std dev

BOV_SIFT_75 (25%) 0.1542 0.0147 0.000211 0.000040 67.8313 2.7196 2.9266 0.0748 0.018228 0.000939 38.7097 7.9573

BOV_SIFT_75 (100%) 1.3295 0.0196 0.000648 0.000051 64.1376 1.9630 34.8473 1.4027 0.313152 0.006051 32.2581 6.3311

FV_SIFT_5 (25%) 0.6112 0.0236 0.000904 0.000087 71.6280 2.1479 7.3247 0.2340 0.021415 0.001260 43.7500 5.5115

FV_SIFT_5 (100%) 6.7016 0.0208 0.003131 0.000104 68.6940 2.5677 81.6082 1.4602 0.376530 0.015259 40.0000 5.4561

Table 4: Runtime in seconds for the training and test phases for classifiers OPF and SVM with correspondent

accuracy in % using the complete Tatt-C dataset.

Method Rank 1 (in %)

1 SIFT (100 %) 65

2 SIFT (25 %) 61

3 BOV _SIFT _75 (100 %) 20

4 BOV _SIFT _75 (25 %) 27

5 FV _SIFT _5 (100 %) 27

6 FV _SIFT _5 (25 %) 32

7 OPF + BOV _SIFT _75 (100 %) 64

8 OPF + BOV _SIFT _75 (25 %) 68

9 OPF + FV _SIFT _5 (100 %) 69

10 OPF + FV _SIFT _5 (25 %) 72

11 SVM + BOV _SIFT _75 (100 %) 32

12 SVM + BOV _SIFT _75 (25 %) 39

13 SVM + FV _SIFT _5 (100 %) 40

14 SVM + FV _SIFT _5 (25 %) 44

Table 5: Rank 1 list for the used algorithms.

the more suitable algorithms to be used in the simula-

tions with the complete Tatt-C dataset.

As pointed in Section 3 we selected the SIFT (base-

line), BOV_SIFT_75 and FV_SIFT_5 to be simulated

with OPF and SVM algorithms using two Tatt-C dataset

configurations, 100% and 25% of the background im-

ages. As already highlighted in Section 3, the idea of

using two different amounts of background images was

to simulate the quality of the image dataset (number of

true tattoos).

The Rank 1 information provided by Table 5 in con-

junction with the information provided by Table 3 and

Table 4 allowed the completion of the experiment.

The training time column provided the runtime for the

training phase of the different methods. So, for ex-

ample to create the set of information used by OPF +

FV_SIFT_5 (25%) we had to process the SIFT (runtime

= 790s - Table 3), then the FV_SIFT_5 (25%) (runtime

= 920s - Table 3) and then the OPF_FV_SIFT_5 (25%)

(runtime = 0.61s - Table 4) totalizing 1710.6 seconds.

The same goes for the other cases.

The test time columns are calculated in the same way.

For example, for OPF + FV_SIFT_5 (25%), runtime is

taken from Table 4, line 3 (0.000904s), while Table 5

points to this algorithm as the best for Rank 1 choice,

presenting 72% accuracy.

Comparing (see Tables 3 and 4) the values obtained

with the SIFT algorithm (baseline) and with SIFT com-

bined with BOV or FV (without OPF) we observed a

longer execution time and less precision compared to

the same algorithms used in conjunction with OPF. In

these cases, we obtain precision values that exceed the

values obtained with SIFT (baseline). In the simula-

tion results of Rank 1 presented in Table 5 using the

Tatt-C data set with 100% of background images we

obtained accuracy of 69% versus 65% (lines 9 and 1 re-

spectively) and with a quantity of 25% of background

images, accuracy of 72% versus 61% (lines 10 and 2

respectively).

In conclusion, it is important to bear in mind that the

presented results were obtained with a relatively small

image base and few cases of use per image. Thus, al-

though we presented time values, for the test phase, by

image, factors such as a considerable increase in the

amount of images in the base will imply in the need

to use memory management certainly impacting the ac-

cess time of the images. On the other hand factors such

as preprocessing in the images and optimization in the

libraries, elements not used here, can contribute to the

minimization of the times.

As a continuation of this work we see some scenar-

ios. For example, the use of Deep Learning in the area

of tattoos identification; the current literature presents

studies in other use-cases - detection, similarity and de-

identification [DP16], [HBRM16], [XGXHK16] - pos-

sibly due characteristics of current image databases (for

example the NIST Tatt-C dataset presents a reduced

number of tattoos for detection-training). A scenario

we are already considering, taking advantage of a pre-

vious work [DSFM11] and also results related by Jain

et al. [JLJ07], intend to couple the use of feedback by

relevance to the identification process of tattoos leading

the user to the decision loop.
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ABSTRACT
In this paper, we present an interactive approach for intuitively editing colors and opacity values in transfer func-
tions for volume visualization. We introduce the concept of a relative visibility histogram, which represents the
difference between the global visibility distribution across the full volume and the local visibility distribution
within a user-selected region in the viewport. From this measure, we can infer what subset of the 3D volume the
user intends to select when they click on a region in the 2D rendered image of the data set, and use this to modify
relevant parts of the transfer function. We use this selection mechanism for two alternative purposes. The first is
to allow output-driven editing of the transfer function, whereby a user can change the opacity values and colors
of features without directly having to manipulate the transfer function itself. The second is to extract visually
dominant features in any user-selected region of interest, so that the user may individually edit their appearance
and then merge these to create new transfer functions. Our approach is lightweight compared to similar techniques
and performs in real-time.

Keywords
Volume rendering, transfer function, visibility, visibility histograms

1 INTRODUCTION
A recurring challenge in volume visualization is defin-
ing effective transfer functions (TF), which assign color
and opacity (alpha value) to specific data ranges for vi-
sualization. Due to the indirect relationship between
the transfer function and the resultant rendering, the
process of editing transfer functions is often counter-
intuitive, typically necessitating a trial-and-error pro-
cess. This may be addressed using an output sensitive
approach where the user can more directly control the
appearance of the visualization, without explicit knowl-
edge of the transfer function.

In this paper, we propose a technique which enables us
to infer a user’s intended changes to the visualization
when they click or select a region in the rendered image
of a 3D volume data set. 3D selection is a non-trivial
process in volume visualization due to the presence of

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

many overlapped layers of transparent data. This is
achieved in our solution by weighting the data in the se-
lected region based on the proportion of materials vis-
ible to the user within that region. We introduce the
concept of a relative visibility histogram, derived from
the relationship between the global visibility and the lo-
cal visibility of data in the user-selected region. Based
on this weighting, the user can directly modify colors
and opacity values in the rendered image of the volume
data, in a manner analogous to painting a 3D scene. In
addition, we introduce an automated technique for cre-
ating transfer function components from relative visi-
bility histograms to represent features of interest in the
selected regions. This technique allows users to edit
transfer function on a feature level by manipulating
the colors and opacity values of the components and
merging them to create new transfer functions. Com-
pared to other similar techniques, our approach is rel-
atively lightweight, requiring only intermediate infor-
mation about the visibility of data samples. It is thus
simple to implement and performs in real-time.

2 RELATED WORK
Transfer function specification is an essential part of
the volume visualization pipeline. The specification is
often achieved by a trial-and-error process, which in-
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volves a significant amount of tweaking of colors and
opacity values, and the resultant visualization largely
depends on how well the transfer function captures fea-
tures of interest [KKH02] [KWTM03].One of the chal-
lenges for such an approach is highlighted by Mindek
et al. [MMGB17] who argue that often small changes
in input parameters (i.e. the transfer function variables)
can lead to disproportionately large changes to the visu-
alization. While Mindek et al. propose a data-sensitive
solution that addresses this disproportionality, others
take the route of output-driven transfer function editing,
that is, manipulation of what is rendered, without the
user being explicitly exposed to the underlying changes
to the transfer function.

For instance, Guo et al. [GMY11] proposed a sketch-
based approach that allows direct manipulation of trans-
fer functions by brushing strokes on top of volume
rendered images, which is similar to the operations in
painting applications for 2D images. Later, Guo and
Yuan [GY13] extended the sketch-based technique for
specifying local transfer functions for topology regions
using contour trees. Wu and Qu [WQ07] presented
an approach that allows users to select sample images
rendered using predefined transfer functions and gener-
ates new transfer functions by fusing multiple features
in distinct volume renderings. Bruckner and Gröller
[BG07] presented style transfer functions, which allow
the user to specify styles extracted from actual illustra-
tions in the transfer function. Ropinski et al. [RPSH08]
proposed a stroke-based approach for specifying trans-
fer functions by drawing strokes near silhouettes on
a monochromatic view of the volume and generating
transfer function components [CKLE98] that later can
be modified and combined to explore the volume.

Many of the aforementioned approaches require,
among other things, a model of what is visible to the
user from a particular view direction, in other words,
the visibility of features in volume data. The visibility
of a sample refers to the alpha contribution of a sample
to the final image, taking into account the degree to
which it is occluded by other samples. This can be
computed during ray-casting as the difference between
the accumulated alpha of a sample and the accumulated
alpha of the previous sample along a ray in the view
direction [Ems08]. Correa and Ma presented the
general notion of visibility histograms [CM11] which
represent the distribution of visibility over intensity
ranges in a volume rendering image. Wang et al.
[WZC+11] extended visibility histograms to feature
visibility histograms for measuring the influence of
features on the resultant volume rendered images.
Wiebel et al. [WVFH12] found that the user usually
perceives features at a screen position with the highest
visibility along a ray and exploited this information for
volume picking.

Figure 1: Sample operations using our technique. Top
row: a nucleon with a selected region and its TF. Bot-
tom left: Selected material colored in blue; Bottom
right: Opacity of selected material enhanced
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Figure 2: (a) Global Visibility Histogram of data set
shown in Figure 1; (b) Local Visibility Histogram of
selected region; (c) Relative Visibility Histogram; (d)
Relative visibility histogram after smoothing

3 RELATIVE VISIBILITY HIS-
TOGRAMS

In this section, we define a novel concept called the Rel-
ative Visibility Histogram, which is used as a mecha-
nism for allowing users to select a subset of a 3D vol-
ume data set based on a selection in a 2D rendered view
of the data. This is a key component that facilitates
the two techniques, presented in subsequent sections,
for intuitively manipulating transfer functions in vol-
ume rendering.

A visibility histogram [CM11] represents the visibility
distribution of all voxels in the viewport when rendered
from a given view, in other words, how visible any
voxel is, given its opacity and the degree to which it is
occluded by other voxels in the view direction. We will
use the more specific term Global visibility histogram,
H, to describe such a distribution and Local visibility
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histogram, HL, to describe the histogram representing
the local visibility distribution for the voxels that con-
tribute to a region of interest (ROI) in the rendered im-
age, e.g., for a rectangular ROI on screen, this would
be all the voxels that lie in the frustum extended by the
rectangle. Furthermore, we introduce the concept of a
Relative Visibility Histogram, derived from the former
which is defined as the difference between HL and H
divided by the maximum of the absolute value in the
difference, i.e.,

HR = Hr/max(abs(Hr))

where Hr = HL−H. The relative visibility histogram is
scaled to the range [−1,1] by dividing by the maximum
absolute value in the histogram.

The purpose of the relative visibility histogram is as
follows: firstly the local HL component captures the
dominant intensities in the ROI. Secondly, the subtrac-
tion and normalization against the global context cap-
ture a representation of which intensities are particu-
larly densely distributed within the ROI and not else-
where in the view. Essentially, we assume that when
a user selects any particular ROI to select a subset of
the volume, there is a strong likelihood that they will
choose an area that contains a high number of voxels of
the intensity ranges that they are interested in and that
stands out as clearly dominated by that intensity range
compared to the rest of the view.

An example is illustrated in Figure 1 and 2. Figure 1
shows a nucleon data set, its associated transfer func-
tion and sample modifications using our technique. The
global visibility histogram is shown in Figure 2(a) and
the local visibility histogram for the region of inter-
est (the rectangle in inverted color) is shown in Fig-
ure 2(b). The relative visibility histogram is shown in
Figure 2(c).

In order to smooth the histogram, we apply a Gaussian
kernel to Hr and then scale it to the range [−1,1]. So
the smoothed relative visibility histogram is

HG = Hg/max(abs(Hg))

where Hg = Gaussian(Hr,n,σ), n is the size and σ is
the standard deviation of the Gaussian kernel (see Fig-
ure 2(d)).

Henceforth, this smoothed histogram HG will be re-
ferred to as the relative visibility histogram, and HG(i),
which is the value of the relative visibility histogram HG
at intensity i, will be referred to as the relative visibility
of intensity i.

4 OUTPUT-DRIVEN COLOR AND AL-
PHA EDITING

The first application of the relative-visibility histogram
is in allowing users to manipulate the visualization with

no explicit knowledge of the transfer function. In this
use-case, the user simply needs to select regions of in-
terest on the rendered image that they wish to empha-
size or color. Then, a single pass of volume ray casting
is done to calculate the global visibility histogram for
the whole volume and the local visibility histogram for
the selected region in the viewport. From this we calcu-
late the relative visibility histogram, which provides a
measure of visible materials within the selected region.
This is used to infer features that the user intends to
edit in the visualization. More precisely, HG is used as
a weighting function to blend the colors or opacity val-
ues in the original transfer function with a user-selected
target color or alpha value.

The user-selected target color is blended with the origi-
nal transfer function for intensity ranges that have posi-
tive values in the relative visibility histogram as below:

Ci =

{
Ci +HG(i)(Cs−Ci) if HG(i)> 0
Ci otherwise

where HG(i) denotes the relative visibility at intensity
i in HG, Cs is the user-selected target color and Ci the
color of intensity i in the original transfer function.

Similarly, the alpha (Ai) of the transfer function is in-
creased in intensity ranges that have positive relative
visibility values, and decreased for ranges with nega-
tive relative visibility values, as follows:

Ai =

{
Ai +HG(i)(1−Ai) if HG(i)> 0
Ai−HG(i)(0−Ai) otherwise

Note that the color blending and alpha blending opera-
tions can be applied separately. Figure 1(c) displays the
result of only applying the color blending to the vol-
ume rendering of the nucleon data set in Figure 1(a),
and Figure 1(d) displays the result of only applying the
alpha blending to the original.

Furthermore, as the blending process is fast, any
changes can be applied by the user iteratively, anal-
ogous to a paintbrush-like tool for a large number
successive of operations.

5 TRANSFER FUNCTION COMPO-
NENTS

In addition to low-level output-driven editing of the
transfer function, the relative visibility histogram al-
lows us to support editing the transfer function at a fea-
ture level, which is a desirable use case in many vol-
ume visualization applications. For instance, Ropinski
et al. [RPSH08] reported that physicians had high-level
requests such as emphasizing, adding or removing spe-
cific features in collaboratively adapting visualizations.

As previously discussed, relative visibility histograms
reveal what intensity ranges are concentrated in the
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view frustum behind a selected 2D viewport region.
The visually dominant features in the selected region
can be represented by transfer function components
proportional to the positive parts of relative visibility
histograms.

A discrete set of such component transfer functions can
be composed into a new transfer function for the full
data set, and then the colors and opacity values of indi-
vidual components can be separately modified.

5.1 Feature Specification Using Transfer
Function Components

In this approach, features are automatically generated
as transfer function components based on the relative
visibility histograms created from user-selected re-
gions. Let F(i) denote a transfer function component
derived from the relative visibility histogram HG.

F(i) =

{
HG(i) if HG(i)> 0
0 otherwise

where HG(i) is the value of the relative visibility his-
togram HG at intensity i.

Figure 3 displays two examples of the transfer function
components created by a rectangular selection within
the rendered volume image respectively. Figure 3 (a)
and (b) show the two selected regions in the volume
rendering. Figure 3 (c) and (d) show the two transfer
function components which represent the relative visi-
bility distributions of features in the two user-selected
regions respectively. The regions are rectangles cen-
tered around a single point in 2D screen space, and
the region sizes can be modified according to the user’s
need.

5.2 Image-Space Clustering for region of
interest selection

Heretofore, we have assumed a rectangular region of
interest centered on a point such as the location of the
mouse cursor when a user clicks on the screen. While
this is a reasonable representation of the user’s interest
for the purposes of low-level iterative editing proposed
in the previous sections, a more robust representation
of the user’s intended selection may be obtained by a
more generalized representation of this region. We pro-
pose that one alternative of the region of interest can be
obtained by segmenting the rendered image into con-
tiguous visual objects in 2D (we avoid using the term
“feature” here to avoid confusion with the transfer func-
tion features discussed previously).

In order to achieve visual object selection, image seg-
mentation is performed on volume rendered images and
the resultant segments are stored as individual masks

(a) (b)

(c) (d)

(e) (f)
Figure 3: Examples of rectangular region selections.
Left: A TF component (c) created from a green rect-
angular region (a) (highlighted in inverted colors) and
its relative visibility histogram (e); Right: A TF com-
ponent (d) created from a red region (b) and its relative
visibility histogram (f).

for object selection. More specifically, a GPU acceler-
ated k-means clustering implementation is used to ac-
complish interactive segmentation of volume rendered
images. The distance metric used for the segmentation
is the Euclidean distance in the RGB color space.
Now, when the user clicks on a position of the volume
rendered image, a selected region is formed by all pix-
els that belong to the same segment as the pixel at the
mouse position. Figure 4 displays the regions selected
by clicking on the same screen positions as in Figure 3.
Compared to the rectangular regions in Figure 3 (a) and
(b), the selected regions in Figure 4 (a) and (b) are
heterogeneously-shaped segments with colors similar
to the pixels at the respective mouse positions. These
screen regions are larger in size, resulting in larger view
frustums with more voxels being selected, and the col-
ors across the selection tends to be more homogeneous
due to the clustering. As a result of this, we note that
the resultant transfer function components in Figure 4
(c) and (d) are more continuous compared to those in
Figure 3 (c) and (d) for the rectangular selections. The
relative visibility histograms in Figure 4 (e) and (f) are
also smoother than those in Figure 3 (e) and (f). To dis-
ambiguate the two select techniques, we refer to them
henceforth as rectangular selection and generalized se-
lection.

5.3 Merging Transfer Function Compo-
nents

A new transfer function can be created by merging sev-
eral transfer function components.
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(a) (b)

(c) (d)

(e) (f)
Figure 4: Examples of generalized segment selections.
Left: A TF component (c) created from a green gen-
eralized selection segment (a) (highlighted in inverted
colors) and its relative visibility histogram (e); Right:
A TF component (d) created from a red segment (b)
and its relative visibility histogram (f).

(a) (b)

(c) (d)
Figure 5: (a) and (c): Volume rendering and its TF ob-
tained from merging the TF components in Figure 3 us-
ing rectangular selection; (b) and (d): Volume render-
ing and TF based on generalized selection in Figure 4

The opacity function Ai is defined by a weighted sum of
transfer function components clipped to the range [0,1].

Ai =


a(i) if a(i) ∈ [0,1]
0 if a(i)< 0
1 if a(i)> 1

where a(i) is the weighted sum of transfer function
components, i.e.

a(i) =
n

∑
j=1

w jFj(i)

where w j (w j ≥ 0) is the weight of transfer function
component Fj, Fj(i) is the value of Fj at intensity i, and
n is the number of transfer function components.

Figure 5 shows the results of merging the transfer func-
tion components in Figure 3 and Figure 4 respectively.

Note that there are “wood grain” artifacts in the volume
rendered image in Figure 5 (a), especially in the red
feature. The artifacts are due to the gaps in the transfer
function components, as shown in Figure 5 (c). In con-
trast, the volume rendered image in Figure 5 (b) does
not have noticeable artifacts, because the transfer func-
tion components in Figure 5 (d) are smoother.

There may be overlaps between transfer function com-
ponents. Two methods for deciding the color of the
overlaps in the merged transfer functions are described
below.

5.3.1 Blending colors of transfer function com-
ponents

The first method is blending the colors of the transfer
function components based on the weights and the val-
ues of the transfer function components.

In order to keep the blended colors in a valid range,
the weights for blending the colors of transfer function
components are normalized using weighted averages of
the weights and the values of the transfer function com-
ponents. The normalized weight of transfer function
component Fj is defined by

Wj =
w jFj(i)

∑
n
k=1 wkFk(i)

where w j (w j ≥ 0) is the weight of transfer function
component Fj, Fk(i) is the value of the transfer func-
tion component Fk at intensity i, and n is the number of
transfer function components.

Hence, the color function Ci is defined by

Ci =
n

∑
j=1

Wjc j

where Wj is the normalized weight of transfer function
component Fj and c j is the color of Fj, and n is the
number of transfer function components.

Using this method, new colors that do not exist in the
settings of transfer function components may be in-
troduced due to the blending of colors of overlapping
transfer function components. Moreover, a feature, rep-
resented by a transfer function component, may have
various colors in the final volume rendering.

5.3.2 Using colors of the dominant components
In some cases, using a single color per feature is prefer-
able for better distinction of features in the volume ren-
dering.
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Figure 6: Combining operations. Left: Blue applied to
selected region of TF in Figure 1 and opacity enhanced;
Right: Yellow applied and opacity enhanced. The mod-
ified TF is shown for each case below the rendering

Thus an alternative to blending colors is to use the color
of the visually dominant transfer function component as
the merged color.

The color function Ci is defined by

Ci = c j, j = argmax
k∈{1,...,n}

wkFk(i)

where c j is the color and w j (w j ≥ 0) is the weight of
transfer function component Fj with w jFj(i) at inten-
sity i that is maximum among the n transfer function
components.

With this method, different features would have distinct
colors, so that they are distinguishable by colors in the
volume rendering.

6 RESULTS
Our solution comprises a ray-cast volume renderer and
a visibility computation module, both implemented
on the GPU using CUDA. The implementation is
lightweight and achieves real-time performance at
30 to 40 frames per second on a computer equipped
with an Intel Xeon E3-1246 v3 CPU and an NVIDIA
Quadro K4200 graphics card.

We present some results to demonstrate the effective-
ness of our approach on the nucleon (voxel dimensions:
41× 41× 41), CT-knee (379 × 229 × 305) data sets,
one time-step of a simulated turbulent vortex flow (128
× 128 × 128) and one time-step of a simulated super-
nova (432× 432× 432). Our implementation was able
to handle all the data sets at interactive rates.

6.1 Output-driven Transfer Function
Editing

Figure 6(left) displays the result of both applying color
blue and adjusting alpha of the TF in Figure 1. Note that

(a) (c)

(b) (d)
Figure 7: Left: CT-knee data set and basic TF; Right:
Volume rendering and TF after blue applied and opacity
enhanced for the selected region

the intensity ranges with initial red color in the middle
of the transfer function have been blended with blue and
have become purple. Similarly, Figure 6(right) shows
the result of applying yellow and adjusting alpha. Here,
the intensity ranges in the middle have become orange
after blending with yellow. In both cases, the alpha of
the relevant parts of the transfer function is increased
and the alpha of the less relevant parts is decreased in
order to emphasize the materials of interest.

Figure 7(left) shows a rendered image of a CT-knee data
set with a selected region over the bone and the ini-
tial transfer function. Figure 7(right) shows the image
and the transfer function after applying a blue color and
alpha adjustment. The bone material becomes mostly
blue and is emphasized due to increased opacity, while
the materials around the bone with lower relative inten-
sity ranges are de-emphasized.

Figure 8 shows results of enhancing one time-step of
a turbulent vortex data set. Figure 8(a) shows the ren-
dered image and original transfer function. Figure 8(b)
shows a clear visualization, and respective TF, of the
materials of interest blended with blue and emphasized
with higher alpha. Similarly, Figure 8(c) shows the ma-
terials of interest blended with yellow and emphasized
with higher alpha.

The examples show that the technique can be applied
effectively to a range of different data sets and transfer
functions. Although we only show single step examples
due to space constraints, it should be noted that changes
can be applied by the user iteratively, analogous to a
paintbrush-like tool for a large number successive of
operations.
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(a) (b) (c)
Figure 8: (a)Turbulent vortex data set and initial TF;
(b)Blue applied to selected material and opacity en-
hanced; (c) Yellow applied and opacity enhanced.

6.2 TF-components editing
Figure 9, Figure 10 and Figure 11 show results of cre-
ating and merging transfer function components on the
time-step of the turbulent vortex data set.

Figure 9 displays three transfer function components
created from a green region, a red region and a pur-
ple region, which are rectangular regions highlighted in
inverted colors, in the volume rendering respectively.
In contrast, Figure 10 displays three transfer function
components created from three generalized segments
based on image segmentation results. The three seg-
ments are visual objects with similar colors and are se-
lected by clicking on the same positions as in the rect-
angular regions in Figure 9.

Figure 11 (a) and (d) show the volume rendered im-
age and the transfer function created from merging the
three transfer function components in Figure 9. The
user interface for editing and merging transfer func-
tion components is displayed in Figure 11 (d), which
shows the individual transfer function components with
their weights and colors on the left, and the resultant
transfer function at the bottom. Similarly, Figure 11
(b) and (e) display the volume rendered image and the
transfer function created from merging the three trans-
fer function components in Figure 10 with color blend-
ing, and Figure 11 (c) and (f) display the results of
merging the three transfer function components in Fig-
ure 10 using colors of the dominant components. In
Figure 11, the three transfer function components are
merged with weights {2,1,0.2}, so that the purple fea-
ture is de-emphasized, the green feature is emphasized,
and the red feature remains the same level of opacity.

Figure 13 displays the results of merging two transfer
function components, i.e. the red feature and the green
feature, with weights {1, 1}. The transfer function com-
ponents are created from the user-selected rectangular
regions in Figure 12 (a) and (b), and the user-selected
generalized segments in Figure 12 (c) and (d) respec-
tively. Figure 12 (e) shows the initial transfer function
used for volume rendering.

(a) (b) (c)
Figure 9: User-selected regions highlighted in inverted
colors. (a): a rectangular region in the green material;
(b): a rectangular region in the red material; (c): a rect-
angular region in the purple material

(a) (b) (c)
Figure 10: Generalized segments selected at the same
positions as in Figure 9, highlighted in inverted colors.
(a): a segment in the green material; (b): a segment in
the red material; (c): a segment in the purple material

From Figure 11 and Figure 13, we observe that the
transfer function components created from segments
are smoother and have wider intensity ranges than those
created from rectangular regions.

7 CONCLUSION
In this paper, we introduce relative visibility histograms
for inferring user intentions and present interactive
techniques for editing colors and opacity values
in transfer functions for volume visualization. We
describe an output-driven color and alpha editing tech-
nique as well as a higher level technique that involves
creating and merging transfer function components
which represent features in the volume rendering.

Our color and alpha editing approach described in sec-
tion 4 has a similar interaction paradigm to that pro-
posed by Guo et al. [GMY11] in terms of emphasiz-
ing features and applying colors to features. However,
the feature definition in Guo et al.’s approach relies on
clustering of four attributes, i.e. depth, visibility, alpha
and intensity. The clustering of attributes of voxels may
be computationally heavy particularly for large volume
data sets. In contrast, our approach identifies relevant
intensity ranges of the transfer function based purely
on visibility information, thus requiring a much more
lightweight approach.

Our transfer function components approach discussed
in section 5 is similar to the work by Ropinski et al.
[RPSH08] in how the transfer function components are
modified and merged to create new transfer functions.
However, the two approaches differ in how features are
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(a) (b) (c)

(d) (e) (f)
Figure 11: Merging 3 features with weights {2, 1, 0.2} and colors from peaks of TF components; (a) and (d):
Volume rendering and TF from merging the TF components in Figure 9; (b) and (e): Volume rendering and TF
from merging the TF components in Figure 10 with color blending; (c) and (f): Volume rendering and TF from
merging the TF components in Figure 10 using colors of the dominant components

identified and transfer function components are gener-
ated. The approach by Ropinski et al. generates two
further strokes which are both parallel to the user-drawn
stroke along the silhouette and positioned in the same
distance on its opposite sides. They hypothesize that
the inner stroke covers the feature of interest in image
space while the outer stroke does not cover it. In some
cases, such as a complex flow visualization, it may be
difficult to draw a stroke along the silhouette and deter-
mine a distance so that the two further generated strokes
would be one inside the feature of interest and the other
outside of it.

In our transfer function components approach, only a
region inside the feature of interest is needed for creat-
ing a transfer function component to represent the fea-
ture. Moreover, apart from selecting a rectangular re-
gion around the mouse position, the user can also select
segments generated from k-means clustering in image

space. The segments often cover more pixels and thus
lead to smoother transfer function components.
Both the visibility-driven transfer functions by Correa
and Ma [CM11] and the feature visibility technique by
Wang et al. [WZC+11] utilize iterative optimizations to
refine the transfer functions. Correa and Ma derived the
target visibility distribution from the user-defined trans-
fer function, while Wang et al. allow the user to specify
the target feature visibility. The transfer functions are
then refined by minimizing the difference between the
visibility distribution of the current volume rendering
and the target visibility distribution. In contrast, our ap-
proaches do not involve an iterative optimization pro-
cess. The relative visibility histogram is only computed
once in both of the uses cases we presented.
However, the proposed techniques are subject to the
limitations of 1D transfer functions, e.g. it is not possi-
ble to separate features of interest that overlap in the 1D
transfer function domain. Both the color and alpha edit-
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(a) (b)

(c) (d)

(e)
Figure 12: User selections on the rendering of a su-
pernova data set; (a) & (b): User-selected rectangular
regions highlighted in inverted colors; (c) & (d): User-
selected generalized segments highlighted in inverted
colors; (e): The initial transfer function

ing and transfer function components techniques are
based on relative visibility histograms, which indicate
the difference between the global visibility distribution
across the volume and the local visibility distribution
within the user-selected region. Therefore, only materi-
als that are visible in the initial transfer function can be
captured and edited by the proposed techniques.

In future, we would like to conduct user studies to eval-
uate the effectiveness of the proposed techniques, in
particular with expert users in specific domains that
use volume data. We believe our approach is partic-
ularly suited for tasks where there is no clear a priori
search target, which might be the case in many com-
plex fluid visualizations. We used some standard ap-
proaches to some component mechanisms of our solu-
tion and further study may be warranted to determine
if the use of alternative segmentation techniques or a
perceptually-based color space such CIE-LAB may im-
prove the quality of the overall solution.
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ABSTRACT
This paper addresses the problem of correcting distortion in an image projected onto a target screen without using
a camera. Unlike a camera-projector system that projects a special pattern on the screen and acquires it using a
camera for distortion correction, the proposed system computes the amount of correction directly from the geo-
metric shape of the screen, which is captured by a Kinect device, a scanner that produces 3D points of the screen
shape. We modified the two-pass rendering method that has been used for the projector-camera system. An image
is created on the Kinect plane. Next, the image is mapped to the 3D points of the screen shape obtained by the
Kinect device using the ray-surface intersection method. Finally, a corrected image is obtained by transforming
the image on the 3D point set to the projector plane. The proposed method does not require a marker or a pattern
and can be used in a dynamic environment where the shape of the screen changes, or either the viewer’s position
and direction change. Various tests demonstrate the performance of the proposed method.

Keywords
Geometric Alignment, Projector-Kinect system, Projection in dynamic environment, C2-continuous surface.

1 INTRODUCTION

Projection displays an image or information on the sur-
face of an object such as a flat white screen or a wall. It
has been used in various fields such as education, pre-
sentation, and performing arts. A projector is installed
in such a way that the optical axis of the projector and
the flat screen are perpendicular to each other. Some-
times a non-flat surface is considered such as displaying
images or other contents on the outer surface of a build-
ing in a media-art performance show. In this case the
images from the projector should be adjusted to mini-
mize any distortion caused by the relative relation be-
tween the geometric shape of the surface, the positions
and directions of the projector and the viewer. Many re-
searchers have focused on methods for automatic cor-
rection of distortions in an image that is projected on

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

the surface of an object considering the projector and
the viewer.

Most methods use a projector-camera system, a system
consisting of a projector for projecting an image and
a camera that captures the geometric distortion. The
distortion is then corrected based on the detected infor-
mation [An16]. [Ahm13] are focused on the approxi-
mation of a shape using a higher order B-spline sur-
face. The method corrects the distortion through the
difference between the two sets of feature points; one
contains the origin points on the projector plane, and
the other has the extracted features from the pattern
image. The extracted points are then transformed to
the projector plane through homography. Thereby, the
distortion in the image can be adjusted by warping the
original image based on the difference between the ori-
gin and the corresponding transformed feature points.
Kaneda et al. [Kan16] considers the case that the pro-
jector’s optical axis and the screen are not perpendicu-
lar to each other when a planar screen is used. In this
method, a distorted image and the geometry informa-
tion of the screen are obtained through a camera and a
Kinect device. The method also uses homography to
correct the distorted image. Unlike the previous two
methods, depth information obtained by the Kinect is
used to decide the orientation of the planar screen. A
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normal vector is estimated from the depth values. Then,
two perpendicular vectors that define the plane of the
screen are obtained using the normal vector. The shape
of the corrected image is determined using the vectors
by considering the relative geometric relation to the op-
tical axis. The method adjusts the distorted image into
a rectangular one with respect to the orientation of the
screen. However, the method is only focused on the
planar screen only.

Methods using surface reconstruction are similar to the
aforementioned ones. The main concept is to transform
a rendered image in the world space to the projector
space. This process is called the two pass rendering
method [Ras98]. First, an image is mapped to the sur-
face of the screen model through rendering. Here, the
screen model can be modeled directly or reconstructed
from a set of measured points. Then, the image on
the model surface is transformed to the projector plane.
In [Bro05], [Ras99] and [Ras00], the two pass render-
ing method for a projector-camera system is used for
correcting the distortion in an image. Here, a 3D screen
model is obtained by the camera pair, and a projection
matrix is established from the relation between the pro-
jector and the position of the viewer. Then, an image
without distortion is created. The first pass is finished
by rendering the desired image on the 3D screen model.
Next, the rendered image is transformed to the projector
plane through the projection matrix. The image trans-
formed to the projector plane becomes the corrected im-
age at the viewer’s viewpoint. If the projection matrix
and the position of the viewer are known, the method
can correct the distorted image whenever the viewer
moves.

The methods based on the projector-camera system,
however, do not extend well to the dynamic envi-
ronment where the lighting condition, the shape of
the screen, and the viewer’s position and orientation
change. The change of the shape of the screen may
alter the reflection pattern of the screen; the intensity or
color of the screen in the image may change. The same
phenomenon happens when the view position changes.
In such cases, the feature extraction step, which is used
for estimating 3D points of the shape of the screen, may
fail to detect the features for the estimation because
image processing methods used in the feature detection
are not stable to the lighting condition and therefore the
3D shape may not be obtained robustly. In addition, the
projector-camera system requires projecting a pattern
on the surface of the screen for generating the 3D shape
of the screen. It means that whenever the shape of the
screen or the position and the orientation of the viewer
change, the pattern should be projected and processed
to obtain the geometric shape, which means that we
cannot expect a continuous projection of images on the
screen.

Kundan and Reddy [Kun13] proposed a geometric
compensation method of a non-planar surface with a
Kinect device. The compensated image is obtained by
warping a mesh model of the target surface that is cal-
culated from a depth map generated by the Kinect. The
method does not require any pattern for acquiring the
3D surface model because it can be directly obtained
by the Kinect.

We propose a method for correcting the image distor-
tion when an image is projected onto the surface of a
screen. Here, we consider two cases: the change of
the screen shape with a static viewer’s position and ori-
entation, and the change of the viewer’s position and
orientation with a static screen position and shape. The
proposed method uses a Kinect v2 device for acquisi-
tion of the 3D shape of the screen and a projector for
image projection on the screen. No projection and ac-
quisition of a pattern are required and the method can
obtain the 3D shape of the screen in real time.

The contributions of the proposed method are twofold.
First, the proposed method can handle the cases
mentioned above. In addition, it can process the
dynamically changing environment in the distortion
correction computation. Second, a registration based
method is proposed to estimate the relative change of
the viewer’s position and orientation in the distortion
correction step. Based on these technical contributions,
the method is demonstrated with several examples.

2 PROPOSED METHOD

Figure 1: Overview of correcting a distorted image.

In this work, we consider a projector-Kinect system
and modify the two pass rendering method introduced
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in [Ras98] for the proposed system. We take some as-
sumptions. First, the Kinect coordinate coincides with
the viewer’s. Second, the screen is a C2-continuous sur-
face. In addition the screen is always in front of the
Kinect. Figure 1 shows the overall procedure of the
proposed method.

The 3D geometric shape of the screen is obtained using
the Kinect device. Here, we assume that the viewer’s
position and direction are the same as those of the
Kinect device. An image that is needed to be projected
on the screen is assumed to be in the Kinect plane, a
virtual 2D plane that the viewer watches. The pixels of
the image in the Kinect plane are denoted Pk. They are
mapped on the screen surface through the ray-surface
intersection to produce P′k, which correspond to the ren-
dered image on the 3D surface. Then P′k are transformed
to the projector plane by a transformation matrix to
yield Pv. When Pv is projected on the surface of the
screen, an image whose distortion has been corrected is
displayed on the surface.

2.1 Kinect Device
There are two types of Kinect, Kinect v1 and Kinect
v2. Kinect v2 is an improved version of Kinect v1.
The devices are affordable and easy to use. However,
they have inherent noise in the measurement, which
prevents them from being used in applications that re-
quire high accuracy. The quantitative analysis of the
noise of Kinect v1 and Kinect v2 over the scan dis-
tance is made as shown in Fig. 2 [Pag15]. According
to [Pag15], Kinect v2 has the noise of 0.02m∼ 0.03m in
the maximum depth of 5m, and the point cloud obtained
by Kinect v2 becomes sparse as the depth increases.

Figure 2: Comparison of the noise levels of Kinect v1
and Kinect v2 with respect to the distance to the target.
[Pag15]

Moreover, the maximum range that Kinect v2 can ro-
bustly cover is 5m according to the specification of
the device and [Pag15]. Therefore, the effective space
where the proposed system works would be limited.

2.2 Geometric Correction
The projection matrix is necessary to transform an im-
age in the Kinect space to the plane of a viewer. We

calculate the projection matrix T(x) relating the ini-
tial position of the viewer to the projector once before
correction [Jon14]. Next, we obtain the shape of the
screen for distortion correction. The point set repre-
senting the screen is extracted from the depth values
measured by the Kinect. Grid points, which cover an
image to be projected on the screen, are created on the
Kinect plane. Next, rays are shot from the Kinect origin
(0,0,0) through each of the grid points. From the rays,
a virtual frustum is created, which intersects the point
set of the measured point set. Then, the points within
the frustum are collected and used as the points that lie
on the screen. For this process, the kd-tree data struc-
ture is used for an efficient computation [Pha10]. The
angle of the line segment connecting a point in the mea-
surement and the Kinect origin is considered. Namely,
the angles of the segment with respect to the xy, xz and
yz planes are computed. If the angles are close to those
of a ray, then the point is considered to be within the
frustum and taken as a point on the screen.

The Kinect device produces measurements with some
noise. The noise may cause a serious problem in the
distortion correction process. In particular computation
of the intersection between the screen and the ray, one
of the steps in the proposed method, is mostly com-
promised when the raw measured points are used di-
rectly. Therefore, the noise level in the measurement
data set should be controlled. In this study, we use a hi-
erarchical B-spline approximation method by [Lee97]
to avoid such a problem. Here, the approximation of
the points using a B-spline surface is used as a low pass
filter. Suppose that we have a set of points with some
noise. Representing the shape defined by the points
accurately may require a function of high order or a
B-spline surface with many control points because the
high frequency components of the noise should be con-
sidered. Unless they are part of the surface, they do
not have to be represented in the surface definition and
should be smoothed out to obtain the underlying geo-
metric structure. A B-spline surface with a reasonable
number of control points can be used to filter out the
high frequency noise components and to approximate
the given points with satisfactory accuracy. For this
purpose we consider the hierarchical B-spline approxi-
mation method. Approximation is started with a small
number of control points such as 4× 4. If the error of
approximation is larger than the user defined tolerance,
the control net is refined to be 8×8, and the points are
approximated again. This refinement step is repeated
until a surface with reasonable accuracy is obtained.
The approximated surface is used as a virtual screen
in the proposed method. Next, an image on the Kinect
plane is rendered on the virtual screen to obtain the po-
sitions of the pixels of the image in the world coordinate
space. The positions correspond to the intersections
between the rays and the virtual surface. The virtual
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screen is given as a cubic B-spline surface, and the in-
tersection points P′k between the rays and the surface are
calculated through Newton-Raphson method [Pre92].
Finally, the corrected points Pv on the projector plane
is obtained by transforming P′k to the projector plane
through the projection matrix T. A viewer can see the
desired image by projecting Pv to the screen.

The aforementioned process can correct the distortion
of an image in a static environment, where the shape
of the screen and the position and orientation of the
viewer do not change. A new projection matrix must
be computed to show a corrected image on the screen
whenever either the shape or the position and direction
change. This computation process requires the calibra-
tion process, which hinders the continuous projection
of an image on the screen. A solution to this problem is
proposed for two cases.

2.3 Case 1: Change of Screen Shape with
Static View Position and Orientation

When the shape of a screen is changed, the parame-
ters of the projection matrix are constant because the
orientation and position of the projector and the viewer
(Kinect) do not change. Instead, new intersection points
with respect to the changed shape are computed. They
are obtained in the same way as presented in the pre-
vious section. However, if the points are calculated at
each frame, the computation time is increased, and the
frame rate of projection is decreased. So, it is necessary
to determine if the shape of the screen has been changed
or not. First, the mean of the depth values is calculated
at the current frame. Then, the difference between the
current mean and the previous values is calculated. If
the difference value is lower than the threshold, we de-
termine that the current shape be equal to the previous
one, do not perform the step of obtaining the new in-
tersection points at the current frame and return to the
acquisition step. Otherwise, we decide that the current
shape be changed. Hence, new intersection points are
calculated at the current frame. Then, a corrected im-
age is obtained with respect to the changed shape by
multiplying the projection matrix to the new intersec-
tion points. Figure 3 shows the overall process for Case
1.

2.4 Case 2: Change of Position and Ori-
entation of Viewer with Static Screen

When a viewer moves, the parameters of the projection
matrix should be changed accordingly. The projection
matrix consists of an intrinsic and an extrinsic matrices.
The intrinsic matrix is related to the device properties
such as the focal length, the principal point, etc. For this
reason, it is not influenced by the position or orientation
of the viewer. The extrinsic matrix, however, should be
modified with respect to the new viewer’s position and

Figure 3: Flowchart for handling Case 1.

orientation because it captures the relation between the
viewer and the projector. In this study, a registration
algorithm is employed to estimate the relation.

Suppose that the viewer has moved from pos1 to pos2.
At pos1, the shape of the screen S1 has been measured
by the Kinect. After the movement, the screen shape
S2 is measured by the Kinect at pos2. The relation of
the viewer’s position and orientation can be estimated
from S1 and S2. Since S1 and S2 are point clouds with
some overlap of the same shape, they can be registered
to form one point cloud of the screen shape in the refer-
ence coordinate system, which produces the rigid body
transformation that registers S2 onto S1 as closely as
possible. This transformation provides the relative rela-
tion of the viewer at pos1 and pos2, which can be trans-
lated into the relation of the viewer at the new position
to the projector. The point-to-plane algorithm [Low04]
is used for computing the transformation matrix to reg-
ister S1 and S2. The new projection matrix at pos2 is
calculated by multiplying the inverse of M to the ex-
trinsic matrix at pos1. The process should only be per-
formed when the viewer’s position and orientation have
been changed much, which can be decided by checking
the change of depth values as is performed for Case 1
because the change of the viewer’s position and orienta-
tion is equivalent to the relative change of the shape of
the screen. The step by step procedure of the proposed
method for Case 2 is illustrated in Fig. 4.

3 RESULT AND DISCUSSIONS
The proposed method is implemented in C++. The
workstation used for testing has a 4-GHz Intel Core i7
CPU with 8GB RAM. We use a Microsoft Kinect v2
to obtain a point cloud and a Panasonic PT-DX1000
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Figure 4: Flowchart for handling Case 2.

projector. Two types of screen are considered in the
test. One is a spherical screen. The distance between
the Kinect and the spherical screen is determined such
that the projected image covers the maximum area of
the screen. The other is a curtain screen the shape of
which can be changed arbitrarily. Here, the distance be-
tween the Kinect and the screen is about 2 meters. To
simulate the dynamic environment, the spherical screen
is moved or rotated, and the shape of the curtain was
changed with a hand by pushing or pulling it behind. A
viewer also moves within a valid range of the projector.

We use the overlap ratio between the ideal and the cor-
rected images for error evaluation, which is denoted R.
The overlap ratio quantifies how much similar the cor-
rected image is to the ideal one. The ideal image is rep-
resented as a grid whose numbers of the columns and
rows are equal to the feature points. The ratio is calcu-
lated by dividing the number of the overlapped pixels
by the number of the ideal pixels. It is expressed as

R =
∑i Poverlap

∑i Pideal
×100, (1)

where Poverlap are the pixels in the overlapping area and
Pideal are the ideal pixels. Figure 5 shows the corrected
image by the proposed method.

The overlap ratios before and after noise reduction are
66.66% and 89.5%, respectively. The result without
noise reduction shows that the grid lines are not straight
due to the inaccurate intersection points as shown in
Fig. 6(a). On the other hand, the result after noise re-
duction has a higher overlap ratio as 20% as shown in
Fig. 6(b).

Table 1 shows the computation time of each step for
Cases 1 and 2. The three steps of searching the adja-
cent points, generating a surface with noise reduction

Figure 5: Corrected image by the proposed method.
The blue lines in the figure show an ideal grid and the
white lines show a corrected grid. The overlapped ideal
lines are represented in red color.

Figure 6: Corrected images with and without noise re-
duction. The resolution of figures is [395 x 307]

and calculating intersection points through Newton-
Raphson method are the same for the two cases. The
process of searching and generating only takes less than
0.01s. Most of the computation time is spent for regis-
tering the two point clouds as 0.78s. The computation
time is affected by the number of grid points and a gen-
erated cubic B-spline surface.

The number of grid points increases the computation
time of the entire process but can contribute to the
higher accuracy of correction. More grid points can
obtain more accurate information about the distortion
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Case 1
Process Computation time(second)

Search the region 0.011s
Noise reduction 0.003s

Ray-surface intersection 0.0571s
Total Over 0.06s

Case 2
Process Computation time(second)

Search the region 0.011s
Noise reduction 0.003s

Registration 0.78s
Total Under 1.00s

Table 1: Computation time of the proposed method

because more intersection points are used. However, a
large number of grid points may result in a discontinu-
ous surface and makes the intersection computation fail
from time to time. Therefore, a tradeoff between the
number of grid points, the computation time and the
accuracy should be taken into account. We have cho-
sen the 10×10 grid points empirically in the proposed
method. We tested various numbers of grid points to an-
alyze the influences to the distortion correction. After
a series of experiments, we found that the accuracy is
almost unchanged although the number of grid points
is increased from 10× 10. However, the computation
time is quite sensitive to the number of grid points be-
cause intersection should be computed the number of
times proportional to the number of grid points. For ex-
ample, the accuracy of the result is converged to 89.5%
although the number of grid points is increased from
the 10× 10 grid points in Fig. 6. However, the com-
putation time is significantly increased. If the number
of grid points is changed to 15× 15 from 10× 10, the
computation time grows to 0.79s from 0.06s.

A curtain is used to test the performance of the pro-
posed method as shown in Fig. 7. In this test, the shape
of the curtain is changed, and the position and orien-
tation of the viewer are fixed. Two different types of
shapes are considered for the experiments. Figures 7-
(a) and (b) show a distorted and a corrected images on
the curtain of one shape, respectively. Similarly, Fig-
ures 7-(c) and (d) show images before and after distor-
tion correction on another shape of the curtain. Here,
the resolution of the images is 376×297. As shown in
the figures, the proposed method corrected the distor-
tions of the images and produced corrected ones on the
different shapes of the curtain, respectively. The cor-
rection was performed at the speed of 10 FPS (Frames
Per Second).

Figure 8 shows the case when two different screen
shapes are considered. In this test, a spherical and a
curtain are used with a different image. As shown in
the figure, the proposed method successfully corrects

the distortions and shows the corrected images on the
screen.
Figure 9 shows the corrected images when the position
and orientation of the viewer change. Here, the shape
of the curtain is maintained. The method successfully
produces the corrected images at the three different po-
sitions and orientations of the viewer (pos1, pos2, and
pos3) as shown in Figs. 9-(a), (b), and (c). In this
test, the resolution of the figures used in this test is
376× 297. The process runs at about 1 FPS. The drop
of FPS in this case mostly attributes to the estimation
of transformation between two positions using the reg-
istration method.

4 CONCLUSION
In this study, we propose a method of correcting the
distorted projector image in a dynamic environment us-
ing a Kinect device. The dynamic environment includes
the two cases: that the shape of the screen changes and
that the position and orientation of the viewer change.
Additionally, the proposed method can compensate the
distortion of the two cases simultaneously during exe-
cution.
The proposed method uses the Kinect for obtaining the
3D shape of the screen in real time, which is an ad-
vantage of the proposed method over others that use
a camera-projector configuration. Therefore, the ac-
quisition step is not influenced by lighting conditions.
Moreover, when the position and orientation of the
viewer change, the proposed method estimates the pro-
jection matrix only by considering the relative motion
between the positions and orientations before and after
the viewer moves, which is computed by a registration
method.
However, there are a few limitations of the proposed
method. The method cannot differentiate Cases 1 and
2 automatically because they address the same prob-
lem from the theoretical viewpoint. It means that we
must select one of the two cases before executing the
proposed method. As a possible solution, an additional
sensor such as an accelerometer or a gyro sensor can
be employed to detect the position or the orientation
change of the viewer. Moreover, the implementation of
the method needs to be refined for improving computa-
tion time to yield a higher frame rate for real-time op-
eration. Alternatively, a parallel computation scheme
can be introduced in the intersection computation be-
tween a ray and a surface for reducing the computation
time. Finally, the proposed system has been designed
to consider one projector, which limits the screen area
that the system can cover. Overcoming the range of one
projector can be achieved by using multiple projectors,
and each of the projectors can be handled individually
using the multiple thread framework. These problems
need to be solved before the proposed method is used
in practice, which is recommended for future work.
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Figure 7: Distorted and the corrected images by our
method on the different shapes of a curtain. The images
of (a)-(b) and (c)-(d) use the same shape of the screen,
respectively. (a) and (c) show the distorted images with
respect to the shape and (b) and (d) show the corrected
images, respectively. The resolution of figures is 376×
297.

Figure 8: Results of our method using the curtain and
the spherical screen.

Figure 9: Results of the distortion correction when the
position and orientation of the viewer change. (a), (b)
and (c) show the corrected images at three different po-
sitions and orientations of the viewer. The resolution of
the figures used in this test is 376×297.
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