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ABSTRACT
In this paper we propose to replace the standard Picard iteration in the Newton–Raphson method by Mann and
Ishikawa iterations. This iteration’s replacement influence the solution finding process that can be visualized as
polynomiographs for the square systems of equations. Polynomiographs presented in the paper, in some sense,
are generalization of Kalantari’s polynomiography from a single polynomial equation to the square systems of
equations. They are coloured based on two colouring methods: basins of attractions with different colours for
every real root and colouring dependent on the number of iterations. Possible application of the presented method
can be addressed to computer graphics where aesthetic patterns can be used in e.g. texture generation, animations,
tapestry design.

Keywords
Mann iteration, Ishikawa iteration, polynomiography, computer graphics

1 INTRODUCTION
Kalantari [Kal05a, Kal08] defined polynomiography as
the art and science of visualization in approximation
of the zeros of complex polynomials via fractal and
non–fractal images created using mathematical conver-
gence properties of iteration functions. As iteration
functions the well–known Newton method, methods
from Basic Family and Euler–Schröder Family of It-
erations can be used. The polynomiograph is a sin-
gle image that presents visualization process of roots
finding for some polynomial. Polynomiographs are
two–dimensional images generated in complex plane.
Polynomiography, as a method producing nicely look-
ing graphics was patented by Kalantari in the USA in
2005 [Kal05a]. Moreover, it found applications in: cre-
ating paintings, carpet design, tapestry design, anima-
tions etc. [Kal05b].

In [GKL14, GKL15] the authors presented a survey
of some modifications of Kalantari’s polynomiography
based on the classic Newton’s and the higher order
Newton-like root finding methods for complex polyno-
mials. Instead of the standard Picard’s iteration several

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

different iteration processes were used. By combining
different kinds of iterations, different convergence tests,
and different colouring they obtained a great variety of
polynomiographs [GKL15].

In this paper we discuss a possibility of using the root
finding visualization process for square systems of
equations with two variables. For such a system the
Newton–Raphson method [CK08, SF10] with standard
Picard iteration is applicable and works well. In the
proposed modification we replaced Picard iteration
by Mann and Ishikawa ones. We do not investigate
properties of numerical methods after the change of
iterations. Mann and Ishikawa iterations are used to
perturb the shape of polynomiographs and make them
to look more interesting and aesthetically pleasing.
So, the main aim of the paper is only to create artistic
images.

Usually, for the Newton–Raphson method several iter-
ations are needed to obtain a good accuracy of roots
finding approximations. It should be mentioned that the
Newton–Raphson method is applicable to more general
case – to square systems of equations with any finite
number of variables. But visualizations will be pre-
sented only in two dimensions, in the plane with two
real axes. So, in the sequel, only systems of two equa-
tions with two variables are taken into account. This
limitation is the first drawback of the method. The sec-
ond one is the fact that polynomiographs for square sys-
tems of equations with two variables can visualize only
the real roots of the square systems.

ISSN 2464-4617 (print)
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It should be pointed out that the full control of poly-
nomiograph is possible only for the case if the square
system has only real roots. Such a situation occurs e.g.
for the system:{

x(y−1)(x−1) = 0,
y(y+1)(x+1) = 0

(1)

having the following five real solutions:

{0,0},{0,−1},{1,0},{1,−1},{−1,1}.

The paper is organized as follows. In Sec. 2 Mann and
Ishikawa iterations are defined. Sec. 3 presents formu-
las for Newton–Raphson method and their generaliza-
tions obtained using Mann and Ishikawa iterations in-
stead of the standard Picard iteration. In Sec. 4 some
examples of polynomiographs are presented. Sec. 5
concludes the paper and shows the future research di-
rections.

2 ITERATIONS
Let w : X → X be a mapping on a metric space (X ,d),
where d is a metric. Further, let u0 ∈ X be a starting
point. Following [Ber07] we recall some popular itera-
tive procedures.

• Picard iteration:

un+1 = w(un), n = 0,1,2, . . . , (2)

• Mann iteration:

un+1 = αnw(un)+(1−αn)un, n = 0,1,2, . . . ,
(3)

where αn ∈ (0,1].

• Ishikawa iteration:

un+1 = αnw(vn)+(1−αn)un,

vn = βnw(un)+(1−βn)un, n = 0,1,2, . . . ,
(4)

where αn ∈ (0,1] and βn ∈ [0,1].

It is easily seen that the Ishikawa iteration with βn = 0
for n = 0,1,2, . . . is Mann iteration, and for βn = 0,
αn = 1 for n = 0,1,2, . . . is Picard iteration. The Mann
iteration with αn = 1 for n = 0,1,2, . . . is Picard itera-
tion.

The standard Picard iteration is used in the Banach
Fixed Point Theorem [Ber07] to ensure the existence of
the fixed point x∗ such that x∗ = w(x∗) and its approx-
imation under additional assumptions on the space X
that should be a Banach one and the mapping w should
be contractive. The Mann [Man53] and Ishikawa

[Ish74] iterations allow to weak the assumptions on the
mapping w.

Our further considerations will be conducted in the
space X = R2 that is obviously a Banach one. We
take u0 = [x0,y0]

T ∈ R2 and αn = α , βn = β , such that
α ∈ (0,1] and β ∈ [0,1].

3 NEWTON–RAPHSON METHOD
AND ITS GENERALIZATIONS FOR
TWO EQUATIONS WITH TWO
UNKNOWNS

By square systems we understand systems with as many
equations as variables. Take the following system of
non-linear equations:{

f (x,y) = 0,
g(x,y) = 0,

(5)

where f ,g : R2→ R and x, y are variables.

System (5) can be represented in the form of a single
vector equation:

F(x,y) =
[

f (x,y)
g(x,y)

]
=

[
0
0

]
= 0. (6)

We use bold symbols to denote vectors. Assume that F :
R2 → R2 is a continuous function that has continuous
first partial derivatives with respect to x and y. To solve
equation F(x,y) = 0 one can use the Newton–Raphson
method [CK08, SF10] starting from an initial point z0 =
[x0,y0]

T :

zn+1 = zn−J−1(zn)F(zn), n = 0,1,2, . . . , (7)

where

J(x,y) =

[
∂ f
∂x (x,y)

∂ f
∂y (x,y)

∂g
∂x (x,y)

∂g
∂y (x,y)

]
(8)

is the 2×2 Jacobian matrix of F and J−1 is the inverse
matrix to J, that in the case of 2×2 matrix is given by
the following formula:

J−1(x,y) =
1

∂ f
∂x (x,y)

∂g
∂y (x,y)−

∂ f
∂y (x,y)

∂g
∂x (x,y)

·

·

[
∂g
∂y (x,y) − ∂ f

∂y (x,y)

− ∂g
∂x (x,y)

∂ f
∂x (x,y)

]
.

(9)

Introducing the operator N(z) = z−J−1(z)F(z) we can
represent the Newton–Raphson method in the following
short form:

zn+1 = N(zn), n = 0,1,2, . . . . (10)

From this form of Newton–Raphson method we clearly
see that the method uses Picard iteration.
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Applying the Mann iteration (3) in (10) we obtain the
following formula:

zn+1 = αN(zn)+(1−α)zn, n = 0,1,2, . . . , (11)

where α ∈ (0,1].

Using the Ishikawa iteration (4) in (10) we get:

zn+1 = αN(vn)+(1−α)zn,

vn = βN(zn)+(1−β )zn, n = 0,1,2, . . . ,
(12)

where α ∈ (0,1] and β ∈ [0,1].

Replacement of the Picard iteration by Mann or
Ishikawa iterations leads to the new root finding
formulas (11) and (12) that are generalizations of the
Newton–Raphson method (7). They produce sequences
that if convergent, are convergent to any root of F.
This follows from the Hahn–Banach Fixed Point
Theorem [Ber07]. Formulas (11) and (12) still produce
roots finding sequences but with different character of
covergence.

The sequence {zn}∞
n=0 (or orbit of the point z0) con-

verges or not to a root of F. If the sequence converges
to a root z∗ then we say that z0 is attracted to z∗. A set
of all starting points z0 for which {zn}∞

n=0 converges
to z∗ is called the basin of attraction of z∗. Bound-
aries between basins usually have fractal character due
to chaotic behaviour of iteration processes. A good ex-
ample of such situation can be observed while solving
the equation z3− 1 = 0 in complex plane. Investiga-
tions of that case directly led to discovery of Julia and
Mandelbrot sets [Man83].

To render polynomiograph for system (5) we can use
Algorithm 1. As we noticed earlier the Ishikawa itera-
tion is the most general iteration from the considered set
of iterations (Picard, Mann and Ishikawa). So, in the al-
gorithm we use the Ishikawa iteration for the Newton–
Raphson method (12), and we denote it by Iα,β . In line
8 of the algorithm we see that we need to determine
the colour of the starting point. This could be done in
very different ways. In the paper we use two methods:
basins of attractions and colouring basing on the iter-
ation (iteration colouring). In the first method to each
distinct solution of the system we assign a colour. To
determine the colour of the starting point we find the
closest solution for the last approximation zn+1 and use
its colour. In the second method we have a colourmap
(table with colours). Now, to determine the colour of
the starting point we take the iteration number for which
we have left the while loop and map it to index in the
colourmap. To map iterations to indices we used linear
interpolation.

Algorithm 1: Rendering of polynomiograph for system
of equations

Input: F : R2→ R2 – left side of system (6), A⊂ R2 –
area, N – number of iterations, ε – accuracy, α ,
β – parameters of Ishikawa iteration Iα,β .

Output: Polynomiograph for the area A.

1 for z0 ∈ A do
2 n = 0
3 while n≤ N do
4 zn+1 = Iα,β (zn)

5 if ‖F(zn+1)‖< ε then
6 break

7 n = n+1

8 Determine colour for z0 and print it with the colour

4 EXAMPLES
In this section we present some polynomiographs for a
system of two equations:{

x3− y = 0,
y3− x = 0

(13)

generated using Newton–Raphson method with Picard,
Mann and Ishikawa iterations. System (13) has the fol-
lowing four solutions, three of them are real ones and
one is complex:

{0,0},{1,1},{−1,−1},
{0.7071067812+0.7071067812i,

−0.7071067812+0.7071067812i}.

The common parameters used in the rendering algo-
rithm for all the examples were the following: A =
[−2,2]2, N = 10, ε = 0.001. The number of points gen-
erated in A to obtain the images was set to 600 in each
direction.
The examples start with the polynomiographs for the
standard Newton–Raphson method, i.e., method with
Picard iteration. Fig. 1 presents obtained images. In
Fig. 1(a) we see basins of attraction, and in Fig. 1(b)
polynomiograph rendered with the iteration colouring
(the colourmap is drawn on the right). From the ex-
ample we see that using the same iteration but differ-
ent colouring methods we can obtain diverse patterns
of polynomiographs.
In the second example we use the Mann iteration in
the Newton–Raphson method. Fig. 2 presents exam-
ples obtained using the basins of attraction colouring
method with the following values of α parameter in the
Mann iteration: (a) 0.7, (b) 0.5, (c) 0.3, (d) 0.1. Ex-
amples showing the use of Mann iteration with itera-
tion colouring are presented in Fig. 3. The values of
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(a) basins of attraction (b) iteration colouring

Figure 1: Polynomiographs for system (13) using Pi-
card iteration.

the α parameter were the following: (a) 0.9, (b) 0.8,
(c) 0.7, (d) 0.6. In both cases we see that with the
change of α the shape of the polynomiograph changes
and their shape is different from the polynomiographs
obtained with the Picard iteration (Fig. 1). More in-
teresting changes are noticeable in the case of iteration
colouring.

(a) α = 0.7 (b) α = 0.5

(c) α = 0.3 (d) α = 0.1

Figure 2: Basins of attraction for system (13) using
Mann iteration.

The last example presents the use of Ishikawa itera-
tion in the Newton–Raphson method for system (13).
Similar to the case of Mann iteration we generated
polynomiographs using two different colouring meth-
ods: basins of attraction (Fig. 4) and iteration colour-
ing (Fig. 5). In Fig. 4 we used the following values
of the parameters: (a) α = 0.2, β = 0.8, (b) α = 0.3,
β = 0.7, (c) α = 0.7, β = 0.3, (d) α = 0.8, β = 0.2,
and in Fig. 5 the values were following: (a) α = 0.6,
β = 0.1, (b) α = 0.6, β = 0.7, (c) α = 1.0, β = 0.7, (d)
α = 0.7, β = 0.3. From the obtained images we clearly
see that when we change the parameters values of the
Ishikawa iteration we are able to generate a variety of
interesting patterns different from those generated with
the standard Picard iteration.

Moreover, looking at Fig. 1(a) and Figs. 2, 4 we can ob-
serve that the basins of attraction for each of the three

(a) α = 0.9 (b) α = 0.8

(c) α = 0.7 (d) α = 0.6

Figure 3: Polynomiographs for system (13) using Mann
iteration and iteration colouring.

(a) α = 0.2, β = 0.8 (b) α = 0.3, β = 0.7

(c) α = 0.7, β = 0.3 (d) α = 0.8, β = 0.2

Figure 4: Basins of attraction for system (13) using
Ishikawa iteration.

real roots have significantly changed. Some of them
have enlarged and other have been divided into many
smaller areas, e.g., Fig. 2(d). Thus, using different val-
ues of iterations’ parameters for some starting points we
are able to converge to different roots. Now, looking at
Fig. 1(b) and Figs. 3, 5 we can observe how fast the
algorithm has found the roots – speed of convergence.
The more red colour in the polynomiograph the slower
the algorithm. In most of the cases the convergence
of the algorithm with the use of Mann and Ishikawa
iteration was slower than with the use of Picard iter-
ation. But there are also cases where we see that for
the Mann and Ishikawa iteration the red areas in com-
parison to the Picard iteration have shrunk and the blue
areas have become more darker, e.g., Fig. 5(c), so the
speed of convergence is faster. Generally, the change of
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(a) α = 0.6, β = 0.1 (b) α = 0.6, β = 0.7

(c) α = 1.0, β = 0.7 (d) α = 0.7, β = 0.3

Figure 5: Polynomiographs for system (13) using
Ishikawa iteration and iteration colouring.

speed depends on the iteration used and the value of its
parameters.

5 CONCLUSIONS AND FUTURE
WORK

In the paper we presented some generalizations of
the classic Newton–Raphson method using Mann and
Ishikawa iterations instead of Picard iteration. These
generalizations were then applied to a root finding
process for square systems of two equations with
two unknowns. Obtained different polynomiographs
show a great variety of basins of attractions and
images presenting speed of convergence for different
iterations.

The results of the paper can be further modified in many
directions by the usage of multiparameter iterations,
different convergence criteria, different colour maps as
e.g. in [GKL14, GKL15]. We can also use other colour-
ing methods or other rendering algorithms of poly-
nomiographs, e.g. algorithms presented in [Gda14].
Moreover, we can try to extend the ideas of the paper
related to the use of different iterations, visualization
methods of the solution finding process to systems with
any number of equations and variables.

We believe that results of the paper can be interesting
for those whose work or hobbies are related to automat-
ically creating nicely looking graphics. Also we think
that they can be applied to increase functionality of ex-
isting polynomiography software.
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ABSTRACT 

Dimensionality reduction by feature extraction is commonly used to project high-dimensional data into a low-

dimensional space. With the aim to create a visualization of data, only projections onto two dimensions are 

considered here. Self-organizing maps were chosen as the projection method, which enabled the use of the U*-

Matrix as an established method to visualize data as landscapes. Owing to the availability of the 3D printing 

technique, this allows presenting the structure of data in an intuitive way. For this purpose, information about the 

height of the landscapes is used to produce a three dimensional landscape with a 3D color printer. Similarities 

between high-dimensional data are observed as valleys and dissimilarities as mountains or ridges. These 3D 

prints provide topical experts a haptic grasp of high-dimensional structures. The method will be exemplarily 

demonstrated on multivariate data comprising pain-related bio responses. In addition, a new R package 

“Umatrix” is introduced that allows the user to generate landscapes with hypsometric tints.  

Keywords 
Self-Organizing Map (SOM), Multivariate Data Visualization, Dimensionality Reduction, High Dimensional 

Data, 3D Printing, U-Matrix. 

1. Introduction 
Some large data sets possess a high number of 

variables with a low number of observations. 

Projection methods reduce the dimension of the data 

and try to represent structures present in the high 

dimensional space. If the projected data is two 

dimensional, the positions of projected points do not 

represent high-dimensional distances. Therefore, low 

dimensional similarities could lead to incorrect 

interpretations of the underlying structures.  

A certain solution for this problem is the self-

organizing map (SOM) [Kohonen, 1982] with high 

number of neurons used as a projection method 

[Ultsch, 1999]. SOM is an unsupervised neural 

learning algorithm. If used as a projection method, 

the picture of high-dimensional data is uniformly 

distributed on the neural grid. This distribution 

makes a direct interpretation demanding. The 

standard approach for this problem lies in generating 

a 2D visualization for SOM, because, for high-

dimensional data, the SOM remains a reference tool 

for 2D visualizations [Lee/Verleysen, 2007, p. 227]. 

In literature, there are many approaches, which 

require experienced interpretations (e.g.[Kadim 

Tasdemir/Merényi, 2012; Vesanto/Alhoniemi, 

2000]). Here, we focus on the method of U*matrix, 

which is able to visualize distance and density based 

structures. The U*matrix leads to a topographic map 

with hypsometric tints (for details see section 5), 

which seems like a 3D landscape for the human eye. 

But every 3D visualization still has to be viewed 

from multiple viewpoints and is often subject to 

serious occlusion, distortion and navigation issues 

[Jansen et al., 2013] cites [Shneiderman, 2003]. But 

[Jansen et al., 2013] showed that physical 
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visualizations can improve the user’s efficiency at 

information retrieval tasks, because physical touch 

seems to be an essential cognitive aid. Three-

dimensional printing addresses this important point 

through generating a haptic form. To facilitate this 

visualization of high-dimensional data for experts in 

the data’s field, we propose the usage of colored 

three-dimensional printing. 

3D printing is currently a quickly evolving technique. 

It represents a technical change from spraying toner 

on paper to adding up layers of materials to a 3D 

object [Sachs et al., 1993]. By enabling a machine to 

produce objects of any shape it has the potential to 

impact many production areas [D'aveni, 2013]. Main 

biomedical applications were so far 3D printing 

vascular implants, aerosol delivery technologies, 

cellular transplantation, endo-prosthetics, tissue 

engineering, biomedical device development and 

pharmacology including techniques such as 

individualized drug delivery formulations 

[Pillay/Choonara, 2015]. 3D printing is also 

employed for the visualization of biomedical data, 

for example to produce graspable three-dimensional 

objects for surgical planning [Rengier et al., 2010]. 

This work proposes the application of 3D printing to 

the enhancement of knowledge discovery in high-

dimensional data transferring them into 3D haptic 

physical models with the goal of physical grasping a 

visualization of projections.  

The results are shown using the example of pain data. 

Blue and green valleys indicate clusters of pain types 

and the brown or white watersheds of the U*matrix 

point to borderlines of clusters (Fig. 4). Other SOM 

visualizations fail to display the information in an 

easily understandable form and do not allow the 

usage of 3D printing (see section 3).  

We enable the user to achieve every step until the 3D 

printing using software: The tasks of SOM 

generation, visualization and supervised clustering 

can be performed interactively by the R package 

Umatrix [Version 2.0.0; Thrun et al., 2016]. The 

package also enables the usage of other SOM 

algorithms or comparing classifications with the 

U*matrix visualization. 

2. Emergent SOM 
The first step for structure visualization is to project 

high-dimensional data in a two dimensional space. 

One approach is using self-organizing maps (SOM), 

which project to a fixed grid of neurons. Originally, 

the SOM algorithm was introduced by [Kohonen, 

1982]. However, to exploit emergent phenomena in 

SOMs [Ultsch, 1999] argued to use a large number of 

neurons (at least 𝑛 = 4000). The self-organization of 

many neurons allows emergent structures to occur in 

data. By gaining the property of emergence through 

self-organization this enhancement of SOM is called 

Emergent SOM (ESOM).  

Let 𝑀 = {𝑚1, … , 𝑚𝑛} be the positions of neurons on 

a two dimensional grid (map) and 𝑊 = {𝑤(𝑚𝑖) =
𝑤𝑖|𝑖 = 1, … 𝑛} the corresponding set of weights or 

prototypes of neurons, then the SOM learning 

algorithm constructs a nonlinear and topology 

preserving projection of the input space I by finding 

the bestmatching unit (BMU): 

𝐵𝑀𝑈(𝑙) = argmin
𝑚𝑖∈𝑀

{𝐷(𝑙, 𝑤𝑖)}, 𝑖 ∈ {1, … , 𝑛}  (1) 

 ∀𝑙 ∈ 𝐼, if 𝐷 denotes a distance between input space 

I. Hence, the location of a given data point on the 

resulting map is depicted by the corresponding BMU. 

The topology of the map is toroid if the borders are 

cyclically connected [Ultsch, 1999]. If the map was 

planar, the neighborhood of neurons at the edges 

would contain much less neurons compared to the 

middle of the map space. This would lead to 

undesired seam effects in the SOM algorithm 

[Ultsch, 2003a].  

In each step the SOM learning is achieved by 

modifying the weights in a neighborhood with 

𝛥𝑤(𝑅) = 𝜂(𝑅) ∗ ℎ(𝐵𝑀𝑈(𝑙), 𝑚𝑖 , 𝑅) ∗ (𝑙 − 𝑤(𝑚𝑖)) 

        (2). 

The cooling scheme is defined by the neighborhood 

function ℎ: 𝑀 × 𝑀 × ℝ+ → [−1,1] and the learning 

rate 𝜂: ℝ+ → [0,1], where the radius R declines until 

𝑅 = 1 through the definition of the maximum 

number of epochs. 

3. Other visualizations of SOMs 
The result of Kohonen SOM algorithm are neurons, 

which are located on a map with a set W of 

prototypes corresponding to a set M of positions. In 

general, the positions on M are restricted to a grid, 

but a few approaches exist which change the 

positions in M, like Adaptive Coordinates 

[Merkl/Rauber, 1997]. Because these approaches are 

not based on a grid, they are not considered further.  

BMUs define locations of input points on the map. 

However, they exhibit no structure of the input space 

for a SOM [Ultsch, 1999]. But the goal is to grasp the 

structure of the high dimensional data and maybe 

even visualize cluster boundaries. Therefore, post-

processing of the neurons is required for an 

informative representation of high dimensional data. 

Three standard approaches are found in literature:  

The first approach projects the prototypes of the set 

W with Multidimensional Scaling (MDS) [Torgerson, 

1952] or some of its variants to a two dimensional 

space [Kaski et al., 2000; Sarlin/Rönnqvist, 2013]. 

The result is mapped into the CIELab color space 

[Colorimetry, 2004]. This uniform color space is 

defined so that perceptual differences in colors 
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correspond to Euclidean distances in the map space 

as well as possible [Kaski et al., 2000]. The next two 

approaches visualize either distances or density of the 

prototypes. 

The second approach defines receptive fields around 

each position in M. The unified distance matrix 

(Umatrix) [Ultsch/Siemon, 1990] or variants 

[Kraaijveld et al., 1995] [Häkkinen/Koikkalainen, 

1997] [Hamel/Brown, 2011] represent distances of 

prototypes (see section 4 for details) by using 

proportional intensities of gray shades, color hues, 

shape or size. In [Kraaijveld et al., 1995] every 

neuron corresponds to a pixel. The gray value of each 

pixel is determined by the maximum unit distance 

from the neuron to its four neighbors (up, down, left, 

right). The larger the distance, the lighter the gray 

value. In [Häkkinen/Koikkalainen, 1997] additional 

visualization approaches for unit distances are 

explained. The shape and size of the receptive fields 

describe the dissimilarity of the corresponding 

neurons. Apart from the U-matrix, visualizations of 

receptive fields in three dimensions or specific 

components of prototypes with receptive fields in 

two dimensions were tried [Vesanto, 1999]. Also, 

SOM quality measures can be added to the receptive 

fields in a third dimension, e.g. [Vesanto et al., 

1998]. 

The third approach connects the positions M by way 

of a specific scheme. In [Hamel/Brown, 2011] 

additional to a U-matrix neurons are connected with 

lines along the maximum gradient. The authors claim 

that clusters are the always connected components of 

the graph defined by the Umatrix .  

[Merkl/Rauber, 1997] omitted the receptive fields 

approach by only connecting map positions with 

lines, where the intensity of the connections reflects 

the similarity of the underlying prototypes. [K. 

Tasdemir/Merenyi, 2009] proposed the CONNvis 

technique, which visualizes the grid by connecting 

the neurons, whose corresponding prototypes are 

adjacent in the space of input dimensionality, which 

is equal to the high dimensional data. The width of 

the connection line is proportional to the strength of 

the connection [K. Tasdemir/Merenyi, 2009]. 

In sum, all visualizations of large SOMs described 

above require an expert in the field for interpretation. 

In addition, a 3D print may not give a desirable 

result: in most cases the 2D visualization would have 

to be enhanced to 3D. But research indicates that 3D 

does not improve 2D visualizations [Cockburn, 2004; 

Cockburn/McKenzie, 2002; Sebrechts et al., 1999], 

and, to our knowledge, there are no 3D visualizations 

of ESOMs based on a 2D grid currently in use, 

besides the approach proposed in section 5. 

4. U*matrix based on data distances and 

density 
The Umatrix displays a folding of high-dimensional 

space, where each receptive field is called a U-

height. Let N(j) be the eight immediate neighbors of 

𝑚𝑗 ∈ 𝑀, let 𝑤𝑗 ∈ 𝑊  be the corresponding prototype 

to 𝑚𝑗, then the average of all distances between 

prototypes 𝑤𝑖  is called U-height regarding the 

position 𝑚𝑗: 

𝑢(𝑗) =
1

𝑛
∑ 𝐷(𝑤𝑖 , 𝑤𝑗)𝑖∈𝑁(𝑗) , 𝑛 = |𝑁(𝑗)|  (3). 

The Umatrix is a display of proportional intensities 

of grey shades of all receptive fields [Ultsch, 2003a]. 

By formalizing the displayed structures 

[Lötsch/Ultsch, 2014] showed that the Umatrix is an 

approximation of Voronoi borders of the high-

dimensional points in the output space: 

Let bmu(l) and bmu(j) be BMUs of data points l and 

j, where bmu(j) and bmu(l) have bordering Voronoi 

cells. On the borderline there is a vertical plane (AU-

height), which is the distance D(l,j) > 0 between the 

data points in the input space. In sum, the abstract 

Umatrix, (AU-matrix) is the Delaunay graph of the 

BMU’s weighted by corresponding Euclidean 

distances in the input space. 

In addition to the Umatrix, [Ultsch, 2003a] 

introduced the high-dimensional density visualization 

technique called P-Matrix, where P-heights on top of 

the receptive fields are displayed. The P-height 

𝑝(𝑚𝑖) for a position 𝑚𝑖 is a measure of the density of 

data points in the vicinity of 𝑤(𝑚𝑗): 

𝑝(𝑚𝑗) = |{𝑖 ∈ 𝐼|𝐷(𝑖, 𝑤(𝑚𝑗)) < 𝑟 > 0, 𝑟 ∈ ℝ }|  (4). 

The P-height is the number of data points within a 

hypersphere of radius r. Here, we choose the interval 

𝜚 of the radius with 

𝜚 ∈  [𝑚𝑒𝑑𝑖𝑎𝑛(𝐶(𝐷)), 𝑚𝑒𝑑𝑖𝑎𝑛(𝐴(𝐷))],  (5) 

where D are all input space distances and A(D) is the 

group A of distances calculated by the ABCanalysis 

[Ultsch/Lötsch, 2015]. ABCanalysis tries to identify 

the optimum information that can be validly retrieved 

by using concepts developed in economical sciences. 

In particular, concepts are used in the search for a 

minimum possible effort that gives the maximum 

yield [Ultsch/Lötsch, 2015]. The distances are 

divided into three disjoint subsets A, B and C, with 

subset A comprising largest values (“outer cluster 

distances”), subset B comprising values where the 

yield equals the effort required to obtain it, and the 

subset C comprising of the smallest values (“inner 

cluster distances”). We suggest the choice for the 

specific radius r through the proportion v of inter- 

versus intra-cluster distances estimated by 

𝑣 =
𝑚𝑎𝑥(𝐶(𝐷))

𝑚𝑖𝑛(𝐴(𝐷))
  (6). 
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The radius r is estimated by 𝑟 = 𝑣 ∗ 𝑝20(𝐷), where 

𝑝20(𝐷) is 20-th percentile of input distances [Ultsch, 

2003b]. From this starting point the user may search 

interactively for the empirical Pareto percentile, 

which defines the radius r (see R package Umatrix). 

The combination of a Umatrix and a Pmatrix is called 

U*matrix [Ultsch et al., 2016]: It can be formalized 

as pointwise matrix multiplication: 𝑈∗ = 𝑈 ∗ 𝐹(𝑃), 

where F(P) is a matrix of factors f(p) that are 

determined through a linear function f on the P 

heights p of the Pmatrix. The function f is calculated 

so that f(p) = 1 if p is equal to the median and f(p) = 

0 if p is equal to the 95-percentile (p95) of the heights 

in the Pmatrix. For p(j) > p95: f(p) = 0, which 

indicates that j is well within a cluster and results in 

zero heights in the U*matrix. 

5. Visualization as a 3D landscape 
We concur with [Koikkalainen, 1997] that the 

content of information should be displayed in an 

understandable way. Hence, in the following section 

we formalize the idea of [Ultsch, 2003a] to  visualize 

the U*matrix as a landscape. We define a 

topographic map with hypsometric tints 

[Patterson/Kelso, 2004]. Hypsometric tints are 

surface colors which depict ranges of elevation. Here, 

a specific color scale is combined with contour lines. 

The color scale is chosen to display various valleys, 

ridges and basins: blue colors indicate small 

distances (sea level), green and brown colors indicate 

middle distances (small hilly country) and white 

colors indicate high distances (snow and ice of high 

mountains). The valleys and basins indicate clusters 

and the watersheds of hills and mountains indicate 

borderlines of clusters (Fig. 1 and Fig. 4).  

The landscape consists of receptive fields, which 

correspond to intervals of U*heights edged by 

contours. This paper proposes the following 

approach: First, the range of U*heights is assigned 

uniformly and continuously to the specific color scale 

above by robust normalization [Milligan/Cooper, 

1988] and by splitting it up into intervals. In the next 

step, the color scale is interpolated by the 

corresponding CIELab colors space [Colorimetry, 

2004]. The largest possible contiguous areas of 

receptive fields, which are in the same U*height 

interval, are summarized and outlined in black as a 

contour. In sum, a receptive field is the display of 

one color in one particular place of the U*matrix 

visualization within a height dependent contour. Let 

u(j) be the U*height, q01 the one-percentile and q99 

the 99-percentile of U*heights, then the robust 

normalization of U*heights u(j) is defined by 

𝑢(𝑗) =
𝑢(𝑗)−𝑞01

𝑞99−𝑞01
  (7). 

The number of intervals in is defined by 

1

𝑖𝑛
=

𝑞01

𝑞99
.  (8). 

The resulting visualization consists of a hierarchy of 

areas of different height levels with corresponding 

colors (see Fig. 4). The visualization of SOMs using 

the tool Umatrix is consistent with a 3D landscape 

for the human eye, therefore one sees data structures 

intuitively. Contrary to other SOM visualizations, 

e.g. [K. Tasdemir/Merenyi, 2009], the 3D landscape 

enables layman to interpret the results of a SOM. 

Using a toroid map for the ESOM computation 

requires a tiled display of the landscape in the 

interactive tool Umatrix [Version 2.0.0; Thrun et al., 

2016] which means that every receptive field is 

shown four times. So in the first step the 

visualization consists of four adjoining pictures of the 

same Umatrix [Ultsch, 2003a] (the same for the 

U*matrix after loading of a SOM or computing one). 

To get the 3D landscape this paper proposes to cut 

the tiled U*matrix visualization rectangular:  

Let 𝑣𝐿𝑖𝑛𝑒𝑠 be the vector of row sums, 𝑣𝐶𝑜𝑙𝑢𝑚𝑛𝑠  be the 

vector of column sums of the U*heights and let 

𝑏𝐿𝑖𝑛𝑒𝑠 be the number of BMU’s of the corresponding 

row line of 𝑣𝐿𝑖𝑛𝑒𝑠 (for 𝑏𝐶𝑜𝑙𝑢𝑚𝑛𝑠,  𝑣𝐶𝑜𝑙𝑢𝑚𝑛𝑠), then we 

define the upper border up = max (𝑣𝐿𝑖𝑛𝑒𝑠/𝑓(𝑏𝐿𝑖𝑛𝑒𝑠)), 

the left border by lb = max(𝑏𝐶𝑜𝑙𝑢𝑚𝑛𝑠/𝑓(𝑣𝐶𝑜𝑙𝑢𝑚𝑛𝑠)) 

and the other two borders by the length and width of 

the U*matrix, if the vector f(b) is the addition 𝑓(𝑏) =

�̂� + 𝑏 + �̆� with �̂� = (𝑏𝑛, 𝑏1, … , 𝑏𝑛−1) and �̆� =
(𝑏2, … , 𝑏𝑛+1), where the grid is toroid. For better 

comprehensibility see the axes in Fig 1, which are 

defined from one to 𝑚𝑎𝑥(𝐿𝑖𝑛𝑒𝑠) and from one to 

𝑚𝑎𝑥(𝐶𝑜𝑙𝑢𝑚𝑛𝑠). 

6. 3D Printing of pain phenotypes 
3D landscapes can be better grasped when viewed 

from multiple perspectives. This can be easily 

achieved with a haptic form. As an example of a 

haptic 3D presentation of biomedical data, complex 

pain phenotypes composed of responses to four 

different types of nociceptive stimuli are used. 

Nociceptive stimuli activate nociceptors, which are 

sensory nerve cells responding to pressure 

(mechanic), electric, cold or heat. Data was acquired 

with the help of 206 healthy volunteers as described 

previously in detail [Flühr et al., 2009; 

Lötsch/Ultsch, 2013; Neddermeyer et al., 2008]. Data 

was projected using the ESOM algorithm and 

clusters were identified by interpreting its U*matrix 

visualization (Fig 1). In a last step, pain sub-

phenotypes were identified by interpreting the 

clusters using classification and regression tree 

classifiers (Cart) [Lötsch/Ultsch, 2013]. By way of 

extracting decision rules through the conditional 

information of the GINI impurity [Hill et al., 2006], 

the interpretation based on measured stimulus 

intensities evoking pain at threshold level. Eight 
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different pain phenotypes were observed, involving 

individuals who shared complex pain threshold 

patterns across five variables. Subsequently, the 

specific properties of each phenotype could be 

interpreted clinically. Three main pain sensitivity 

groups were identified: high-pain sensitivity (HPS), 

average pain sensitivity (APS) and low-pain 

sensitivity (LPS) [Lötsch/Ultsch, 2013]. HPS was 

divided into two clusters (1,2), APS into four (3-6) 

and LPS into two (7,8). All clusters were 

interpretable (further details see [Lötsch/Ultsch, 

2013]). From this data set, a 3D Landscape could be 

generated (Fig. 1 top view and Fig. 4) and printed by 

means of a 3D color printer (Fig. 2). Due to technical 

limitations, printing is restricted to three colors blue, 

green and white, while the digital 3D landscape 

consists of many more different height dependent 

colors (Fig. 2. and Fig. 4). On the other hand, 

contrary to Fig 1, Fig. 4 had to be reworked manually 

by using a graphics editor program. Otherwise the 

structures on the borders of the island would be 

difficult to interpret. Note, that the 3D print of Fig. 2 

was generated using Fig. 1 and not Fig 4. 

Data processing was done using the interactive tool 

Umatrix [ Ver s ion  2 .0 .0 ;  Thr un  e t  a l . ,  201 6]  

with the freely available R software [Version 3.2.5; 

R Development Core Team, 2008] for Windows 7 

64bit, and the graphical interface by the open source 

web application framework shiny [Version 0.13.2; 

RStudio, 2014]. To our knowledge, the 3D print of an 

U*matrix is the first application of 3D printing 

techniques used directly for data mining and 

knowledge discovery in high-dimensional data in a 

haptic form. In addition, the political map of the eight 

clusters is shown in Fig 3. The political map of an 

ESOM is the coloring of the Voronoi cells of the 

BMUs with different colors for each cluster 

[Lötsch/Ultsch, 2014].  

7. Summary 
Projection methods visualize the structures of high-

dimensional data in a low-dimensional space. The 

unsupervised neural learning algorithm, which is 

called self-organizing map (SOM), may be used as a 

non-linear projection method. In that case SOM 

projects high-dimensional data onto a two 

dimensional grid, where the positions of projected 

points do not represent high-dimensional distances. 

The standard approach to this problem is the 

generation of a visualization for SOM. Because 

common SOM visualizations fail to display the 

information in an easily understandable form and do 

not allow the usage of 3D printing, we combined a 

large SOM with the U*matrix visualization 

technique. The U*matrix is able to visualize distance 

and density based structures. This 3D visualization is 

a topographic map with hypsometric tints and 

representable as a 3D landscape. The details of 

creating the 3D landscape were introduced in the 

paper in section 5. The tasks of SOM generation, 

visualization and supervised clustering can be 

performed interactively by the published R package 

Umatrix [Version 2.0.0; Thrun et al., 2016]. We 

allow the user to choose a different SOM based 

projection method, on which our visualization 

techniques still can be used. The package also 

enables comparing of classifications to the U*matrix 

visualization.  

The main step forward presented in this paper is the 

color 3D printing of landscapes based on the 

visualization originating from the U*matrix. Through 

its haptic form, the 3D print makes high-dimensional 

structures more understandable for experts in the 

data’s field. Structural features of high-dimensional 

data were depicted with the use of 3D printing (Fig 

2) and pain data. Blue and green valleys indicate 

clusters of pain types and the brown or white 

watersheds of the U*matrix visualization point to 

borderlines of clusters. In our opinion, the task of 

height depending 3D color printing is still very 

trying. Automatically cutting a non-rectangular 

island defined by curved borders remains also an 

unsolved problem. 

To our knowledge, this 3D print is the first 

application of 3D printing techniques used directly 

for data mining and knowledge discovery in high-

dimensional data in a haptic form. 

Future work will include the abstract U*matrix 

[Ultsch et al., 2016] into the current visualization 

techniques and allow the height dependent 3D print 

of an U*matrix in more than three colors. 
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Figure 1: Top view of the 3D landscape of the pain data generated with the Umatrix 

tool: After the rectangular cut (section 5), the cutting lines of visualization of the 

U*matrix were improved interactively. The points are the BMU’s with different 

colors as cluster labels. The top view was used for 3D printing. 
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Figure 2: The 3D print of Fig 1 in three height dependent colors white, green and 

blue. The valleys indicate clusters of pain types and the watersheds of the U*matrix 

borderlines of clusters. 

 

Figure 3: AU*-clustering based on the Voronoi cells formalizes the distance and 

density based structures and leads from Fig 1 to a political map (further details in 

[Ultsch et al., 2016]). Above the 3D print of this political map is shown. Every color 

indicates one cluster as described in section 6.
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Figure 4: 3D landscape of the pain data generated with the Umatrix tool: After the 

rectangular cut (section 5), the cutting lines of visualization of the U*matrix were improved 

interactively with shiny in R. The points are the BMU’s with different colors as cluster 

labels. Contrary to Figure 1, the borders around the island had to be reworked manually 

using graphics editor program afterwards. Otherwise the borders of the island would be 

difficult to interpret. 
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Faking It:
Simulating Background Blur in Portrait Photography using

a Coarse Depth Map Estimation from a Single Image
Nadine Friedrich Oleg Lobachev Michael Guthe

University Bayreuth, AI5: Visual Computing, Universitätsstraße 30, D-95447 Bayreuth, Germany

Figure 1: Our approach vs. a real image with bokeh. Left: input image, middle: result of our simulation, right:
gold standard image, captured with the same lens as the input image, but with a large aperture, yielding natural
background blur.

ABSTRACT
In this work we simulate background blur in photographs through a coarse estimation of a depth map. As our
input is a single portrait picture, we constraint our objects to humans first and utilise skin detection. A further
extension alleviates this. With auxiliary user input we further refine our depth map estimate to a full-fledged
foreground–background segmentation. This enables the computation of the actual blurred image at the very end of
our pipeline.

Keywords
bokeh, background blur, depth map, foreground–background segmentation

1 INTRODUCTION

High-quality portrait photography often features a spe-
cial kind of background blur, called bokeh. Its nature
originates from the shape of camera lenses, aperture, dis-
tance to background objects, and their distinctive light
and shadow patterns. This effect is thus used for artistic
purposes, it separates the object the lens is focused on
from the background and helps the viewer to concen-
trate on the foreground object—the actual subject of the
photograph.

We do not render a depth-of-field blur in a 3D scene,
but pursue a different approach. Our input is a single
2D image without additional data—no depth field, no
IR channel, no further views. Of course, a full 3D re-

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without fee
provided that copies are not made or distributed for profit or
commercial advantage and that copies bear this notice and the
full citation on the first page. To copy otherwise, or republish,
to post on servers or to redistribute to lists, requires prior
specific permission and/or a fee.

construction is impossible in this case. But how could
additional information help?

We restrict our choice of pictures to portraits of humans
(though, Figs. 7 and 8 try out something different). We
know, the image has a foreground where typically our
human is pictured, and background that we would like
to segment out and blur. We detect human skin colour
for initialisation and engage further tricks—including
user annotations—we detail below to find the watershed
between foreground and background.

The central contribution of this work is the way how
we combine skin detection, user annotations, and edge-
preserving filters to obtain bluring masks, the coarse
depth maps from a single image.

The next section handles related work, Section 3 presents
our method, Section 4 shows the results, Section 5
presents the discussion, Section 6 concludes.

2 RELATED WORK
One of the first approaches for simulating bokeh effect
were Potmesil and Chakravarty [PC81]; Cook [Coo86].
Most typical simulations of camera background blur
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Figure 2: An overview of our approach. Everything that has skin colour is detected as foreground, then we add
everything else where the user input matches on an image blurred in an edge-preserving manner. The different
results are combined to a single mask. The mask and original input image are the input for bokeh simulation.

base on a full-fledged 3D scene, some of more recent
methods are Wu et al. [Wu+12]; Moersch and Hamilton
[MH14]. Yu [Yu04]; Liu and Rokne [LR12]; McIntosh,
Riecke, and DiPaola [MRD12] discuss bokeh effect as a
post-processing technique in rendering. This is different
from our approach.

Nasse [Nas10] provides a nice technical overview of the
bokeh effect. Sivokon and Thorpe [ST14] are concerned
with bokeh effects in aspheric lenses.

Yan, Tien, and Wu [YTW09] are most similar to our
approach, as they are concerned not only with bokeh
computation, but also with foreground–background seg-
mentation. They use a technique called “lazy snapping”
[Li+04], we discuss the differences to our approach in
Section 5.4.

A lot of research focuses on how to compute a realistic
bokeh effect, given an image and its depth map, (see,
e.g., [BFSC04]) It is in fact wrong to use a Gaussian
blur (like [GK07] do) as the resulting image is too soft.

Lanman, Raskar, and Taubin [LRT08] capture the char-
acteristics of bokeh and vignetting using a regular cali-
bration pattern and then apply these data to further im-
ages. We rely on McGraw [McG14] in the actual bokeh
computation from input data and estimated depth maps,
which is a much more synthetic method as detailed be-
low. This work actually focuses on obtaining the mask,
“what to blur” from a single 2D image.

Bae and Durand [BD07] estimate an existing de-focus
effect on images made with small sensors and amplify
it to simulate larger sensors. This includes both the
estimation of the depth map and the generation of a
shallow depth-of-field image. Motivation of this work
is very similar to ours, but the method is completely
different. They estimate existing small defocus effects
from the image and then amplify them using Gaussian
blur.

Notably, Zhu et al. [Zhu+13] do the reverse of our ap-
proach. We estimate with some assumptions about the
images and further inputs the foreground–background
segmentation to compute then the depth-of-field effect.
Zhu et al. estimate the foreground–background segmen-
tation from shallow depth-of-field images. Works like
Zhang and Cham [ZC12] concentrate on “refocusing,”
i.e., on detecting unsharp areas in a picture and on mak-
ing the unsharp areas more sharp.

Saxena, Chung, and Ng [SCN07] present a supervised
learning approach to the depth map estimation. This
is different from our method. Saxena, Chung, and Ng
divide the visual clues in the image into relative and
absolute depth clues—evidences for difference of depth
between the patches or for an “actual” depth. They
use then a probabilistic model to integrate the clues to
a unified depth image. This work does not focus on
the computation of the shallow depth-of-field image.
Eigen, Puhrsch, and Fergus [EPF14] use deep learning
technique. A sophisticated neural network is trained
on existing RGB+D datasets and evaluated on a set of
other images from the same datasets. This is radically
different from our approach. Aside from the presence of
humans in the picture we make no further assumptions
and utilize no previously computed knowledge. We have
to use some auxiliary user input though. Eigen, Puhrsch,
and Fergus [EPF14] also do not focus on the generation
of shallow depth-of-field image.

3 METHOD
We chain multiple methods. First, the foreground mask
expands to everything in the input image that has a skin
colour. This way, we identify hands and other body parts
showing skin. We expand the selection by selecting
further pixels of the similar colour in the vicinity of
already selected ones—we need to select all the skin,
not just some especially good illuminated parts.
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However, all this does not help with selection of clothes,
as it can be of any colour or shape, a further problem
is hair. For this sake we have allowed user input for
the annotations of definitely foreground and definitely
background areas. An attempt to expand the annota-
tion (à la “magic brush” selection in photo-editing soft-
ware) based on the actual input image would result in
too small “cells” on some occasions and hence too much
hysteresis—think: canny edge detection. For this rea-
son we apply an edge preserving blur to the image used
as input for “magic brush.” This ensures higher-quality
depth maps, separating the foreground (actual subject)
and background. Given the depth map and initial input
image, we apply the method of McGraw [McG14] to
obtain the actual blurred image.

The “cells” we have mentioned above are actually re-
gions with higher frequency than elsewhere in the image,
that is: regions where edge detection would find a lot of
edges. We futher discuss this issue in Section 5.3. An
overview of our pipeline is in Figure 2.

3.1 Parts of our pipeline
Filtering approaches increase the edge awareness of our
estimation. We use egde-preserving filtering [BYA15]
as a part of our pipeline. Skin detection [EMH15] was
part of our pipeline (see also [Bra98]). The depth maps
were also processed with standard methods like erosion
and dilation.

3.2 Neighbourhood detection
To detect similar-coloured pixels in the vicinity of pixels
already present in the mask, we used the von Neumann
neighbourhood (i.e., 4-connected). We used HSV colour
space, the folklore solution for human skin detection.
A naive implementation evidenced hysteresis: a pixel
is deselected as it is deemed as background, but it is se-
lected again because it has a similar colour as foreground.
To amend this problem, we utilised canny edge detection
on the image after edge-preserving blur. This reduces
the number of falsely detected small edges. Now, in
the von Neumann neighbourhood computation we check
additionally if a pixel or its neighbours are on the edge.
It is the case, we exclude these pixels from further pro-
cessing.

3.3 The pipeline executed (Fig. 3)
Figure 3 demonstrates the processing steps on an ex-
ample image (a). Fig. (b) shows the result of edge-
preserving blur, the edge detection applied to it yields
(d). Some parts of the image are already selected via
skin detection (c). Basing on edges and user input, a full
shape can be selected (e). We do not limit our approach
to a single shape and to foreground only, as (f) shows.
These intermediate results are then processed with ero-
sion and dilation image filters, yielding (g). This final

depth map is then applied to the input image (a) using
the method of McGraw [McG14]. The final result is in
(h).

4 RESULTS
4.1 Selfies
Our method works best on selfie-like images. Such
images typically feature relatively large subject heads,
further selfies are mostly captured on a mobile phone,
thus they have a large depth-of-field. This fact makes
them very suitable for an artistic bokeh simulation that
is impossible to achieve with hardware settings in this
case.
The input and reference images in Figure 1 were shot on
a Canon 6D full-frame camera at 200 mm focal distance.
To mimic the large depth-of-field of lesser cameras, the
input image was captured at f/32, the reference image
was captured at f/4 to showcase the real bokeh effect.
The images were produced with Canon EF 70–200 mm
f/4L lens. Our method works fine also when the head
is relatively smaller in the whole picture (Fig. 4).
Featuring more than one person in a photograph is not a
problem for our method, as Fig. 5 shows.

4.2 Multiple depths
Our depth maps facilitate not only a foreground–back-
ground segmentation, as showcased in Figs. 3, 6, and 7.
The input for Figure 6 was captured on a mobile phone
and because of small sensor size it features a greater
depth of field. Porting out application to mobile phones
might be a promising way of using it. Fig. 7 also features
multiple depth levels, we discuss it below.

5 DISCUSSION
We discuss following issues: how our method performs
on non-human subjects of a photograph (Sec. 5.1), the
issues with thin locks of hair (Sec. 5.2), we give more
details on the cases when edge detection does not per-
form well (Sec. 5.3). Then we compare our method to
“lazy snapping” (Sec. 5.4) and the result of our method
to a real photograph with bokeh effect (Sec. 5.5).

5.1 Non-humans
We applied our method to Figs. 7 and 8. Naturally,
no skin detection was possible here. The masks were
created with user annotations on images after edge-
preserving blur with canny edge detection as separator
for different kinds of objects.
Note that in both examples, in case of the real shallow
depth of field image, the table surface (Fig. 7) or soil
(Fig. 8) would feature an area that is in-focus, as the
focal plane crosses the table top or the ground. This is
not the case in our images, as only the relevant objects
were selected as foreground. Of course, it would be easy
to simulate this realistic bokeh effect using a simple
further processing of the depth map.
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(a) Input image (b) Result of edge-preserving blur (c) Skin detection (d) Canny edges

(e) Depth map,
an intermediate state

(f) Adding a further level to the
depth map, an intermediate state

(g) Final depth map (h) Final result

Figure 3: Results of various intermediate steps of our pipeline. Input image (a) was captured at 27 mm full-frame
equivalent at f/2.8 on a compact camera with crop factor 5.5. The binary foreground–background segmentation
mask is in Fig. (g), final result with bokeh effect applied is in (h).

(a) Input image (b) Mask (c) Result

Figure 4: Filtering an image with head and shoulders. Input image (a) was captured using 57 mm full-frame
equivalent lens at f/4.5 with crop factor 1.5.

(a) Input image (b) Mask (c) Result

Figure 5: Two persons in a photograph. Input image was captured at 43 mm focal distance equivalent on a full-frame,
f/5.6, crop factor 1.5.

5.2 Hair
Thin flocks of hair cannot be easily detected, esp. on
a nosily background. Automatic or annotation-based
selection of such hair parts features a larger problem.
Naturally, anything not present in the foreground se-
lection enjoys background treatment during the actual
bokeh simulation. One of most prominent visuals for
such a side effect is Figure 9, even though some other
our examples also showcase this issue.

5.3 Obstacles for edge detection
We use canny edge detection after an edge-preserving
blur to separate “meaningful” edges from nonsense ones.
This is basically the object segmentation that determines
the boundaries of “cells” on which user annotations act.
If an image features a lot of contrasts that survive the
blur per Badri, Yahia, and Aboutajdine [BYA15], the
user would require to perform more interactions than
desired, as the intermediate result features too many
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(a) Input image (b) Mask (c) Result

Figure 6: Showcasing more than a foreground and background separation. Input image captured on a mobile phone.
The big plant on the left has a further depth level assigned.

(a) Input image (b) Mask (c) Result

Figure 7: Showcasing more than a foreground and background separation. This image has no humans on it. Input
image (a) was captured at 27 mm full-frame equivalent at f/2.8 on a compact camera with crop factor 5.5.

“cells.” Figure 10 illustrates this issue. Of course, a
fine-tuning of edge-preserving blur parameters would
alleviate this problem. However, we did not want to
give our user any knobs and handles besides the quite
intuitive input method for the “cell” selection, i.e., the
annotations as such.

5.4 Comparison to lazy snapping
Yan, Tien, and Wu [YTW09] use lazy snapping [Li+04]
and face detection for the segmentation. They typically
produce gradients in their depth maps, to alleviate the
issue we mentioned above in Section 5.1.
Lazy snapping uses coarse user annotations, graph cut,
and fine-grain user editing on the resulting boundaries.
In a contrast, we apply skin detection and edge detection
on images blurred in an edge-preserving manner. The
cells after edge detection are then subject to user annota-
tions. We do not allow fine-grain editing of boundaries
and thus drastically reduce the amount of user input, we
are basically satisfied with coarse user annotations.

5.5 Comparison to real bokeh

Compare images in the middle (our approach) and on
the right hand side (ground truth) of Figure 1. We see a
sharper edge in the hair, similarly to the issue discussed
above. There is also a strange halo effect around the
collar of the shirt. A further refinement and processing of
the depth map data could help. Aside from these issues,
the bokeh effect itself is represented quite faithfully. In
an interesting manner, our synthetic image appears to
be more focusing on the subject than the ground truth
image. A possible reason is: the whole subject in our
version is sharp. The ground truth version focuses on the
eyes, but parts of the subject are already unsharp due to
a too shallow depth-of-field: see shirt collar or the hair
on the left. As our version is based on an image with a
large depth-of-field (Fig. 1, left), it does not have these
issues.
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(a) Input image (b) Mask (c) Result

Figure 8: Applying our method to a photograph of a dog. By definition, no skin detection was possible. Captured
on a mobile phone.

(a) Input image (b) Mask (c) Result

Figure 9: Limitation of our method: hair. Notice how some hair locks are missing in the mask and are blurred away.
Captured at 69 mm full-frame equivalent at f/4.8 with crop factor 1.5.

(a) Input image (b) Canny edges

Figure 10: Limitation of our method: obstacles for edge detection. Input image (a) was captured at 82 mm full-frame
equivalent at f/6.3 with crop factor 1.5. Note how the plaid shirt forms separate cells after canny edge detection (b),
necessitating a larger annotation.

6 CONCLUSIONS

We have combined skin detection with user annotations
to facilitate a coarse depth map generation from a sin-
gle 2D image without additional modalities. The user
input was processed on an extra layer after edge-aware
blurring. In other words, we have enabled foreground–
background separation through image processing and
computer vision techniques and minimal user input. The
resulting depth maps were then subsequently used to pro-

cess the input image with a simulation of out-of-focus
lens blur. Combined, we create a well-known lens effect
(“bokeh”) from single-image 2D portraits.

Future work
A mobile phone-based application might be of an in-
terest, considering the selfie boom. Some UI tweaks
like a fast preview loop after each user input and general
performance improvements might be helpful in this case.

ISSN 2464-4617 (print)
ISSN 2464-4625 (CD-ROM)

WSCG 2016 - 24th Conference on Computer Graphics, Visualization and Computer Vision 2016

Short Papers Proceedings 22 ISBN 978-80-86943-58-9



Face detection could be useful in general and for better
handling of hair—we would use different parameters in
the pipeline around the head, i.e., for hair, than every-
where else. Correct hair selection is probably the best
area to further improve our work.

Further, our application benefits from any improvements
in skin detection, edge-preserving blur, or bokeh simula-
tion.
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ABSTRACT
3D mesh of human body is the foundation of many hot research topics, such as 3D body pose tracking. In this
topic, the deformation of the human body mesh has to be taken into account because of various poses of the human
body. Considering the time cost of the body deformation, however, it’s impractical to adopt a high resolution body
mesh generated from scanning systems for the real-time tracking. Mesh simplification is a solution to reduce the
size of body meshes and accelerate the deformation process.
In this paper, we propose a mesh simplification algorithm using deformation saliency for such deformable human
body meshes. This algorithm is based on quadric edge contraction. The deformation saliency is computed from
a set of meshes with various poses. With this saliency, our algorithm can simplify the 3D mesh non-uniformly.
Experiment shows that using our algorithm can improve the accuracy of body pose simulation in the simplified
resolution compared to using classical quadric edge contraction methods.

Keywords
Mesh simplification, Deformable human body mesh, Deformation saliency.

1 INTRODUCTION
Nowadays, 3D human body tracking is a hot research
topic [Bog15, Baa13, Wei12, Gan10]. In this topic, 3D
body mesh is a basic structure. Generally, the input of
3D body tracking is a sequence of depth images cap-
tured by depth cameras. A body mesh in an initial pose
is selected as a template mesh. The template mesh is
deformed to different poses according to the real-time
input frames. The body mesh is defined as the combi-
nation of a point cloud and a set of triangulated faces.
The faces cover all the points and there is no overlay
between any two faces. Typically the 3D mesh is ob-
tained from a multiple depth-camera scanning system
or a laser scanning system. The mesh generated by
these scanning systems is in very high resolution, con-
taining tens of thousands of vertices and faces, such as
the CAESAR dataset. Nevertheless, 3D human body
tracking is required to be real-time, so the body mesh
in such high resolution is not suitable for the real-time
tracking. Reducing the mesh resolution, i.e., the num-
ber of vertices and faces of the mesh is necessary.

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

In this paper, we focus on the mesh simplification for
such deformable human body object. We adopt the
deformable human body model proposed by [Ang05].
The body meshes of SCAPE model are from the
CAESAR dataset. The mesh standing in the "A" pose
(shown in Fig.1) is selected as the template mesh and
other meshes contain various poses of the same person.
All the meshes have the same number of vertices,
which have been registered. In different meshes, the
topologies of triangulated faces are also the same. The
human body is partitioned into 16 parts, containing
head, chest, torso, arms, hands, legs and feet. The
motion model of SCAPE describes two kinds of de-
formations of human bodies: the rigid transformation
and non-rigid deformation. The rigid transformation
matrices show the global transformation of an integral
body part. For all the vertices in the same body part,
their rigid transformation matrices of a certain pose are
the same. The non-rigid deformation matrices indicate
the change of muscle, skin and ligament in different
poses. These matrices are unique for each face. Ap-
parently, there are much more non-rigid deformations
at joints or muscular regions than other body regions.
Therefore, in simplification more vertices in these
special regions should be preserved to simulate the
non-rigid deformation more accurately.

However, there is a drawback of the traditional mesh
simplification algorithms when they are applied to such
deformable meshes: they always simplify a 3D mesh
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uniformly or based on geometric features, which means
that more vertices will be kept in some geometry-salient
regions, like fingers and face of the human. This may
lead to very few vertices remaining in the highly non-
rigid deforming regions. Hence, our purpose is to dis-
tinguish the highly non-rigid deforming regions, and
keep more vertices in these regions when simplifying
the body mesh.

Based on the quadric edge contraction (Qslim) [Gar97],
we developed a mesh simplification algorithm guided
by deformation saliency. In our algorithm, we com-
pute the deformation saliency for every vertex in the
template mesh from the SCAPE pose database. Be-
sides the deformation saliency, we also introduce a dis-
tance balancing item to avoid the over-contraction. Our
method can simplify meshes region-specifically accord-
ing to the non-rigid deformation levels. Experimental
result shows that using our simplification method, the
deformed result is more accurate than that using the Qs-
lim.

This paper is organized as following. Section 2 intro-
duces the related work. Section 3 discusses our method-
ology. Section 4 analyzes experimental results and
compares the proposed method with the prior studies.
Conclusion is drawn in Section 5.

2 RELATED WORK
Mesh simplification aims to reduce the number of ver-
tices of a 3D mesh, meanwhile preserving the shape of
the mesh as accurately as possible. To this end, the
Quadric Edge Collapse Decimation (Qslim) was pro-
posed by [Gar97]. In their paper, each vertex of the
mesh was associated with a quadric error matrix, which
was defined as the squared distances from this vertex
to the planes of its adjacent triangulated faces. Ev-
ery edge had a contraction cost based on its potential
contraction-target vertex and the quadric error matri-
ces of its two endpoints. Iteratively the edges with the
minimum contraction costs were contracted to the op-
timal target vertex which could minimize the contrac-
tion costs. The contraction costs for all related vertices
would be updated in each iteration.

One trend to improve the mesh simplification method
is to reduce the running time. Using GPU is a common
way to speed up the computation. [Sho13] proposed a
CPU-GPU combined algorithm, which has the lowest
computational cost compared to all the other methods
just running on CPU. Some methods like [Cam13] con-
sidered both accuracy and simplicity to obtain the op-
timal simplification result. Another multilevel refine-
ment method was proposed in [Mor14], which com-
bined a Laplacian flow to the high resolution mesh.
This method can locate the most appropriate regions to
be contracted in different refinement levels, which took
into account both accuracy and speed.

Another trend to improve the simplification is to
keep more details. Mesh features are used widely in
the related work. More vertices in the regions with
prominent features will be preserved. For example,
mesh curvature is a common feature used in the prior
studies [All03, Lee05, Wan11, Yao15] . [All03] in-
troduced curvature directions to represent the intrinsic
anisotropy of the mesh geometry. In [Lee05], mesh
feature was defined as a center-surround operator on
Gaussian-weighted mean curvatures. In [Wan11],
by measuring the curvature, the authors proposed
a method to perform coarse simplification in flat
regions and fine simplification near creases and corners
respectively. [Yao15] adopted the discrete curvature to
modify the Qslim method.

Besides curvature, there are many other saliencies used
for mesh simplification. [Tol08] introduced accelera-
tion and deceleration of vertices as saliency for sim-
plification of dynamic meshes. [Zha12] identified vi-
sually important regions by points sampling method
to keep the mesh saliency. [Pey14] reduced the num-
ber of vertices by Possion disk sampling based on fea-
tures such as sharp edges or corners, and re-meshed
vertices along the detected feature lines. In [Pel14],
Pellerin et al. applied Centroidal Voronoi optimiza-
tion to simplify the mesh and merged features for the
mesh with complex contacts. A B-rep feature-based
model was proposed in [Kim14]. [Ng14] developed a
method called half-edge collapsed scheme. They iden-
tified valid decimated edges by the length of the edges
and the difference between every two adjacent faces.
Another distinctive method was proposed in [Van15],
which adopted outgoing radiance functions of the mesh
surface as the mesh feature. In [Ďur15], shape diameter
function was adopted as mesh saliency to extract skele-
ton, which can also be used in mesh simplification.

3 METHODOLOGY
Our purpose is to simplify the human body mesh while
preserving more vertices at joints and other regions
with prominent non-rigid deformations. Given a set
of meshes M of various poses and a template mesh T
of the SCAPE data set, we compute the deformation
saliency along with a balancing weight for each vertex.
Then we iteratively contract a valid edge on the tem-
plate mesh to generate a new mesh T ′ in lower resolu-
tion. The indices of the preserved vertices are recorded.
For the other meshes, the vertices with the same indices
will be kept, so that the topologies of the triangulated
faces of these meshes are the same as that of the simpli-
fied template mesh T ′.

3.1 Deformation saliency
We define the deformation saliency as the Euclidean
distance of the corresponding vertices between the
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Figure 1: The heat maps of saliency values on the tem-
plate mesh. Red means the highest value, and blue
means the lowest value

rigidly transformed template mesh and the mesh in the
target pose, which is also described by the non-rigid
deformation in the SCAPE model. First we estimate
the rigid transformation between the template mesh T
and each mesh MX of pose X in the pose dataset, which
means to calculate the integral rotation matrix for
each body part between mesh T and MX in the global
coordinates. In the SCAPE database, vertices have
been registered across different meshes and partitioned
into 16 body parts. For each body part k, the rotation
matrix and translation vector are denoted as Rk and tk,
respectively. To estimate Rk and tk, we minimize the
following energy function:

Etrans f orm = argmin
Rk,tk

∑
vT

i ,v
MX
i ∈part(k)

‖RkvT
i + tk− vMX

i ‖
2
2

(1)

In this least square function, vT
i is the ith vertex in the

mesh T and vMX
i is the ith vertex in the mesh MX .

By vectorizing Rk and tk, Eq. (1) can be turned into a
system of linear equations, which can be solved analyt-
ically. With the rigid transformation, we can transform
each body part of the template mesh via this equation:

vTX
i = RkvT

i + tk,vi ∈ part(k) (2)

where TX is the rigidly transformed template mesh cor-
responding to the mesh MX .

After generating the rigidly transformed meshes TX in
all poses X , we calculate the Euclidean distance error
between every vertex of TX and its corresponding vertex
of MX . For each vertex, we add up its distance errors
calculated from all the poses X . Then we normalize the
total error and take it as the deformation saliency for
each vertex. Fig.1 shows the saliency values around the
human body.

Figure 2: The red edge denotes the edge with the min-
imum deformation weight and contraction cost; it is
contracted to a new vertex (the red point) which can
minimize the contraction cost; other related vertices are
re-connected to the new vertex.

The vertex with high value of deformation saliency
means there is prominent non-rigid deformation, so in
the simplification its possibility to be preserved should
be larger than other vertices. As the Qslim algorithm
illustrated [Gar97], every vertex holds a quadric matrix
Q, which represents the entire set of planes adjacent to
this vertex. For an edge (v1,v2), the contraction cost
associated to its potential target vertex vt is defined as:

Econtract = vT
t (Q1 +Q2)vt (3)

In this equation, Q1 and Q2 are the quadric matrices of
v1 and v2, respectively. vt is the optimal target vertex
which can minimize the contraction cost Econtract . The
contraction cost indicates the sum of squared distances
from vt to the plane set represented by Q1 and Q2.

Using a couple of weights w1, w2 to represent the de-
formation saliencies of v1, v2, we update the edge con-
traction cost as:

Econtract =
w1 +w2

2
· vT

t (Q1 +Q2)vt (4)

The deformation weight of an edge is defined as the av-
erage weight of its two attached endpoints. However,
an extreme result is that too many edges may be con-
tracted in the regions where vertices have low defor-
mation weights. In this case, very long edges may be
generated; meanwhile few edges are contracted in the
regions where vertices have high deformation weights.
To solve this dilemma, we introduce a balancing weight
for each edge, which is equal to the length of the edge
(v1,v2). The effect of this balancing weight is to reduce
the contracting priority of long edges. By denoting this
balancing weight as d, the edge contraction cost is re-
written as:

Econtract =
d(w1 +w2)

2
· vT

t (Q1 +Q2)vt (5)

Iteratively, the edge with the least contraction cost is
contracted, generating the simplified template mesh T ′.

Fig.2 illustrates edge contraction in a single iteration,
and Fig.3 compares the simplified results with and with-
out the balancing item.
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Figure 3: From left to right: front side of the simplified template mesh with and without balancing item; back side
of the simplified template mesh with and without balancing item. Edges of the meshes are shown explicitly. With
the balancing item, the variance of edge length is 1.53e-04; without it, the variance of edge length is 3.08e-02.
This proves that the balancing item can prevent too long edges occurring effectively.

3.2 Greedy least distance mapping
According to the SCAPE, to build the body deformation
model, vertex partitions and face topologies of all the
meshes should be the same, and all the meshes should
be registered. So we use a greedy least distance map-
ping from T ′ to T to keep vertices registered across dif-
ferent simplified meshes.
Initially, we define the simplified candidates as all ver-
tices of T ′ and the original candidates as all vertices of
T . Iteratively, between the two candidates we find the
mapping vertex pair with the least Euclidean distance,
record the vertex index of this pair, and take them out
from the candidates. All vertices of T ′ are mapped to
distinctive vertices of T . With the mapping record, we
can simplify other meshes via preserving the vertices
with the same indices as in the record. As a conse-
quence, all simplified meshes still contain the registered
vertices and the same body partition.

4 EXPERIMENTS
We conducted the experiments on a subset of the
SCAPE database. We chose 70 body meshes in differ-
ent poses of the same person as the pose dataset. Each
of them has 12500 vertices and 25000 triangulated
faces. In the 70 meshes, the first mesh standing in the
"A" pose was selected as the template mesh. Based on
the pose set, deformation saliency was computed. With
our method and the compared methods, the template
mesh and other meshes were simplified. The number
of faces and vertices were reduced from 25000 to
5000 and from 12500 to 2500, respectively. Then the
template mesh was deformed to other poses. The errors
between the deformed template mesh and the mesh of
the target pose were computed to evaluate the proposed
methods.

Figure 4: The area heat maps of the simplified template
mesh using our method (2500 vertices, 5000 faces).

Figure 5: The area heat maps of the simplified template
mesh using Qslim (2500 vertices, 5000 faces).
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4.1 Area heat map of the simplified result
The visualized comparison between the results of the
proposed method and the Qslim method is drawn in
Fig.4 and Fig.5, which are referred to as the heat maps
of the area of the triangulated faces.

In both figures, the faces are colorized according to the
size of their area: smaller faces have warmer color,
while larger faces have cooler color. That is to say,
red regions have the highest vertex density, and blue re-
gions have the lowest vertex density. Yellow and green
regions have median vertex density.

By observing the two heat maps, we can find that vertex
densities are quite different in the same region across
the results produced by different methods. We know
the head, hands, and feet typically have more geometric
details. Therefore, the Qslim method preserves more
vertices in these regions. On the contrary, it is clear that
we preserve more vertices at shoulders, knees, elbows,
even in chest and thighs; meanwhile we preserve fewer
vertices in the regions like hands, head and feet. This
means that we have more vertices to simulate the non-
rigid deformation at joints and muscular regions.

4.2 Deformation errors
In this section, we measure the deformation errors
between the deformed template mesh and the mesh
of the target pose. Less deformation error means
that the simplification method is more suitable for
such deformable human body mesh to change the
body pose. The detail of the body pose deformation
can be referred to [Ang05]. Besides the 70 meshes
simplified by our method and the Qslim, we also
simplify 10 meshes using the method provided in
the open-source CGAL library for comparison. The
CGAL (http://www.cgal.org/) is a widely-used library
of geometry algorithms. We introduce two criteria to
measure the deformation errors:

1. Vertex-to-face error (v2f)

The vertex-to-face error measures the average squared
distance between the deformed template mesh and the
simplified mesh of the target pose, from a vertex to the
closest face. It is also adopted by the Qslim method
[Gar97]. The vertex-to-face error Ei = (Mi,Mn) be-
tween the deformed template Mi and ground-truth Mn
is defined as:

Ei =
1

|Xi|+ |Xn|

(
∑

v∈Xi

d2
1(v,Mn)+ ∑

v∈Xn

d2
1(v,Mi)

)
(6)

where Xi, Xn are the point clouds in the mesh
Mi and Mn respectively. The distance function
d1(v,M) = minp∈M‖v− p‖ is the minimum Euclidean
distance from the vertex v to the closest face p on the
mesh M. The measurement unit of this error is meter2.

Method v2f error v2v error
Ours(70 poses) 1.08e-09 3.83e-05
Qslim(70 poses) 1.12e-09 4.14e-05
CGAL(10 poses) 1.10e-09 3.93e-05

Table 1: The average deformation errors of our method,
Qslim and CGAL.

2. Vertex-to-vertex error (v2v)

The vertex-to-vertex error measures the average
squared distance from a vertex of the deformed tem-
plate mesh to the closest vertex of the simplified mesh
of the target pose. This metric is adopted in [Bog15].
Based on the previous notations, the vertex-to-vertex
error Ei = (Mi,Mn) is defined as:

Ei =
1
|Xi| ∑

v∈Xi

d2
2(v,Mn) (7)

The distance function d2(v,M) = minu∈M‖v−u‖ is the
minimum Euclidean distance from the vertex v to the
closest vertex u on the mesh M. The measurement unit
is also meter2.

The comparison results between our method and other
methods are shown in Table 1. The average errors show
that our method can reduce the deformation errors in
both metrics. The reduction of the v2v error is more sig-
nificant, which approaches about 8 percent compared to
the Qslim. The results indicate that using our method,
the simplified human mesh can be deformed more ac-
curately than using the Qslim and CGAL.

Fig.6 shows some simplified results of different identi-
ties with the same pose, and Fig.7 shows the pose de-
formation results after simplification for several poses.

5 CONCLUSION
In this paper, we propose a mesh simplification method
using deformation saliency for 3D human pose deform-
ing. Based on SCAPE dataset, we compute the vertex
distance error caused by non-rigid deformation for each
vertex as the deformation saliency. In the template body
mesh we contract the edges with the lowest saliency in
prior. We also add a balancing weight to avoid gener-
ating too long edges caused by over-contraction. Our
method shows better performance of body pose defor-
mation compared to the Qslim and CGAL algorithms.
Similarly, our method can be also applied to simplify-
ing the meshes of other deformable objects for pose de-
formation.
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Figure 7: The first row shows some original meshes of different target poses; the second row shows the simplified
results of these target poses; the third row shows the deformed results from the simplified template mesh to these
target poses.
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ABSTRACT
This paper describes a method for registration and tracking of deformable objects from points clouds taken from
depth cameras. Our method uses a reference model of the object in order to detect rigid and deformed regions
in the input cloud. It is based on the fact that deformed objects normally have areas that are not affected by the
deformations. These parts are found iteratively allowing to register the object using a chain of rigid transformations.
Deformed regions are detected as those that do not satisfy rigidity constrains. Results show that correspondences
of points belonging to both rigid and deformed regions can be accurately established with the reference model even
in cluttered scenes.

Keywords
3D Tracking, Deformable Object Recognition, Depth Camera

1 INTRODUCTION

The research presented in this paper is motivated by
the need to detected deformations in elastic volumes for
augmented reality applications and mechanical simula-
tions. The field of computer vision already presents im-
portant advances in the tracking of non-rigid surfaces
using monocular images [?]. These methods are usu-
ally based on geometric constraints applied to the ana-
lytical models of the objects to be detected. These mod-
els define the deformable objects as surfaces, and seek
for results that are visually attractive. However, their
physical behaviour involves properties such as elastic-
ity, which affect their mechanical behaviour that cannot
be well modelled with the cited techniques.

In the last years a great research effort has been done
in the field of 3D reconstruction and object tracking
thanks to the emergence of commodity depth cameras.
They can give depth information for image pixels, usu-
ally using infrared technology. These kind of devices
are particularly appropriate for the problem stated in
this work as they allow to obtain a point cloud repre-
sentation of the scene easily in real-time.

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

The basis of 3D object recognition involves finding a set
of correspondences between a known reference object
and the reconstructed scene. This problem is ususally
solved under rigidity assumptions that allows register-
ing the scene using an euclidean transformation. How-
ever, in the case of deformed objects the complexity of
the problem increases as there is no a unique transfor-
mation that registers all the scene points with the refer-
ence.

In this work we pose the problem of deformable object
registration as a recursive rigid registration problem. In
our approach non deformed parts of the model are it-
eratively registered, representing the scene as a chain
of rigid transformations. As a result points correspond-
ing to deformed regions can be precisely detected and
matched with the reference object in a straightforward
manner. The main contribution of this method mainly
relies on its simplicity which enables fast and robust
implementations.

The paper is organized in four main sections: the "Re-
lated Work" section introduces the reader in the state
of the art and develop tools, the "Method Overview"
presents the execution pipeline of the method, the "Re-
sults" section is where are performed and discussed
the data obtained, and "Conclusion and Future Work"
shows the conclusion reached and open the following
step in the investigation line.

2 RELATED WORK
The registration of 3D scenes is a well known problem
that can be defined as the alignment of two different
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point clouds representing the same scene. The emer-
gence of depth cameras, such as Kinect, has spawned
new interests in this line during the last years. One of
the most representative works in this area was devel-
oped in [?] describing the techniques that are nowadays
most used to register 3D objects. The main contribu-
tion of this research was a representation of objects as
point clouds based on 3D feature histograms [?]. This
representation describes the local geometry of object
points relative to their neighbourhood that can be used
to match point correspondences between different re-
constructions. The work resulted in an open source li-
brary called Point Cloud Library (PCL) [?].

Most of the research works, like [?] and [?], assume
rigid conditions for the objects to be scanned. Under
this assumption point clouds can be aligned using a sin-
gle euclidean transform. The most common registration
techniques rely on the use of 3D keypoints detectors
and descriptors in order to get correspondences that al-
low to find the transformation.

Some 3D detectors have been developed inspired by 2D
image detectors like SIFT [?]. For now, a small set of
detectors has been proposed specifically for 3D point
clouds and range maps being ISS [?] and NARF [?] the
most representatives.

Concerning descriptors, a commonly accepted taxon-
omy divides the descriptors in local, such as 3DSC [?],
FPFH [?] or SHOT [?]; and global, as CVFH [?], ESF
[?] or VFH [?]. Local descriptors are calculated for
individual points being suitable for handling cluttered
scenes and partially occluded objects. Global descrip-
tors encode the object geometry, having higher invari-
ance and being more descriptive. They are very suitable
for the retrieval and classification of objects with poor
geometric structure.

There are also very relevant advances in the registration
of 3D scenes containing deformable elements. Works
like [?], [?] or [?] illustrate cited procedure based on
iterative minimization techniques. The input data is
aligned with the reference model by minimizing an en-
ergy function that depends on various geometrical con-
straints. The main problem of these kind of methods
is the existence of local minima in the objective func-
tion that cannot be always avoided. Method described
in [?], simultaneously solves correspondences between
points on source and reference clouds using an energy
function that penalizes huge deformations and favours
rigidity and consistency. The method implements a
graph of nodes, whose nodes are chosen by uniform
sampling, and each node have influence over the de-
formation of the nearby nodes. The computational cost
is exponential with respect to the nodes and depends on
the resolution used to generate the graph. The approach
presented in [?], implements non-rigid reconstruction
pipeline on the GPU and his approach include a custom

Figure 1: Detection Flow Diagram has 3 phases (Model
Initialization, Rigid Detection Pipeline and Non-Rigid
Pipeline).

RGB-D camera. The deformations between two scans
are given by ARAP framework [?] that measures defor-
mations existing between a pair of meshes. This type of
registration is not useful when the goal is to detect de-
formations, because they perform deformations in the
corresponding representation during the input data ag-
gregation process.

Our method, unlike [?] or [?], is not based on iterative
minimization frameworks. Instead we rely on simpler
point correspondences that, besides simplicity, allow to
avoid local minima as we can directly obtain the in-
volved transformations once point correspondences are
found.

3 METHOD OVERVIEW
The method proposed is designed to detect the defor-
mations on the surface of the object. Given a refer-
ence model and the objects found in the scene, the
method detects correspondences between the reference
model and the model found in the scene, including un-
deformed and deformed regions. Figure 1 illustrates,
the detection flow, divided in three phases. In the first
phase, the reference model is initialized; in the second
phase, the rigid regions considered as undeformed re-
gions are detected; in the third phase, the non rigid
regions considered as deformed regions are detected.
The internal representation of the real world is based
on point clouds, without edges.

In the initialization phase, the 3D keypoints of the
model and their descriptors are computed from its point
cloud representation. With the reference model initial-
ized, the tracking is performed using a sequence of 3D
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scans of the state of the scene as input. In the rigid de-
tection phase, following the same procedure as in the
initialization, the keypoints and descriptors are com-
puted from the point cloud of the scene. Once the
3D keypoints and descriptors are computed, the key-
points are matched between the reference model and
the scene, based on their descriptors information. Then
all the correspondences are grouped in order to clus-
ter the set of correspondences into instances that are
present in the scene. An instance is defined as a sub-
set of keypoints of the reference model matched with
scene keypoints that satisfy a geometric consistency
with the reference model. The best instance is used
to calculate a rigid transformation to seek points cor-
responding to undeformed regions. With all the unde-
formed regions, the non-rigid detection phase is started
with the non-matched points from the previous phase
as input. Points of deformed regions are transformed
with the best rigid transformation obtained in the previ-
ous phase. After applying the transformation, a radius
search is executed to find for each non-matched point
of the reference model the corresponding point in the
scene.

The following subsections explain the phases in more
detail.

3.1 Model Initialization
The reference model is represented as a point cloud. It
can be loaded from a CAD or captured from a 3D scan-
ner, provided that it is undeformed. The initialization
process consists in the selection and computation of a
set of keypoints and their descriptors from the cloud.

In order to obtain a good representation which enables
a stable tracking, it is important to perform a proper se-
lection of keypoints. There are well known detectors
such as ISS and NARF which use the gradient of the
surface around the vicinity to detect representative key-
points. Although there are good candidates to perform
the matching of rigid surfaces, they are not appropriate
to deformable models because the surface gradient is
not invariant.

For this reason, a uniform downsampling is used in or-
der to obtain the keypoints. Although this approach is
not the best choice for rigid models, it works well with
deformable models since it ensures a good distribution
of keypoints along the surface of the object.

Once keypoints are selected SHOT descriptors are used
to define each keypoint. SHOT descriptor shows a good
balance between recognition accuracy and time com-
plexity [?]. The SHOT descriptor encodes information
on the topology of the surface in an area that stores in-
formation about the neighbourhood of a point. The area
is divided into 32 bins, with 8 divisions along the az-
imuth, 22 along the elevation and 2 along the radius.

Figure 2: a: Reference model with all points as key-
points b: Scene that contains the reference model sam-
pled with uniform downsampling to choose the key-
points. The keypoints are colored in blue.

Figure 3: Two possible transformations corresponding
to two instances of Fig.2(a). The purple transformation
fit better than the brown transformation.

3.2 Rigid Detection Pipeline
The rigid detection pipeline starts with extraction of the
keypoints and descriptors of the scene. This process is
done using the same method as in the model initializa-
tion, i.e. using a uniform downsampling. But, in this
case the frequency of the sampling is lower because of
performance reasons (Figure 2 ).

Once the 3D keypoints and descriptors are computed,
the descriptors are used in order to match the keypoints
of the current scene and the keypoints of the reference
model. All the correspondences obtained are grouped
into subsets or instances. These instances are built en-
forcing geometric constraints between pairs of corre-
spondences [?]. If there are not enough matches to
allow a correspondence grouping, the scene is down-
sampled again iteratively increasing the sampling fre-
quency.
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After obtaining the set of instances, a rigid transforma-
tion is obtained from the instance with the higher num-
ber of correspondences (see Figure 3). The rigid trans-
formation is computed as in [?]. It can be computed
with a minimum of three points to obtain the position
and orientation with 6 DOF.

This result is used to partially register the scene with
the reference. However, points not belonging to the se-
lected instance may still not be aligned if the scene has
deformations. In order to detect this situation an inlier
test is performed using the distance between the points
of the partially registered scene and their correspon-
dences in the reference model. For points classified as
outliers the registration process is executed again itera-
tively. This approximation is very effective to represent
those deformations which can be expressed as chain
of rigid transformations. The iterative process stops
when a maximum number of iterations is reached, or a
fixed percentage of correct matches is obtained. These
thresholds are configured depending on the particular
problem domain, the number of deformations and the
result of the deformation.

3.3 Non-Rigid Detection Pipeline
When the stop criteria is reached, the non-rigid detec-
tion phase begins with the non-matched points from the
rigid detection phase as input. In this phase, the trans-
formation of the best set of correspondence grouping is
used to register deformed points near from correspond-
ing points in the scene. So, this transformation is a first
approximation to the place where finally the deformed
points could be localized in the scene.

With the first approximation performed, a radius search
is executed for each non-matched point. The search
is based on a threshold used as max distance between
each reference model point and its corresponding scene
point. The point of the scene closest to each searched
point of the reference model, is taken as correspondence
of the point. In addition, only non-matched points of
the reference model and scene are used for the phase of
non-rigid detection. The rest of the points are not tak-
ing into account for this phase. It improves the point
search time and reduces the possible false positive in
the matching process.

4 RESULTS
In this section we present a set of three experiments that
show the results obtained using the proposed method.
The experiments are divided into two groups: syn-
thetic experiments that measure the accuracy and per-
formance of the proposed method under controlled con-
ditions using cad models, and not synthetic experiments
that are focused to evaluate the method using models
and scenes obtained with depth sensors. The solution
used to obtain the models and scenes to the last group

Figure 4: a: Reference model without deformations b:
Detail of the candidate region to be deformed corre-
sponding to the model c: Detail of the deformed region
corresponding to the model

is Structure Sensor for mobile devices [?] with a sim-
ple 3D scanner. For all the experiments, only the point
cloud corresponding to the vertices of the models and
scenes are used in the method.

The experiments have been performed in a computer
with Intel Core i5 3.2GHz, 8 GB of RAM DDR3
665MHz and Windows 8 64 bits operative system.

4.1 Synthetic Experiments
In the first experiment, the performance is evaluated us-
ing the model in Figure 4 (a). The model has 11798
points. The same model with a translation in one axis
and two rotation in different axes is defined as model to
be detected, so that the two models are misaligned. The
aim is measuring the used time in the different detection
tasks. The five main task involved in the process of de-
tection are normal computation, sampling, descriptors
computation, correspondences computation and corre-
spondence grouping. Figure 5 shows the times for the
different tasks against the sampling factor. The sam-
pling factor is steadily reduced by 20% in each test,
thereby increasing the number of keypoints used for the
detection process.

The main execution time corresponds to the correspon-
dences computation task. The normals computation
task and the sampling task are constant with very
low cost in terms of time. Moreover the descriptors
computation, correspondences computation and cor-
respondence grouping tasks increase proportionally
to the number of points and therefore inversely to
sampling factor.

For the second experiment, the model with the defor-
mation in Figure 4 is inserted in a cluttered scene (see
Figure 6). The scene is translated in one axis and is
rotated twice in different axes to produce a misalign-
ment with the model. Different level of noise is applied
to each dimension of the 19836 points (see Fig6(a,b)).
The noise has a uniform distribution between -1 and 1
that is multiplied by a maximum displacement for each
intensity level of noise.
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Figure 5: Time of five main task involved in the process of detection

Figure 6: a: Original Scene (without noise) b: Scene
with random noise in the vertices

Figure 7 shows the characterization of the different
points in rigid or non-rigid region. The 0 column is
the reference case with 11579 points corresponding to
the rigid region and 189 point corresponding to the non-
rigid region. The classification errors measure the num-
ber of points incorrectly classified respect to the refer-
ence case. The max displacement of each level of noise
introduced to the scene is a percentage of the unit world
(average distance of all points to its closest point) fixed
in 0.0060702.

In most cases, the characterization of the point in rigid
or non-rigid is correct and hence the matches are cor-
rect. Only the case with the 18% of the max displace-
ment of the noise presents high classification errors,
however the obtained matches are correct. Thereby the
characterization of points which are wrong classified is
incorrect but the matches obtained are correct.

The experiments with random noise demonstrate how
robust the method is. While the models preserve the
surface, it is possible to determine the deformation be-
tween the reference model and the scene with a reason-
able error due to the noise.

Figure 7: Characterization of the scene (Fig.6(a)) points
in rigid or non-rigid with different percentage of word
unit (0.0060702) used as max distance in each level of
noise

4.2 Not Synthetic Experiments
The next set of experiments are performed to identify
deformations using Structure Sensor to capture the ref-
erence model and the scene. The reconstructions ob-
tained present noise but preserve the topological infor-
mation of the object upon which the detection will be
run. The following set of experiment is performed un-
der the cited assumption.

As a general rule for the figures in the section, the green
model represents the reference in the experiments. The
blue lines, show a representative subset of the corre-
spondences detected. A representative number of cor-
respondences, and not all, are drawn for better visual-
ization of the correspondences in the experiments.

Figure 8(a, b) shows the acquired pillow model used as
reference. In this case a soft pillow is used. On the other
hand, Figure 8(c,d) shows the second acquired pillow
model with a deformed region produced by a force ap-
plied in the centre of the pillow.
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Figure 8: a,b: Reference model without deformations
c,d: Model with deformed regions e: Reference model
with the deformed region in red color and undeformed
region in green f: Rigid correspondences f: Non-rigid
correspondences

The method detects the deformed and undeformed re-
gions (see Fig.8(e)), using as input the pillow reference
model from Figure 8(b) and the second model from Fig-
ure 8(d). For each point of undeformed region (see
Fig.8(f)) and for each point of deformed region (see
Fig.8(g)), the correspondences between reference and
the model are calculated. The green points of the pillow
in Figure 8(g) represent the points of the scene detected
as corresponding points of the deformed region. The
execution time is about 4.55 second using 2067 key-
points of 10336 points of the reference model and 2654
keypoints of 10380 points of the second model.
Using the same reference model as in the previous
experiment, the experiment is performed in cluttered
scene (see Fig.9(a,b,c,d)). Figure 9(a,b) shows the state
of the scene before the pillow deformation, and Figure
9(c,d) shows the state of the scene after the pillow de-
formation performed in the centre of it. The reference
model has been segmented from the reconstruction ob-
tained in Figure 9(b).
The distinction between deformed and undeformed is
displayed in Figure 9(e). The point matching for unde-
formed regions are shown in Figure 9(f) and the de-
formed regions in Figure 9(g). The execution takes
about 5.48 seconds using 2425 keypoints of 6015 points
of the reference model and 2926 keypoints of 14478
points of the scene.

4.3 Discussion
The sampling for the model and the scene directly in-
fluences in the time execution and in conjunction with
the threshold used in the rigid detection pipeline are
main sensible parameters. Both determine the good-
ness of the result and depend on the resolution and on
the characteristic topology of the reference model. Bad
parametrization of the values produces bad characteri-
zation of the some points like deformed points, but nev-
ertheless the match between the reference model and
the scene is good.
The proposed method does not work with full deforma-
tion or greatly exaggerated deformations and fails if it is

Figure 9: a,b: Reference model without deformations
in a cluttered scene c,d: Model with deformed regions
in a cluttered scene e: Reference model with the de-
formed region in red color and undeformed region in
green f: Rigid correspondences f: Non-rigid correspon-
dences

folded upon itself. It is necessary a region undeformed,
large enough compared to the reference for searching
the possible deformed regions. Also fails with mod-
els that are not topologically characterizable or without
enough surface characterizable. An pragmatic example
of this case is a sphere. It is impossible to know which
points have been exactly deformed because any section
of the surface is identical to any other section of the
sphere.

When the objects present joints also can be approached
as a chain of transformations (see Fig.10). In Figure
10, the reference model has two deformation produced
by two rotations in two different parts of the humanoid,
one in the waist and other one in the left elbow of the
humanoid (see Fig.10(a,b)). In Figure 10(c), the two
deformations respect to the reference model are de-
tected and their corresponding points are matched in
Figure 10(d).

In general the execution time is less than 1 second when
the sampling factor is not too small and it increases the
number of keypoints in the detection process. Thereby
it might be possible the real-time execution, selecting
the suitable values for the sampling factor and rigid de-
tection threshold.

5 CONCLUSIONS AND FUTURE
WORK

In this paper, we have presented a 3D registration
framework for deformable object tracking that can
easily detect rigid and deformed regions. We propose
the use of correspondence grouping that allows to
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Figure 10: a: Reference model without deformations
b: Model with deformed regions c: Reference model
with the deformed region in red color and undeformed
region in green d: Non-rigid correspondences

obtain a chain of rigid transformations for undeformed
regions. This solution allows detecting deformed
regions in a straightforward manner using a simple
radius search. By this way, each point of the deformed
region is matched with the closest point in the reference
scene.

Unlike the solutions found in the state of the art, our
approach relies in a simple 3D point correspondence
strategy that allows converging fast and at the same time
avoiding local minima.

Experiments have shown that the method behaves prop-
erly in cluttered scenes and it is particularly suitable
for point clouds captured using commodity depth cam-
eras. Moreover, the set of experiments performed in
an uncontrolled environment proves the validity of the
method. The method make it possible to isolate the
undeformed regions and search for the deformed re-
gions. Additionally, the set of experiments concerning
to the chain of deformations shows that it can be suit-

able to obtain a chain of rigid transformations wherever
needed.

As future work it is planned to extend the method
integrating a frame-to-frame tracking strategy. This
would allow to get a more stable and faster conver-
gence, avoiding to compute in each frame all the point
correspondence grouping. Moreover it would also
make it easier to filter the input cloud detecting more
outliers.

Finally, the work exposed is the first step in the devel-
opment of a system for modelling elastic objects us-
ing physical mass-spring simulation techniques. Once
completed, the registration could be further improved
introducing mechanical constraints to the proposed in-
stance grouping algorithm.
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ABSTRACT
As the missing link between designers and engineers, we introduce a new abstract modeling approach for
computer-aided design systems. In contrast to existing solutions, our strategy is less geometry driven and less
based on low-level aspects like control points or mesh elements. Instead we operate on the idea of a hierar-
chical modular concept with abstract components like categories, parts and the features relations. The whole
surface structure of the model is composed of abstract areas represented by meshes. This allows designers with-
out engineering background to concentrate intuitively on the form finding process as they easily model abstract
components and automatically generate high quality CAD-freeform equivalents suitable for computer-aided man-
ufacturing. During the phase of construction, we focus on the designers intent and guide him through this process
to enrich the model with semantic information. The goal is to describe the models structure, such that the auto-
matically generated freeform surfaces not only meet correct geometry but also mirror the internal configuration
of the model. Compared to common practice where design changes and updates lead to the reconstruction of the
whole model, our system accomplishes these kinds of alterations automatically, based on the hierarchical model
configuration, derived from the designers intent. So our approach of an abstract modeler is much faster, closes
the gap between creative design changes and technical model construction and captures this in one contemporary
system and workflow.

Keywords
Computer-Aided Design (CAD), Computer-Aided Manufacturing (CAM), Geometric Modeling, Interaction Tech-
niques, 3D Modeling, Class A Surfacing, Shape Design, Object Representations

1 INTRODUCTION
Designing and manufacturing a product incorporates
various tasks to be performed by professionals with
partly very divergent backgrounds. These can be
roughly classified into designers with creative minds
on the one hand and engineers with technical expertise
on the other hand.

Designers, who are responsible for form finding, often
refuse technologies like splines and NURBS. So they
usually rely on 2D-sketches, real clay models or virtual
mesh models of the object they are creating.

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

- CAD construction based on mesh model
- CAD construction based on laser-scan
- Direct CAD construction based on sketches

Construction (engineer)
- Refine and adjust model
- Enhance surface quality
- Feed model into milling machine, deep 
  drawing etc.

Explore model quality

- Export mesh-model (conversion)
- Mill real clay model
- Throw away model, start new sketch model

Styling (designer)
- Clay model
- 2D sketches
- Virtual mesh model

Digitize shape: „strake“ 

- Curvature plots
- Lightlines etc.

Alter design

Class A Surfacing (engineer)
- Replica of model by engineer
- Complete CAD construction
- Incorporate construction issues

Figure 1: Common design / CAD workflow
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Engineers have to transfer the model into a manufac-
turable model in a further step. Based on a real clay
model or sketches, the whole technical CAD-model has
to be created. In the case of a virtual mesh model
one has to state that meshes can not provide a suitable
mathematical surface quality, thus a CAD-replica of the
shape is also necessary.

So for all of the usual design approaches, a hand-crafted
recreation of a whole model into a freeform surface
representation is everyday business and of course very
time-consuming. Even more serious is the problem
when a designer wants to alter the shape of a model
afterwards and the engineer has to rebuild the whole
freeform model again. Reverse eingineering in differ-
ent process steps became mandatory [Sok05]. The me-
dia disruption between a model created by a designer
and the one formed by an engineer and its impact to the
overall workflow is depicted in figure 1.

The task to overcome the media disruption is either to
teach an engineer a creative mind or to provide design-
ers a suitable modeling tool for designing and produc-
ing a manufacturable model simultaneously. The goal
of our approach is the latter one, providing the designer
an intuitively usable tool which guides him through the
modeling process and tries to capture the design in-
tent. Since neither meshes nor spline representations
are suitable for a designer to simultaneously shape the
desired object and create a manufacturable model, a
combined or hybrid approach is necessary.

The idea is to build a system which allows modeling on
a less detailed but hierarchical abstraction level. The
model will both cover a mesh model and a spline rep-
resentation but neither of them will be modified di-
rectly in the sense of low level polygonal transfor-
mations, control point movement, degree selection or
parametrization changes. This kind of construction is
too much a low level approach and distracts the de-
signer from his main task, namely to find the overall
shape of the object.

Instead we provide the user with an abstract surface
model consisting of abstract surface areas, hierarchical
dependencies and enrich this model with semantic in-
formation which will be queried from the user or can
implicitly be derived from the context (i.e. the used
construction tool, moment and region where and when
it is applied). Topological operations will not be per-
formed on meshes or spline surfaces, but on an abstract
level containing adjacency between abstract areas freed
from low level aspects like mesh consistency or curva-
ture continuous transitions.

Based on this abstract model, a mesh surface for pre-
view purposes will automatically be generated deliver-
ing a fast feedback. In contrast to a usual mesh model,
additional sematic information, design intents etc. are
still stored in the abstract model. After some iterations

Hybrid Model (designer)
- Virtual abstract surface model 
  containing geometric and semantic
  information
- Generated by using given toolset
- Use meshes for preview, generate 
  CAD model on demand

Alter design

- Use given virtual toolset
- Change given model 

Construction 
(engineer)
- Refine and adjust model
- Enhance surface quality
- Feed model into milling 
  machine, deep drawing  
  etc.

Explore model quality
- Curvature plots
- Lightlines, etc.
- Verify structure of model

Figure 2: Intended design / CAD workflow

of design changes and form finding, this information
can be used to automatically create a class A surface
model which can be used as input for the construction
phase.

Eliminating the media disruption between the design-
and the manufacturing-model (i.e. designing and con-
structing in a joint hybrid model) the overall workflow
can be simplified substantially, as shown in figure 2.

2 MODELING CONCEPTS AND
TECHNOLOGIES

Modeling objects using virtual construction tools ba-
sically allows three conceptually different approaches.
The first one are mesh-modelers, providing the gen-
eration of simple geometric shapes. Another solution
are CAD-construction tools using freeform surfaces for
class A surfacing. The third concept are solid model-
ers, focussing on solid primitives, building constructive
elements. In any of these configurations a designer and
an engineer still produce the before mentioned media
disruption.

Most CAD/CAM tools focussing on the media dis-
ruption between design and construction phase try
to simplify and automate the conversion between the
generally used representations. This also holds for
3D sketching approaches like in [Zel06] or [Die04].
These systems are trying to guide the designer through
a model finding process, but still require a conversion
of the design- (i.e. the sketches) into a construction-
model. Using a converter is of course much faster
than hand-crafting the model again for construction,
but converters often demand adaptions after every
conversion. Additionally with every conversion,
valuable information get lost. Converting from a
design-representation to a construction model, design
intents and specific shapes can be sacrificed for tech-
nical restrictions. Converting a construction model
into a design model often causes a loss of structural
information.

To recover these informations various startegies are pur-
sued, e.g. shown in [Han00]. Reverse engineering ap-
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proaches traverse the history-tree or -graph and thus all
recorded modeling operations and interpret their con-
stellation to extract valuable meta information from it.
But this requires an expressive tree- or graph-structure,
holding the desired intent. Hint-based solutions analyse
geometrical characteristics which also only qualify for
capturing geometrical features. Knowing the pure fea-
tures without any context is insufficient knowledge to
create an overall view of the designers purposes. More-
over, relations are often not cosidered.

Concepts like [Li10] divide the whole modeling ar-
rangement into smaller sub-parts to find symmetries
which makes it easier to detect features and the design
intent. Conceivable is also to split the history tree into
little pieces too. The limitations of history-trees is the
fact that they map a chronological sequence. In con-
trast, our idea is independent from the order of the op-
erations by just using the structural and hierarchical in-
formation.

Establishing a modeling methodology like [Bod14]
with advanced rules, predetermining the sequence
of types of operations during the modeling process,
lead to a clearer history-tree and a better mapping of
relations between elements and thus to better condi-
tions for mentioned intent recognition approaches. But
this methodology still requires a strong contribution
of the designer and is less technology driven like
the strategy of [Ald12] and [Dor13]. These attempts
demand the designer to make annotations, describing
their design intent which is helpful in further modeling
steps especially for other designers, working with an
unfamiliar model. Unfortunately these annotations are
interpreted by human beeings and not by a machine.

Machine-interpretable technologies to capture the de-
sign intent are given in [Kim06] by reasoning which is
ontology-based. Spatial relationships can be stored in
a relational model. But the focus here lies on assembly
design which is difficult to adapt to classical product
design issues.

During the evolution of CAD systems, different gen-
erations and paradigms emerged, dealing with the cap-
turing of design intents in the broadest sense, e.g. pre-
sented in [Tor10]. Parametric technologies and feature-
as well as history-based systems in solid modelers are
the fundamental idea, capable to describe the model
precisely enough to map geometrical relations and de-
pendencies. One of the major drawbacks is the steep
learning curve. Direct or also explicit modeling tools
have the advantage of beeing very simple, easy to learn
and fast. But the absence of a construction history and
missing relations require reverse engineering to capture
features and design intents.

So today vendors tend to incorporate both approaches
to hybrid solutions in its literal sense. That means
that these concepts are not completely combined. In-

stead they often operate synchronously where the de-
signer can switch between them like in Siemens NX
and SolidEdge. PTC Creo Parametric also allows the
adding of constraints to the model during direct model-
ing. But our goal is to create high quality freeform sur-
faces straight from the explicit modeling object. Other
professional software like Autodesk Fusion 360 pro-
vide tools like snapping which allows the user to cre-
ate the freeform surfaces directly on the mesh but still
being a time-consuming low-level attempt. Declared
converters like Kontenpunkt PointMaster produce cor-
rect freeform surfaces but neither capture the design-
ers intent nor provide an internal model structure that
is suitable for production without further handwork.
Solid modelers like SolidWorks provide very nice in-
ternal structures of the model, containing defined rela-
tions between parts. They also provide precise shapes
of primitives based on implicit representations which
are previewed by meshes. Their weak spot is the re-
striction to fairly simple surfaces based on the solids.
So creating a real freeform surface with a solid model-
ing tool is very challenging.

To construct our system, we borrow ideas from each
of these approaches. We use meshes for preview, para-
metric surfaces for construction models and an internal
structure of abstract regions that are aligned and interact
very similar to a solid modeling concept. This tool will
allow arbitrary surface shapes, explicitly modeled in-
ternal dependencies and hierarchies built by a designer
with limited technical skill or interest. The goal of our
approach is to guide and help the designer to intuitively
find the form or shape of an object. Simultaneously we
need to establish the preconditions that allow an auto-
matic retrieval of construction data, namely a high qual-
ity CAD model covering both the shape and internal
structure (part groups, hierarchy etc.).

3 ABSTRACT MODELER
Our abstract modeler is an extending modeling
paradigm which is theoretically transferable to vari-
ous modeling systems. We integrated our technical
implementation into the CAD-system Rhinoceros 5
as a plug-in. We used the existing surface represen-
tations and tools as low-level objects and operations
respectively and created our own high-level objects
and operations upon them. In this section we introduce
the basic concepts of our paradigm and describe the
structure of our solution by an exemplarily workflow.

3.1 Modeling Elements
Meshes are consistent structures where the features are
characterized by an absence of mesh elements or by
a specific geometry or constellation of vertices. That
means that features in a common mesh are not just in-
tegrated into the whole construct, they are melded into
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the mesh. Freeform surfaces expose their features in a
similar manner. They are defined by the mathematical
representation of the surfaces and finally a geometrical
declaration. Features in both technologies basically do
not differ from the rest of their object, as the border be-
tween a feature and the rest of the model is fluent. An
automatized way to identify a feature would be very ex-
pensive as they have to be retrieved afterwards by using
complex algorithms. And there is no guarantee that all
features and the hard boundaries between a feature and
the rest of the model will be found.

Nevertheless our system is based on the idea of a mod-
ular concept with separable elements with a clear dis-
tinction between them. The following properties state
our requirements to these elements:

• Each feature or part of the model is an individual,
distinct and nameable model-element.

• Each model-element can be addressed and selected.

• A model-element has a designated state, carrying
meta information.

• The meta information of a model-element precisely
describes its own geometry and its relation and con-
nectivity to other model-elements.

• A model-element is a module, which can be ex-
changed and integrated into another model.

• The consistent surface of the model is formed
through the connections of a set of model-elements.

• Operations can either be performed on an element
individually or by a related set of elements using
their meta information and geometry.

As mentioned before, common surface elements like
meshes and freeform surfaces are not the fundamental
objects in our attempt to describe a model. The ele-
ments we use are an abstract generalization not only
storing geometrical information. The visual shape of a
model is composed of the two model-elements additive
and area.

Definition 1 (Area) An area is a distinct, bounded
area, lying directly on the geometrical surface of a
model. Together connected, areas form the outer hull
of a model.

Areas are the basis element comparable to faces of
meshes or freeform surfaces in typical CAD-models but
with fundamental differences. They do not form the
whole model. Instead they shape the coarse form of it
and function as a carrier for other elements. In practical
application, areas not only have the task to structure a
model but also to organize other elements of the model.
To describe the whole model, there is a further element
called additive.

Definition 2 (Additive) An additive is a combination
of arbitrary geometrical elements. As a closed unit, ad-
ditives are modules with the ability to be attached to
areas. An additive itself can again be composed of a
modeling structure with areas and additives.

Additives represent a self-contained feature. In practi-
cal application, whenever a designer wants to create a
part of the model which can be named and modeled on
its own, detached from the rest, he would create a new
additive. As areas only describe the coarse parts of the
model, additives are used when fine sections have to be
created.

Definition 3 (Layer) Each area can be layered. A
layer is a specific area with its attached additives in
a system with under- and overlaying other areas with
their additives. A layer has a level, synchronous to its
time of creation.

Basically a layer is not more than a specific decorated
area instance which can be exchanged by other layers.
In practical application, several layers are used when
the designer wants to experiment with different shapes
and additive constellations. As each layer has a level,
according its chronological creation, the designer can
travel the progress time by switching the level of the
layer. The unique characteristic here is the fact that
individual parts of the model can be layered and tra-
versed. Thus it is possible to assemble and modify a
model with parts of several progress steps.

Definition 4 (Base Object) The base object is a com-
pound of not overlapping areas, on not necessary equal
leveled layers, forming a gapless (and solid) surface
structure. Each not overlapping (and solid) constella-
tion of areas forms a valid base object, representing one
instance of the models surface.

Definition 5 (Model) A model is the entirety (set) of
all model-elements (additives and areas), layers, rela-
tions and operations, allocated to this model.

Figure 3: Engine hood of a vehicle with attachments.
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Figure 3 shows a part of a vehicle with different model-
elements. The surface of the model is constructed of
areas (colored in yellow), all together forming the base
object. Different shades of yellow indicate different
layers. The spare tire and the headlights are designed
as additives (colored in red and complete models them-
selves) attached to the engine-hood-area. The connec-
tivity of the spare tire to the engine hood is highlighted
in green. The position of the tire can be adjusted by us-
ing control points (also in green). Moving these control
points alters the areas geometry as the hole for the tire
is moved too. Control points at the border of the mid-
dle area adjust the size of this area which in turn has
influence on the tire depending on the relation between
them. Varieties of this impact are illustrated in figure 4.

3.2 Meta Information
As all model-elements are defined as separable objects,
relations are the connecting element between them, cre-
ating the consistency of a model.

Definition 6 (Relation) A relation is a meta informa-
tion, describing the state between two model-elements
with the following parameters:

• The connectivity, including the type (loose, fixed,
fluent, static etc.) and adjacency.

• The dimension, including the sizing information.

• Distances, including absolute and relative lengths.

• Repetition, including the mirroring of elements us-
ing determined distances.

• The rank, including priorities of elements and re-
lations.

In practical application, relations come into play when
the model or single parts of it are modified. These rela-
tions describe the behavior of linked elements and the
modified object itself.

Definition 7 (Operation) An operation is an action di-
rectly applied on one or more model-elements, areas
and/or additives. Operations are all kinds of transfor-
mations on an element, not changing its relations. Re-
lations of the considered and related elements are trig-
gered through an operation. Operations aggregate the
type of transformation, its location and the applied tool
with parameters.
Unlike relations, an operation is not a determined and
fixed state. Operations are sequential and retraceable
actions where the order matters. In practical applica-
tion, operations are used to shape an element.

Definition 8 (Mode) A mode is a state, chosen by the
user, defining the impact of an operation on the model
by redefining its relations.

The idea is to attain different effects with the same op-
eration just by switching the mode. Theoretically our
systems allows an unlimited number of modes, some
pre-defined by the system, further modes can be cre-
ated by the user himself. We introduce two fundamental
modes, also used in our example. The geometry-mode
is a state where geometrical operations on a selected el-
ement have pure and isolated geometrical impact only
on this particular element. The designer is performing
plain low-level geometrical modifications on separated
parts of the model without further impact on other parts.
This is the kind of behavior which a designer would ex-
pect as he knows it from familiar modeling tools. Here
the geometry-mode is mostly used for shaping the outer
form of the model or isolated features. The semantic-
mode is a state where geometrical operations on an el-
ement not only modifies its geometry but also all parts
of the model which are semantically connected to it. As
discussed before, adjacent elements of the model can be
mutually related. These relations are used to determine
the effect of an alteration.

m n

x*m x*n

m n

m n

m n

Figure 4: Tire as an additive, attached to an area. Left:
Initial state. Right: Various impacts on the tire after
resizing the area depending on their relations.

Figure 4 illustrates a tire on an area, similar to the ex-
ample in figure 3. The tire is attached through relations
between the border of the area and the border of the tire
with defined distances m and n. When the area is en-
larged (right column), the impact on the attached tire
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depends on the predefined relations between them, par-
ticularly the parameters of the connections. The resiz-
ing of the area results in a resizing of the tire by satis-
fying the absolute distances m and n and its shape (first
image), in a deformation of the tire by satisfying the
absolute distances m and n (second image), in a trans-
lation of the tire by satisfying the relative distances m
and n and its shape (third image) or in a mirroring of
the tire by satisfying the absolute distances m and n and
its shape (fourth image).

3.3 Mesh Display
Our surface representation is an abstract construct
which needs to be displayed in some way. So to render
our abstract surfaces we use polygonal meshes created
by tessellation techniques from Delaunay [DeB08] and
extended methods from Chew [Che87] and Shewchuk
[She05] called Constrained Delaunay. This kind of
tessellation creates triangles whose interior angles all
tend to have the same size as they vary just a minimum
user defined value from π

3 . The result are homogenous
looking meshes which is not only an advantage during
rendering. The structure of the faces of these meshes
also leave a more valuable impression for the designer.

Besides the pure display and tessellation, our system
also uses subdivision techniques from Catmull-Clark
[Cat98] and Loop [Loo87] and furthermore extended
methods from Ginkel [Gin06]. Curved surfaces are cre-
ated by subdividing the mesh representation of the ar-
eas to be shaped. Therefor the abstract area is deco-
rated with an subdivision operation. These operations
are editable and exchangeable. Other subdivision meth-
ods can be performed on the area by changing parame-
ters.

Figure 5: Blended transition area.

Figure 5 exemplarily shows the creation of a transition
between areas using Catmull-Clark subdivision tech-
niques. The designer can expand this blended area
through four control points at the corners and alter its
roundness through another control point in the mid-
del. The border is highlighted in green color. Ordi-
nary meshes or freeform surfaces would provide a much
larger number of vertices or control points respectively.
We use just five. The techniqual details are hidden from
the designer to reduce complexity.

3.4 Micro Modeling Workflow
To create a model with elements satisfying the before
mentioned characteristics, we imply this coarse model-
ing process in three steps:

1. First of all the designer has to be aware of what ex-
actly he wants to do in each modeling step. There-
fore our system guides the designer by showing pos-
sible workflow sequences and suitable previews of
all operations.

2. After the designer disclosed his decision, each ac-
tion must then be declared by him. Not by perform-
ing low-level operations but instead by triggering
abstract high-level operations which are capable to
classify the designers action and to record the neces-
sary meta information. These high-level operations
can achieve the same geometrical result as familiar
low-level operations. But they have a different struc-
ture and procedure where the designer instructs the
system to do the operation and does not do it by his
own. These operations are meaningful and summa-
rize a set of single actions.

3. Because we do not want the designer to state all nec-
essary meta information by himself, which would
end in a long querying sequence, the system re-
sponses high-level actions with appropriate default
solutions. Afterwards the designer can adjust these
solutions by altering the meta information interac-
tively.

During the whole process a lot of meta information is
collected but not all of it is entirely provided by the user.
A lot of it arises implicitly by choosing a tool, by apply-
ing an operation or by appropriate default settings. An-
other speed-up comes from the interchangeability and
automation of our workflow, when the designer deco-
rates new or empty parts of the model with already ap-
plied operations and previously stored categories.

In our interpretation of a modern CAD-system the
role of the designer changes. Unlike common systems
which are often geometry driven, our concept does not
follow the What You See Is What You Get approach
entirely. By restricting low-level attempts on the
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surfaces geometry and emphasizing the use of abstract
operations, the designer becomes more an instructor.
We picture the working procedure of him more like
drawing a construction plan and less in forming each
single shape and feature manually. Besides the creative
form finding process, we mainly want the designer
to enrich the model with semantic information which
distinguishes us from other modeling systems. In
the following we will show how this can work in an
exemplary workflow.

3.5 Exemplary Workflow
In this section we describe the concept behind our idea
through a typical workflow by means of the example of
a washing machine. Going through all modeling steps,
we introduce all kinds of elements, operations and our
fundamental layer system. The model was kept delib-
erately simple and could also be created by a construc-
tive solid geometry (CSG) system. But our methods are
conceived with the aim to construct freeform surfaces
equivalent to the model.

Figure 6: Top-left: Base object; Top-right: Bended
front area; Bottom-left: Front-area divided into panel-
area (overhead) and door-area (below); Bottom-right:
Panel-area divided into panel- and detergent-area. De-
formation on door-area for the detergent dispenser and
deformation on the top-area where the transition be-
tween the top-area and the rest was blended.

Modeling Structure

The structure of our model is designed as a modular
system with the main focus on interchangeability. On
top of that system and at the very beginning of the
workflow, there is the base object, the initial instance to
work with, representing the coarse shape of the desired

model. In our example the base object is a cube (figure
6). Each of its sides represent a specific user defined
part on the surface, the areas. An area can be shaped
like shown in our example where the designer bended
the front area of the washing machine. From then on
a bending operation is assigned to the front-area. But
the main aim of areas is to organize the elements upon
it. Therefor the designer can divide an area – like the
bended front-area – into two separated areas. Each of
them can then be modified individually like the door-
area which was dented for the detergent dispenser.

Attaching Additives

Figure 7: Attached additives
colored in red.

Furthermore an area
can host supplemen-
tary features, the ad-
ditives. Such an ad-
ditive can be an en-
tire model itself with
a base object and ar-
eas or a plain geomet-
rical object, depending
on its complexity. In
our example (figure 7)
the panel-area is dec-
orated with additives
representing a display,

some buttons, a rotary control and a coating for the de-
tergent dispenser. Other additives are attached to the
door-area for the door and the doorhandle.

Relations

The areas are connected through relations by default.
All attached additives have at least one relation to its
underlying area or other additives, describing its con-
nectivity and behavior. In figure 8 the relation between
the rotary control and the panel-area is displayed. This
additive is connected to its area with a static connection,
which means that in case of a deformation of the area,
the distance between the additive and the areas border
stays constant. The buttons on the panel-area are con-
nected to the areas border and with each other. Control
points adjust distances and the location of attachment.

Layer-System

Apart from their geometrical form, and their function as
a host for additives, areas are predestinated to organize
these additives by grouping them. But areas can also
be layered. Like shown in figure 6 the door- and the
panel-area were layered upon the front-area which is
still available and not deleted. Moreover these layered
areas are logically connected. The designer can flick
through these layers and modify a certain one which
has direct influence on the other layered areas automat-
ically. This gives him the ability of saving a snapshot
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Figure 8: Relations between additives and their area
with control points.

of a concrete part of the model for testing purposes or
other design playthings. So different layered areas can
be shaped differently and decorated with different ad-
ditives, fully modular. As these areas can easily be ex-
changed, the designer can try out various constellations
of the model in little amount of time.

This is another crucial distinction to other modeling
systems. Going back in time in our solution means
changing a layer and not changing the memory state.
Thus a modification in the past has automatic influence
in the future because of the relations between the lay-
ers. Layers give the designer the opportunity to just
time travel selected parts (e.g. the front of the washing
machine) and leave the rest of the model untouched. So
various states of operations from various points in time
can easily be combined.

Modeling Modes
The impact of an operation also depends on the cho-
sen modeling-mode. In figure 9 the designer decided to
modify the shape of the panel- and the door-area. On
the left picture we see the old model. The right picture
shows that he wanted the border between these two ar-
eas less curvy. So he modified the geometry of the bor-
der curve which is the coupler between both areas. Be-
cause this modification is conducted in semantic-mode,
not only the geometry of this particular element was
changed, also all relations to this curve are involved, in-
cluding the adjacent areas and their attached additives.
This means that obviously both areas were altered. But
also the door was relocated, still fitting the same dis-
tance to the border and still retaining its size. Same
goes for the buttons. The display was resized as the
users intent defined it has to satisfy a fixed distance to
the borders of the panel-area.

Figure 9: Semantic-mode: Altering the shape between
two areas. Left: Old shape with a curvy coupler be-
tween the areas. Right: New shape with a less curvy
coupler.

Figure 10: Geometry-mode:
Geometrical modification on
the doorhandle.

Figure 10 shows a
doorhandle which was
modified in geometry-
mode (left: old state,
right: new state). This
operation has no im-
pact an other elements
and the alteration on
this additive was only
applied on its geom-
etry. Here we can
see both modes in con-
trast and how the same
operation in different
modes varies in their
impact. In figure
9 the same operation
in another mode also
changed the whole ar-
rangement of the addi-
tives. Whereas an operation in semantic-mode incorpo-
rates all gathered meta information, the geometry-mode
only considers the pure geometry.

Figure 11: Semantic-mode: Tilting the panel area.
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Another use case is shown in figure 11 where the panel-
area was tilted and the attached additives on that area
were automatically tilted too. The rotary control was
automatically extruded, fitting its basis plane from be-
fore the modification.

4 SUMMARY AND FUTURE WORK
We have presented a modeling approach that enables
a designer to construct a 3D model by building shapes
and internal structures on an abstract level. Previews
are accomplished by meshes and subdivision tech-
niques while derivability of a CAD model based on
the hierarchical structure of the abstract model is still
guaranteed. The designer is equipped with construction
tools and guided through the process of creating an
object. For now we have focussed on the creation of the
model starting from a base model. The presented tools
were mainly meant to add features, both in geometric
and in an abstract sense.

In the future we are going to extend the functionality
by tools that modify the shape of a surface area. First
to mention there is deformation. Neither control-point
moving in a spline sense nor mesh deformation tech-
niques in the sense of smoothing operators will be suit-
able to be used by a designer. Again we need a more ab-
stract and non-technical view to the task. A surface de-
formation tool must be imaginable in a designer-context
and could for example be interpreted as adding or re-
moving clay from a certain surface region or to apply
pressure to a rubber surface. Depending on which level
our hierarchical model is attached to the surface area,
we need to impose characteristics and restrictions to the
allowed operations and of course to transfer the abstract
modeling operator into a low level mesh and/or spline
equivalent. Again geometric deformation and structural
aspects will have to be executed simultaneously on the
abstract model, the mesh and the spline surface-model.
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ABSTRACT
We present an approach to view-dependent triangle mesh simplification based on vertex removal, which focuses
on allowing the execution of a large number of operations in parallel. The individual vertex removal operations are
designed to be applied without any need for communication or synchronisation between operations, thus allowing
an efficient implementation on modern GPUs to reduce the computation time for the coarse mesh.
Since we cannot compute the entire simplification in a single step and have to perform several iterations of parallel
vertex removal, we aim to maximize the number of vertices removed from the mesh in each iteration to efficiently
use the available hardware and reduce the number of necessary iterations. The removal operation is based on the
half edge collapse and avoids mesh foldovers and topological inconsistencies at each step.

Keywords
mesh simplification, level of detail, half edge collapse, computer graphics, view-dependent simplification, real-
time rendering

1 INTRODUCTION
Simplification of triangle meshes is a commonly used
approach to reduce geometric data and the performance
necessary for processing a mesh. Ever since it was first
introduced in [Cla76a], a wide variety of techniques and
algorithms that compute a coarse mesh have been pre-
sented.

In [Oda15a] we introduced our approach to view-
dependent simplification that is designed for an
execution on a GPU. In this paper we introduce further
developments and improvements to this approach that
increase parallelism and quality of the simplification.
This leads to a significant reduction of the number of
necessary iterations and shorter processing times.

2 RELATED WORK
We classify simplification algorithms into those used in
a preprocessing step and algorithms executed at run-
time. Creating a coarse mesh in a preprocessing step
eliminates the need for fast processing times and allows
higher quality simplifications. Creating a coarse mesh
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in real-time before rendering each frame enables view-
dependent simplification that minimizes visible arte-
facts for a given camera position, but calls for fast run
times not to slow down the overall rendering process.

A variety of simplification operators have been defined,
some of which have been adapted for real-time usage
and even execution on modern GPUs to further speed
up the simplification process. We now present the three
operators most important to us:

Vertex clustering First presented in [Ros92a] this op-
erator superimposes a number of cells over the vol-
ume of a mesh. All vertices within a cell are col-
lapsed into a single vertex and the model data is up-
dated accordingly. This approach can be used for
fast processing times, but it may create low qual-
ity simplifications since the topology of the mesh is
not preserved. In [DeC07a] a GPU-accelerated algo-
rithm based on this operator designed for real time
simplification is presented.

(Half) Edge collapse The edge collapse originally
presented in [Hop93a] is the replacement of an edge
and its two endpoints with a single vertex. The
half edge collapse is a more restricted version that
replaces the edge with one of its endpoints. The
edge collapse is widely used. One common example
for an algorithm relying on the edge collapse is
progressive meshes ([Hop96a]). An improved
version of this algorithm (modified for execution
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on a GPU and real-time execution) is presented in
[Hu09a] and [Hu10a].

Vertex removal This operator presented in [Sch92a]
removes a vertex from the mesh and retriangulates
the resulting hole. Different algorithms for retrian-
gulation are available, one of them being the half
edge collapse. For a vertex to be removed, one of
the edges to a neighbouring vertex is chosen and a
half edge collapse executed on it. The replacement
position is the neighbouring vertex.

In [Oda15a] we presented our approach to triangle
mesh simplification, with further discussion of details
and results in [Oda15b]. All vertices of a given triangle
mesh are analysed and classified as to be removed or
to remain in the mesh. A parallel vertex removal tech-
nique based on half edge collapses is used to remove as
many vertices as possible in parallel. Additionally we
introduced a set of per-vertex boundaries that prevent
mesh foldovers and topological inconsistencies despite
the parallel execution.

In this paper we present further development and im-
provements to this algorithm that aim to increase paral-
lelism, decrease runtime and improve the quality of the
coarse mesh.

3 PREVIOUS WORK
This paper is based on our previous work presented in
[Oda15a]. We further discussed details and results of
this approach in [Oda15b]. In this section, we present
an overview of our previous approach that we improved
on.

The algorithm executes three steps: classification, par-
allel removal and reclassification (Fig. 1).

Classification

Parallel removal

Reclassification

Figure 1: Algorithm steps

Classification This step analyses all vertices of a tri-
angle mesh and marks them as to be removed or
to remain. A simple metric that relies on the aver-
age distance between the tangential plane of a vertex
and the neighbours is used to compute a vertex er-
ror, which is used for classification. This metric was
primarily chosen for short computation times. Ad-
ditionally, to prevent all vertices from being selected

for removal, we introduced a layered error manipu-
lation, artificially increasing the vertex error of some
vertices to guarantee that they remain in the mesh.
This leads to improved parallelism and guarantees
the functionality of the algorithm.

Parallel removal We define any vertex that is selected
for removal with at least one neighbour that is to
remain as a removal candidate. A parallel removal
step tries to remove all current removal candidates
simultaneously, using a set of per-vertex boundaries
to prevent foldovers and topological inconsistencies.
The removal of vertices changes edges of the mesh
which results in a new set of removal candidates be-
ing created.

Reclassification After each removal step, the classifi-
cation of all vertices still selected for removal is up-
dated to adapt to changes to the mesh and improve
the quality of the coarse mesh.

Several iterations of parallel vertex removal and reclas-
sification are executed. Due to how removal candidates
are defined, only a part of vertices selected for removal
can usually be processed in a single iteration. When a
vertex is removed from the mesh, one or more edges
are changed. If a vertex V is removed by a half edge
collapse, any neighbour of V selected for removal be-
comes a removal candidate. This approach allows all
vertices selected for removal to be processed over the
course of several iterations.

We also addressed the issue of deadlocks. The per-
vertex boundaries are designed to allow the removal
of neighbouring vertices without any communication
and can block valid combinations of half edge col-
lapses. This potentially causes a situation, where multi-
ple neighbouring vertices block each others’ removal.
Due to the parallel nature of the algorithm, it is not
possible to identify deadlocks until the subsequent it-
eration. This can result in additional iterations being
necessary to resolve deadlocks and delaying the com-
pletion of the simplification.

While our original approach worked well and resulted
in fast processing times, we identified several shortcom-
ings of the algorithm that limited parallelism and poten-
tially the quality of the simplification. In this paper we
present an improved algorithm that is based on our pre-
vious work and focuses on improving the classification
and overall parallelism.

4 OVERVIEW
We identified several limiting issues with our original
approach that we want to improve on:

Vertex error manipulation During the vertex classi-
fication we introduced a vertex error manipulation
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based on points arranged in a grid to avoid all ver-
tices being selected for removal. While this guaran-
teed that the algorithm could remain functional at all
times, it ignored irregular triangle sizes and did not
always suit the given mesh well.

Removal candidates We defined a removal candidate
as a vertex selected for removal that has at least one
neighbour that is to remain in the mesh. In each it-
eration, all removal candidates are processed. This
results in a potentially large number of vertices se-
lected for removal being ignored, since they cur-
rently have no neighbour that is to remain in the
mesh, which reduces parallelism.

Replacement positions Only vertices selected to
remain in the mesh are defined as valid replacement
positions, potentially ignoring neighbours that
would be better suited as a replacement position.

For the improved algorithm we rely on the vertex error
we presented in [Oda15a]. The layered error manipula-
tions used in our original approach helped to guarantee
the functionality of the algorithm and improve the par-
allelism. In this paper we still rely on error manipula-
tion to guarantee that some vertices are always selected
to remain in the mesh. This is, however, not done us-
ing regularly spaced points in multiple layers. Instead
a number of vertices is selected based on the minimum
number of edges between them and their vertex error
is set to a very high value to guarantee they are always
selected to remain in the mesh.

To improve parallelism, we introduce the concept of
auxiliary vertices (see subsection 5.1). For a mesh a
set of auxiliary vertices is precomputed. An auxiliary
vertex, that is not currently a removal candidate, can
be used as a replacement position for neighbouring ver-
tices, potentially greatly increasing the parallelism of
the algorithm.

After computing the classification for all vertices of
a mesh, the initial removal candidates are computed.
We modify the definition of a removal candidate to in-
clude vertices selected for removal, that have at least
one neighbouring auxiliary vertex, that is not currently
a removal candidate. We execute the parallel removal
step based on the half edge collapse using the per-vertex
borders from [Oda15a] to prevent foldovers and topo-
logical inconsistencies.

The last step is the reclassification of vertices. It up-
dates the vertex error of vertices selected for removal,
that have not yet been removed. This step is used to
adapt the classification to changes made in the previ-
ous parallel removal step and improve the quality of the
simplification.

5 CLASSIFICATION
The classification step in [Oda15a] computes an error
value for each vertex of a mesh. This error represents
the difference between the mesh before and after a ver-
tex removal operation. The original metric computes
the error based on the geometric data and then scales it
using the view vector and position of the camera. All
vertices with a scaled error below a user-defined thresh-
old are selected for removal. In our previous work we
identified a problem with this approach: all vertices be-
ing selected for removal prevent the execution of our
algorithm. Additionally a low number of vertices re-
maining in the mesh results in few removal candidates,
which reduces parallelism. In order to avoid these prob-
lems we introduced a manipulation of the vertex error.
A small number of vertices is assigned a very large ver-
tex error to guarantee, that they always remain in the
mesh.

V1

V2

V3

Figure 2: Minimum number of edges between vertices

The approach to selecting vertices for the error manip-
ulation we propose in this paper is based on a minimum
number of edges between two vertices with a manipu-
lated error value. An example for the minimum num-
ber of edges between vertices is shown in Fig. 2. The
vertices V1 and V2 have a minimum of 1 edge, while
V1 and V3 have a minimum of 2 edges between them.
The amount of vertices selected by this algorithm de-
termines the maximum simplification and is controlled
by the number N of edges. This value is chosen by the
user. The number N can be used to influence the grade
of the maximum simplification as well as the process-
ing time: smaller N can reduce the number of necessary
iterations for the simplification and improve processing
times, while larger N allow the removal of additional
vertices and can create a coarser mesh. Vertices are se-
lected based on the maximum curvature of the surface
to better maintain the shape of the object.

The first step to find vertices for error manipulation is
to calculate the principal curvatures and store the max-
imum curvature of the surface in each vertex. We want
to determine a set G of vertices that are guaranteed to
remain in the mesh.

Initially, the vertex with the maximum curvature is se-
lected and added to G (G = {g0}). It is the first vertex
selected for error manipulation and the starting point for
the further steps of the algorithm. Given the maximum
curvature for each vertex and the value N, the vertices
are selected as follows:
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1. Find all vertices C = {c0,c1, ...,cn} that have a min-
imum of N edges to any vertex in G and a maximum
of N edges to at least one vertex in G.

2. Find the vertex ci with the maximum curvature of all
vertices in C.

3. Add ci to G.

These three steps are repeated until no more vertices
can be found in step 1. Then all vertices in G are as-
signed a very large error value to guarantee that they
remain in the mesh.

g0

c1

c2c3

c5

c4

c0 g0

g1

c0

c1

c2

c3

c4c6

c7

c8

Figure 3: Vertex selection for error manipulation

Fig. 3 shows an example for this approach. On the left
side the top left vertex (g0) has been selected as the ini-
tial vertex in G and the list C has been filled in step 1
of the first iteration (C = {c0,c1,c2,c3,c4}). For this
example N has been set to 2. The right side illustrates
the mesh after the first iteration is completed. The cen-
tral vertex (g1) has been selected and added to G. The
set C has been updated in step 1 of the second iteration,
resulting in a new set of candidates C for error manipu-
lation.

The layered approach also has the goal to create addi-
tional removal candidates. Besides Layer 0 with ver-
tices that always remain in the mesh, additional layers
are created. Vertices selected in these have their ver-
tex error increased to have additional vertices remain
in the mesh at certain distances between the object and
the camera. While this approach increases parallelism
and reduces processing times, it can result in a simpli-
fied mesh, where the vertices are arranged in a grid like
structure. Fig. 4 shows an example for a simplification
of the Stanford Bunny illustrating this phenomenon. In
this paper we replace the layered error manipulation
with the concept of auxiliary vertices. In a preprocess-
ing step a number of vertices with an unmodified vertex
error is selected and marked as auxiliary vertices. Dur-
ing the simplification process any auxiliary vertex, that
is not currently a removal candidate, can be used as a
replacement position for neighbouring vertices marked
for removal. Auxiliary vertices can be selected for re-
moval. They are no longer considered auxiliary vertices
and become removal candidates once they have a neigh-
bour that is to remain in the mesh.

Figure 4: Simplified mesh with vertices arranged in a
grid-like structure

After the vertices for error manipulation have been se-
lected, we determine the auxiliary vertices.

5.1 Auxiliary vertex computation
Since auxiliary vertices can be replacement positions
for neighbouring vertices selected for removal, we
modify the definition of the removal candidates. In
[Oda15a] any vertex selected for removal, that has at
least one neighbour that is to remain in the mesh, is
a candidate. In this paper, we include the auxiliary
vertices in this definition so that a removal candidate is
any vertex of a given mesh that:

• is selected for removal.

• has at least one neighbour, that is to remain in the
mesh, or has at least one neighbour, that is an auxil-
iary vertex, which is not currently a removal candi-
date.

The idea of the auxiliary vertices is to make sure that as
many vertices selected for removal as possible can be
processed in any iteration. Since auxiliary vertices are
determined in a preprocessing step and the classifica-
tion is done at runtime, we do not know which vertices
are to remain in the mesh when selecting the auxiliary
vertices (with the exception of vertices in G).
For the purpose of computing auxiliary vertices, we as-
sume that all vertices in G are to remain in the mesh
and all other vertices are selected for removal. Given
this assumption, we want all vertices of the mesh to be
either vertices selected to remain in the mesh, auxiliary
vertices or removal candidates. Based on this we com-
pute auxiliary vertices as follows:

1. Find removal candidates First the list of removal
candidates is determined, taking into account all ver-
tices in G selected to remain in the mesh as well as
the current list of auxiliary vertices (empty list ini-
tially).

2. Auxiliary vertex candidates The list of candidates
C = {c0,c1, ...cn} for the auxiliary vertices is se-
lected. It contains all vertices chosen for removal,
that have a neighbouring removal candidate and are
not currently a removal candidate or an auxiliary
vertex.
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3. Auxiliary vertex selection Selection of one of the
candidates in C as auxiliary vertex. This is done us-
ing the candidate with the maximum curvature.

These steps are repeated until all vertices of the mesh
not in G are either removal candidates or auxiliary ver-
tices. This approach allows a greater number of re-
moval candidates and therefore increases parallelism
and prevents a large number of vertices selected for re-
moval from being ignored during the parallel removal
step.

g0

g1 g1

g0

a0

Figure 5: Auxiliary vertex selection

Fig. 5 shows an example of the selection of the auxil-
iary vertices. On the left side the vertices in the upper
left (g0) and bottom right corner (g1) are in G. Their
neighbours are assumed to be removal candidates. On
the right side the center (a0) vertex has been chosen as
an auxiliary vertex. Additional removal candidates are
available. The steps 1-3 are repeated until no more aux-
iliary vertices can be created.

During classification auxiliary vertices are treated as
any other vertex and can be classified as to remain in
the mesh or to be removed. If the vertex is selected to
remain in the mesh, it is a valid replacement position
for neighbouring removal candidates and no longer an
auxiliary vertex. If it is selected for removal, it remains
an auxiliary vertex until it has a neighbour that is se-
lected to remain in the mesh and it becomes a removal
candidate.

6 VERTEX REMOVAL
Compared to [Oda15a] the removal step remains mostly
unchanged. All removal candidates are processed in
parallel. For each candidate the possible replacement
positions are determined, the per-vertex boundaries
(which block any half edge collapse that may cause a
mesh foldover or topological inconsistency) computed
and one half edge collapse is executed.

We do, however, change the definition of possible re-
placement positions. Our original approach only used
vertices that were selected to remain in the mesh. This
was chosen to make sure that each vertex was moved to
its final position and allow for an efficient implementa-
tion. With the introduction of auxiliary vertices a vertex
can be moved to the position of a neighbour that has to
be removed in a later iteration.

V1 V2

Figure 6: Possible replacement positions

We therefore change possible replacement positions for
a vertex to include every neighbour that is not currently
a removal candidate. This definition differs from that of
the removal candidates, since it also includes vertices,
that are selected for removal but are neither auxiliary
vertices nor removal candidates. Fig. 6 shows an exam-
ple. V1 is to remain in the mesh, V2 is a removal can-
didate. The remaining vertices are selected for removal
but currently not removal candidates. In our previous
approach, only V1 is considered a possible replacement
position, while the improved algorithm can move V2 to
any of its neighbouring vertices. The definition of a re-
moval candidate is chosen to guarantee that each vertex
that is processed has at least one possible replacement
position and to avoid vertices that cannot be removed.
At the same time we want to allow the most amount of
freedom when choosing a replacement position.
In [Oda15a] we discuss the problem that our per-vertex
borders can block combinations of half edge collapses
when applied to neighbouring vertices. This can lead
to multiple neighbouring vertices blocking each others’
removal, causing a deadlock and delaying completion
of the simplification process. Allowing any neighbours
that are not removal candidates to be chosen as a re-
placement position has the potential to avoid blocked
replacement positions, reduce deadlocks and improve
the quality of the coarse mesh.

7 RESULTS
We devised an implementation of our improved algo-
rithm using Nvidia CUDA and ran multiple tests on a
Geforce GTX 670 GPU with 1 344 cores. Several mod-
els from the Stanford 3d Scanning Repository (Stanford
Bunny, Armadillo, Dragon and Happy Buddha) were
chosen for testing purposes.
Fig. 7 shows simplifications of the Stanford Bunny and
Armadillo and compares them to the original meshes
(from left to right: Stanford Bunny original, Stanford
Bunny simplified, Armadillo original, Armadillo sim-
plified). Fig. 8 shows the same comparison for Dragon
and Happy Buddha. For these examples about 90% of
the triangles of the original meshes have been removed.
The models vary in terms of vertex and triangle count
and were chosen to analyse how the improved algo-
rithm scales with an increasing number of vertices.
Table 1 shows the number of vertices and triangles the
models we used for testing contain.
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Figure 7: Comparison: Original (left) and simplified (right) mesh for Stanford Bunny and Armadillo

Figure 8: Comparison: Original (left) and simplified (right) mesh for Dragon and Happy Buddha

Model Vertices Triangles
Stanford Bunny 35 947 69 451
Armadillo 172 974 345 944
Dragon 437 645 871 414
Happy Buddha 543 652 1 087 716

Table 1: Number of vertices and triangles in the models
used for testing

For testing purposes a simplification was computed for
each model that removed a majority of the triangles of
the original mesh. The most important factor to us is
the overall runtime of the simplification process. As
described earlier, the maximum simplification is deter-
mined by the number N for the vertex error manipula-
tion. We chose this number separately for each model
to incorporate its vertex count.

Model Triangles rem. N Time (ms)
Stanford Bunny 62 100 4 5.2
Armadillo 324 164 6 26.1
Dragon 821 161 7 52.6
Happy Buddha 1 027 314 7 66.5

Table 2: Triangles removed, number N and process-
ing time for the simplification in milliseconds for each
model

Table 2 shows an overview of the results of the simplifi-
cation process. For each model, the number of triangles
removed, the number N chosen and the processing time
in milliseconds are listed. The Stanford Bunny - being
the model with the fewest vertices and triangles - was
simplified in only 5.2 ms with a triangle reduction of
about 90%. The triangle count of the largest model in
these tests (Happy Buddha) was reduced by about 94%
with a runtime of less than 67 ms.
In addition to the overall processing time we measured
the number of necessary iterations.

Model Iterations
Stanford Bunny 7
Armadillo 15
Dragon 18
Happy Buddha 20

Table 3: Number of iterations necessary to complete the
simplification for each model

Table 3 shows the necessary iterations for all models.
The simplification process for the Stanford Bunny took
7 iterations while the coarse mesh for Happy Buddha
was created in 20 iterations. In addition to the num-
ber of iterations, we measured the number of removal
candidates in each iteration for the Stanford Bunny.

Figure 9: Removal candidates per iteration for the Stan-
ford Bunny

Fig. 9 shows the number of removal candidates in each
iteration for the simplification of the Stanford Bunny.
This graph does not show how many vertices were ac-
tually removed in each iteration. Some vertices may
not have a valid replacement position due to the per-
vertex borders and cannot be removed. They remain
in the mesh and are again removal candidates in later
iterations. In the first iteration 13 321 removal candi-
dates are available for processing. This number drops
throughout the process with 1 089 and 555 removal can-
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didates in the last two iterations. While the later itera-
tions cannot fully utilize all available cores of the GPU
(1 344), the majority of the iterations offers more re-
moval candidates than cores.

In addition to the performance measurements we com-
pared the results to those of our previous algorithm.

7.1 Comparison to previous work
In [Oda15b] we presented the results of our previous
work and compared it to existing algorithms. In this
section we will compare the results of the improved al-
gorithm to those in [Oda15b]. Overall we expected to
see the highest performance gain when simplifying the
models Dragon and Happy Buddha due to the higher
vertex count.

For the performance measurements in this paper we
chose simplifications of the models that result in a simi-
lar number of vertices/triangles to the ones in [Oda15b].
This allows us to directly compare the results of the two
algorithms and easily determine any performance gains.
Since the algorithm in this paper is designed to improve
parallelism and reduce the number of iterations, we ex-
pect to see improved run times and a reduced number
of iterations compared to previous results. At first we
compare the overall runtimes.

Model Impr. alg. [Oda15b]
Stanford Bunny 5.2 ms 5.7 ms
Armadillo 26.1 ms 29.1 ms
Dragon 52.6 ms 80.1 ms
Happy Buddha 66.5 ms 96.1 ms

Table 4: Comparison of runtimes between the improved
algorithm and the results in [Oda15b]

Table 4 shows the runtime comparison for all four mod-
els. The reduction of runtime for the models Stanford
Bunny and Armadillo is about 9%, while the improved
algorithm can greatly reduce the processing time for
models with a larger number of triangles (greater 30%).
This comparison shows that the new algorithm can
greatly reduce the runtime of the simplification.

The second measurement we showed earlier is the num-
ber of iterations and removal candidates in each itera-
tion for the Stanford Bunny. Our new algorithm com-
putes the coarse mesh of the Stanford Bunny in 7 iter-
ations, while the results in [Oda15b] show that 12 it-
erations were necessary. The simplification of Happy
Buddha took 33 iterations using our previous approach,
while the improved algorithm finished after 20 itera-
tions.

Fig. 10 shows the comparison of the number of re-
moval candidates in each iteration between our original
and improved algorithm for the Stanford Bunny. The
12 iterations for our original algorithm processed be-
tween 7 436 and 74 vertices with a very low number of

Figure 10: Comparison: Removal candidates per itera-
tion for the Stanford Bunny

removal candidates in the last iteration (74 compared
to 555 removal candidates for the improved algorithm).
The modified vertex error manipulation and the intro-
duction of auxiliary vertices improve parallelism and
allow a better utilization of the hardware.

8 FUTURE WORK
Future work can improve the classification and reclas-
sification steps. As the classification is currently based
on a geometric error value and does not take the re-
moval of neighbouring vertices into account, an unnec-
essary large number of vertices can be selected for re-
moval. All these vertices need to be processed and may
be reclassified. An improved error metric and better
selection of vertices for removal can reduce the num-
ber of vertices selected for removal, reduce the number
of vertices that need to be processed and therefore lead
to an increase in performance. Greatly improving the
classification may even render the reclassification step
obsolete. This can lead to a better quality of the coarse
mesh as well as shorter processing times.

9 CONCLUSION
The improvements made to our original algorithm have
shown the potential to significantly reduce the runtime
of the simplification by increasing the parallelism and
reducing the number of necessary iterations. Especially
when using models with a large number of vertices and
triangles the improvements lead to a reduction in pro-
cessing times of over 30%. The increased parallelism
allows us to better utilize the parallel processing power
of modern GPUs. The modified vertex error manipu-
lation is better suited for models with irregular triangle
sizes that proved to be disadvantageous to our previous
approach as it could lead to a higher number of neces-
sary iterations. Additionally the introduction of auxil-
iary vertices helps to reduce the number of vertices that
cannot be processed in an iteration and improve paral-
lelism.

On the other hand our algorithm still relies on error met-
rics designed for speed, fast update times and the iso-
lated execution of the vertex removal operations. These
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factors may lead to a decrease in overall quality of the
coarse mesh and be limiting factors for the simplifica-
tion.
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ABSTRACT 
This paper presents a novel 3D point cloud gesture recognition system, based on an existing low-cost, accurate 
and easy to implement 2D point cloud gesture recognition system called $P. Our work improves recognition 
rates and lowers algorithmic complexity. We develop new 3D gestures, such as the GUN gesture and the 
SHAKE gesture, while also developing 3D poses like the L pose, OK pose, ROCK pose and PEACE pose for the 
LeapMotion Device. We demonstrate proposed gesture and pose methods on various 3D environments including 
a Monsoon mini-game, a cave painting interaction and a target practice scene. The average recognition rates for 
3D gestures and poses were compared against the 2D, 3D and 3D+ recognition systems. The results indicate that 
most gestures in the proposed system were improved in comparison to the existing ones. 
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1. INTRODUCTION 
Gesture recognition refers to determining when a 
gesture has occurred and to the general process of 
determining when a gesture has started and stopped 
[Yin14]. Natural gestures can be grouped into 
manipulative and communicative gestures. 
Manipulative gestures are about moving or 
interacting with objects, such as pressing a button or 
rotating an object around, while communicative 
gestures have the intent of conveying information to 
others. Communicative gestures can be an 
interpretation or movement via a symbol or via an 
act. A gesture via a symbol is often conveyed with a 
static hand pose and a gesture via an act is 
determined by the movement of the hand itself. 
While natural gestures work in the real world, 
determining when the user is making a gesture 
requires our computer implementation to take on a 
more structured approach of flow and form gestures. 
A flow gesture could be a continuous gesture, where 
it progresses over a period of time or series of 
moments of time. The form gesture can be defined by 
determining whether the gesture follows a distinct 
path (such as scrolling a webpage based on position 
of words) or if it is based on a pose. This research 

uses the flow and form gestures as a guide to develop 
our own discrete and continuous gestures to allow the 
user a range of possibilities. 
Hand gesture interaction should be simple enough to 
understand, while distinct enough so that the user 
understands which gesture has occurred. For 
example, uWave is an interactive application using 
gestures for various mobile devices that have a very 
small custom gesture recognition system to allow 
maximum space on the device [Liu09]. We expand 
this idea for maximum recognition rates while using 
only a small dataset. 
This paper presents gesture recognition techniques 
that aim to allow better recognition of 2D and 3D 
gestures by extrapolating gesture sets using similar 
classifiers. We develop new gesture recognition 
algorithms that provide a seamless and effective 
natural interaction at various distances and screen 
resolutions. The contribution of our paper is as 
follows. 
• New gesture recognition algorithms for fingertip 
interactions. The gesture pattern recognitions are 
identified in a simpler and faster way than the 
available techniques that use databases to store 
gesture templates for matching, such as [Ren11]. 
• An expansion of a 2D gesture recognition system 
[Vat12] into 3D, based on utilising LeapMotion 
device as input for the gesture recognition system. 
• An evaluation of the developed system in terms of 
user experience and its effectiveness. 

Permission to make digital or hard copies of all or part of 
this work for personal or classroom use is granted without 
fee provided that copies are not made or distributed for 
profit or commercial advantage and that copies bear this 
notice and the full citation on the first page. To copy 
otherwise, or republish, to post on servers or to 
redistribute to lists, requires prior specific permission 
and/or a fee. 
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2. RELATED WORK 
Kinect devices have been useful for medical practices 
for doctors and staff to interact with patient 
information without the requirement of the typical 
mouse and keyboard and the more inaccurate voice 
recognition [Ebe13]. Using third party libraries such 
as OpenNI [Pri16] and Libfreenect [Ope16] they 
were able to implement finger gestures into the 
OsiriX system [Ebe13]. This was achieved by taking 
the Kinect depth image, collecting the closest objects 
to the sensor then approximating the hand and fingers 
based on this blob. Once the hand and fingers have 
been recognised from the blob, each point around the 
hand is recorded and over time is checked with a 
database of other hands already recorded. However, 
the use of the Kinect V1 in [Ebe13] restricts the 
range of the interaction due to the limitations of the 
depth camera on these devices. The other major 
limitation of their system is the lack of explanation of 
the gestures to the user.  
Another major work develops a new Kinect hand 
recognition system using the ‘golden’ energy 
function [Sha15]. It renders all possible poses of the 
hand and selects the pose, whose corresponding 
rendering best matches the input image while 
accounting for the prior probability of poses. The 
technique uses regions of interest (RoI) to determine 
the approximate hand position from the depth image 
stream and a learned pixel-wise classifier [Sho13]. 
When used with 3Gear [3Ge16] and LeapMotion 
device, this technique achieves a better percentage of 
3D hand detection than those described previously. 
This system requires extremely large FingerPaint 
datasets of 3.2GB of storage space [Sha15] that could 
make portability and memory management an issue. 
High memory latency and a high end GPU are 
required when accessing the dataset in the memory in 
real time. In addition, the inability to work with both 
hands and the lack of a gesture recognition system 
for fingers could limit the utilisation. 
Tang [Tan11] introduced a method for identifying 
grasping and pointing gestures in which a person’s 
hand model was estimated based on a skeletal 
tracker. This is limited in terms of tracking resolution 
and inability to track at a close distance. Chen and 
Wong introduced an interactive sand art drawing 
using Kinect [Che14]. Four key gestures were 
detected by the system, including sing-point finger 
for single point erosion, single splicing and leaking, 
V-shape 2 fingers for pinch spilling and pinch 
erosion. Lee and Tanaka used databases for fingertips 
and hand shapes to enable gesture cognition with any 
finger in the palm as well as two fingers (thumb and 
index finger) [Lee13]. The interaction techniques 
were applied to sample applications for finger 
painting and mouse controlling. Song et al proposed 
an algorithm for gesture recognition algorithm based 

on depth information from a Kinect device [Son13]. 
Cook et al also introduced a real-time finger-gesture 
interaction system using Kinect v2 that identifies 
finger gestures at close range [Coo15]. However, 
vision-based systems are often limited in terms of 
accuracy, occlusion and inconsistency when 
changing the environment, such as dark light and 
rough background.   

3. GESTURE RECOGNITION 
Our gesture recognition system was developed based 
on gestures as point clouds approach [Vat12], to 
address the problems identified in Section 2. The 
Point-Cloud Recogniser ($P) is a gesture recognition 
system designed for quick and simple recognition of 
two dimensional gestures from a user’s input. $P 
works by collecting a bunch of pre-determined points 
already created in the system, i.e. the database of 
gestures that the system can recognise. When ready 
to, it takes the users current points as an input to 
determine the closest matching set of user points to 
data points using a nearest neighbour classifier. 
We expanded the recognition system from 2D to 3D 
that improved recognition accuracy and performance. 
The enhancement includes additional classifiers to 
the dataset to improve comparisons and collections of 
points by segmenting cloud stroke points based on 
certain parts of the hand and fingertips. 

Gesture Recognition Systems 
Gesture recognition systems that use $P include 
single stroke ($1) and multi stroke ($N) systems. A 
single stroke system can handle only one stroke on a 
canvas for comparisons. A multi stroke system can 
handle more than one stroke. $P uses the $1s 
algorithm for nearest neighbour matching and gesture 
recognition, while also using $Ns algorithm for 
allowing multiple strokes to be recognised. The 
benefit of the dollar family gestures is how users can 
add their own variations to the data set to be used for 
future recognition [Wob07].  
The uni-stroke recogniser ($1) developed by 
[Wob07] is the first gesture recognition system 
developed in the $ family. Its implementation is 
similar to the $P system, which uses the nearest 
neighbour and Euclidean scoring systems. $1 is an 
extension of an existing recognition system called 
SHARK2 [Kri04]. It performs extremely well with 
recognising gestures even when given a low amount 
of training samples to compare user input. 
The multi-stroke recogniser ($N) is a solution to $1’s 
problem of not being able to use multiple strokes to 
determine a gesture [Ant10]. $N was designed so that 
the input of strokes would be stroke and direction 
invariant. This was achieved by recording all distinct 
directional behaviours of the gesture to compare the 
user data. $N has an immensely increased complexity 
by loading all of these permutations. This issue could 
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be improved by removing multiple stroke types and 
directional changes when comparing single stroke 
gestures [Ant10]. Protractor uses a closed-form 
template-matching method eliminating the simplicity 
and complexity of the Golden Section Search 
algorithm [Ant12]. 
We adopted multi-stroke recognition system that 
could handle multiple start and stop points. The 
system needs to be fast without the need to remember 
any permutations in the strokes as the stroke order is 
not important for our gesture recognition. This rules 
out $N and $N-Protractors complex algorithms 
leaving $P. $P does have one drawback with its 
implementation, where the point clouds are rotation 
variant. This means that each gesture is not rotated 
when comparing point clouds. To overcome this 
problem, when we developed the database we added 
gestures of different angles to the training set to 
compensate for this drawback. 

$P in a 3D world space ($P3D) 
Extending $P into a 3D implementation was done by 
following the same algorithms in 3D space, such as 
Protractor [Kra11]. We utilise the practicality, 
simplicity and usability of the $P algorithm, 
extending it to operate with three-dimensional 
gestures.  
We take the existing method for gathering and 
assigning points with each gesture created and 
change the creation method depending on the data. 
Because the protractor recogniser takes the Euclidean 
distance between points in 2D to determine the 
distance, they take the Z position of the set of points 
when applicable. The result means that the distances 
between points when classifying gestures will be 
slightly more between 2D and 3D gestures because 
of the added axis. 
The 3D centroid formula determines the centre of the 
3D data points which is defined by equation 1. We 
used a 32-point sampling resolution (N) [Kra11] to 
define the insignificant change in accuracy. 
Translating the data requires the 3D centroid position 
to be equal to the subtraction of each of the data 
points with the centroid. The new translated data 
points will make the centroid be at position (0, 0, 0). 
This translating makes it possible to centre the data 
for recognition. 

Cx=� xi

N-1

i=0

N� , Cy=� yi

N-1

i=0

N� , Cz= � zi

N-1

i=0

N�          (1) 

  

Where Centroid C = (𝐶𝐶,𝐶𝐶,𝐶𝐶) and N is the 
sampling resolution. 
Resampling the data points is the most crucial of the 
pre-processing techniques. It requires multiple 
calculations to convert the data from any number of 

points to the sampling resolution of 32 that we want 
for 1:1 conversions between user data and gesture 
data. We extended the 2-dimensional method to 
create the linear interpolation (LERP) point as 
equation 2, where a new 3D point (P) was calculated 
by LERP point (∂), first point (ƒ) and current point 
(p). 

𝛼 =   (𝐼−𝐷)
𝐷

   𝑤ℎ𝑒𝑒𝑒 𝐷 ! =  0 

𝜕 = �
𝜕    𝑖𝑖    𝛼 > 0.0   𝑎𝑎𝑎  𝛼 < 1.0

1.0    𝑖𝑖    𝛼 ≥ 1.0
0.0    𝑖𝑖    𝛼 ≤ 0.0

 

𝑃. 𝐶 = (1.0 − 𝜕) ∗  ƒ. 𝐶 + 𝜕 ∗  𝑝. 𝐶 
𝑃.𝐶 = (1.0 − 𝜕) ∗  ƒ. 𝐶 + 𝜕 ∗  𝑝.𝐶 

                 𝑃. 𝐶 = (1.0 − 𝜕) ∗  ƒ. 𝐶 + 𝜕 ∗  𝑝. 𝐶            (2) 

$P3D+ 
While $P3D generally provides good gesture 
recognition in 3D, its effectiveness normally depends 
on datasets and user inputs.  We added to the $P 
system a set of classifications and ordering the 
LeapMotion data so that each finger and palm 
position was its own stroke and followed its previous 
position. Our goal is to improve the 3D recognition 
system by eliminating the need to search all the 
gestures within the database. We also improved pre-
processing gestures by assigning stroke IDs to point 
clouds to remove inaccuracies. The enhancements are 
as follows. 
Removing Redundant Point Clouds 
We limited the complexity of the gesture recognition 
by only selecting gestures that reach a certain 
classification. These classifications would remove 
the ambiguity of searching through all possible 
gestures and instead focus on the range. We 
developed three classifiers in the $P3D system. The 
first classifier determines whether the recorded 
gesture was in 3D or 2D. This classifier only worked 
when there was a 2D gesture being recognised. The 
second classifier is for identifying whether the 
gesture is a pose or not. A pose gesture features the 
input to contain very little movement to no 
movement whereas a normal gesture requires much 
more movement over a series of time. The third 
classifier determines which left or right hand that the 
gesture is used with. This implementation aims to 
remove ambiguity and noise when comparing 
gestures from the left hand that could increase 
recognition when using the right hand. For example, 
a left PEACE pose matches well with a right OK 
pose and vice versa. 
Assigning and Ordering Stroke IDs to the Hand 
$P was designed for a 2D drawing scenario that was 
inputted one stroke at a time and it did not take the 
stroke ID into consideration. While this is normally 
fine when the user draws the gesture one stroke at a 
time, it could be a problematic when recording 
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different strokes currently. This is because the system 
thinks the entire gesture is made of single strokes.  
$P does not take into consideration the stroke order, 
stroke direction and stroke permutations as in $N/$N-
Protractor solutions [Ant10, Kra11]. It implements 
the stroke system for pre-processing, resampling and 
calculating the path length for the gesture. We 
assigned the palm and the fingers with their own 
stroke IDs. The IDs of Palm, Thumb, Index finger, 
Middle finger, Ring finger, and Little finger were 
numbered 0 to 5 respectively. The order of stroke 
indexes of the hand and fingers was used to improve 
the matching rate between these point clouds. This 
improvement provides a closer approximation on 
how to interpret the data where inaccuracies can be 
reduced to produce a closer match to determine the 
correct gesture. 

4. INTERACTION WITH 
LEAPMOTION – A CASE STUDY 
The LeapMotion is a controllable device that tracks 
hand and finger movements using LEDs and infrared 
cameras. While the Kinect can track skeletons from 
long distances with its sensors, the LeapMotion is 
dedicated to tracking hands and fingertips with a 
shorter range and more accurate than the Kinect. 

Capturing the 3D Point Clouds 
In order for the LeapMotion to be recognised by the 
point cloud gesture recognition system, we created 
the training set that was used in the classifications of 
the gestures. The chosen data from the LeapMotion 
system to determining these gestures were the 
stabilised palm position and the stabilised tip position 
of all the fingertips. Other points such as the wrist 
and distal bone positions were not considered for the 
training set because these details were not used for 
the recognition system. 

Environment Building 
We used Unity 3D game engine to develop our 
interaction environment. Unity provides an excellent 
framework for developing tools and applications 
within its integrated development environment 
(IDE). Unity’s IDE allows for 2D or 3D applications 
with a variety of different tools that will improve a 
user’s experience with the system.  
It is crucial for first time users to learn about the 
system interactively. We developed a tutorial system 
to illustrate all the different elements of our 
environment in such a way that is easy to follow and 
understand. The system also allows the user to revisit 
old lessons when required. Once completing the 
tutorial, we provide a showcase scene where users 
can collaborate and manipulate objects within the 
scene using these new abilities learnt. 

Monsoon Minigame 
We developed a simple minigame to help the users 
be familiar with the interaction using the 
LeapMotion. The game revolves around the user 
trying to catch as many boxes, barrels, orbs and 
traffic cones as they can. The objects are spawned 
above the user and trickle down every second. It is up 
to the user whether they want to hold these objects or 
to play around with them (See Figure 1). This 
minigame serves as an initial learning task for 
beginners and a challenge for the experts who want 
the highest score. 

Tutorial System 
The tutorial system was developed to help the users 
understand the systems. They included 2D drawing, 
2D gesture recognition, moving the camera, 3D pose 
recognition and 3D gesture recognition. Each of 
these systems is also a state within the tutorial system 
that the user can cycle through. Each state has its 
own visual, written and interactive way of showing 
the user the current state. 
2D Drawing 
This state trains the user how to draw 2D objects on a 
canvas. The drawing system requires the use of the 
LeapMotion and a set of criteria needs to be met to 
begin drawing (see Figure 2). To begin with, the only 
hand that the drawing system recognises is the 
primary hand selected by the user in the first tutorial 
state. The index finger is chosen for drawing. When 
the user wants to stop drawing, they can either move 
all their fingers back from the sensor, or open their 
thumb out without the need of moving. If a user 
makes a mistake and wishes to undo the previous 
stroke on the canvas, they can do so by swiping right. 
2D Gesture Recognition 
The 2D gesture recognition scenes goal is to help the 
user with recognising 2D shapes. While this process 
could have been combined with the drawing state, 
our experiences show that learning to draw first with 
the added gesture recognition was too steep a 
learning curve for first time users. Once users are 

 
Figure 1. Mosoon Minigame monsoon state. 
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familiar with the drawn shapes, they can move their 
hand by positioning all the fingers forward on the 
LeapMotion device. The system then classifies the 
gesture using $P and returns the best scoring point 
cloud for each gesture. The implemented gestures in 
this tutorial stage are Circle, Rectangle, Triangle and 
Cross. The user can create shapes and then grab, 
move or throw them away. 
Moving the Camera 
This tutorial follows the main principle where users 
can move around the play area with their secondary 
hand by closing it into a fist. This scene is used as a 
breaker from the 3D gesture recognition. 
3D Pose Recognition 
The 3D pose recognition scene teaches users how to 
hold their secondary hand when performing a pose. 
To perform a pose, the user positions their hand so 
that it forms a symbolic gesture and hold that pose 
until it is recognised. The Pose recognition system 
can use 4 different poses including the L Pose, the 
ROCK Pose, the OK Pose and the PEACE Pose (See 
Figure 3). 
Poses are recognised within the gesture recognition 
system through the use of velocity within the 

LeapMotion device. We use this data to find the 
minimum x, y or z value from the hands and fingers 
velocity data. We then check if the hand has stopped 
moving with a velocity of under a minimum value. 
Once this occurs, the gesture recognition system 
records the position information from the fingers and 
palm for that frame. This process repeats until either 
the hand is moving quicker than the minimum 
velocity and our data points need to be reset, or the 
user holds their hand over the minimum number of 
frames required, 75 frames in our implementation.  
Making users wait while performing a pose could be 
an issue if there is no hint or indication. To overcome 
this, a pose gesture indicator was presented showing 
the progression of a pose gesture until the pose 
recognition system can determine the pose.  
3D Gesture Recognition 
The 3D gesture recognition follows the 3D pose 
recognition state where we want to teach the user 
how to do gestures in the environment. To perform 
gestures, the user uses their secondary hand and 
makes a quick movement. As opposed to poses that 
require little to no movement, gestures requires a 
sudden movement that when slowed down is 
recognised as a gesture. We implemented two sample 
gesture recognitions in our system including SHAKE 
and GUN.  
To recognise a gesture, the system gathers the same 
velocity data from the palm and fingers as with the 
pose recognition system but determines the 
maximum velocity from the x, y and z values instead. 
It then waits until the velocity from the palm or 
fingers is greater than the maximum velocity of 500 
millimetres and then it starts recording the gesture. 
Once this happens, each frame is recorded until the 
hand or fingers velocity has fallen under 500 
millimetres or the number of gesture frames is over 
our sampling resolution of 32 points. A gesture 
indicator was also created to assist the interaction. 

Practice Systems 
We developed two practice systems to complement 
the lessons taught in the LeapMotion tutorial 
environment. The first system is a target practice 
scene that uses 2D drawings to create objects for the 
user to fling around and 3D poses for altering those 
shapes properties. This scene also uses 3D gestures 
for users to interact with the environment as opposed 
to just the shapes. The second system is a Cave 
Painting system that emulates how users could use 
the 2D recognition system in a creative and fun way 
with an image matching game. 
Target Practice System 
The target practice system is the showcase scene for 
our LeapMotion environment. It contains a number 
of gestures in both 2D and 3D and offers an open 

 
Figure 2. Tutorial state default template. 

 
 

 
 

 

 
Figure 3. L Pose, ROCK Pose, OK Pose and 

PEACE Pose respectively. 
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sandbox where the user can use all these different 
systems together to interact with the environment. 
The interactable objects within the play area are cube 
walls and targets. Targets generate points based on 
how close an object gets to the centre from the users 
throw and a cube wall acts as a breakable barrier 
which users can break open by using multiple objects 
at once (see Figure 4).  
The types of 3D Poses that our system can recognise 
are: L Pose this turns the gravity off for all created 
objects, OK Pose  changes the colours of all newly 
created objects, ROCK Pose  triples the current 
objects created and the PEACE Pose makes all the 
objects heavier/lighter. The 3D gestures that the 
Target Practice scene can also recognise are SHAKE 
Gesture that shakes the camera around and the GUN 
Gesture that creates a bullet launched from the 
fingertips that explode on impact. 
Cave Painting 
The Cave Paintings goal is to closely match one of 
the 5 popular animals from the Australian outback 
(see Figure 5). The Bat and Turtle contain the fewest 
shapes; the Emu and Lizard are more complicated 
due to their curves and the Kangaroo is the most 
difficult one with both curves and difficult shapes. 
Users are required to trace the animal drawing using 
their finger as close as they can. The system gives the 
users feedback on how close they were to the 
drawing as well as acknowledge their performance. 
These messages do not have negative comments 
written on the drawing to provide an enthusiastic 
approach when trying to draw the animal. 

5. EVALUATION 
We compared the results of three different point 
cloud gesture recognition systems ($P, $P3D and 
$P3D+). Using the training set defined and created 
by using the program, we evaluated the performance 
(time complexity and the average recognition 
percentages) of the original 2D algorithm ($P), the 
added 3D gesture recognition algorithm ($P3D) and 
our improved 3D recognition algorithm ($P3D+). 
The gesture set consists of 15 gestures ranging from 
iconic aboriginal animals, 2D shapes, 3D poses and 

3D gestures. The results in these experiments were 
evaluated based two sample gesture databases.   
The first database consists of all 15 gestures from the 
gesture set, from which each pose per hand has 4 
angle variations that were split into normal, rotated 
forward, rotated left/right (based on what hand was 
used) and rotated back. Each gesture on each left- 
and right-hand has five variations. Each of the 2D 
animal gesture contains three similar variations while 
each 2D shape also has five variations in average per 
shape. Overall, this database totals to 28 poses and 
gestures recorded (300kb) and 35 animal and shape 
drawings (600kb).  
The second database expands the 3D gesture set by 
doubling the number of variations per hand to 10 
each. The 3D poses also receive an increased number 
of variations per hand, from five to six. We also 
exclude all 2D gestures to focus on 3D recognition. 
To create unbiased results, the classification of the 
results uses the 3D poses and gestures from one 
database as the gesture/pose input to compare point 
clouds and determine the minimum distance by using 
another training set. 
We initially used the scoring equation defined in 
[Wob07, Ant10]. However, this scoring method 
produces scores within the 95%-99% margin with 
very few scores ranging outside this segment. Our 
implementation requires the scores to range based on 
our observed minimum distances for the correct and 
incorrect gestures. To overcome this limitation, the 
scores were calculated using a polynomial formula to 
extrapolate the data explained above into a curve to 
map the distance data to the following percentage 
values, particularly 0.5 = 99%, 0.9 = 90%, 1.1 = 
85%, 1.3 = 80%, 1.5 = 75%, 3.5 = 20%, and 4 = 
0%.  
We do not consider the average recognition rate for 
$P on 2D gestures as the recognition average has 
already been conducted by [Ant12]. We test $Ps 
ability to recognise 3D gestures versus $P3D 
recognition system using both databases. 

 
Figure 5. The 2D drawing gestures recognised in 
the Cave Painting scene. (a) Bat, (b) Kangaroo, 

(c) Emu, (d) Turtle, (e) Lizard. 
 
 

 
Figure 4. Target Practice system with multiple 

objects in play. 
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Comparing $P to $P3D 

First Dataset 
From the results on the first dataset (see Figure 6), 
we can see a clear indication that $P could not 
determine any differences between 3D and 2D data. 
It is a surprise that the recognition rate in the L pose, 
$P proved to be more efficient when compared to 
$P3D (84% Range CI = [81, 87] to 77% CI = [74, 
80]). However, the recognition rates for other 
gestures were higher in $P3D in comparison to $P 
particularly the L pose. There is no clear indication 
from the noise of the other gestures like Bat 90% CI 
= [87, 93], Circle 89% CI = [87, 91], Kangaroo 89% 
CI = [85, 93], Lizard 89% CI = [86, 92], Rectangle 
91% CI = [88, 94] that the L pose was the most 
recognised gesture. All other poses and gestures have 
significantly decreased average recognition rates for 
the correct gesture with high recognition rates for the 
wrong gestures. With the ROCK pose, $P does have 
a high average recognition rate of 91% CI = [86, 96], 
but is still beaten by $P3Ds average of 95% CI = [93, 
97]. This indicates our 3D implementation works 
better than the traditional 2D system. 
Second Dataset 
From the second dataset (see Figure 7) with a larger 
3D database, $P performs miserably when 
determining the GUN gesture with an average 
recognition rate (< 50%) as well as an extremely low 
average recognition rate for SHAKE gesture (< 5% 
recognition mark). $P3Ds performs much better 
above the 95% recognition average, for example the 
SHAKE Left Hand (96% CI = [94, 98]), Right Hand 
(98% CI = [97, 99]) and GUN Left Hand (98% CI = 
[97, 99]) and GUN Right Hand (100%). When 
presented with a larger L pose database, the $P 
recognition average actually performs better than 
$P3D with the Left Hand scoring an excellent 90% 
(CI = [89, 91]) versus $P3Ds 85% (CI = [83, 87]) 
recognition average and the Right Hand achieving 
similar results with a 83% (CI = [76, 90]) average 
compared to $P3Ds 78% (CI = [72, 84]). This means 
that while the $P system performs worse on all 
gestures it has the ability to perform well or better 
than $P3D on pose recognition. 

Comparing $P3D to $P3D+ 
With the improvements made to $P3D+, we evaluate 
whether our new $P3D+ performed better than the 
original $P3D. These evaluations follow the above 
comparisons, and T-value tests are used to determine 
if the improvements are statistically significant 
(alpha level of .05 for all statistical tests). 
First Dataset 
Figure 6 shows the GUN gesture has a decreased 
recognition rate from $P3Ds 98% (CI = [97, 99]) to 
$P3D+s 95% (CI = [92, 98]) but there is no statistical 
significant difference between these two systems 

 

 

 

 

 

 
Figure 6. Gesture recognition averages using $P, 

$P3D and $P3D+ on small dataset with L, Ok, 
Gun, Peace, Rock and Shake Respectively. 

 
 

 
 

ISSN 2464-4617 (print)
ISSN 2464-4625 (CD-ROM)

WSCG 2016 - 24th Conference on Computer Graphics, Visualization and Computer Vision 2016

Short Papers Proceedings 65 ISBN 978-80-86943-58-9



t(38)=1.71, p=0.09. This result means that while 
$P3D+ recognition average is lower than $P3D, there 
is not enough evidence to class both sets of data as 
different. With the PEACE Pose, we found that there 
was a significant difference in recognition averages 
for $P3D 88% (CI = [84, 92]) and $P3D+ 96% (CI = 
[93, 99]) t(22)=3.01, p<0.01. This result suggests that 
the improvements made to increase the recognition 
for the PEACE pose have increased the average 
enough to be statistically significant. 
Second Dataset 
Figure 7 also indicates that our hypothesis of the 
best-case scenario is apparent in the GUN 
(Left/Right) hand. For the Left Handed GUN gesture, 
the $P3D Right Handed GUN recognition average is 
almost the same as the Left Handed average (99% CI 
= [98, 100]) while the $P3D+ system has a lower 
percentage of 98% (CI = [96, 100]) - t(8) = 0.59, p = 
0.57. This means that the $P3D+ system is missing 
the best recognisable gun gesture and that is lowering 
its average. With the Right Handed L pose we can 
also determine that the recognition average is not 
significant between these systems while $P3D+ has a 
significantly increased recognition rate when 
compared to $P3D (92% CI = [82, 100]) and 78% CI 
= [72, 84]) respectfully - t(8) = 1.00, p = 0.35. For 
the Left Handed L pose the difference is extremely 
noticeable. For the $P3D system, the average 
recognition rate is around 85% CI = [82, 88]). The 
$P3D+ system achieves a higher recognition rate of 
98% (CI = [95, 100]) with a significant difference 
between the 3D and 3D+ systems t(6) = 5.97, p < 
0.01. This shows that when the user performs an L 
pose, the $P3D+ system is going to recognise that 
pose easier. 

Discussion 
When differentiating $P with $P3D, the assumption 
was that $P3D would outperform $P. With the 
majority of gestures, $P3D recognises the 3D point 
cloud with excellent gesture recognition average 
while $P has high averages. The L Pose interestingly 
with the small database and the L and Rock Poses in 
the large database, the $P gesture recognition system 
perform better than the 3D system. 
When comparing $P3D and $P3D+, the improved 
gesture recognition system hypothetically yields 
slightly lower results based on the limitations of the 
training data gathered for testing. Our experiment 
shows that with some gestures, it actually increased 
the recognition rate by a small margin of 4.55%. The 
Left Hand L pose was the best result that achieved an 
increased recognition average of 13.17%. While this 
improvement increased the recognition average, we 
can claim that the confidence interval for the $P3D+ 
gesture recognition average falls way out of the more 
condensed $P3D versions interval as $P3D factors in 

all gestures and gets the best-case scenario for each 
pose/gesture. However, the GUN gesture and the OK 
Pose did follow our hypothesis of having a smaller 
recognition rate compared to the traditional 3D 
gesture recognition. This is because of the small 
difference between left and right hand GUN gestures. 

User Experiences 
We demonstrated the system to several people during 
various events hosted by the Western Sydney 
University. While no formal questionnaires were 
given, we have documented the difficulties and 
differences between users who have used the system 
for the first time and some who have had experience 
with this device before. The users were a variety of 
ages ranging from primary school children, high 
school students, university undergraduates and some 
academic researchers. The users mostly inciated that 
they never used the LeapMotion system before.  
From those who have no prior experience with the 
LeapMotion it was clearly that they found it difficult 
to first locate the LeapMotion system and use it 
properly. The main problem was the simplicity in the 
LeapMotions design causing users to not believe that 
the system could perform 3D hand recognition. 
Another issue was users who would immediately try 
to move their hand as close to the sensor as possible. 
While the LeapMotion can detect hands from a short 
distance, if the hands are too close to the IR cameras 
they could not distinguish the hands properly. Once 
instructed to move their hands upward, users 
understood the distance required for recognition and 
rarely brought their hands too close to the sensor 
again. Users were presented with either the default 
LotsOfBlocks demo or the Monsoon minigame 
developed for the first time users. 
For the users who were presented with the Monsoon 
minigame, comments were made about what they 
were supposed to do while the minigame was 
playing. As the premise for the scene was to catch as 
many objects as possible, users found that the 
LeapMotion could not track their hands very well 
when they were cupped together. Some users decided 
to ignore grabbing the objects but rather tried to fling 
the objects around and as far as they could to see who 
could get the furthest.  
The overall consensus with most individuals who 
used these demos was overwhelmingly positive. 
While some had seen the LeapMotion technology 
before or were not enthusiastic with the devices 
capabilities, the majority enjoyed using the tracking 
system.  

6. CONCLUSIONS 
In this paper, we have presented gesture recognition 
techniques that allowed recognition of both 2D and 
3D gestures using point cloud gesture recognition. 
These techniques extrapolate gesture sets using 
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similar classifiers to recognise when to start looking 
for a gesture. We implemented tools that collected 
gesture data for recognition and processing. We also 
developed new 2D and 3D interactive environments 
that acted as a visual representation of the data.  
We enhanced a 2D point cloud gesture recognition 
system into a 3D gesture recognition system that 
supports the data points from the LeapMotions hand, 
palm and fingers. We implemented four poses and 
two gestures to demonstrate the effectiveness of the 
new 3D gesture recognitions. We used a small 
database system for our gesture set in comparison to 
large database in existing systems. 
Our experimental results showed that the 3D system 
outperformed the traditional 2D system in most cases 
as well as some small improvements on the $P3D+ in 
comparison to the original $P3D.  
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 Figure 7. Gesture recognition averages on a large dataset with L, Ok, Gun, Peace, Rock and 

Shake on both left and right hands respectively. 
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ABSTRACT 
We propose using Immersive Virtual Reality activities to improve the spatial ability of engineering students based 

on the study of solid geometry. 

The work group is selected randomly from among all the students registered for the 1st term course Graphic 

Expression and Computer-Aided Design (GECAD) at the Barcelona College of Industrial Engineering (EUETIB).  

A total of 60 participants completed three activities (6 h) in VR, using head-mounted display (HMD) glasses. 

Another group of students (30) made up the control group, which carried out only the learning activities that were 

common to all students, in a SolidWorks 3D non-immersive solid modeling software environment.  

Spatial abilities are assessed using the Differential Aptitude Test: Spatial Relations Subset (DAT:SR) and the 

Purdue Spatial Visualization Test: Rotations (PSVT:R). Previous studies have demonstrated a close correlation 

between successful comprehension of the Graphic Engineering course contents and high scores on the DAT:SR 

test. The greatest correlation was found between the DAT:SR pre-test and the solid geometry exam (test and 3D 

modeling exercises).  

We propose measuring spatial abilities before and after the classroom activities and looking for correlations 

between the spatial perception tests (DAT:SR and PSVT:R) and academic results in solid geometry. Furthermore, 

we also wish to determine the students' opinion with regard to the proposed activities.  

This would permit us to recommend and incorporate the use of VR in order to improve spatial abilities, in particular 

for those students with lower levels of spatial abilities, as measured by a DAT:SR or PSVT:R. 

Keywords 
Spatial ability · Virtual reality (VR) · Teaching engineering · Head-mounted display (HMD). 

1. INTRODUCTION 
Our aim here is to apply Virtual Reality (VR) to 

learning processes in CAD, and to those contents 

related to space geometry. 

According to [Hel92] VR uses hardware and software 

to create a sensation of immersion, navigation and 

manipulation. 

VR is divided into three main categories: text-based, 

desktop and immersive VR.  

Text-based networked VR is associated with 

environments in which communication takes place via 

texts. This type of VR has commonly been used in 

education and training [Pso95].  

Desktop VR is an extension of interactive multimedia 

applications that incorporate three-dimensional 

images, but without being considered immersive.  

Immersive VR is the application considered in this 

work. It consists of a combination of hardware, 

software and concepts that enable the user to interact 

with a computer-generated three-dimensional world 

[LA94]. 

There are different ways in which VR technology can 

aid learning.  

VR is widely used in rehabilitation and surgical 

training [NGA+13]. 

Evidence exists [Bor16], [AAH+11], [LZXL05] that, 

when applied appropriately, VR can offer an effective 

means of improving certain skills. One example is the 

effective coordination of sensory motor skills using 

flight simulators for pilot training. 

Some of the most interesting applications are those 

that enable students to visualize abstract concepts, 

such as chemical bonds [CTN15] or those that enable 

them to visit environments and interact with events or 

objects that would not otherwise be available due to 

restrictions imposed by distance, time or safety 

[Jav99]. 
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[Win93] defines a conceptual framework for 

educational VR applications, and states that: 

1. Immersive VR provides non-symbolic first-

person experiences that are specifically designed 

to help students learn content.  

2. These experiences cannot be obtained in any 

other way in formal education. 

3. This type of experience constitutes a large part 

of our everyday interaction with the world 

around us, even though schools tend to promote 

symbolic third-person experiences. 

4. Constructivism offers a theory upon which to 

develop educational VR applications.  

5. The convergence of the theories of knowledge 

construction with VR technology permits 

promoting hands-on learning in virtual worlds, 

by making it possible to display information in a 

different way, and materialize abstract ideas that 

until now have been very difficult to represent. 

[WHH+97] identifies the main contributions of VR as 

immersion, interaction or participation and 

motivation. 

Pantelidis states that VR provides new ways and 

methods of visualization, is based on interaction and 

promotes active participation [PV10]. 

VR changes the way in which a student interacts with 

contents, as compared to traditional learning 

processes. Participants who interact with the virtual 

environment see immediate results, encouraging them 

to continue to interact with it, thus increasing their 

motivation. 

[WM98] compared VR learning of an assembly 

procedure to other traditional media, such as paper and 

video. They obtained better long-term learning results 

with VR. 

[SK03] compared the perception and understanding of 

spatial volumes using 2D, non-immersive VR (on a 

computer screen) and immersive 3D VR head-

mounted environments. The students in an immersive 

VR environment attained a better understanding of 

volume and its components in three dimensions. 

Furthermore, the more complex the volume is, the 

better it is perceived using HMD. 

In summary, there is a great deal of evidence to 

suggest that VR can be used successfully in learning 

processes. In many cases, the contribution of 

methodologies based on VR represents significant 

improvements in the comprehension of the course 

contents. 

2. SPATIAL VISUALIZATION 

ABILITY 
The ability to visualize space (or simply spatial ability 

or SA) is the capacity to understand and remember the 

spatial relationships between objects. More 

specifically, it is the ability to mentally maneuver two- 

and three-dimensional shapes [UMT+13]. 

Moreover, some authors [SS01], [MSB+11], [KJJ14] 

suggest the importance SA in the engineering design 

process and propose educational strategies to promote 

the development of this competence among students. 

The development of spatial capacity has always 

formed part of the Graphic Engineering curricula 

[MB05], [MG13]. One aim of introductory classes in 

graphic engineering is to increase the spatial capacity 

of students in order to construct cognitive 

representations of the geometric shapes and mentally 

maneuver them. To accomplish this, 2D and 3D 

representations are regularly used and students do 

exercises to obtain views, convert 2D into 3D, and 

vice versa. This makes it possible to obtain graphic 

representations of technical contents and to acquaint 

engineering students with the use of design resources. 

Increasing a student's spatial ability helps him/her 

better understand the concepts of solid geometry, 

which in turn, are used to design products, devices and 

systems.  

SA is a complex human capacity that many 

researchers believe can be identified based on 2 or 3 

components. Authors such as [PK82], [PH91] and 

[RG00], each cited by [MGK+13], identify three 

components of SA: spatial visualization, spatial 

orientation and spatial relation.  

However, since spatial orientation and spatial 

visualization have factors in common, many 

researchers consider that there are really only two 

basic components of SA: spatial relation and spatial 

orientation [CG98], [HT11], [Moh08], [PRL+02], as 

referenced by [MGK+13]. 

Spatial relation is the capacity to mentally rotate an 

object around its axes. Spatial orientation is the ability 

to mentally maneuver or transform the representation 

of an object in another view.  

In previous studies [TAB14], we have found a positive 

correlation between SA and academic performance in 

the study of solid geometry. The same is true for 

chemistry-related contents [MGK+13]. 

[Eli02] states that SA affects all daily activities, 

insofar as it refers to the ability to make mental 

representations and manipulate visual and spatial 

information. [LK83] divide SA into three subdomains: 

visualization, which includes complex tasks with 

numerous steps; spatial relations, which include 

simple tasks, such as quick mental rotation; and 

orientation, which includes tasks that involve 

imagining changes of perspective. 

It would seem that the orientation and mental 

maneuvering abilities generally encompassed in the 

ability for spatial visualization rely on similar mental 

processes. [OSR+02] studied how people learn to 
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rotate objects. They compared the configurations of 

real and virtual objects (using HMD) and found a 

greater correlation with cognitive-analytic skills than 

with mental rotation abilities. They obtained the best 

results with participants who used HMDs, which led 

them to conclude that immersive VR is an excellent 

training tool for developing spatial capacity.  

3. MEASURE OF SPATIAL ABILITY 
From among the wide variety of tests used to measure 

the spatial visualization ability, we highlight four here 

that are frequently mentioned in the literature 

[DKSG06]: 

 Differential Aptitude Test: Space Relations 

(DAT:SR); visualization, paper folding 

 Mental Cutting Test (MCT); visualization, object 

cutting 

 Mental Rotation Test (MRT); quick mental 

rotation 

 Purdue Spatial Visualization Test: Rotations 

(PSVT:R) 

 

The Differential Aptitude Test: Space Relations 

(DAT:SR) [BSW73] contains 50 items.  

The task consists of selecting the correct 

representation of a 3D object from among four choices 

depicting the representation of a folded 2D shape. In 

one study [MGS98], it was found that student scores 

on the DAT: SR were the most important predictor of 

success in an engineering graphics course, as 

compared to three other spatial visualization tests. 

The Mental Cutting Test (MCT) [Cee39] contains 25 

items. Each question presents a shape that has been cut 

along a given plane. The objective is to select the 

resulting cut from among 5 alternatives. 

The Mental Rotation Test (MRT), developed by 

[VK78], is used to assess a person's ability to visualize 

rotated solid objects. It consists of 20 items. Each 

question presents a shape with two correct and two 

incorrect choices. The objective is to identify which 

two alternatives are rotated images of the shape in 

question. A clear predecessor of the MRT is the 

Mental rotation of three dimensional objects by 

[SM71] used by [HLXB15]. 

The Purdue Spatial Visualization Test: Rotations 

(PSVT:R) was developed by [Gua77]. It contains 30 

items. On this test, students are shown a reference 

object and then a view of the same object after it has 

been rotated in space. They are then shown a second 

object with a set of views and are asked which one 

matches the same rotation performed on the reference 

object [MY13]. 

[DKSG06] analyzed virtual reality (VR) and 

augmented reality (AR) as tools for use in SA training. 

In spite of non-conclusive results in terms of the 

improvement of SA with the tools used, improvements 

were shown on the four tests (used as pre- and post-

tests) among the subjects. 

The following tests were given: 

 Differential Aptitude Test: Space Relations 

(DAT:SR); visualization, paper folding 

 Mental Cutting Test (MCT); visualization, object 

cutting 

 Mental Rotation Test (MRT); quick mental 

rotation 

 Objective Perspective Test (OPT); orientation, 

change of perspective 

In this study, [DKSG06] describe the limitation of not 

having a 3D test to measure SA, as traditional paper-

based methods do not cover all the skills that come 

into play when working in a 3D environment. 

In an earlier work [TAB14], we developed a model to 

assess SA in engineering students taking the first-year 

Graphic Expression and Computer-Aided design 

course.  

In this work, an improvement in SA was observed 

following the use of 3D solid modeling software. Data 

from 812 first-year industrial engineering students in 

three colleges at Barcelona Tech (Universitat 

Politècnica de Catalunya) were analyzed.  

The evolution of the results obtained on the 

Differential Aptitude Test: Spatial Relations Subset 

(DAT:SR) and Mental Rotation Test (MRT) were 

analyzed before and after the content material in 

computer aided design were studied. 

We found the strongest correlation between the DAT 

pre-test and the solid geometry test. This led to the 

proposal of this article: to use VR to practice concepts 

of solid geometry, with the aim of improving 

academic results. DAT appears to be a good indicator 

of academic success, as it produced the greatest 

number of correlations. 

On the other hand, MRT does not seem to be a good 

indicator, as it failed to provide any significant results. 

No strong correlations were found between the values 

of MRT and the solid geometry test. 

Some data was collected to provide information about 

other related variables. Such as: age, sex, new/retaking 

student, engineering branch, route of entrance into the 

university, working while studying, previous years 

studying drawing and CAD software, sport practiced 

by the student, video game player, favourite video 

game type, internet user, right of left-handed and 

faculty of engineering. 

Other relevant conclusions were: 

Regarding the use of CAD software: better results 

were found for those students who had prior 

experience with this type of programs. 
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The data showed a slight improvement in the final 

DAT:SR score for those students who play sports as 

compared to those who do not. 

Field of engineering: important differences were 

found among the specialties in which the students 

were enrolled. In particular, chemistry students 

obtained low scores.  

This enabled us to design remedial educational 

activities for those students who required them. 

4. HEAD-MOUNTED DISPLAY (HMD) 

APPLICATION 
The device displays two almost identical photographs 

that differ by the point from which the photo is taken. 

When viewed by each of the eyes separately, the 

images simulate real vision and the brain composes a 

three-dimensional relief effect. 

HMD devices currently reproduce two images with a 

slightly different focus on a monitor similar to that of 

a smartphone. The results cause a high level of 

immersion, while the movements of the head change 

the point of view of the receiver, enabling us to 

simulate movement in the scenario by means of a 

keyboard or joystick. 

An attempt was originally made to use 3D modeling 

drawings from SolidWorks as the basis to create a 

version compatible with Oculus Rift, but the results 

obtained after converting the files were less than 

satisfactory. 

The best resolution was obtained using Cinema4D in 

*.fbx format and importing it into the Unity game 

engine, in which the user movement and interaction 

commands had been programmed.  

The scenarios corresponded to subsequent stages in 

the resolution of a solid geometry exercises. For 

learning purposes, the transitions between steps were 

animated following logical drawing processes. 

Those animations were created using Unity's Legacy 

tool. 

The symbols for geometric relationships and 

annotations were created in Photoshop (Figure 1). 

 

 

 

 

5. METHODOLOGY 
The investigation focused on the Graphic Expression 

and Computer-Aided Design (GECAD) course, 

specifically on the study of the SA developed and the 

assessment of the academic results in the solid 

geometry module. 

The activities consisted of creating applications to 

model three-dimensional geometric shapes, 

introducing the concepts of geometry step by step. 

Students could interact freely with each scenario and 

move forward and backward through the sequence of 

steps. 

Interaction takes place through the keyboard and 

visualization through an HMD headset. 

The transitions between different states are created by 

means of provided animations that progressively build 

the elements by following the instructions for the 

exercise. 

The concepts of solid geometry incorporated are 

synthesis, analysis and geometric metrics axioms, 

such as: 

 In order for a straight line to be perpendicular to 

a plane, it needs only be perpendicular to two 

non-parallel straight lines found on the plane or 

parallel to it. 

 If the angle between a straight line and a plane is 

, the angle between this straight line and the 

line perpendicular to the plane is complementary 

to ). 

 If a straight line has a slope of X%, this means 

that it has an angle with the horizontal plane of 

=arctg (X/100).  

Figure 1. Screenshots from VR exercises. 

 

. 
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 If the angle between two planes is , the angle 

between two straight lines, each perpendicular to 

a plane, is the supplementary angle of (180º-

) (or , depending on where it is measured). 

 The distance between two straight lines that cross 

one another is measured on the straight line 

perpendicular to both that intersects them. 

The methodology can be summarized in the following 

steps: 

1. Students in the experimental group and the 

control group take the Differential Aptitude Test: 

Space Relations (DAT:SR) and Purdue Spatial 

Visualization Test: Rotations (PSVT:R) prior to 

the activities. They also take the survey on 

controlled variables that can affect SA (1 h). 

2. The students individually complete the exercises 

with the 3D modeling software SolidWorks (10 

h). For example, drawing polyhedral shapes 

considering angles, distances and other 

geometrical relations between edges and faces.  

3. The VR activities consist of the guided reading 

by the professor of the completed exercise. The 

professor addresses the concepts of solid 

geometry used in each step. The students have a 

few minutes to view the animation showing the 

construction of the geometric shape, and once 

the representation is finished, they can move 

freely throughout the scenario, using the 

keyboard options (6 h) (Figure 2). 

4. Students in the experimental group and the 

control group take the Differential Aptitude Test: 

Space Relations (DAT:SR) and Purdue Spatial 

Visualization Test: Rotations (PSVT:R) after the 

VR activities. At the end, the groups that have 

worked in the VR also take the satisfaction 

survey (1 h). Control and experimental groups 

were formed randomly from all students enrolled 

in the course. We usually formed this division 

when new activities or methodologies are 

introduced in the course. In some cases, that is 

not possible because of the need to offer the 

same learning pursuits to all students without 

discrimination. In this case, both groups had 

similar results. 

5. All the students are assessed on their knowledge 

of the solid geometry contents by means of a test 

and 3D modeling exercises similar to those done 

in class. 

6. Finally, the analysis of the SA test data, the 

controlled variable surveys and satisfaction 

surveys and the academic results obtained in the 

solid geometry module enable us to examine the 

correlations and the strongest determining 

factors in order to obtain good academic results 

and propose VR activities to improve the levels 

of SA obtained on the tests. 

 

 

 

6. RESULTS 
The results of this study are exploratory in nature by 

the small size of the sample and cannot be generalized 

to the population as a whole. Because of that, we do 

not discus here values when comparing experimental 

and control groups’ results. The same can be said 

about the data collected from other variables. 

We urge further work analyzing the influence of other 

factors on the increase in SA, such as: gender, prior 

experience with this type of programs, play sports or 

faculty of engineering. 

With this in mind, we would like to highlight the 

following findings in the experimental group: 

Those students with less spatial ability as measured by 

a PSVT:R (Table 1) or DAT:SR pre-test (Table 2) are 

those who show the greatest degree of improvement 

on the post-tests after having completed the VR 

activities. 

 

pre-test PSVT  

(Results)  

Degree of 

improvement 

(Average) 

1st set (0-15) 14,3 

2nd set (16-20) 2,2 

3rd set (>21) 1,02 

Table 1. PSVT results vs degree of improvement. 

 

pre-test DAT  

(Results)  

Degree of 

improvement 

(Average) 

1st set (0-30) 12,4 

2nd set (31-50) 4,9 

3rd set (>50) 0,6 

Table 2. DAT results vs degree of improvement. 

 

The greatest correlation (R=0.323) was found between 

the PSVT:R pre-test and the solid geometry exam 

(Test and 3D modeling exercises (Table 3). 

These results corroborate those obtained by [SB00] at 

Michigan Technological University (MTU) with 

regard to the interest in using PSVT:R as a predictor 

of academic results. 

 

Figure 2. VR sessions. 

 

. 
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Mod

el 

R R 

Square 

Adjusted 

R  

Std. 

Error  

1 ,323 ,104 ,085 2,35307 

Table 3. Correlation PSVT:R pre-test vs. solid 

geometry exam 

The experimental group and the control group showed 

no significant differences.  

The evaluation by the students of the incorporation of 

VR/HMD activities is positive (Table 4). They have 

the perception that the system is easy to use, enables 

them to better understand the contents presented and 

they consider it to be useful. Therefore, in agreement 

with the findings of [LL12], the use of VR motivates 

students during their learning process. 

 

The immersion system is easy to use 

Strongly disagree 0% 

Disagree 0% 

Neither agree nor disagree 26% 

Agree 63% 

Strongly agree 11% 

 

The content provided is easy to understand 

Strongly disagree 0% 

Disagree 11% 

Neither agree nor disagree 58% 

Agree 32% 

Strongly agree 11% 

 

Immersion system provides useful content 

Strongly disagree 0% 

Disagree 0% 

Neither agree nor disagree 16% 

Agree 47% 

Strongly agree 37% 

Table 4. Satisfaction survey results 

 

7. LIMITATIONS & FUTURE WORKS 
Some results obtained from the data analysis are 

indecisive in terms of the correlation between the VR 

activities carried out and the improvement in spatial 

abilities. The activity also failed to have an impact on 

academic results.  

In our opinion, this may be caused by several factors: 

1. The small size of the experimental (60) and 

control (30) groups. 

2. The short duration of the VR/HMD activity, 

which consisted of only two sessions of three 

hours each. In previous studies, we obtained 

important increases (8 points) in scores on the 

Differential Aptitude Test: Spatial Relations 

Subset (DAT:SR) after holding numerous 3D 

solid modeling sessions (15 h). 

3. The impact of other variables on the learning 

process, the definition and influence of which 

should be analyzed in future works. 

In any case, the results obtained confirm the interest in 

using VR to develop SA in engineering students. In 

future studies, we intend to expand the size of the 

sample and the diversity of the populations analyzed, 

in order to make the results more generalizable. In this 

regard, work is underway to incorporate conventional 

mobile devices, which when fastened to a simple 

support structure similar to a pair of glasses and 

connected to a control device (numeric keypad or 

joystick) would make it possible to extend the 

experience to a large number of students at several 

colleges.  

The basic assertion that we would like to test in future 

work is that students who use the VR show a 

significant improvement in spatial abilities as 

compared to those who do not use it. 

Another concept related to VR is augmented reality 

(AR), which uses a combination of the user's physical 

environment and real-time interactive computer 

representations [ADD+01], [Bon01], [WTA11]. 

VR immerses the user in a digital 3D environment 

where he/she cannot see the real world. Just the 

opposite, AR enables the user to see the real world, 

with some virtual objects superimposed on it. AR thus 

complements reality instead of completely replacing 

it. Virtual and real objects are perceived in the same 

space. AR is currently being applied in education and 

training with good results [GGW+13], [Lee12], 

[WLC13], [AAP+12]. 

Both VR and AR environments could be applied to our 

study, although ultimately the decision was made to 

use an immersive VR environment due to the abstract 

nature of the solid geometry course content being 

taught. One proposal for future work could be to 

incorporate geometry topics that combine both real 

and synthetic images. This could be extremely useful 

for design validation in engineering design courses. 

Other additions for future works could be: 

The use of Mental Cutting Test (MCT) and the study 

of its effectiveness in order to improve the model as a 

predictor of learning outcomes. 

The use of 3D tests. Some cases already exist in which 

immersive 3D tests have been applied, such as the 
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Virtual Reality Spatial Rotation (VRSR) system 

[RBN+98], which make it possible to administer the 

Mental Rotation Test (MRT) [SM71] directly in 3D, 

providing improvements over the administration of 

the paper-and-pencil MRT following VRSR training. 

Geometric immersive 3D graphic design software 

could also be added. [DKSG06] use drawing software 

that makes it possible to generate 3D models, move 

around them and modify them in real time. 

Visualization relies on HMD glasses. 

Within the plans for continuing this study is the 

incorporation of some of these facilities in the near 

future. 

8. CONCLUSIONS 
A pilot study was developed using immersive VR to 

study solid geometry in a 1st term course of 

engineering. The activities proposed for all students 

were 3D modeling exercises in Solidworks, and the 

experimental group completed three activities (6 h) in 

VR, HMD glasses. 

A methodology was applied to assess SA in 

engineering students previously developed by our 

research group at Barcelona Tech (Universitat 

Politècnica de Catalunya). We have incorporated a 

new evaluation tool in this study: Purdue Spatial 

Visualization Test: Rotations (PSVT:R). This test 

appears to be a good indicator of academic success. 

Spatial abilities are assessed before and after the 

classroom activities using the Differential Aptitude 

Test: Spatial Relations Subset (DAT:SR) and the 

Purdue Spatial Visualization Test: Rotations 

(PSVT:R).  Despite the fact that all students have 

improved their results, the greatest degree of 

improvement on the post-tests was achieved by the 

students with less initial spatial ability. 

The greatest correlation was found between the 

PSVT:R pre-test and the solid geometry exam (test 

and 3D modeling exercises). These results corroborate 

previous studies using PSVT:R as a predictor of 

academic results. 

The evaluation by the students of the incorporation of 

VR/HMD activities is positive. After the experience, 

we strong recommend the use of VR in order to 

improve spatial abilities of engineering, particularly 

those students showing difficulties in spatial 

visualization. 
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ABSTRACT
In this paper, we present a novel approach to real-time, continuous and symmetrical level of detail (LOD) man-
agement of a 3D object represented by a sparse voxel octree (SVO). We propose a new method for continuous
and symmetrical transition between two detail levels. The method is based on a SVO representation extended by
redundant, helper nodes which are used to achieve a proper interpolation of geometry and material data. We extend
redundant nodes with a transition direction attribute. Additional memory requirements are minimized by storing
indices in a direction vector lookup table in object space. The new method is applied for an accurate evaluation of
the required LOD. It uses an image-based evaluation function, i.e. the standard level transition function based on
camera distance is extended by the real-time calculation of the current LOD pixel fill rate. We extend typical level
transition function based on distance with real-time calculation of the current LOD pixel fill rate. Two different
image based methods of SVO node pixel fill rate calculations using compute shaders or GPU queries and parallel
reduce are presented. The developed LOD management algorithm is applicable for a raytracing and a rasterization-
based rendering pipeline. The LOD transition algorithm allows to perform a dynamic and continues control of the
SVO based objects which have not been available in other works. Moreover, the proposed fading algorithm based
on the fade out direction and scaling allows for a LOD change without any graphical artifacts or loss of the virtual
scene immersion.

Keywords
Computer graphics, level of detail, sparse voxel octree, voxel rendering, parallel reduce, image processing

1 INTRODUCTION
Computer graphic engines are perfect examples of the
soft real-time systems [Tanen07]. A key requirement
for the real-time system is the processing time mea-
sured in tenths of seconds or shorter. Interactive graphic
applications, such as computer games or virtual reality,
require that all necessary logic computation and ren-
dering is performed within a few milliseconds. Due
to the limited memory of GPUs, achieving satisfactory
rendering results requires an implementation of several
optimization methods in our graphics engine pipeline.

An important observation is that with the perspective
projection objects that are far away from observer ap-
pear on the screen much smaller than objects that are

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

near the observer. This implies that they can be ren-
dered with less geometrical or material details. Thus,
different techniques for controlling the object’s current
level of detail (LOD) have been developed to adapt the
object’s complexity to their importance within the vir-
tual scene.
The LOD is one of the oldest problems in computer
graphics. It was first presented in an article by James
H. Clark in 1976 [Clark90] and was defined as the com-
plexity of the 3D object located at a suitable distance
from the observer. The main aim of using LOD control
algorithms is to increase rendering efficiency by min-
imizing the data consumption, e.g. a number of poly-
gons or voxels. Increasing computation power of to-
day’s GPUs allowed game developers to create highly
detailed virtual scenes represented by millions of poly-
gons. As a consequence, efficient LOD management
algorithms are needed more than ever.
The tendency in recent years has been to improve the
features of continuous LOD algorithms by using the
possibilities offered by the graphics hardware, such as
the tessellation shaders [Schaf14]. The main prob-
lem with these methods is that there are no special-
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ized shaders to decimate geometry on GPU. Moreover,
there is still the need to store a complex geometry in
the VRAM. As a result, the most commonly used so-
lution in today’s graphics engines is to prepare sev-
eral objects with different LODs and change them in
real-time based on their importance within the virtual
scene [Lueb02].

In this paper, we present a novel approach to real-time,
continuous and symmetrical management of a 3D ob-
ject LOD represented by the sparse voxel octree (SVO).

2 RELATED WORK
There is a wide selection of literature on performing the
LOD evaluation and control algorithms. Over the years,
many methods of geometry simplification and continu-
ous LOD controlling have been developed. However,
most of them are actually using polygonal representa-
tion of geometry and are connected to the LOD of vir-
tual scene terrains based on height fields. We will focus
on the papers that are most directly related to our work.

As we mentioned in the introduction, the most com-
monly used method is based on preparing a finite count
of objects in different LODs by artists and change the
currently used one based on the specified distance func-
tion [Lueb02]. It is very easy to implement and control
in real-time. However, the objects representing a differ-
ent LOD have to be stored in GPU memory. Alterna-
tively, a streaming functionality must be implemented
in the graphic engine. Moreover, the continuous transi-
tion between triangle based objects with a significantly
different number of polygons is quite difficult.

Schoeder et al. introduced algorithms to decimate
a triangle mesh [Schroeder92]. Rossignac and Bor-
rel extended their approach by developing vertex
clustering method that uses the bounding box of
the source mesh divided into the grid with all of
the vertices in a given cell replaced with a single
vertex [Rossignac93]. Other groups of algorithms use
an iterative approach based on primitive simplification
operators [Lueb02] such as edge collapse or vertex
removal. One of the commonly applied iterative deci-
mation technique is the QSlim algorithm [Garland97].
In this method the pair collapse operator is iteratively
replacing two vertices with one, causing neighboring
faces to become degenerated. However, the mesh
simplification has been traditionally viewed as a
non-interactive process not readily amenable to the
GPU acceleration. Using the modern programmable
GPU, many algorithms have been extended and
developed on the GPU. Ramos et al. developed a
method of continuous geometry complexity controlling
based on GPU triangle strip operations [Ramos06].
The vertex clustering method has been extended by
using geometry shaders and a general-purpose data
structure called the probabilistic octree. It enabled

a simultaneous construction of multiple LODs and
out-of-core simplification of extremely large polygonal
meshes [DeCoro07, Schiffner15, Willmott11].

Modern GPUs offer functionality to increase geome-
try complexity in real-time [Schaf14]. By using pro-
grammable tessellation shaders, we can increase the
number of mesh triangles by dividing triangle patches.
It is possible to achieve full control of how the object
geometry is dived and to calculate all required data at-
tributes such as normal vector and texture coordinates.
This method has been effectively used in case of ter-
rain rendering based on height field [Ripol12]. Even by
using low-resolution height map one can create highly
detailed terrain with continuous, distance dependent
LOD. Using tessellation shaders one can increase the
complexity of the processing object exclusively on the
selected areas. Unfortunately, today’s graphics adapters
do not offer any programmable shaders to decrease the
complexity of processing object. In order to create a
symmetrical method to increase and decrease object
LOD, it is necessary to combine simplification and tes-
sellation approach into one algorithm.

Although all of the presented methods propose interest-
ing ideas related to the LOD management, none of them
is able to provide a symmetrical, continuous and univer-
sal LOD control. A common feature of all of the pre-
sented methods is the polygonal representation of 3D
objects. The polygonal representation does not provide
any hierarchical information. A solution to that prob-
lem is the usage of the voxel representation. The SVO
is the current standard method for representing and ren-
dering voxels [Laine10, Bau11, Wil13]. Cyril Crassin
was able to perform visualization of global illumination
based on an SVO and voxel cone tracing [Crassin11].
The SVO is a hierarchical structure that, in addition
to the significant voxel memory compression, offers
object’s LODs. Based on the voxelization resolution
one can calculate the maximum tree depth which is the
number of the object’s LODs. A dynamic LOD is quite
often mentioned in various articles. However, no one
has ever described an algorithm showing how to change
the current LOD and how to perform a transition be-
tween the levels in a continuous way.

3 LOD MANAGEMENT ALGORITHM
This section describes the fundamental features of LOD
management algorithms. All algorithms can be divided
into the two main components:

• LOD evaluation — in this part one needs to deter-
mine when to change the object’s current LOD. The
initiation of the change and its direction depends on,
for example, the distance between the object and the
observer or object size on the screen.
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• LOD transition — this part of the algorithm deals
with the way of how the current LOD is changing. In
the discrete model algorithm, the change is realized
by simple swapping of the object geometry or mate-
rial data. In the case of the continuous algorithm in
order to achieve proper object transition, one needs
to implement the interpolation between two selected
LODs.

The features of the developed algorithm are as follows:

• The 3D object is represented by an SVO.
• The LOD management algorithm is independent of

the rendering method. It can be used with both
the ray tracing approach and the voxel visualization
achieved with the triangle rasterization pipeline.

• Helper data needed for the algorithm execution are
minimized. In the case of ray tracing visualization,
all necessary data can be calculated on the fly.

• The LOD transition is done smoothly using interpo-
lation between two levels of SVO.

• The object geometry and material data LODs are in-
creasing or decreasing symmetrically.

4 LOD EVALUATION
The most commonly used measurement to evaluate the
object’s current LOD is the distance between the object
and the observer position. However, to do that, the
scene designer must manually find the proper distance
for each object to achieve satisfying results. The
algorithm proposed in this paper estimates the distance
using a newly developed image-based method utilizing
the object rendering results achieved in pre-processing
stage or by using rendering results of the previous
frame.

4.1 Continuous evaluation function
In general, the LOD evaluation function can be ex-
pressed as:

y = f (x) (1)

where:

y = object LOD
x = evaluation parameter

Based on the computed distance between the object and
observer position the current LOD is determined in a
way presented in Fig. 1. For simplicity, the linear de-
pendence between the distance value and the LOD is
assumed.
In this case Eq. 1 can be written in the following form:

y = max
(

0,min(N− dist
x

,N)
)

(2)

where:

Figure 1: Linearly changing object LOD based on the
distance.

y = object LOD
N = number of object LODs
dist = distance between object and observer
x = defined distance offset between adjacent LODs

The computation results must be clamped to <0,N> in
order to operate only on the existing object LODs. As-
suming N = 4, x = 2.0 and dist = 2.5 we get:

y = max
(

0,min(4− 2.5
2.0

,4)
)
= 2.75 (3)

Using mathematical round or truncate for the obtained
result, we gain an integer value which represents the
discrete LOD index. In addition, the floating result
gives the possibility to control the continuous transition
weight between two LODs.
The evaluation function presented above is based on the
linear dependence between the distance value and the
LOD. However, this approach can hardly give satisfy-
ing results on the virtual scene viewed with the perspec-
tive projection. More accurate results could be achieved
using exponential or power functions.
The biggest problem with distance based evaluation
functions is that there is no exact relationship between
the distance and the resulting image. The rendering
result will be different, but there are no algorithmic
tools to describe scene complexity changes. In the next
section, we propose a LOD evaluation method consid-
ering the image pixels as the main information car-
rier [Shannon48].

4.2 Pixel fill rate based evaluation func-
tion

Using compute shaders, data obtained from the render-
ing pass or GPU query objects according to the visual-
ization algorithm, we can calculate how many pixels are
filled by the draw operation [Wright10]. Thus, we can
calculate how many pixels will be filled by some part
of the object. The question is when we actually want
to change the current LOD. If the object is so far away
from the observer that there is no need to render it with
the current LOD because we won’t see any differences
in rendering results, we can optimize the rendering pro-
cess by decreasing the current LOD. Similarly, when
the object is close enough to be rendered with a more
complex geometry or material details we increase the
current LOD.
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5 PATTERN NODE SELECTION
METHOD

In order to decide if the object is rendered with enough
details, we analyze the rendering results of the smallest
part of the object, the SVO node nearest to the observer
position. In this paper, we define this special node as a
pattern node. In order to find the pattern node, we pro-
pose two methods which differ in calculation precision
and computing performance.

5.1 Approximate pattern node selection
The first method is based on a simple and naive approxi-
mation. For simplicity, we assume that the pattern node
is exactly in the object bounding volume center posi-
tion (even if actually there is no node in the selected 3D
space). We can consider this method as an extension of
the distance based evaluation method.

Having the object bounding volume and the node size
of the current LOD, we render a single node off-screen.
If our rendering pipeline is based on the ray tracing ap-
proach, we simply render the root node of the object
scaled to the size of the current LOD node. In order to
optimize the additional ray tracing step, we can perform
ray tracing to a smaller render target than screen size.
The minimum size of the target viewport can be easily
calculated based on the object bounding volume and the
camera matrices. Using, for example, atomic counters,
we can calculate how many pixels will be filled by the
draw operation. In the case of using a polygonal repre-
sentation of the object, the same results can be achieved
using GPU query objects.

As we mentioned before, it is a naive approach but can
give satisfying results, especially on a low-power target
like mobile devices.

5.2 Accurate pattern node selection
The accurate approach is much more advanced than the
previous one. We want to find which SVO node of
the object is the biggest on the screen. In other words,
which one fills the most pixels of the resulting image.
We must find the node in the current level of the SVO
that is the closest to the observer position. We can
calculate it on CPU by performing a simple software
renderer but it is a computationally expensive solution
hardly executable in real-time.

In order to obtain an accurate result, we need to per-
form the additional rendering and computation pass be-
fore the SVO visualization step. The accurate selection
method will depend on the rendering algorithm. In this
section we describe the pattern node selection for the
ray tracing approach as well as for the triangle-based
rasterization pipeline.

The foundation of the accurate pattern node selection
algorithm is finding an SVO node with the smallest

depth value for the current viewpoint. It means that be-
fore performing the final rendering, we need to find the
node and count have many pixels will be filled by the
node. The proposed solution can be implemented in a
various way. In our work, we decided to use compute
shaders. However, the developed solution can be im-
plemented in other GPGPU interfaces such as CUDA
or OpenCL.

5.2.1 Depth and node id texture generation
We propose an image based solution to find the pattern
node utilizing the node depth information. By using the
depth buffer, we find which pixel of the resulting image
belongs to the object closest to the observer. The first
step of our algorithm is an off-screen z-pass rendering.
We use single channel render target texture with e.g.
R32F or R16F internal format and save the linearized
depth information. Further, the depth information has
to be correlated to the SVO nodes.

The first step of our method requires defining unique ids
for all SVO nodes. To optimize the node finding opera-
tion with a specified index it is recommended to create
a lookup table for the tree nodes. Then, we extend the
first pass of the algorithm by the saving node indices
to the second texture channel. With the depth-only so-
lution we could use floating point textures but unfortu-
nately, we cannot save and retrieve integer or unsigned
integer data from a float texture without data loss. A
high-resolution voxel object will have ids counted in
millions and we could lose the information. To solve
this problem we use the unsigned integer type texture.
Moreover, when saving the linearized depth informa-
tion we perform normalization to the defined data range
by multiplying depth values. We use a texture in the
RG32UI internal format.

5.2.2 Minimum depth node seeking
The next step of our algorithm is to find the minimum
depth from the rendered texture. If we need this infor-
mation on CPU, we could transfer the texture data from
GPU memory into the RAM. Due to the high cost of
this data transfer, we might not be able to evaluate the
LOD in real-time. In order to achieve real-time results,
we can use two different solutions.

First of them is based on the parallel reduce algorithm
on GPU [Buck04]. Using a compute shader, we create
a new texture with half size of the source texture. Then,
using a simple code we seek for the smallest depth value
of N neighbors and store it in the new texture. By the
defined number of iterations, we create a small texture
with candidate nodes. We perform the parallel reduce
algorithm until we create a 1x1 resolution texture and
transfer it or read it on CPU. It is also possible to stop
the iteration when our texture is small enough for be-
ing transferred to the CPU efficiently. In our imple-
mentation, we used the 1280x720 render target and 4
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iterations of the parallel reduce algorithm resulting in a
80x45 resolution texture. We iterate through and find
the pattern node on the CPU.

With the parallel reduce algorithm we can efficiently
find the pattern node but we recommend an alternative
solution. When performing the rendering operation, we
can save the minimum depth of the rendered nodes with
the corresponding node id by using the atomic opera-
tions and shader storage buffer objects. Thanks to that,
we can use this information in the next step of our al-
gorithm. Additionally, the access to the data stored in
the shader storage buffer object on CPU side is very ef-
ficient. With a compute shader, we calculate how many
pixels are filled by the found SVO node. This opera-
tion is performed in the same way for the ray tracing
rendering approach and triangle based rasterization.

5.2.3 Optimizations and restrictions
The proposed solution requires an additional render-
ing step for finding the accurate pattern node. In some
cases, this might be too expensive in order to fit the de-
fined time requirements. We must render the 3D objects
twice. In order to optimize our algorithm, we can use
the previously rendered frame. In that case, apart from
rendering the final image, we need to save the depth
and voxel id data to an additional render target. After
that, using the obtained minimum depth value and the
node id stored in the shader storage buffer object, we
can calculate the fill rate value by means of a compute
shader.

The described algorithms give us the accurate results
only when all voxels of a 3D object have exactly the
same size. Otherwise, it is necessary to perform an
additional calculation to obtain the proper pattern
voxel. In order to obtain the correct interpolation
weight, which will be used in the LOD transition stage,
we must take into account the render target resolution.

5.3 Function boundary conditions
Last but not least an important part of the LOD evalu-
ation algorithm is the boundary conditions of the LOD
evaluation function. The defined evaluation boundaries
are as follows:

• Minimum condition — defines the object mini-
mum LOD. If the rendering of some object on the
virtual screen produces N pixels corresponding to
the minimum condition, there is no need to execute
the evaluation and transition algorithm. This is the
universal minimum boundary condition that is be
used for any kind of voxel visualization algorithm.
We defined N as a parameter, but the perfect func-
tion should use N defined as 1.

• Maximum condition — defines the object maxi-
mum LOD based on the position on the scene in

relation to the observer. This boundary is very im-
portant because it defines when to stop the execution
of the LOD evaluation function. It represents the sit-
uation when the object is rendered with the highest
possible complexity. The maximum boundary con-
dition is reached when exactly one voxel of the ob-
ject corresponds to exactly one pixel of the resulting
image. We can check this condition by comparing
the filled pixel number with the voxel number used
to render the image. The atomic counter can be used
to calculate how many times a SVO node was ren-
dered on the screen. After that, the sum of all used
SVO nodes can be calculated.

6 PATTERN NODE BASED EVALUA-
TION FUNCTION

The object’s current LOD can be found using the pat-
tern node pixel fill rate as an argument for the level
evaluation function. The proposed evaluation method
is based on the extended distance based function pre-
sented in section 4.1. The main difference is the usage
of the pixel fill rate instead of the distance as the eval-
uation function parameter. Another very important dif-
ference is the type of the propagation function. The dis-
tance based approach discussed earlier assumed a linear
dependence on the distance. In the case of objects that
are represented by the SVO, an object rendered with
the N-th LOD fills about four times more pixels than
the same object rendered with the N-1-th level. Based
on this fact we propose the LOD evaluation function
described by Eq. 4 and 5.

y = max
(

0.0,min(
f illRate

N−LOD
∑

i=0
maxRate∗ x

,1.0)
)

(4)

y =

 < minRate⇒ decrease level
1.0⇒ increase level

(0.0,1.0)⇒ interpolate levels
(5)

where:

y = LOD interpolation weight
f illRate = pattern node pixel fill rate
N = number of object LODs
LOD = object current LOD
x = defined geometric progression value
maxRate = defined max fill rate
minRate = defined min fill rate

An additional step, which is not necessary with the
distance-based approach is the calibration of the ob-
ject’s LOD. Before scene rendering, we must calculate
the current LOD for all SVO based objects. In order to
do that we use the following algorithm:
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1. Find the pattern nodes for all LODs.
2. Calculate the pixel fill rate for all found pattern

nodes.
3. Find the minimum fill rate value. Neglect values

lower than the specified value or equal to zero.
4. Set the object’s current LOD to the level with the

minimum fill rate value.

As in the case of using the distance-based evaluation
function, our algorithm requires the user input for the
minimum and maximum fill rate for each object LODs
defined with geometric progression.

For rendering results presented in section 8 we used the
following parameters: maxRate = 16 pixels, minRate =
1 pixels and x = 1.

7 LOD TRANSITION
The core stage of the LOD management algorithm is the
implementation of the current level transition method.
The most straightforward solution to change the current
LOD is to just stop the ray tracing algorithm at a speci-
fied level acquired from the evaluation pass. In the case
of using triangle meshes, change object’s vertex data
buffers and materials. However, it may produce visible
model swapping artifacts that adversely affect the per-
ception and immersion of the virtual scene. Thanks to
the voxel representation, the proposed algorithm is free
from the limitations imposed by the polygons graphic
representation.

The LOD control algorithm aims to change two at-
tributes of the 3D object — geometry and material. In
the voxel representation, both these attributes are re-
lated. With the SVO structure, each node can be di-
vided into the maximum eight new nodes with different
attribute values. When changing to a higher LOD, some
child nodes may disappear creating changes in the ob-
ject’s geometry. Other nodes will just change the values
of their attributes. A similar situation exists when the
LOD decreases. Fig. 2 shows how the object geometry
and material complexity changes between three LODs.

We can observe that if some node has a full set of chil-
drens it is quite easy to perform the data interpolation
between the parent node and child nodes. For example,
using linear interpolation. The problem arises when
some potential child node is missing, or when a parent
has only one child. In order to accomplish the proper
level transition, it is necessary to solve these issues. Be-
low we describe the proposed algorithm for the SVO
based object geometry and material transitions.

7.1 Object material transition
The new type of an SVO node is introduced. We call
it redundant node based on its actual meaning for the
object representation. The redundant node can be the

Figure 2: Object differences between three levels of
Stanford Bunny [Stanford11].

actual part of the SVO, or it is just an information about
the additional node in the tree. If the last traversing
node has not the full set of children - we fulfill the gaps
with the redundant nodes. We treat the last traversing
level of the tree as it has a full set of child’s. The main
idea behind the redundant node is that in order to per-
form the interpolation between the parent and the child
nodes the number of nodes at both levels must be the
same. This is necessary for a continuous transition from
one level to another.

All interpolation operations are performed between the
parent and child node. Let’s start with the parent node
representation. As we mentioned before, each node
can be divided into maximum eight child nodes. This
means that we can treat the parent node as eight identi-
cal nodes with the same attributes. The more complex
issue is with the children nodes. If the current node
does not have eight children we must replace the miss-
ing nodes with the redundant nodes. Such nodes will
have identical attributes as the parent node. Thanks to
that, on both tree levels we will have an identical num-
ber of nodes. Fig. 3 presents the idea of using redun-
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dant nodes for the two-dimensional grid. For a 3D data
structure like the SVO, the method is identical.

Figure 3: The idea of the dividing a parent node to eight
identical nodes with redundant child nodes. Divided
parent nodes and redundant nodes are highlighted with
stripped lines.

7.2 Object geometry transition
Using the parent node division with the redundant
child nodes we achieved the possibility to perform
the data interpolation between two LODs. However,
the redundant nodes must somehow disappear at the
end of the level transition. The most straightforward
way to achieve this is by using alpha blending with
transparency. Unfortunately, this solution affects other
nodes and create unacceptable artifacts.

We propose an alternative solution based on scaling the
redundant nodes. Parallel to the data interpolation, with
the interpolation weight parameter we change the size
of the redundant nodes from the initial values to zero.
However, the scale transformation in the defined origin
causes the formation of holes at the edges of the objects.
Thus, there is the need for an additional redundant node
position control, so that they will be absorbed by the
nearest neighbor and disappear in a more natural way.

In order to implement redundant nodes fading out we
need to find the node’s nearest neighbor and calculate
the fading direction. The SVO structure guarantees that
each node has a connected neighbor. If we cannot find
any candidates on the children level, we seek for it at
the parent level. The only exception to this rule is the
tree root node. The direction vector for the root node
will never be required. In the case of the ray tracing
approach, we have access to the neighbor nodes dur-
ing object rendering. If we do not have an access to
the neighbor nodes during object rendering, we need
to store pre-calculated values in an additional node at-
tribute. Fortunately, we have a finite number of possi-
ble directions. A node can have maximum 7 possible
neighbors on the node level and 8 possible candidates

on the parent level. In order to minimize memory re-
quirements, we can create a lookup table for direction
vectors and store only an index to the vector. However,
it is only required when our visualization algorithm is
not based on the ray tracing approach. Fig. 4 presents
an example of performing a continues transition.

Figure 4: Example of level transition based on the de-
veloped method.

8 RESULTS
In this section, we present rendering results of the de-
veloped algorithm. It is very difficult to present contin-
uous LOD management on static images or even video
samples. A fundamental feature of the continuous LOD
transition is to hide level changing from the observer.
Fig. 5 - 6 demonstrates rendering the result of the de-
veloped LOD management algorithm.

9 CONCLUSIONS AND FUTURE
WORK

We have developed a novel approach for efficient
real-time rendering and controlling the SVO LOD.
Our method can be used to algorithmically evaluate
the current LOD and perform a transition between two
levels. The pixel fill rate method instead of a distance
parameter allows for better control of virtual scene
rendering results. Moreover, regardless of the chosen
rendering method, we propose a universal pattern
node evaluation method that can be used in real-time.
In the case of the ray tracing approach, the required
additional data can be obtained from the rendering
pass or based on the previous frame. In the case of
the triangle based rasterization method based on the
parallel reduce algorithm and GPU queries offers
real-time performance.

The LOD transition algorithm allows to perform a dy-
namic and continues control of the SVO based objects
which is our main contribution. By extending the SVO
structure with a new type of node called redundant node
we achieved the full control of the level interpolation
stage. Moreover, the proposed fading algorithm based
on the fade out direction and scaling allows for a LOD
change without any graphical artifacts or loss of the
virtual scene immersion. The developed method is ap-
plicable for various voxel rendering algorithms. More-
over, the potential increase of memory consumption for
additional data has been minimized.
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Figure 5: Object geometry and material transition example.

Figure 6: Example of the LOD management algorithm based on pixel fill rate evaluation for the single test object.

An obvious step forward would be to experiment with
the control of the entire virtual scene with numerous
SVO objects. The current method is dedicated to
controlling a per object LOD. Moreover, the proposed
method does not perform the LOD evaluation in the
view-depended style. We control the whole object
details even when we see just part of the object.

Last but not least, an interesting research can be con-
ducted on the situation when we reached the highest
LOD of the current object and still could get closer to
the object. In that case, the interesting solution seems
to be the procedural generation of the geometric com-
plexity using e.g. displacement maps and tessellation.
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ABSTRACT

Skin is one of the most difficult materials to reproduce in computer graphics, mainly due to two major factors: First, the
complexity of the light interactions happening at the subsurface layers of skin, and second, the high sensitivity of our per-
ceptual system to the artificial imperfections commonly appearing in synthetic skin models. Many current approaches mix
physically-based algorithms with image-based improvements to achieve realistic skin rendering in realtime. Unfortunately,
those algorithms still suffer from artifacts such as halos or incorrect diffusion. Some of these artifacts (e.g. incorrect diffusion)
are especially noticeable if the models have not been previously segmented. In this paper we present some extensions to the
Separable Subsurface Scattering (SSSS) framework that reduce those artifacts while still maintaining a high framerate. The
result is an improved algorithm that achieves high quality rendering for models directly obtained from scanners, not requiring
further processing.

Keywords: Skin Rendering, Subsurface Scattering, Physically-based Rendering.

1 INTRODUCTION
There are several factors that distinguish skin from
other materials and put it in a very special category.
The first one is the complexity of the skin itself, be-
cause the skin is made up of multiple layers (epider-
mis, dermis and subcutis), which are composed of dif-
ferent types of cellular level elements. Hence, they scat-
ter light according to their own composition [12]. The
second factor is a perceptual one. Human perception
of skin is very accurate. In any rendered scene where
a human-like character with visible skin appears, slight
errors in its simulation are spotted easier. Imperfections
in color or shading easily make the model to look awk-
ward for our perceptual system. Thus, the accurate be-
lievable simulation of the subsurface scattering is very
important to make the scene convincing. There have
been huge advances the last years in the simulation of
skin for synthetic imaging. Nowadays, quite realistic
effects can be achieved in realtime using screen-space
techniques such as SSSS [15]. Unfortunately, the speed
comes at some cost, and such fast techniques still suf-
fer from artifacts that become visible if the user zooms
in, or if a real image is compared side by side with a
synthetic one. Although the perceptual quality of such
renderings has been demonstrated previously, there is
still room for improvement. Screen-space subsurface
algorithms are prone to spreading the filter outside the
skin. Although this may be alleviated by some correc-
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work for personal or classroom use is granted without fee provided
that copies are not made or distributed for profit or commercial
advantage and that copies bear this notice and the full citation on the
first page. To copy otherwise, or republish, to post on servers or to
redistribute to lists, requires prior specific permission and/or a fee.

tion factors, still may present itself in the form of halos
outside the silhouette. A second artifact appears when
the model is not previously segmented (e.g. when it
is applied to scanned models), in the form of incorrect
diffusion: the algorithm spreads away the skin region
thus blurring other elements such as the eyes or the
hair. And third, irregular scattering distribution: screen-
space techniques do not properly account for the dis-
tance, in object space, of the distribution, making the
scattering more noticeable in high curvature regions. In
this paper we deal with these limitations and propose
approximations that solve them, while still maintain-
ing high framerates. Thus, our contributions improve
screen-based subsurface skin algorithms in three ways:
i) halo removal, ii) limiting diffusion, and iii) curvature-
aware scattering. The rest of the paper is organized as
follows: Section 2 will review some previous work as
well as outline the framework we work upon, Section 3
will detail the improvements of our system, and finally
Section 4 will discuss the results and point some lines
for future research.

2 RELATED WORK
Subsurface skin rendering/simulation techniques, ac-
cording to their temporal cost, can be initially classified
into off-line or on-line rendering techniques. Off-line
techniques are used, for instance, in movies, or in ap-
plications which need to compute accurately and in a
photorealistic way skin appearance and do not require
interactive manipulation. Such techniques involve the
accurate simulation of light rays going through the skin
simulating their scattering effects, which is a very de-
manding process in terms of computational time, es-
pecially if solved for a high number of ray bounces.
In contrast, on-line techniques are useful for real-time
environments such as video games, which need real-
time interaction and manipulation. The main challenge
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of such techniques is to compute an approximation of
the complex subsurface scattering effects, which should
be good enough to be perceptually plausible, but at the
same time fast enough to allow for real-time rendering.
Furthermore, they should be easy to implement so that
they integrate well with existing pipelines (e.g. render-
ing engines).

2.1 Off-line techniques
The simulation of scattering inside translucent mate-
rials dates back to the radiative transfer equation [2].
Off-line techniques compute the BSSRDF accurately,
although the full multiple scattering simulation within a
BSSRDF might be computationally prohibitive. A BSS-
RDF is an 8D function (Equation 1) that describes the
light transport from one point to another for a given il-
lumination and viewing direction. Monte Carlo simula-
tion (ray tracing) is often the tool of choice to solve the
light transport problem.

Jensen et al. [14, 13] use the complete BSSRDF
along with a diffusion approximation to model subsur-
face scattering. The main idea behind this paper is to
decouple the incident illumination from the evaluation
of the BSSRDF by using a two-pass approach. In the
first pass they compute the irradiance at selected points
on the surface, and in the second pass the diffusion
approximation is calculated using the dipole diffusion
approximation from pre-computed irradiance samples.
The dipole diffusion approximation assumes that the
material is homogeneous and semi-infinite, which is not
the case of the human skin. This approach is substan-
tially faster than directly sampling the BSSRDF since it
only evaluates the incident illumination once at a given
surface location. Later, Donner and Jensen [8] extended
the dipole model into a multipole one, which allows the
modeling of multi-layered translucent materials, such
as skin. They present a multipole diffusion approxi-
mation for light scattering in thin slabs, which general-
izes to an arbitrary number of layers. This way, it en-
ables the composition of arbitrary multi-layered materi-
als with different optical parameters for each layer (i.e.
roughness and refraction indices). This method is both
accurate and efficient, and can be easily integrated into
ray-tracing simulation methods using the dipole diffu-
sion approximation to compute the scattering effects.

In a further work, Donner and Jensen introduce a
photon diffusion technique to combine photon tracing
and the diffusion approximation [9]. This combination
enables an efficient render of highly scattering translu-
cent materials while accounting for internal blockers,
complex geometry, translucent inter-scattering, and
transmission and refraction of light at the boundary
causing internal caustics. Instead of sampling lighting
at the surface as the previous techniques, this technique
performs a photon tracing step to distribute photons
in the material and store them volumetrically at the

first scattering interaction with the material. Then, the
radiant emittance at points on the material surface is
computed by hierarchically integrating the diffusion of
the light from photons.

More recently, D’Eon and Irving [6] presented a new
BSSRDF for rendering images of translucent materials.
Previous diffusion BSSRDFs are limited by the accu-
racy of classical diffusion theory. However, they intro-
duce a modified diffusion theory which is more accurate
for highly absorbing materials near the point of illumi-
nation. This new diffusion solution separates single and
multiple scattering terms. Moreover, the authors derive
an extended-source solution to the multi-layer search-
light problem by quantizing the diffusion Green’s func-
tion obtaining a quantized-diffusion (QD) model. This
can be done because the contribution from many depth
sources at once arises from the separability of Gaussian
functions. This allows the application of the QD multi-
pole model to material layers several orders of magni-
tude thinner than previously possible and creates accu-
rate results under high-frequency illumination.

Finally, Habel, Christensen and Jarosz [10] introduce
the photon beam diffusion method. Their approach in-
terprets incident light as a continuous beam of photons
inside the material. They leverage the improved dif-
fusion model [6], but propose an efficient and numeri-
cally stable Monte Carlo integration scheme that gives
equivalent results using only 3-5 samples instead of 20-
60 Gaussians. This method can account for finite and
multi-layer materials, and additionally supports direc-
tional incident effects at surfaces. Besides, their nu-
merical approach allows to extend the accuracy and ca-
pabilities of the diffusion model and even combine it
efficiently with more general Monte Carlo rendering al-
gorithms.

Unfortunately, those methods are not suited for real-
time because they require more than a few millisec-
onds to be computed, limiting the framerate. Moreover,
such methods are intended to be used with Monte Carlo
rendering algorithms (e.g. path tracing, photon map-
ping) [20], which definitely are not able to produce high
quality noiseless results in real time.

2.2 On-line techniques
On-line techniques are mainly based on, or try to
improve, the subsurface scattering by Borshukov and
Lewis [1], which approximates subsurface scattering
by blurring a 2D diffuse irradiance texture using a
gaussian filter. While it is efficient and maps well to the
GPU, it neglects the more subtle details of subsurface
scattering.

The previous idea is extended by D’Eon and Lue-
bke [7] to develop a high-quality real-time skin shader.
The key element is to approximate the multipole diffu-
sion profiles of thin homogeneous slabs [8] of a multi-
layered translucent material such as human skin, as a
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linear combination of carefully chosen gaussian basis
functions, in order to use them to blur the irradiance
signal in texture space. Since the gaussian convolu-
tion is separable, this allows transforming the expensive
2D convolutions into a cheaper set of 1D convolutions.
This representation greatly accelerates the computation
of multi-layer profiles and enables improved algorithms
for texture-space diffusion and global scattering. In or-
der to compute the light transmitted through thin parts
of the object, the technique by Dachsbacher and Stam-
minger is used [5].

Although the previously mentioned techniques are
based on blurring the irradiance signal in texture space
providing real-time performance, they scale poorly with
the number of translucent objects in the scene, since
subsurface-scattering simulation needs to be performed
on a per-object basis. To overcome this issue, Jimenez
and Gutierrez [15] proposed to translate the simula-
tion from texture to screen space. Diffuse irradiance of
all objects is blurred once as a preprocessing step em-
ploying sum-of-Gaussians, thereby limiting subsurface
scattering computations to visible parts of the objects.
Although the algorithm is faster due to the fact that it
works on screen space, the algorithm has less informa-
tion to work with, as opposed to algorithms that work
in 3D or texture space. Therefore, the screen-space
algorithm loses irradiance in all points of the surface
not seen from the camera, since only the visible pix-
els are rendered. Thus, the method cannot calculate the
transmittance of light through thin parts of an object.
Moreover, due to this screen space lack of information,
the method produces artifacts such as thin halos near
the silhouette of the surface. Mikkelsen [18] showed
that the surface convolution by a Gaussian function can
be weighted with a cross bilateral filter (CBF) over an
image containing the edges from the observer point of
view, thus solving these silhouette errors.

The aforementioned method also fails to simulate
light transmitted through high-curvature features be-
cause of the lack of lighting information behind ob-
jects. For this reason, its authors extended the method
to simulate the transmittance of light through skin [16].
They basically propose an approximation to reconstruct
the irradiance on the back of an object. This, in turn,
is used to approximate the transmittance based on the
multipole theory [8]. Such technique requires stan-
dard shadow maps as input, which eases its integration
with rendering pipelines, also reducing the memory us-
age compared to previous work techniques which take
transmittance into account.

Shah et al. [21] propose a method to compute BSS-
RDF using the dipole diffusion model. They employ
the dipole diffusion model with a splatting approach to
evaluate the integral over the surface area in an image-
space framework, in order to compute the illumination
due to multiple scattering. The main contribution is

to take sample points on the surface visible from the
light source, and splat the scattering contribution to all
points visible to the viewer within the effective scat-
tering range from each point. Finally, each point on
the rendered surface receives the scattering contribution
from all points that have an influence on it.

A recent approach by Jimenez et al. [17] proposes
two real-time models to generate separable approxima-
tions of diffuse reflectance profiles to simulate subsur-
face scattering. It uses just two 1D convolutions, re-
ducing both execution time and memory consumption,
while delivering results comparable to techniques with
higher cost. To approximate a 2D diffuse reflectance
profile by a single separable kernel, the authors relax
the requirement of radial symmetry of diffusion mod-
els. They also show how by combining importance
sampling and jittering strategies (e.g. [11]), a small
number of samples per pixel are enough in many cases
of practical interest. They use the approach by Jimenez
et al. to compute the light transmitted through thin parts
of the object [16].

Unlike the previous described methods, which are
based on gathering the neighboring light in order
to simulate the subsurface scattering effects, other
authors pre-integrate the effects of scattered light into
a texture [19]. They define three regions of the mesh
where the subsurface scattering is important to achieve
realism: zones with high surface curvature, zones with
small surface bumps, and the zones which next to
shadow edges. To obtain the scattering that occurs due
to the curvature of the surface and the shadow edges, a
precomputed subsurface texture is used, and accessed
with the surface local curvature and the shadowness
level of the region. To take into account the subsurface
scattering due the small surface bumps, they propose
a strategy of diffuse normals in which they filter the
mesh normal map with R/G/B skin profiles. The
authors claim that this strategy allows them to achieve
non-local effects of subsurface scattering using only
locally stored information.

Finally, Chen et al. [3] presented Pre-integrated De-
ferred Subsurface Scattering (PDSS), a technique that
adapts pre-integrated skin scattering to screen space,
making it suitable for use in a deferred lighting pipeline
and increasing its visual quality. Surface curvature is
calculated in real time by evaluating the curvature from
the gradient of world space normals in the G-Buffer,
avoiding curvature calculation artifacts. PDSS has the
advantages of being independent of the scene geometry
and scaling well in the number of lights and the num-
ber of objects. They use the method by Penner and
Borshukov [19] to calculate the subsurface scattering,
which uses the curvature and a shadowing factor to look
up into a pre-baked scattering texture and also the dif-
fused normals. Light transmitted through thin parts of
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the object is calculated using the approach by Jimenez
et al. [16].

3 BACKGROUND
Subsurface scattering is a complex phenomenon which
describes how light enters an object, interacts with its
different layers, and may exit at various points around
the incident point or be transmitted through the object.
This effect is described in terms of the BSSRDF S which
relates the outgoing radiance L0(x0,

−→
ω0) at a point x0

to the radiant flux Φi(xi,
−→
ωi) at the point xi from the

direction ωi:

dL0(x0,
−→
ω0) = S(xi,

−→
ωi;x0,

−→
ω0)dΦi(xi,

−→
ωi) (1)

The subsurface scattering effect can also be described
using radially symmetric diffusion profiles. A diffusion
profile is a function Rd(x,y) that describes the light re-
flected around a normally incident pencil beam on the
origin of a surface of an infinite half-space. For an ho-
mogeneous material, Rd is radially symmetric and can
be characterized by a 1D diffusion profile Rd(r), which
describes how the light attenuates at each point as a
function of the distance r = ||(x,y)|| from the incident
point. To obtain such diffusion profiles, diffusion the-
ory can be used to reach to a diffusion equation [14]:

D∇
2
φ(x) = ρα(x)−Q0(x)+3D

−→
∇ ·−→Q 1(x) (2)

where Q0 is the 0th order source distribution, Q1 is the
1st order source distribution, D is the diffusion constant,
and ρα is the absorption coefficient. For an infinite
medium this equation has a simple solution, however
for a finite media this equation has no analytical solu-
tion. Some authors propose techniques to obtain such
diffusion profiles numerically [14, 4]. Applying a dif-
fusion profile is simple. Consider a point P(x,y) on the
surface. We want to obtain the contribution of all points
around P. Part of the light arriving at such adjacent
points will penetrate into the object and exit at P, with
the specific attenuation given by the diffusion profile
R(r), expressed by:

M(x,y) =
∫ ∫

E(x′,y′)Rd(r′)dx′dy′ (3)

M(x,y) being the radiant exitance at point P, E(x,y)
the irradiance around P, and Rd the diffuse BSSRDF.
Equation 3 sums the contribution of each point around
P, each of them weighted by the diffusion profile R(r)
according to its distance r to P. Therefore, it can be
rewritten as a two-dimensional convolution:

M(x,y) = E(x,y)∗Rd(r) (4)

Carrying out the 2D convolution of Equation 4 is
costly for real-time applications. However, if Rd(r)

can be approximated by a sequence of 2N 1D separa-
ble convolutions, A, represented as:

A(r) =
N

∑
i=1

ai(r) (5)

where the approximation A is defined by 1D functions
ai. Due to the radial symmetry of Rd the same functions
ai can be employed in both coordinate directions.

3.1 Screen-Space gaussians sum
From Equation 4, D’Eon and Luebke [7] observed that
the skin diffusion profile resembles the aspect of a
Gaussian, so a sum of Gaussian functions (Table 1) is
suitable for approximation, being Rd(r):

Rd(r) =
k

∑
i=1

wiG(vi,r) (6)

Following the previous idea, Jimenez et al. [15] pro-
posed to perform this sum of gaussians approach in
screen space instead of texture space. The method re-
quires the diffuse render, the linear depth of the scene,
and the stencil buffer to distinguish which zones are
skin and which are not. With them, it generates dif-
ferent levels of Gaussian blurring, and adds up all these
levels using the weights of Table 1 in order to obtain the
subsurface scattering contribution. Finally, it adds up
the specular term to obtain the final render. It is worth
noting that pixels located far from the camera should
have narrower kernel sizes than pixels near the camera,
so the width of the kernel should be modified accord-
ing to the distance to the camera. Besides, a correction
component is introduced to prevent scattering through
neighboring pixels in screen space but farther away in
the geometry.

Variance Color Weights
Red Green Blue

0.0064 0.233 0.455 0.69
0.0484 0.1 0.336 0.344
0.187 0.118 0.198 0
0.567 0.113 0.007 0.007
1.99 0.358 0.004 0
7.41 0.078 0 0

Table 1: Sum-of-gaussians parameters for a skin model
depicted by D’Eon and Luebke [7].

This way, the technique mimics the results of the
method proposed by D’Eon and Luebke [7], at a frac-
tion of its cost both in time and memory usage. What
this method can neither reproduce nor match from the
previous method is the simulation of transmitted light
through the thin slabs of skin. Therefore, this method
must be used along with those that simulate forward
scattering.

Our technique is based on this approach, but adapting
the shaders to handle an arbitrary number of samples.
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4 OPTIMIZED SKIN RENDERING
Raw scanned acquired models are 3D photographs of
an object, just including color and geometry informa-
tion, and sometimes a normal map depicting the fine
details of the skin (e.g. pores, wrinkles).

In computer games, models are further processed, to
identify skin, eyes, and so on. However, in a more
general case, such work is not possible, and thus, us-
ing the models as is, causes some artifacts or worsen
other problems that still appear with the mentioned al-
gorithms. We illustrate some of these problems in Fig-
ure 1, namely halos and incorrect diffusion.

Figure 1: Screen-space subsurface scattering algo-
rithms may produce halos (left) and incorrect diffusion
(right) on scanned models.

In this Section we propose some optimizations to ad-
dress these problems with raw models.

4.1 Halo Removal
The first obvious problem that appears is halos. The
screen space approaches produce halos between neigh-
boring zones in image space but at different depth lev-
els. The authors of the aforementioned subsurface scat-
tering methods noticed the halos problems as well, and
tried to tackle them with the correction factor (cen-
tral image of Figure 6). The approach modulates the
color of the samples which, although being near the
central point of the diffusion profile in image space,
are far away in the geometry, using the difference in
depth between the central and the sampled points. Un-
fortunately, the correction factors are not enough and
Mikkelsen [18] showed that using a cross bilateral fil-
ter (CBF) to weight the diffusion profile fixes the halos
problem.

A CBF, works like a bilateral filter (Equation 9), but
uses an auxiliary image to compute the weights instead
of the image that is being filtered. CBF is characterized
by the following equation:

CBF [I,E]p =
∑q∈S Gσse

−||p−q||Gσr e
−(Ep−Eq)Iq

∑q∈S Gσs e−||p−q||Gσr e
−(Ep−Eq)

(7)

where I is the original input image, E is the auxiliary
image used to compute the difference of intensities, p

are the coordinates of the current pixel to be filtered, S
is the window centered in p, and Gσr and Gσs are the
distance and color weighting factors, respectively.

The auxiliary image E is defined as an image that dis-
tinguishes between zones whose normal is perpendicu-
lar to the view direction and zones which are not. This
creates an image of contours from the point of view of
the observer, highlighting the edges between continu-
ous areas in screen space but not in the geometry. This
image is defined as follows:

E(p) = I(x(p))∗ cos3(φi)
||x(p)||2

cos(φ j)
(8)

where x(p) is the object point which is drawn in pixel p,
φi is the angle between z-axis and the direction from the
observer to the point x(p), φ j is the angle between the
surface normal and the vector from x(p) to the observer,
and I(x(p)) the intensity of the pixel p.

Figure 2: The image shows the unnormalized strategy
proposed by Mikkelsen [18] (left) vs. our normalized
strategy (right).

Figure 3: The image shows the artifacts (black dots near
the edges) introduced by the CBF method when used
directly with our shaders.

However, the efficacy of this approach as proposed
depends on how far the model is from the projection
plane, losing the power of detecting edges and therefore
not removing the halos, as can be seen in Figure 2. We
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Figure 4: The auxiliary image used in the CBF weight-
ing, in order to reduce the halos. The highlighted sec-
tion corresponds to the region used in Figure 5.

refine this method by modifying the way the auxiliary
image is computed. In our case, we make it invariant
to the distance by taking the point x(p) as if it was al-
ways placed on the projection plane, we call this one
the normalized image. Moreover, using this cross bi-
lateral weighting directly within our shaders produces
some ugly artifacts as can be seen in Figure 3. We fix
these issues by modifying the shaders so that if the fi-
nal color is black, the original diffuse color is used. In
contrast to the proposal by Mikkelsen, we use this tech-
nique along with the correction factors.

Figure 4 shows the auxiliary image used by the CBF
with a highlighted area which is the same as used in the
Figure 5, which shows the halos effect and its reduction
using this method.

Figure 5: Halos comparison: not using any method to
correct them (left), using the correction factors (center),
and using our modified CBF approach (right).

4.2 Limiting scattering diffusion
When scanned models are not artist-processed, and thus
skin and non-skin areas are not properly segmented, the
screen-space subsurface scattering algorithms generate
a second artifact: incorrect diffusion. Since the bound-
aries of the elements are not identified, the method pro-
duces blurring over surfaces such as the eyes, as illus-
trated in Figure 1-right.

We alleviate this problem with a bilateral filter
weighted by the color distance of neighboring pixels,
which modulates the contribution of each sample. To
take into account human perception, the color distance
is performed in CIE Lab color space. The bilateral
filter we used is defined by the following equation:

BF [I]p =
∑q∈S Gσse

−||p−q||Gσse
−(Ip−Iq)Ip

∑q∈S Gσse−||p−q||Gσs e
−(cp−cq)

(9)

Figure 6: Reducing blur between skin and non-skin
zones: without subsurface scattering (left), simple sub-
surface scattering (centre), and using a bilateral filter to
avoid blurring between skin and non-skin zones (right).

where I is the original input image, p are the coordi-
nates of the current pixel to be filtered, S is the window
centered in p, Ip and Iq are the colors of the image I at
pixel p and q respectively, and Gσr and Gσs are the dis-
tance and color weighting factors, respectively. As for
the CBF method, we used Gσr as the diffusion kernel
weight and Gσs is set to one.

Figure 6 shows the blurring of skin and non-skin
zones, and how the bilateral filtering deals with the
problem. It is not a perfect solution because it still blurs
some high frequency details (i.e. thin hair), but it sub-
stantially improves the render quality.

4.3 Scattering modulation
As already stated, scattering is caused by the light en-
tering the surface, bouncing several times, and getting
out of it at a different point. If the surface is curved,
there will be more light entering and exiting the object.
This should be reflected as an increase in the subsur-
face scattering in higher curvature regions [19]. Unfor-
tunately, the screen-space algorithms presented so far,
do not use this information to modulate the amount of
scattering. To solve this we modulate the scattering in
screen-space so that the effect is stronger at zones with
higher curvature and weaker at lower curvature zones.

Like the rest of our method, we are going to compute
this in screen-space. To obtain the oriented gradient of
a pixel, we use the normals of the neighbors, and obtain
the curvature by analyzing the magnitude of the varia-
tion of these axes. It is worth noting that, in order not to
introduce high frequency discontinuities, the normals
used to compute the curvature are the geometry nor-
mals and not the normal map normals (Figure 7-left).
Besides, the curvature should be smoothed (i.e. mean
blurring) to avoid such artifacts.

We have modulated the subsurface scattering effect
with the curvature in three different ways (Figure 8):

• Increasing the subsurface scattering strength of a
pixel according to its local curvature. However,
since screen space curvature is higher at the contours
of the geometry, this causes the subsurface scatter-
ing effect to be stronger on the edges. Therefore,
increasing the filter size at the contours and making
the halo artifacts more noticeable.

• Reducing the subsurface scattering effect at zones
with lower curvature and keeping it at zones with
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Figure 7: Using the normal map to compute the screen
space curvature results in a noisier curvature (left). Ge-
ometry normals reduce the noise (center). We smooth
this map to feed the algorithm with a smoother curva-
ture map (right) free of high frequency discontinuities.

higher curvature. This strategy caused the zones
with nearly zero curvature not to simulate the sub-
surface scattering at all, and breaking the high qual-
ity skin rendering.

• Reducing the subsurface scattering effect at zones
with lower curvature up to a minimum and leaving
it unchanged at zones with higher curvature. This
proved to be a good strategy because the subsurface
scattering is simulated and strengthens the effect at
the high curvature zones.

Figure 8: Top row shows a face without and with
subsurface scattering. Top right shows the blurred
screen space curvature used to modulate the scattering
strength. The bottom row shows the three attempted
strategies: increasing the subsurface scattering strength
according to its local curvature (bottom left), reduc-
ing the subsurface scattering effect at zones with lower
curvature (middle botom), and reducing the subsurface
scattering effect at zones with lower curvature up to a
minimum (bottom right).

We have also tried to modulate the forward scattering
strength according to the mesh local curvature, which
proved to be a bad idea since it produces ugly artifacts
(i.e. extremely bright translucency areas) at high curva-
ture zones as shown in Figure 9, where the high curva-
ture areas suffer from artifacts.

Figure 9: When the forward scattering is modulated
with the screen space curvature, it produces bright ar-
tifacts at high curvature areas (e.g. nostrils).

5 RESULTS AND CONCLUSIONS

Our implementation also implements other features
such as forward scattering to simulate light sources illu-
minating from back of the object, or gamma correction.
The pipeline of our application is shown in Figure 10.
In the first step, we get a shadowmap from the light
source position. Then, a rendering stage generates
the information required for the subsurface scattering:
a diffuse map, the stencil buffer, a depth map with
linear depth, a specular map, and a curvature map.
Then, the rendering stage is the one that generates the
subsurface scattering visualization. Finally, a simple
step combines the previous result with the specular
lighting, and a final tone mapping step generates the
final result. Although we work upon the screen-space
subsurface scattering work by Jimenez et al. [17], our
optimizations can also be used on other screen-space
methods. The algorithm runs in realtime. The most
costly part is the Gaussian sum, which amounts to
less than 10 ms for a close view of the face, as shown
in Table 2. The remaining steps (shadow map, main
render, specular, and tone mapping) add a total of less
than 3 ms to the subsurface algorithm.

View Gausian sum Artistic Pre-int Kernel
Close 9.428 ms 1.731 ms 1.799 ms
Mid 2.01 ms 0.492 ms 0.487 ms
Far 0.676 ms 0.312ms 0.36 ms

Table 2: Elapsed time of each subsurface scattering
simulation algorithm, at different distances.

To sum up, we have presented a number of optimiza-
tions that improve the quality of the screen-space sub-
surface scattering algorithm: i) a technique to avoid ha-
los spreading on different depth regions, ii) a method
to reduce the scattering diffusion, and iii) an improve-
ment tailored to increase the scattering in high curva-
ture regions. The first and third improvements can be
applied to any kind of models, while the second is es-
pecially suitable for general scanned models that have
not been segmented to identify skin and other elements.
All of these improvements have a low impact on render-
ing and thus we have realtime framerates. In future we

7
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Figure 10: Pipeline of our application.

want to improve the screen-space subsurface scattering
approach to better represent the different layers of skin.
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Tiber Valley Virtual Museum: user experience 
evaluation in the National Etruscan Museum 

of Villa Giulia

ABSTRACT 
The paper presents a survey on the user experience related to the Virtual Museum of the Tiber Valley, an 
innovative VR installation requiring gesture-based interaction, designed and developed by CNR ITABC and 
permanently accessible at the National Etruscan Museum of Villa Giulia in Rome. This research arises from the 
desire of the authors to verify attractiveness, usability, and communication effectiveness of the system with the 
end users while having such a multi sensorial experience in the museum. The employed strategy in the survey 
and the final results will be discussed in comparison with authors’ expectations, outlining best practices out of 
this massive study. 

Keywords 
Virtual Museums, user experience evaluation, gesture-based interaction, virtual reality, emotional storytelling, 
qualitative and quantitative analyses. 

1.     INTRODUCTION 
Virtual Museums (VMs) have seen a rapid growth in 
the past years given the big effort in producing 
always more user-friendly systems, focused on a 
fruitful contamination among narratives, new 
interaction paradigms and sensory immersion in 3D 
environments. Recently the V-Must project has 
consolidated the idea that virtual museums have not 
to be considered as simple digital reproduction of 
physical museums; whereas they need to be 
conceived as “aggregators” of different contexts and 
interpretative layers related to the Cultural Heritage, 
that are not commonly accessible in the real 
museums, with particular attention to the 
enhancement of “museum experience through 
personalization, interactivity and richness of content” 
(www.v-must.net). Interaction turns to be of utmost 
importance when we want to make the user really 
feel involved within the virtual scene.  
Thanks to some recent technologies (i.e. motion-
capture sensors, head-mounted displays), the sense of 

presence into such VMs has overcome the limits of 
traditional desktop-based interfaces, opening great 
perspectives in human-computer interaction, [Syl08]. 
The chance indeed of simulating the visitor’s 
physical presence inside the cyberspace, by 
performing body gestures to interact with not 
tangible contents, represents a great revolution in the 
way of making experience.  Once the user’s senses 
and mind are  “embodied” in the artificial  
environment, he becomes able to perceive his body 
as part of the virtual scene and then interact with the 
3D elements, reaching the sensory immersion in the 
3D envi ronment , wi th grea te r emot iona l 
participation, conceptual engagement and enhanced 
learning capabilities, [Wit98], [Sla99]. 
But how can a VM convey such an experience? 
Visual aspects, narratives and interaction interfaces 
are of primary importance. Gestures represent our  
natural language and therefore the most immediate 
way to interact with the external environment. 
However the interface elements still play a crucial 
role in the user’s recognition of gestures and 
movements to be performed when facing natural 
interaction inside virtual reality applications. The 
VMUXE work, an approach to the user experience 
evaluation for VMs by CNR ITABC, Fraunhofer 
Institute and Lund University [Goc13], revealed that 
the linearity and simplicity of the interface elements 
highly influence the user’s understanding of what to 
do with VMs and, consequently, the memorization of 
the interface useful to accomplish the various tasks. 
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Moreover, the visual information and the language 
need to be short and accurate so to be understood by 
a broad audience. This is strengthened also in the 
Etruscanning project (2012) a VR installation by 
CNR ITABC allowing the public to explore an 
Etruscan tomb reconstructed in its original aspect, 
with funerary goods and dead personages inside. The 
tutorial proposed at the begin of this natural 
interaction application (composed by figures and few 
text lines) is welcomed by the users, but it is claimed 
to have too much text in the  explanation [Pie13]. 
Instead, during the exploration, storytelling in first 
person and soundscape have been the most 
appreciated aspects by the public. The evocative 
reconstruction granted by the system, together with 
the location inside the  Vatican Museums in a 
dedicated space without distractions, have been  
underlined to be strength points. 
Therefore, not only the graphics but also the interface 
layout and the stories support the user, by providing 
an involving and profitable experience. In this sense, 
the usability evaluation  of Imago Bononiae project, 
by CNR ITABC [Fan15b], confirmed that minimal 
and explicit visual indicators again help users in the 
recognition of the the urban landscape, allowing 
them to autonomously “move” inside the 3D scenes. 
The intense and immersive experience brought the 
majority of the sample to affirm to be stimulated to 
know more about the subject of the VM, by visiting 
the real city of Bologna or deepening the related 
information on the Web.  
The importance of the narrative sphere is proved by 
Antonaci et al. who presented a pedagogical study on 
the “Keys2Rome” exhibition (keys2rome.eu), 
[Ant15], discussing about a natural interaction 
project, Admotum. From direct feedback we can state 
that users don’t want to perceive the complexity of 
the technology and they desire to fully enjoy the 
s t o r y t e l l i n g . Te c h n o l o g i e s n e e d t o b e 
“invisible” [Fan15]. The call for digital stories is 
finally confirmed by the V-Must Poll on “Quality 
Labels in Museums” conducted in 2014 [Pes15], 
where it came out that museum’s audience thinks that 
stories and visual information are more important 
than getting access to “how” the 3D reconstructions 
have been done, supported by some visitors that do 
not think that complex interactive systems are more 
necessary than stories and 3D visualization. 
We can indeed assume that digital narratives, 
interactive experience and sensory immersion 
strongly affect the attraction of VMs, allowing the 
users to better remember the provided cultural 
information. The case-study we are going to present 
in the next sections is an attractive on-site virtual 
reality installation, using gesture-based interaction, 
dedicated to the Tiber river. Stories are told 
combining different communication paradigms: 
cinema, theatre, poetry,  augmented reality and game-
alike strategies, tied together for the first time in the 
Cultural Heritage field. 

2.  THE PROJECT 
The Virtual Museum of the Tiber Valley has been 
conceived in order to increment and disseminate the 
knowledge and the affection towards the territory 
north of Rome, crossed by the Tiber river, an area 40 
km long x 60 km wide. It has been developed by 
CNR-ITABC in collaboration with E.V.O.CA, 
supported by Arcus S.p.A. and the Italian Ministry of 
Cultural Heritage. As the VM aims also at 
stimulating people to visit the real places, an 
integrated communicative system and multimedia 
installations have been realized, diffused in local 
museums and inside more attended and relevant 
institutions in Rome. 
Starting from a cross-disciplinary study and 
documentation of the territory and of its evolution 
across time (from 3 million years ago until today), 
3D representations at different scales have been 
realized, from the whole landscape, to specific sites. 
The Tiber river is told establishing interconnections 
among geography, geo logy, a rchaeo logy, 
architecture, botany, history, literature and 
mythology, art. One of the results of the project is an 
attractive VR application characterized by gesture-
based interaction and an innovative approach in 
interactive storytelling. It is accessible as permanent 
installation in the National Etruscan Museum of Villa 
Giulia Museum, in Rome, since December 2014 (see 
Fig.1).  This installation is the focus of the current 
paper. The visualization is distributed on three 
aligned 65” screens, arranged in a semicircle, in 
order to arouse a feeling of immersion and perceptive 
involvement. The user migrates among different 
"avatars” to explore four virtual scenarios: 
1. “On the spirals of the Tiber: the landscape of the 
origins”: the user can fly, like a bird (using his arms), 
over an evocative 3D representation of the middle 
Tiber valley landscape. The topography is rendered 
with an evocative and visionary style; 3D graphics 
resemble a game, the sounds have been composed 
redeploying traditional folk songs and flock bells. 
Crossing magic circles, the user can travel back in 
time, activating movies with stories related to: a) the 
geological and geomorphological evolution of the 
territory; b) the potential landscape in the VIII-VII 
century BC and the b i r th of c i t ies (3D 
reconstructions). 
2. “The secrets of the river”: swimming underwater 
in the deep of the Tiber like a fish, the visitor can 
experience the memory of the river; he meets 
fluctuating images, iconographies, sounds, literary 
fragments taken from ancient and contemporary 
poets and authors. Literary quotations come out from 
a multitude of voices. The visitor uses his arms to 
follow these images/memories. Movements of other 
fishes are controlled by artificial intelligence and 
swarm dynamics. 
3. “Mena's story, Volusii's Villa”: the user acts like a 
man, walking through a possible 3D reconstruction 
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of the villa in Augustan time. Here he is involved in 
the dramatic story of the freed slave Mena, an 
imaginary character but historically plausible. The 
archaeological and historical context is used as 
scientific background of this engaging tale. Through 
gesture-based interaction, the visitor can navigate the 
space: he can relax following a predefined camera 
path, along which he can stop in every moment and 
look around to analyze details of the architecture and 
decoration (guided tour with limited interaction). 
4. "Here only you can see me. Lucus Feroniae”: the 
user walks through the ancient Roman settlement of 
Lucus Feroniae reconstructed in 3D during Tiberius’ 
and Trajan’s time. He follows predefined camera 
paths but he finds crossroads where he can choose 
the “direction” to access different stories and places. 
Real actors (filmed on a green screen) have been 
integrated in the virtual scene to represent the ancient 
characters performing their daily activities. 
Augmented reality solutions have been implemented 
as, during the exploration, the current archaeological 
site and its 3D reconstruction are shown in parallel 
on the three screens. 

Figure 1. VR Installation in the National Etruscan 
Museum in Villa Giulia (Volusii’s Villa scenario) 

The user can access scenarios in the order he prefers 
and he can interrupt each experience in every 
moment, jumping to another one. 
In this installation layered narratives, natural 
interaction interfaces, embodiment and novel 
approaches in the integration of different media are 
considered essential for the cultural experience of 
end users. They are used to let the visitors feel 
important and crucial, and to involve them also 
emotionally. One person at a time can guide the 
system in the interactive area in front of the screens 
(4m x 4m). The other users (about 15 persons) can 
watch from the space all around and they can 
alternate in every moment in the active role. The 
interaction interface consists in few coloured circles 
on the floor (replayed on the screen): when the user 
walks up to cover a circle, the corresponding scenario 
is loaded. Moving on the bigger yellow circle in the 
center, the user can use his arms to explore the 
selected scenario. A blue silhouette of a figure is 

always present in the bottom right part on the central 
screen, suggesting the gestures the user has at his 
disposal to explore the active scenario (Fig.1). 
Microsoft Kinect (first generation) has been used for 
motion capture; it doesn’t require any calibration and 
the user is immediately identified and tracked by the 
system. The application has been developed in 
Unity3D. For further information on the systems and 
the scientific background, please refers to Pietroni et 
al. [Pie13]. Beside, authors suggest having a look to 
the demo movie at https://vimeo.com/album/
3841439/video/129867454. 

2.1 The virtual museum in the real 
museum 
The VR application is located at the first floor of 
Villa Giulia Museum, in a room dedicated to the 
Faliscans and Capenates (populations living in the 
middle Tiber Valley before the Romans’ conquest). 
Entering the room, the visitor can see artifacts in the 
showcases and, beside, he can interact with the 
installation.  People arrive in this place after having 
crossed dozens of rooms whose collection are mostly 
organized according to taxonomical criteria. Thus 
they are often tired and maybe bored. Authors have 
not conceived and “designed” the virtual museum for 
this space: its expected final destination was a 
secluded  and dark room in Villa Poniatowksy, 
exclusively destined to this installation: a perfect 
environment to favour the concentration, even if 
more peripheral. However at the end of the project 
this precondition failed and the present location in 
Villa Giulia was considered a possible alternative.  
Nearby the interactive area, two printed panels and a 
video tutorial running in loop in a small TV, have 
been put to introduce and support the visitors’ 
experience. Authors suggest watching the tutorial 
movie at https://vimeo.com/album/3841439/video/
127130786. 
After the opening of the installation, authors wanted 
to investigate the efficacy of the installation in the 
whole context. The survey has been carried on in 
Summer and Autumn 2015 on a heterogeneous 
sample of 117 visitors. In sections 2 and 3 results will 
be presented and discussed. 

3.  SURVEY 
The core content of User Experience (UX) studies is 
ensuring that individuals find value in what they are 
using, playing with, experiencing. In order to be 
perceived as a meaningful “moment”, VM projects 
must be credible, desirable, useful and usable 
[Bar94],[Kot09], [Mor06]. When facing digital 
products, and VR environments in particular, users 
have the chance to immerse themselves into a context 
of informal learning, where cognitive and sensory-
motor processes (i.e. attention, memorization, pattern 
recognition, enjoyment, performance, embodiment, 
emotional involvement etc.) take place [Mat09]. With 
recent development in ICT and new advanced 
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applications, the need to understand how people react 
to digital cultural heritage projects, especially 
museum visitors, is extremely increased. 

3.1 Multi-partitioned analysis 
After a long experimentation under the V-Must 
project [Pes15] [Gra15] to find the best strategy to 
conduct usability and cognitive studies on Virtual 
Museums, the evaluation of on site installations has 
been done using three different techniques: 
1. Active and passive questionnaires. They reveal 
basic information about: 
• Demographic data (gender, age, occupation…), 

which are essential to understand users’ profiles, as 
these are significant in providing background 
knowledge for later analysis; 

• Notions concerning the user’s knowledge or 
comfortability with the field of new digital 
technologies and virtual heritage; 

• Detailed experience with specific application’s case 
study. 

These are fulfilled by the single user, after their 
experience with the application.  
2. Driven scenarios. They allow users to test their 
abilities and prove their attitudes by means of tasks, 
while raising up spontaneous impressions. This is 
possible through the usage of  “Thinking Aloud” 
method, which makes users tell the operator 
whatever comes into their mind in relation with the 
experience. The tasks to be accomplished are pre-
defined and follow a fixed sequence, articulated by 
the operator. The user is required to solve these  tasks 
and then to evaluate his performance: if it was easy 
or not, successful concluded or failed, etc.. The 
outcomes of this guided virtual exploration, are 
continuously put in comparison with direct 
observation made by the operator that highlights 
relevant aspects of users’ feedback on the 
application’s usability, content accessibility and 
overall engagement. 
3. Observations (made by external operator). They 
are essential to have an overview of the context of 
use and the users’ general behaviors and attitudes 
towards the application. A pre-determined list of 
features to observe are established and put in 
sequence, in order to have as accurate and equal 
framework as possible. 
This multi-partitioned analysis turns to be greatly 
useful when investigating both qualitative and 
quantitative data (see detail in 2.2.1), because it gives 
an insight on problematics, viewing the issue from 
different perspectives. This allows the operator to 
highlight discrepancies in what was told and what 
was observed, to verify expectations (of authors and 
users), and to investigate both usability and 
comprehension. Moreover it allows us to understand 
if there is a correspondence (and how deep it is) 
between difficulty of use and frustration/sense of 
failure, or on the contrary not necessarily difficult of 
use generates the desire to abandon the experience. 
From the open comments it is  also  possible to 

know the general feeling of the public towards the 
virtual experience proposed inside the real museum. 

3.2 Target and Goals 
3.2.1 Target 
The survey has been conducted on 117 visitors of 
different ages and technological attitudes. We have 
investigated groups’ dynamic of participation while 
interacting with the system, to understand if users 
naturally change role from active participant to 
passive observer, alternating and cooperating during 
the experience. The monitoring of both users 
typologies has been useful to confirm or reject the 
authors’ preliminary suppositions: passive users 
generally pay more attention to the content while 
active ones could probably be more focused on how 
the system works and how to interact with it.  

3.2.2 Goals 
The goals of this survey have been (a) to firstly test 
the attractiveness of the installation, the usability of 
the system, its main interface features and interaction 
modes; in parallel, (b) its educational potential. 
Specifically, for the former, we have analyzed the 
behaviours of people entering the room, basically if 
they were immediately attracted by the virtual 
contents (and by which aspect in particular) and 
successively by the showcases containing the real 
artefacts, or the contrary. Regarding the usability, we 
have examined the interaction between the user and 
the system to see if the interface elements and the 
required gestures are able to facilitate the exploration 
of the installation. We have also analyzed the time of 
usage and the information accessibility, whether it is 
easy to go through them or not. We finally have tried 
to retrace the mental processes that led users to 
navigate the virtual museum, reaching a satisfying 
experience. Furthermore, as mentioned in section 1.2, 
one of the secondary goals is the analysis of 
pertinence of the exhibition spaces according to the 
virtual experience modalities. 

3.3 Strategy 
3.3.1 Qualitative vs. quantitative analysis 
The collection of meaningful data sees the 
combination of two investigative strategies: 
1. Quantitative data retrieval. This method is 
effective to obtain a large number of information 
units. A statistical analysis should be made possible. 
We can retrieve quantitative information thanks to: 

• multiple-choice questions 
• yes-or-no questions 
• scales (i.e. give value between 1 and 5….) 

2. As quantitative data are often not adequate as a 
stand-alone evaluation method for the achievement 
of interpretable results, qualitative data retrieval is 
planned. By using this method, the reasons “behind” 
the quantitative data should be identified with the 
purpose of obtaining a better understanding of the 
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users’ reactions and deduce some suggestions for 
future improvements of VMs. We can retrieve 
qualitative information thanks to: 

• open questions 
• free comments 
• “other” blank space 

Often these strategies investigate similar aspects and 
they are deliberately repetitive, with some variations 
and in-depth analyses, so that the user’s responses 
can be properly verified.  This is important to 
understand responses’ level of reliability, the easiness 
of reply,  and the users’ feelings towards specific 
themes. 

3.3.2 Working plan 
The survey has been done over the course of 16 days 
during the summer. End users have been interviewed 
alternating between normal working days and 
festivities, in different hours of the day. In this way 
we have obtained a representative and heterogeneous 
sample. Promotional days have been organised too, 
inviting people to come to the museum and become a 
“tester” of the application. 
Survey information have been mainly collected using 
traditional paper questionnaires - as this has allowed 
us to reach several users at the same time. In some 
cases, we have also adopted questionnaires running 
on iPad - for its practicality and technological 
flexibility. 

3.4 Analysis and interpretation of data 
3.4.1 Demographic data 
Of 117 observed users, 44 visitors have been 
involved in the driven-scenario,  46 answered the 
active questionnaire and 40 the passive questionnaire. 
Out of 117 global individuals, 107 interviewed  left 
their personal data, even if in anonymous form: the 
majority has been women (60%), mostly coming 
from Europe, 68% from Italy. The users’ age is 
homogeneously spread with a pick of 22% between 
40 and 50 years old, followed by 18% between 20 
and 30. A very low percentage of younger has been 
registered, although the innovativeness of the VM. 
This datum can be easily explained by noticing that 
the average age is in line with the usual museum 
visitors’ demographics. 

3.4.2 Installation's attractiveness 
When visitors stop in the Falisci and Capenati’s room 
the attractiveness of the system compared to the 
traditional showcases is confirmed. According to the 
observation, out of 117 active and passive users, 
75% have been attracted exclusively by the 
installation and did not stop to look at the other 
objects on display. Users recognise the space as being 
an interactive area, indeed 63% actively participate 
by controlling the system, while 34% observe 
another visitor (only 3% do not stop in the area at 
all). 

From 86 global questionnaires, 28% of people says 
to have been attracted by the graphics in the scenes, 
the color and the atmosphere.  26% have stopped 
because they consider the installation to be an 
unusual thing in a museum and 21% because of a 
personal interest for the subject (see Fig.2). 
From 116 observations made, it emerges that 76% 
do not see the poster explaining the project and 81% 
neither the small TV displaying the video tutorial. 
Questionnaire results confirm that 74% do not 
notice the video tutorial, while there is a moderate 
difference regarding the poster - which is not noticed 
by 51%. This divergence can be explained referring 
to different factors such as a margin of error in 
conducting observations, unreliable or uncertain 
answers from users (6% of the cases). In the end, 
there is the possibility that the user is not answering 
honestly or refers to another poster. 

Figure 2. Attractiveness of the system  
3.4.3 Usability 
From 73 observations of active people, it emerges 
that 93% understand how to use gestures to interact 
with the system once they enter the interactive area, 
even if 27% have problems with the gestures and 
they try to ask suggestion to the operator. The 
operator provides minimum prompts to the user in 
the following cases: if the user does the appropriate 
gestures but is not on the yellow circle; if he moves 
but does not manage to understand how to interact 
and he seems near to leave the installation. The first 
attempt  is to suggest the user to examine panels and 
video-tutorial and then try again. 
During the observation it has been discovered that at 
the very beginning of the interaction, gestures  are 
performed in different ways: 92% understand the 
blue silhouette of figure, 45% of them perform the 
gestures correctly; 47% reproduce the suggested 
movements but not in a efficient manner; only 8% 
have difficulty in interacting with the system at all. 
From the comments collected during the survey, it 
has been possible to single out the reasons why users 
could not perform the gestures correctly:  35% do not 
concentrate or they think it is a game, while 50% do 
not follow exactly the suggestions of the blue figure. 

ISSN 2464-4617 (print)
ISSN 2464-4625 (CD-ROM)

WSCG 2016 - 24th Conference on Computer Graphics, Visualization and Computer Vision 2016

Short Papers Proceedings 101 ISBN 978-80-86943-58-9



For the other users that follow the gestures correctly 
(45%), it emerges that 8% manage to synchronize 
exactly and replicate every gesture, instead of 
performing freely the  gesture grammar suggested by 
the blue figure (as it should be done) (see Fig.3). 
From a conceptual point of view, this result can be 
explained by saying that gestures are simulated by a 
virtual avatar in a continuous sequence but without 
giving information about the chance to freely use 
them. Moreover, each of the four scenarios implies 
different gestures to interact with the system, in fact 
the user migrates from an avatar to another one and  
this can be perceived as an amusing factor but 
sometimes, maybe, misleading. 

Figure 3. Usability related to gestures  

Nevertheless, from questionnaires, it emerges that 
the function of the blue figure is understood in 91% 
of the cases, and 81% of global users answer 
correctly about its function, replying that “it is a 
guide that suggests movements”. 5% of users say 
e r r o n e o u s l y t h a t i t i s “ a m i r r o r o f 
yourself” (exclusively passive users) and 7% claim to 
not understanding its function whatsoever.  2% do 
not answer.     
Of the 46 active questionnaires, 50% register an 
initial difficulty but after a while, throughout the 
interaction with the system, they are able to 
comprehend how it works.   

Figure 4. Usability related to the floor interface  

For 35% the tasks to accomplish to access 
information or change scenarios are simple, while for 
15% they are difficult from beginning. 
From questionnaires, it is confirmed that the graphic 
interface of the floor and the screen is quite well 
understood. Out of 86 global visitors, 85% 
understand the function of the colored circles on the 
floor and 51% specify, correctly, that they are used to 
change scenes. 12% do not understand their functions 
and how to perform them (see Fig.4). 

3.4.4 Dynamics of participation 
From the notes taken during observation and 
questionnaires the dynamics of participation can be 
identified: of 117 observed users, 30% are couples 
that change between active and passive roles, 31% 
are groups of 3 up to 7 people and 36% are single 
persons; only 3% are cases in which entire family or 
a couple interact with the system playing just one 
person. In all other cases there is an exchange of role 
between active and passive experience. There are 
two quest ions in the act ive and pass ive 
questionnaires which help understanding the 
motivations that encourage user to be either an active 
participant or an observer. In the former, 61% of 
active users have seen someone else interacting with 
the system and in 82% of the cases they prefer to be 
the protagonist, as opposed to 18% that prefer to be 
the observer. 85% of passive users says they would 
have liked to interact but they did not. 50% have 
different reasons i.e. factors external to the 
application like a lack of time, or the area was 
occupied by other visitors. Only 7% says that they 
are not interested and not attracted by the system. 
Slight differences appear when comparing the two 
types of  the questionnaires: 5 active visitors prefer 
the archaeological and historical scenes with 30% of 
preferences with Villa of Volusii and 28% with Lucus 
Feroniae; the passive users prefer the symbolic and 
evocative scenes, where 32% of users vote for the 
flying scene and 27% for the underwater scene. 

3.4.5 Satisfaction 
From data collected by active observation we see an 
homogeneous percentages about the duration of user 
experience. Out of 73 visitors, 28% stay in the 
interactive area between 15 and 20 minutes, showing 
a great interest for the VM, independently from the 
real usability and the final appreciation. It follows a 
25% of people who interact between 5 and 10 
minutes and 23% between 10 and 15 minutes, with 
an equal percentage that even overcomes 20 minutes. 
Only 1% stay for less than 4 minutes. 73% of the 
active users explore more than one scenario for more 
than five minutes. This datum is extremely positive 
given the articulation of the application in multiple 
scenarios and different levels of learning. This can 
mean that users are not “afraid” of  the interactive 
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installation, even in cases their performance is not 
always satisfying. 
The virtual worlds explored for a longer time are 
those of Lucus Feroniae with 49% and the flight 
scenario with 48%.  These are followed by the Villa 
of Volusii with 36% and the underwater scenario with 
30%. It is important to notice that this latter is the 
scenario with the most de-structured storytelling: 
here, indeed, the stories do not follow a precise 
storyline but are poetic fragments floating in the deep 
of the water. On the contrary, Lucus Feroniae is the 
most linear scenario, with pre-determined narrative 
episodes connected by a predefined path. During the 
visit the user finds some crossroads and he can 
choose which story to enter. That is why users remain 
for a longer time: they do not need to perform 
gestures all the time, the story proceeds anyway, 
showing the 3D reconstructions and the Feronia’s 
tales deployment. The same goes for the flight scene, 
which can be interesting and relaxing for users given 
the particular setting (i.e. blue color predominance; 
natural gestures…) and the didactic videos that 
encourage them to stay for a longer time. 
In the direct questions in the questionnaire, a certain 
homogeneousness emerges from the quantitative and 
qualitative data about the appreciation of the different 
scenes.  Out of 86 global users, 26% prefer the flight 
scenario, 26% the Volusii’s Villa, 24% like the 
underwater scene, 23% the Lucus Feroniae scene and 
1% of the users don’t answer. From comments left by 
users we know the reasons why these scenarios are 
liked. The archaeological historical scenes are liked 
for the 3D reconstruction of the environment, the site 
and stories from the characters.  The flight scene and 
underwater scene were liked because of the sensation 
it created by connecting the way of interacting with 
the graphics. 
Out of 86 global visitors, 44% indicated that the 
aspects of the system they preferred mostly are the 
graphics, the colours and the atmosphere and for 39% 
the exploration based on body movements. Scripts, 
music and visualization on the three screens seem to 
be considered of secondary importance. 
Comparing these answers with the comments left by 
the users it emerges that 90% found the experience to 
be enjoyable for a series of reasons,   because of the 
given information and because it was a new 
experience, involving and interactive. 
The visitors did not exhaust their interest in the Tiber 
Valley Museum in one visit, out of 86 global users 
88% declared that they would return to Villa Giulia 
Museum. 98% of the cases they are curious to visit 
the actual places with 64% preferring to visit the 
archaeological sites and 31% the villages and natural 
areas along Tiber Valley.  
In the free comments about appreciation, two passive 
users said:” I liked because it’s not passive” and “it 
makes you participate”. Other people say  “it’s surely 
a beginning of another way to experience the 
museum”, perfectly matching the intent of developers 

and the new communication strategy that the 
museum is undertaking. 
Eight people expressed a comparison between the 
real and the virtual museum. They wrote: “it’s 
something different from ceramic”, “it gives more 
i n f o r ma t io n ” , “ t h e s y s t em p e r mi t s e a s y 
understanding of that on display in the showcase”, “it 
permits the ability to connect  the objects in the 
showcase to the context and it inspires  new visits 
and curiosity about the archeological site” and “it 
helps to introduce  the public to art in an enjoyable 
way”.  
Other people said “It’s rare to find an application like 
this in a museum”, “Normally the interactive 
applications are dull, instead this is involving”. Two 
active users declared: “too noisy and complicated”, 
“too interactive, it seems like a videogame”  

3.4.6 Educational potential 
Attention and recognition 
Both the active and the passive questionnaires ask 
the user the recognition of  scenes out of a collection 
of 6 images, 4 effectively corresponding to the 
installation and 2 false. The 2 false images occur in 
9% of the cases. 
Another question asks to connect various images of 
scenarios with the corresponding  name.  The flight 
and the underwater scenes are matched correctly with 
a percentage of 71% and 66%, respectively. The 
Lucus Feroniae and the Villa of Volusii scenes are 
correctly matched 51% and 43%, respectively. It has 
been noted that a lot of users declined to answer this 
question, about 28%. The highest number of 
incorrect answers however are for the Villa of Volusii 
with 27% and 23% for the Lucus Feroniae, while the 
percentage of incorrect answers in the flight  scene is 
2% and 5% for the underwater scene. It is important 
to notice that both Lucus Feroniae and Volusii’s Villa 
are both roman sites with some common elements in 
the story, so this result can be explained. Moreover, 
while in the flight and the underwater scenes the 
users need simply to evocatively move in the 3D 
space with fragmented information provided, Lucus 
Feroniae and Villa of Volusii scenes are more focused 
on a topic and need to be followed carefully to 
understand the storyline. 

Memory 
Using a series of multiple-choice questions in the 
questionnaire we examine the memorability of the 
content: the user is asked to remember information 
provided by characters they have met or to recognize  
portions of landscapes or specific architectures. 
Almost all the answers are good: of 86 global users, 
62% answer correctly to the questions about the 
goddess Feronia, 59% to questions about Lucus 
Feroniae and 68% about the flight scene,  48% to the 
Villa of Volusii questions; 30% of users decline to 
answer any question. Despite the considerable level 
of evasion, this datum is promising, given the 
innumerable visual inputs and information provided; 
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this means that users pay actually attention to each of 
the four scenarios, memorizing the main graphic 
elements. 

Reasoning 
Users manage to orientate themselves within the 
archaeological scenes, with 75% of active users 
saying that they have understood the function of the 
“small dot” on the right screen (see Fig.5 and Fig.1). 
Of the same group, 71% specify, correctly, that it is 
used to “indicate your position within the scene”. 
20% claim not to understand its function, 5% do not 
answer. From open questions in driven-scenarios, 
the operator understands that users easily recognize 
the GUI elements and understand their function. In 
the flight scene, out of 25 users, 68% understand that 
they are flying over the Tiber Valley; in the Lucus 
Feroniae scenario, out of 12 users, 83% understand 
that they are looking at a real archaeological site 
which has been reconstructed from the same point of 
view (see Fig.5). Of these, 16% require prompting - 
so to say they recognise it only when asked.   

Figure 5. Lucus scenario: on the left the real site, 
in the center the reconstructed site from the same 
point of view, on the right a perspectival view with 

the user’s position evidenced by a white dot. 

4.  DISCUSSION 

4.1 Strength points of the installation 
4.1.1 Emotional experience 
The design of the Virtual Museum of the Tiber Valley 
aims at making technologies "warm", supporting the 
capacity of the cultural (and virtual) heritage to 
generate a feeling of intimate enjoyment, that could 
translate in spontaneous actions of participation and 
visit, founded on an enhanced knowledge.  
But how can emotion, involvement, and participation 
strengthen the educational potential of a Virtual 
Museum? This survey has found some answers: 
historical and archaeological scenarios have been 
appreciated mostly for the 3D reconstruction of 
architectures and gardens and the story of major 
characters allowing to get in touch with the past 
historical events; evocative scenarios whereas, like 
flight and swim, have been appreciated for the 
accurate “sensation” of being there, the calming and 
relaxing mood created by the interaction, finally for 
the equilibrated atmosphere and restful colors of the 
graphics. All these aspects have pushed museum 
visitors to pay more attention to the installation, 
gaining benefits out of the contents, as they affirmed. 
In general, the graphics is not only an attractive 
factor, but a stimulus, a fundamental ingredient to 
make users being involved in the experience. 

Contrary to the authors’ expectations, passive users 
show a preference for the aerial and underwater 
scenarios; instead active users prefer archaeological 
ones where they are involved with  less spontaneous 
gestures. Maybe this can be explained in the light of 
the theory of mirror neurons [DiD15]: the observers 
experience a sensation of pleasure in perceiving 
others swimming or flying.  

4.1.2 Gesture-based interaction 
Similarly to other VR installations previously 
developed for museums, and in line with other 
evaluations conducted [Pie13], [Pes15], the Virtual 
Museum of the Tiber Valley has demonstrated that 
gesture-based interaction attracts and involves 
persons of every age and even not familiar with 
technological devices, as it just requires to perform 
simple actions in front of the screen. Looking at the 
average age we can notice that, although the audience 
is not digital-native, it is still pushed to try the VM 
installation, spending between 15 and 20 minutes 
playing with it, inside a museum. Thus not the single 
good performance but the overall experience and the 
kind of contents seem to mostly affect the success of 
the Tiber River project. Another interesting 
verification is that among active users we have a 
major percentage of people over 50 years old. This 
confirms that the technological barriers seem to not 
divide young from older audience (as observed also 
in previous projects using natural interaction). 
Surprisingly, regarding the appreciation, out of  10 
people over 60 years old, 6 affirm that the aspect they 
preferred mostly is the exploration and the 
interaction, even if the incorrectness in performing 
gestures seems to be a bit more frequent in this age 
range.  
No meaningful differences emerge between males 
and females. 
Moreover, even if the interaction has been designed 
for one user at a time, it encourages cooperation, 
participation, emulation, thus multiplying the impact. 
This aspect is revealed by users willing to play with 
the system another time or in other occasions. The 
curiosity to see the “unexpected” inside a museum 
like Villa Giulia, brings people to stop and see what 
is going on with the virtual reality installation.The 
survey has shown that in most cases difficulty of use 
does not correspond with frustration and desire to 
abandon the experience. There is a sense of 
embodiment [Var91], [Pie13], playful and aesthetic 
pleasantness that goes beyond gesture-based 
interaction, making the experience not frustrating but 
fun, similar to a game, attractive even if not always 
simple. In our case, users have indeed affirmed to 
have a pleasant experience while using the 
installation, new and involving. Definitively, we can 
confirm that gesture-based interaction let us expand 
the potential public of virtual installations inside 
museums. 
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4.1.3 Storytelling 
Authors of the Virtual Museum of the Tiber Valley 
tried to create an involving storytelling going beyond 
the traditional paradigms of virtual reality through 
the inclusion of techniques coming from games, 
theatre, cinema, augmented reality. 
This survey let us understand that the undertaken 
direction in the virtual museum conception 
(especially regarding “on site” installations) is well 
accepted and very promising; results in fact reveal 
that Lucus Feroniae and Villa of Volusii (where 
storytelling is more structured and adopts some 
historically plausible “fictions”) have reached great 
appreciation, especially among active users, 
stimulating curiosity and interest - observable in the 
positive level of content memorability. Also “visual 
moods”, image effects, camera behaviours and 
soundscape help creating “the story” to be brought 
and re-thought at home, after the museum visit. 
Authors have received many requests from schools 
that are interested to continue this educational 
program in the real context, to have a direct contact 
with the remains. Further  results are expected in the 
next future, because the new archaeological museum 
of Lucus Feroniae has been re-opened on the 23rd of 
April  2016, together with the site of Volusii’s Villa, 
after a long period of  unavailability. The virtual 
museum is actually working as a vehicle of interest, 
multiplying the public’s expectation for the new 
opening. A great interest towards both the virtual and 
the real visits is demonstrated also on Facebook at 
www.facebook.com/muvivate/?fref=ts.   
The future research needs to continue following this 
approach, bringing screenplay and storytelling more 
and more powerful and professional, finding a link 
between the way to tell stories and interaction 
interfaces - possibly clearer. 

4.2 Weaknesses of the installation 
4.2.1 Gestures interpretation 
Despite the graphic interfaces being rather well 
understood, an element seems to be a bit problematic: 
the blue silhouette, bottom right on the central 
screen, showing the gestures the user has at his 
disposal to explore the environment. Gestures are 
shown in a loop sequence and each one lasts few 
seconds. This choice was done to keep the instruction 
as simple as possible: a unique silhouette occupying 
a limited portion of the screen and catching the user’s 
attention. The authors’ assumption was that, once 
understood the gestures, the user would have 
automatically performed them freely, to follow the 
desired directions during the exploration. On the 
contrary the survey has shown that many users 
synchronize themselves with the silhouette's gestures, 
rather then feel free. It is interesting to notice that this   
misunderstanding is much less evident when the user 
is required to swim and flight: in this cases, being the 
embodiment more immersive, the users are induced 
to be free and spontaneous in performing actions. 

The problem does not exist in case of crossroads, 
when the poses of the blue silhouette are multiplied 
on the screen to suggests how to go left, right, 
forward, (see Fig.6). 

Figure 6. Poses of the silhouette on crossroads 

4.2.2 Support and tutorials 
This survey has shown the importance for the public 
to be supported by the museum’s staff to have a full 
comprehension of the potentialities of interactive 
installations, in fact in some cases (generally 10% 
with peaks of 30-40%) users have reached the goal 
after  a suggestion coming from a physical guide (in 
this case the operator). In few cases panels or video-
tutorial have been noticed and effectively used by 
visitors to learn how to interact with the system. 
Users generally prefer the immediate experience to 
learn, facilitated, in this case, by the easiness of body 
gestures. In case of failure in the interaction, they 
prefer to be assisted by a living person. This 
condition recurs several times in virtual installations 
proposed in real museums, even if the interface 
design is simple and minimal. In general, while 
living an embodied and sensory-motor experience, 
the public tends to evade the reading of texts on 
panels  (even when such texts are very short) or the 
GUI on the screens explaining how to use the 
installation. 

4.3 Dynamics of participation 

4.3.1 Active and passive users 
An interesting result concerns the comparison 
between active and passive users. Authors supposed 
that individuals directly using the installation would 
have been more focused on the interface and gestural 
aspects, while observers would have payed more 
attention on stories and contents. Actually, results of 
the survey tell us the contrary: the former, more 
concentrated in the interactive area, are perceptively 
absorbed by storytelling and scenarios; the latter, 
instead, are a bit more distracted by other museum 
visitors. 23% responses of questionnaires reveal that 
the museum setting do not contribute positively in 
making the users concentrate and vigile on what is 
going on the three screens. 

4.3.2 The role of the museum’s personnel  
Most of the public has expressed the wishes that 
future evolution of museums can follow such an 
approach, to overtake the static nature of actual 
exhibitions. However results have confirmed that not 
only the research in the field of virtual museums need 

ISSN 2464-4617 (print)
ISSN 2464-4625 (CD-ROM)

WSCG 2016 - 24th Conference on Computer Graphics, Visualization and Computer Vision 2016

Short Papers Proceedings 105 ISBN 978-80-86943-58-9



to evolve, but the museum’s management as well, 
and the ability/availability of the museum’s personnel 
to support the public dealing with interactive 
experience and digital technologies. Technologies 
represent a great opportunity to transmit culture 
contents to the public but they cannot be abandoned 
to themselves. Definitively strong collaboration 
between researchers, creative talents and museum’s 
curators and personnel is required, aiming at 
strengthening the central role of the public, as main 
addressee of the cultural experience.  
In the case of Villa Giulia Museum, it could happen 
that some museum’s keepers turned down the volume 
of the application in order to be not disturbed during 
their work. This has negatively affected the 
installation’s use. 

5.     CONCLUSIONS  
Recently, psychologists, neuroscientists and 
philosophers have put in evidence the role of 
emotions in creative processes and intuitive human 
knowledge: the knowledge and experience of 
something always requires the activation of an 
emot ion [Cia01] . Emotions can mot ivate 
understanding, self-identification, contributing to 
higher cognitive process of learning [DiD15]. 
Therefore they represent a method to easily access 
the culture for everybody, promoting a greater social 
inclusion. This is confirmed by several evaluations of 
the user experience inside virtual museums realized 
in the past years [Pie13] [Pes15] and by the one 
presented here: users' main expectation is to enter 
and interact inside stories, personalizing their 
experience, as if they would have been really there, 
with an active role. Storytelling, embodiment, 
evocations are key issues. It is of crucial importance 
to evaluate how people react to digital contents and 
interaction approaches proposed by researchers and 
creatives; it is really difficult to match the 
expectations  of such an heterogeneous audience in 
museums, but some fundamental criteria making an 
interactive installation successful are today more and 
more consolidated. 

6.     REFERENCES 

[Bar94] Barrett, E., Sociomedia, Multimedia, Hypermedia, 
and the Social Construction of Knowledge. Digital 
Communication series, The MIT Press, 1994. 

[Cia01] Ciarrochi, J., Forgas, J.P.. Mayer,  J.D., Emotional 
intelligence in everyday life, in Psychology Press, 
Taylor & Francis Group, 2001. 

[DiD15] Di Dio, C., Ardizzi, M., Massaro, D., Di Cesare, 
G., Gilli, G., Marchetti, A., Gallese, V., Human, Nature, 
Dynamism: The effects of content and movement 
perception on brain activations during the aesthetic 
judgment of representational paintings, in Frontiers in 
Human Neuroscience, 2015. 

[Gra15] Graf, H., Keil J., Engelke T., Pagano A., Pescarin 
S., A Contextualized Educational Museum Experience - 
Connecting Objects, Places and Themes Through 

Mobile Virtual Museums. In Proceedings of Digital 
Heritage 2015, Granada, Ed. IEEE, 2015. 

[Kot09] Kotsakis, K., Liarokapis, F., Sylaiou, S., Petros P., 
Virtual museums, a survey and some issues for 
consideration. Journal of Cultural Heritage, Vol. 10, 
2009, pp. 520-528. 

[Mor06] Morgant i , F. , Riva, G. , Conoscenza, 
comunicazione e tecnologia. Aspetti cognitivi della 
realtà virtuale. LED ed., 2006. 

[Mat09] Matlin, M., Cognition, Holboken, NJ, John Wiley 
& Sons, Inc., 2009. 

[Pie13] Pietroni, E., Palombini, A., Arnoldus H., A., Di 
Ioia, M., Sanna, V., Tiber Valley Virtual Museum: 3D 
landscape reconstruction in the Orientalising period, 
North of Rome. A methodological approach proposal, 
in Proc. Digital Heritage 2013, Vol. II, IEEE, pp. 
223-331. 

[Pes15] Pescarin et al., Del. 7.1 Virtual Museum Quality 
Labels. V-Must.net deliverables’ collection, Ed. 2015. 

[Pie13] Pietroni, E., Pagano, A., Rufa C., The Etruscanning 
project: Gesture based interaction and user experience 
in the virtual reconstruction of the Regolini-Galassi 
tomb, in Digital Heritage Proceedings 2013, Marseille 
France, IEE, ISBN: 978-1-4799-3169-9, Vol II pp. 
653-660 

[Var91] Varela, F., Thompson, E., Rosch,  E., The 
Embodied Mind. Cognitive Science and Human 
Experience, MIT Press, Cambridge, 1991. 

[Ant15] Antonaci, A., Pagano, A., Technology enhanced 
visit to museums. A case study: Keys to Rome. In 
proceedings of INTED2015, Madrid, Spain, 2-4 March 
2015. 

[Goc13] Gockel, B., Eriksson, J., Graf, H., Pagano, A., 
Pescarin, S., VMUXE, An Approach to User 
Experience Evaluation for Virtual Museums. In 
Proceedings “The HCI International 2013”, Ed. 
Springer, Heidelberg. 

[Wit98] Witmer, B. G., Singer, M. J., Measuring presence 
in virtual environments: A presence questionnaire. In 
“Presence”, Vol. 7, No. 3, June 1998, 225-240. 

[Sla99] Slater, M. 1999, Measuring presence: A response to 
the Witmer and Singer Presence Questionnaire. In 
“Presence”, 1999, 8(5), 560-565. 

[Syl08] Sylaiou, S., Karoulis, A., Stavropoulos, Y. and 
Patias, P., Presence-Centered Assessment of Virtual 
Museums’ Technologies. In “Journal of Library and 
Information Technology”, Vol. 28, No. 4, July 2008, 
pp. 55-62 , DESIDOC. 

[Fan15] Fanini, B., et al., Engaging and shared gesture-
based interaction for museums the case study of K2R 
international expo in Rome. In Proceeding of Digital 
Heritage, 2015, Granada. Vol. 1. IEEE, 2015. 

[Fan15b] Fanini, B., and Pagano, A., Interface design for 
serious game visual strategies the case study of “Imago 
Bononiae”. In Proceeding of Digital Heritage, 2015, 
Granada. Vol. 2. IEEE, 2015. 

ISSN 2464-4617 (print)
ISSN 2464-4625 (CD-ROM)

WSCG 2016 - 24th Conference on Computer Graphics, Visualization and Computer Vision 2016

Short Papers Proceedings 106 ISBN 978-80-86943-58-9

http://v-must.net


Efficient B-spline wavelets based dictionary for
depth coding and view rendering

Dorsaf Sebai

Cristal laboratory, ENSI

Tunisia

Faten Chaieb

Cristal laboratory, ENSI

Tunisia

Faouzi Ghorbel

Cristal laboratory, ENSI

Tunisia

ABSTRACT
Video representations that support view synthesis based ondepth maps, such as multiview plus depth, have been widely
emerged raising interest in efficient depth maps coding tools. In this paper, we propose an innovative sparse decomposition on
wavelets based dictionary specially designed for the piece-wise planar nature of depth signal. We also evaluate performances
of the proposed dictionary for depth maps coding while paying special attention to the impact of depth coding errors on
resulting synthesized images. Obtained results prove the relevance of the proposed scheme able to considerably improve the
perceived quality of synthesized images.

Keywords
Depth maps, synthesized images, compression, B-spline wavelets based dictionary.

1. INTRODUCTION

Multiview Video plus Depth (MVD) includes sequences
of texture images and their corresponding depth maps. The
latter are bi-dimensional gray level images representing the
distance of each pixel to capture camera. Recent efforts
point toward an efficient coding that preserves depth maps
particularities, namely their piece-wise planar conception
and the critical impact of pixels near contours on perceptual
quality of synthesized views [1].

In this context, many coding research work aim at faith-
fully reconstruct depth map specific piece-wise planar con-
ception. Morvan et al [2] exploit the linear piece-wise na-
ture of platelet and wedgelet functions to approximate depth
planar surfaces separated by shaped edges. The wedgelet
representation is retained for 3D High Efficiency Video
Coding (3D-HEVC) standard [3]. Maitre et al. [4]. pro-
pose a codec that relies on a lifting implementation of
Shape-Adaptive Discrete Wavelet Transform (SA-DWT).
SA-DWT independently treats surfaces separated by edges
which, and unlike classical wavelet transforms, provides
much sparser decomposition with small coefficients along
depth discontinuities. Furthermore, Shen et al. [5] present
a new set of Edge-Adaptive Transform (EAT) as an alterna-
tive to the classical Discrete Cosine Transform (DCT). EAT
avoids filtering across depth discontinuities and so avoids
creating large coefficients. However, transform domains

used in [4] [5] need an encoded representation of major
edge locations to be shared between both encoder and de-
coder sides.

Since depth images are used for view synthesis and are
not themselves displayed, later efforts aim at reducing depth
maps coding artifacts that cause severe distortion of synthe-
sized views. Cheung et al. [6] define ”Don’t Care Regions”
(DCRs), for each pixel, where a depth value outside the
DCR will lead to a synthesis distortion larger than a thresh-
old value. Then, they perform sparsification of the depth
map in an orthogonal basis, optimally trading off its repre-
sentation sparsity and its adverse effect on synthesized view
distortion. More recently, this idea is reused by Cheung et
al. [7] replacing DCRs by penalty function. For each pixel,
a quadratic penalty function is defined based on sensitivity
of interpolated images to pixel depth values during render-
ing process. Transform domains used in [6] [7] are classi-
cal orthogonal basis that represent dictionaries of minimum
size, concentrating the signal energy over a set of few vec-
tors. However, vectors sets larger than basis, particularly re-
dundant dictionaries, are needed to build sparse representa-
tions of complex signals. In the last few years, the emerging
attention is to enlarge common orthogonal bases through
the design of suitable redundant dictionaries positioned as
an interesting alternative. The latter can be a mixture of or-
thogonal bases and/or dictionaries. Such merging approach
aims to design domains where each sub-dictionary is suit-

1
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able for representing one of the signal components. The
approaches for learning dictionaries from large input data
sets have also been envisioned in order to enhance the cor-
relation of dictionary atoms to signals. However, learned
dictionaries are further sensitive to image variations of prac-
tical scenarios. Furthermore, if the learning process of the
dictionary cannot be repeated in the decoder side, the dic-
tionary transmission is necessary. Increases in terms of stor-
age expense and codec complexity are also noticed due to
the feature-dependent nature of learned transform domains.

In this paper, we are interested in studying a predefined
mixed dictionary adapted to depth maps sparse representa-
tion. In fact, many efforts were carried out to study the most
appropriate dictionary for a given class of images such as
astronomical images and cartoon-images. This is not the
case for the particular class of depth maps. Being redun-
dant, the proposed dictionary, unlike orthogonal basis used
in [6] [7], promotes sparsity and avoids high coefficients
mainly near contours. Being predefined, the proposed dic-
tionary, unlike the non-fixed EAT and SA-DWT, does not
imply a coding overhead for the transform reconstruction
in the decoder side. The proposed dictionary is then ex-
ploited for depth maps compression to evaluate its relevance
for synthesis quality.

Section 2 brings particular attention to fundamental con-
cepts of sparse representations. In Section 3, we aim at
studying an efficient dictionary in terms of depth maps
sparsity-distortion tradeoff. The dictionary is then ex-
ploited, in Section 4, for compression purpose taking into
account the quality of view synthesis process, the ultimate
depth maps application.

2. SPARSE REPRESENTATIONS

Classical transform coding techniques make use of or-
thogonal basis, such as Fourier and cosine basis. In such
transform domains, signal representation is unique. More
recently, sparse representation concept has been developed
and its exploitation in image processing is increasingly ex-
panding. Sparse representations proved their performances
for texture images compression. It is therefore interesting
to explore them for depth maps compression.

Sparse representations distinguish significant compo-
nents of a signal as a small number of elementary signals
selected from a very large transform domain, named re-
dundant dictionary. Sparse representations aim at finding
a representationy of the original signal as a compact linear
combination of a small atoms number weighted by trans-
form coefficients :y = D x wherey ∈ R

M the repre-
sentative vector of the original signal of dimensionM and
D ∈ R

M×n a dictionary ofn atoms withn >> M . x ∈ R
n

is a sparse vector of transform coefficients. Sparsity of vec-
tor x refers to the number of zero coefficients it contains.
Because of dictionary redundancy, signal representation is

not unique and several combination of vectorx are possi-
ble. The most appropriate combination corresponds to the
sparsest one, i.e. the one with the fewest non-zero coeffi-
cients. The Orthogonal Matching Pursuit (OMP) [8] is one
of the most developed decomposition algorithms devoted to
search such a combination. OMP is a greedy multistage
decomposition algorithm that selects, at each iteration, the
most correlated atom to the original signal and then sub-
tracts its contribution. This process is iteratively repeated
for the residual signal in order to achieve an approximation
tolerating an admissible reconstruction errorρ.

3. DEPTH MAPS SPARSITY-DISTORTION
TRADEOFF

Efficiency of depth maps representation, both in terms of
sparsity and similarity to original data, highly depends on
transform domain choice. It seems useful, even required,
to use atoms highly correlated to depth maps that we try to
model.

3.1. Discrete Cosine/Linear Discrete B-Spline Wavelets dic-
tionary

As introduced in Section 1, depth maps include two ma-
jor components, namely smooth regions and depth discon-
tinuities. Then, it is suitable to combine, in the same dic-
tionary, two sets of atoms conducive to each of them. In
that way, we guarantee complementarity of concatenated
atoms where each type of them is capable of reconstruct-
ing some signal characteristics that the other one is unable
to efficiently do. Typically, we propose the Discrete Co-
sine/Linear Discrete B-Spline Wavelets (DC/LDBSW) dic-
tionary that includes two kinds of atoms :
Discrete Cosine (DC) atoms for smooth regions : DC
atoms of (1) are stemmed from discrete cosine transform :

DC =

{

cos

(

Π(2i− 1)(k − 1)

2n

)

, i ∈ {1, ...,M}, k ∈ {1, ..., n}

}

(1)

whereM is the signal dimension. The dictionary sizen is
equal torM with r ∈ N

∗. If r = 1, DC is an orthogonal ba-
sis. Otherwise, DC is a dictionary of redundancyr. The DC
atoms are indisputably adapted to smooth areas representa-
tion. This is even more valid for depth maps where smooth
areas do not present texture, such as for natural images, but
distances of scene objects to capture cameras.
Linear Discrete B-Spline Wavelets (LDBSW) for depth
discontinuities : LDBSW atoms, defined by 2, are trans-
lated and discretized versions of linear B-spline waveletsat
different resolution levelsj. The discretization consists in
considering the linear B-spline wavelets values at equally
spaced knots on a compact interval with distanceZ2j+1 be-
tween two adjacent knots :
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LDBSW =

{

ϕ2(i
φ

− k), i ∈ [1,M ] ∩ Z

}

∪

{

2
j
2 ψ2(2

j
i− h), i ∈ [1,M ] ∩

Z

2j+1

}

j ∈ [0,log2(M)−1]∩Z

(2)

where k ∈ [0,M [∩Z, h ∈ [0, 2jM [∩Z and

ϕ2(x) = δx,1

ψ2(x) =
1

12
ϕ2(2x)−

1

2
ϕ2(2x− 1) +

5

6
ϕ2(2x− 2)−

1

2
ϕ2(2x− 3) +

1

12
ϕ2(2x− 4)

ϕ2 andψ2 are scale and wavelet functions.M is the sig-
nal dimension andj the resolution level ranging from0 to
log2(M)− 1. k andh are translation parameters ofϕ2 and
ψ2, respectively. The cut-off approach is used for transla-
tion of ϕ2 andψ2 at signal interval boundaries. This intro-
duces redundancy by considering all the wavelet functions
having non-trivial intersection with the interval. LDBSW
atoms are piece-wise linear so they comply with the piece-
wise planar definition of depth maps. Furthermore, the par-
ticular B-splines wavelets of order 2, compared to higher
order B-splines wavelets, greatly limit edge smoothing and
model in a better way the sharp depth details. This allows
a good quality for view synthesis, the ultimate depth maps
application.

To build the bi-dimensional dictionary suitable for image
processing, the tensor product of the so constructed unidi-
mensional dictionary with itself is considered.

3.2. Complementary of DC and LDBSW atoms

We consider two(8× 8) blocks that respectively present
areas with and without contours ofBreakdancers [9] depth
map. The original signal in figure 1 corresponds to the
concatenated columns of the block into a single one-
dimensional vector of depth values. The residual signal
results from few OMP iterations. As shown in figure 1,
the residual signal of the smooth block is already uniform
and is set around zero. However, residue of the block con-
taining discontinuities is not yet uniform and requires more
iterations. We can retrieve the piece-wise linear shape of
LDBSW atoms that will be useful to reduce this residual
signal in next iterations of OMP.

3.3. Comparison and discussion

In this section, we aim at judging the efficiency of
DC/LDBSW dictionary for depth maps sparse representa-
tion. As already mentioned, the DC atoms stemmed from
discrete cosine transform are well suited for smooth ar-
eas approximation. It then remains to assess reliability of
LDBSW atoms for depth discontinuities representation. For

Figure 1. Original signal (top) and residual signal (bottom) issued
from few OMP iterations for blocks ofBreakdancers depth map :
smooth block (black) and block with discontinuities (green).

this purpose, we compare the DC/LDBSW dictionary to
Discrete Cosine/Linear Discrete B-Spline (DC/LDBS) dic-
tionary, where LDBS atoms are translated and discretized
versions of linear B-spline functions of different supports.
We also carry out a comparison to Discrete Cosine/Cubic
Discrete B-Spline Wavelets (DC/CDBSW) and Discrete
Cosine/Directional Anisotropic Atoms (DC/DAA). As well
as LDBSW dictionary, atoms of CDBSW dictionary are
stemmed from discrete B-spline wavelets. The difference
lays in the mother wavelet order that it is no longer lin-
ear. Used B-spline wavelets in CDBSW dictionary are cu-
bic (i.e. order 4). Being the successors of X-lets, atoms
of DAA dictionary are 2D non-separable functions built by
applying geometric transformations to a generating mother
function [10]. The latter is a smooth low resolution function
in the direction of the contour, and behaves like a wavelet in
the orthogonal direction. Using LDBS, CDBSW and DAA
dictionaries for comparison is not randomly made. The lat-
ter have proved among the most pertinent for signal sparse
representation. Furthermore, comparison to these dictio-
naries would allow us to stress the relevant properties of
LDBSW atoms for depth maps sparse representation.

As comparison criterion, we make use of Sparsity Ra-
tio (SR) metric. It is defined as the number of pixels in
the image divided by the number of non-zero coefficients
used for its representation. A high value of SR reflects the
dictionary ability to represent signals with the least number
of transform coefficients. Figure 2 presents SR values ob-
tained by sparse decomposition ofBreakdancers, Ballet [9]
andChampagne sequences on candidate dictionaries using
OMP algorithm for different PSNR values.

As shown in figure 2, DC/LDBSW dictionary achieves
higher SR values than DC/LDBS. This is thanks to the os-
cillatory behavior of LDBSW atoms that makes them visu-
ally more similar to OMP residual signals than LDBS atoms
(see figure 1). Compared to DC/CDBSW, DC/LDBSW dic-
tionary allows better sparsity-distortion performances.In
fact, LDBSW atoms are B-spline wavelets of lower order
than CDBSW ones. This allows them to strongly limit depth
discontinuities smoothing, which is crucial for view synthe-
sis.

For 1D signals, wavelets are recognized to be efficient
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Figure 2. SR values obtained by sparse decomposition ofBreak-
dancers, Ballet and Champagne sequences on DC/LDBSW,
DC/LDBS, DC/CDBSW and DC/DAA dictionaries using OMP
algorithm for different PSNR values.

for sparse representation of piece-wise smooth singulari-
ties. Despite their success, wavelets lose their optimality
when extending them to 2D. They fail to detect regular-
ity of contours. In order to overcome the non-optimality
of 2D wavelets, it has been proposed to use geometrical-
oriented atoms, i.e. the X-lets. Recently, efforts have been
made towards redundant dictionaries of transformed gen-
erating function using, as DC/DAA, anisotropic geometric
transformations. However, geometric atoms relevance for
smooth and regular contours of natural images significantly
decreases for sharp and irregular discontinuities of depth
maps. In fact, DC/LDBSW dictionary achieves, as shown in
figure 2, sparser depth maps representation than DC/DAA.
This is particularly clear for depth maps with strong discon-
tinuities such asBallet andChampagne.

4. SYNTHESIZED VIEWS RATE-
DISTORTION TRADEOFF

As a conclusion of the previous section, DC/LDBSW
combination allows the best depth maps sparsity-distortion
performances against other candidate combinations. This
may presage efficient results for depth maps compression.
Thus, we integrate DC/LDBSW dictionary within a depth
maps compression scheme taking into account the quality
of rendered views.

4.1. Compression method

As it has been observed that efficient depth maps com-
pression is achieved by applying a down-sampling prior to
encoding [11], the proposed scheme carries out a decima-
tion by a factor of 2 of the initial depth map. One in two
pixels is retained per row and per column. Then, an edge
detection is applied to decimated depth map. Resulting
edge image is next divided into blocks labeled as 1, if they

Figure 3. Flowchart of the proposed method.

include contours, and 0 otherwise. Sparse representation
of each block is performed using the OMP algorithm on
DC/LDBSW dictionary.

As stated in Section 1, coding distortions near contours
lead to harmful artifacts of synthesized views. Whereas,
coding degradation in smooth surfaces has limited impact
on synthesized views quality. Then, we typically adapt the
stopping criterion of OMP algorithm to the nature of depth
maps blocks, whether they contain contours or not. In order
to favor sparsity for smooth blocks (i.e. labelled as 0), the
approximation issued from the first iteration of the OMP
algorithm is sufficient. In fact, smooth block decomposition
on DC/LDBSW dictionary provides, thanks to DC atoms,
a uniform residual signal around zero since the first OMP
iteration (see figure 1).

On the contrary, blocks with contours (i.e. labelled as 1)
are handled as regions of interest where distortions have to
be minimized in order to achieve a good synthesis quality.
To do this, OMP algorithm has to iterate until the error be-
tween the original and the approximated signals is under a
fixed reconstruction error. The simple usage of depth map
quadratic error can lead to suboptimal results since it only
measures coding artifacts and does not reflect the real im-
pact of the latter on the final rendering quality. Therefore,
we make use of the quadratic error in the synthesized frame
and not in the depth map itself. We particularly use the dis-
tortion metric of Kim et al. [1] that takes into consideration
camera parameters and proves the proportional relation be-
tween the quadratic error in the synthesized view and the
absolute error in the depth map.

4.2. Experimental results and analysis

Since the main use of depth maps is in view synthesis
operations, experimentations are concerned with the eval-
uation of views that can be synthesized from already com-
pressed depth images. The following experimentations con-
sist in coding left and right views fromBreakdancers, Ballet
and Champagne sequences. The decoded views are then
used for view synthesis using View Synthesis Reference
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Software (VSRS) [12] of Nagoya University. We note that
from each test data sets, the first 16 frames were used.

To evaluate the DC/LDBSW dictionary interest for com-
pression performances, we compare results obtained by the
proposed compression method with DC/LDBSW dictio-
nary to those obtained by the same method with DC/LDBS
dictionary. We particularly choose DC/LDBS dictionary
for comparison since it is the most competitive one to
DC/LDBSW dictionary in terms of sparsity, as shown
in figure 2. Performances of the proposed scheme with
DC/LDBSW dictionary are also compared to 3D-HEVC,
the ongoing 3D compression standard. We do compare our
method to the 3D-HEVC standard since it is the latest ref-
erence for comparison that includes latest efforts of 3D re-
search community being approved by MPEG. We typically
make use of 3D-HEVC Test Model version 4.1 (3D-HTM
4.1) [13] for which temporal and inter-view predictions are
disabled because our method does not involve them.

The performances of candidate methods are compared
in terms of rate-PSNR tradeoff of synthesized views. More-
over, we make use of the new human visual system based
metric, Structural SIMilarity plus (SSIMplus) [14]. We also
propose the visual evaluation of areas zoomed from synthe-
sized views.

4.2.1 PSNR vs. Bitrate

Figure 4 depicts performances of candidate methods in
terms of Bitrate-PSNR of synthesized views forBreak-
dancers, Ballet andChampagne sequences. Results of fig-
ure 2 have proved relevance of DC/LDBSW dictionary,
against DC/LDBS one, in terms of sparsity. Figure 4 comes
to show that DC/LDBSW dictionary is also better than
DC/LDBS in terms of Bitrate-PSNR of synthesized views.
Compared to 3D-HEVC, DC/LDBSW dictionary integrated
within the proposed scheme provides better performances
for medium and high bitrates, achieving a gain of0.1 dB at
0.1 bpp for Breakdancers, 0.4 dB at0.08 bpp for Ballet and
0.2 dB at 0.1 bpp for Champagne. However, 3D-HEVC
allows better performances at very low bitrates since quan-
tized values of wedgelet coefficients are restricted com-
pared to indices of atoms dictionary that cannot be quan-
tized.

4.2.2 SSIMplus Index

Since PSNR is a pure mathematical metric, we propose
to use a new full-reference measure, SSIMplus. It pro-
vides real-time prediction of the perceptual quality of a
video based on human visual system behaviors, video con-
tent characteristics, e.g. spatial and temporal complexity
and video resolution, display device properties, e.g. screen
size, resolution, and brightness, and viewing conditions,
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Figure 4. Rate/PSNR curves ofBreakdancers, Ballet andCham-
pagne synthesized views obtained from original textures and depth
maps encoded using 3D-HEVC and the proposed method with
DC/LDBS and DC/LDBSW dictionaries.

e.g. viewing distance and angle. Compared to most popu-
lar and widely used quality assessment measures, SSIMplus
has shown a higher perceptual quality prediction accuracy
and closer performances to Mean Opinion Scores [14].

Table 1 shows SSIMplus results of candidate methods
obtained for test sequences at0.01 bpp, 0.05 bpp and0.1
bpp. The evaluation is performed at these different bi-
trates that correspond to three critical values, namely low,
medium and high bitrates. As already mentioned, the first
16 frames were used from each test data sets. It is clear
from table 1 that the proposed compression scheme with
DC/LDBSW dictionary produces better SSIMplus results
against DC/LDBS dictionary. Confronted to the ongoing
3D-HEVC standard, the DC/LDBSW dictionary achieves
a mean gain of 2 at0.05 bpp and 4 at0.1 bpp. At 0.01
bpp, better results are performed by 3D-HEVC, achieving a
mean gain of 2.

4.2.3 Zoomed areas

Besides PSNR and SSIMplus Human Visual System-based
measure, figure 5 allows visual evaluation of areas zoomed
from synthesized views ofBreakdancers, Ballet andCham-
pagne sequences. Since 3D-HEVC performances are better
than those of our method at low bitrates, the visual eval-
uation is performed at0.01bpp. Compared to DC/LDBS
dictionary, the proposed method with DC/LDBSW dictio-
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Table 1. SSIMplus values ofBreakdancers, Ballet and Cham-
pagne synthesized views obtained from original textures and depth
maps encoded using 3D-HEVC and the proposed method with
DC/LDBS and DC/LDBSW dictionaries at0.01 bpp, 0.05 bpp and
0.1 bpp.

Sequence Method 0.01 bpp 0.05 bpp 0.1 bpp

Breakdancers
3D-HEVC 29 34 38

DC/LDBS 28 35 38

DC/LDBSW 27 37 41

Ballet
3D-HEVC 32 42 43

DC/LDBS 29 40 46

DC/LDBSW 30 43 47

Champagne
3D-HEVC 39 46 47

DC/LDBS 37 45 48

DC/LDBSW 37 47 50

Mean
3D-HEVC 33 40 42

DC/LDBS 31 40 44

DC/LDBSW 31 42 46

nary can clearly achieve better visual synthesis quality with
much less harmful distortions. Compared to 3D-HEVC, the
proposed method with DC/LDBSW dictionary can achieve
a competitive synthesis quality despite the outperformance
of the latter at this bitrate in figure 4 and table 1. As exam-
ples, we distinguish areas circled in red where 3D-HEVC
outperforms our method. The latter allows however better
quality than 3D-HEVC for areas marked in green.

5. CONCLUSION

In this paper, we have combined depth maps compres-
sion and sparse representations that proved to be partic-
ularly relevant for compression purposes. Typically, we
aimed to propose a redundant mixed dictionary adapted
to depth maps sparse representation. Experimental results
lead to the conclusion that it is the combination of a dis-
crete cosine dictionary with well-localized linear B-spline
wavelet atoms that yields a significant improvement in the
sparsity of high-quality approximations of depth maps. Ap-
plied for depth maps compression, DC/LDBSW dictionary
also shows good tradeoffs between bitrate and distortion of
synthesized views. As perspective, we aim to propose an
approach allowing a joint compression of the two compo-
nents of MVD, namely texture and depth. In addition to the
sparsity ratio, we aim to study the DC/LDBSW dictionary
efficiency in terms of other comparison criteria that take into
account the redundancy and the coherence of the proposed
dictionary. Studies and comparisons to learned dictionaries
are also in our scope.
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ABSTRACT 
In Augmented Reality, AR, the latency is a huge problem that disrupts immersive experience especially when 

head-worn devices are involved. Rendering of virtual objects generally accounts for major proportion of the 

latency in AR. In this paper, we identify the problem caused by the latency and observe human perception of 

virtual objects during head movement to find opportunities to reduce the latency. We propose solutions that 

reduce the latency of rendering by introducing Level of Detail (LoD) concept based on head movement. 

Experimental results show our approach is effective to decrease the latency of rendering. 

Keywords 
Augmented Reality, low latency rendering, Level of Detail, head movement. 

1. INTRODUCTION 
Augmented Reality, AR, has significantly emerged in 

recent years. The advent of head-worn devices 

including [Ocu12a, Goo12a, Sam15a] has 

demonstrated usefulness of AR technology in various 

areas such as education, game, and location-based 

service [Van10a]. Thanks to the immersive 

experience that head-worn devices provide, AR has 

been recently gaining enormous attention [Zho08a]. 

In this paper, we examine properties that prevent 

users from getting absorbed in AR when head-worn 

devices are engaged. Head-worn devices, in AR 

perspective, are very different from stationery devices 

and hand-held devices, because users change their 

view direction very quickly. Rapid change in head 

direction is one of the major sources of common 

problems in AR. Since AR requires a variety of 

operations including object recognition, object 

tracking, and rendering, it inherently yields some 

latency. In contrast, the latency of perceiving real 

world is nearly zero, which indicates there could be a 

gap between real world and virtual objects. We 

define this gap as realism gap which describes 

inconsistency of virtual objects overlaying onto real 

world. We concentrate on rendering to reduce the 

realism gap by analyzing human perception of virtual 

objects upon rapid head movement. Our observation 

implies that AR users with head-worn devices are 

vulnerable to notice degradation of quality of virtual 

objects when they rapidly rotate their head. In order 

to reduce the computation amount required for 

rendering, we apply Level of Detail concept 

[Heo00a] in accordance with head movement. That is, 

we intentionally decrease the quality of virtual 

objects to the level which AR users are not able to 

detect. In addition, virtual objects closer to eyes are 

more influenced by rapid head rotation. Therefore, in 

our approach, virtual objects closer to eyes are 

subject to more degradation of quality. To validate 

our approach, we establish a test platform that 

consists of a smartphone with a camera, various 

sensors, and a Gear VR which transforms a 

smartphone to a head-worn device. Experimental 

result shows that our approach is effective to reduce 

the latency of rendering during head movement. 

2. RELATED WORK 
The latency problem in AR systems has been 

identified by Donald T. Azuma et al. in [Azu97a]. 

The paper analyzed common problems caused by the 

latency in AR systems. Zhou et al. [Zho08a] have 

explored researches in a recent decade regarding 

major techniques in AR including tracking, 

interaction, and display. 

Permission to make digital or hard copies of all or part of 
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In Computer Graphics, many researchers have 

proposed approaches to reduce the latency of 

rendering. Level of Detail [Heo00a] is a common 

solution for the purpose of rendering optimization. 

Various works including [Xia97a, Lin96a] have 

presented LoD based approaches for reducing the 

rendering latency. In addition to LoD, there have 

been various optimization techniques for rendering 

including real time occlusion culling analyzed by S. 

Coorg et al. [Coo97a] and a shader simplification 

technique proposed by P. Sitthi-amorn et al. [Sit11a].  

More revolutionized head-worn devices with an 

optical see-through display such as Microsoft 

HoloLens [Hol16a] have been recently released and 

are expected to be the mainstream. 

However, general rendering optimization approaches 

do not take into account AR and head worn devices. 

3. PROBLEM OF LATENCY IN AR 
Most AR systems recognize real objects and augment 

relevant information on the real objects by rendering 

virtual objects in various forms including images, 

texts, and 3D models. A virtual object has a relative 

location to a particular real object to provide specific 

information about it. A label on top of a real object 

can be an example of a virtual object that has a 

relative location [Azu03a]. For immersive experience, 

it is important to consistently preserve a relative 

location between a virtual object and a real object. 

However, operations in AR such as object 

recognition, and rendering of virtual objects 

inherently require certain amount of the latency to 

accomplish its purpose. On the other hand, the 

latency of perceiving a real object is nearly zero. 

Figure 1 illustrates the difference of the latency 

between real world and virtual objects.  

 

There is insignificant latency to acquire an image of 

real world. In order for a virtual object to be rendered, 

a large amount of the latency for various operations 

including object recognition and virtual object 

rendering is inevitable. 

It is very difficult to retain assigned relative locations 

of virtual objects to real objects because of the 

difference of the latency. In other words, there is a 

spatial gap between virtual objects and real objects. 

We define this gap as realism gap which describes 

inconsistency of virtual objects overlaying onto real 

world. It gets worse when a head-worn device such as 

a smart glass and a head mount display is involved, 

because users change their view direction by head 

movement. Suppose that a user makes a rapid head 

turn. What a user sees in real world obviously 

changes in accordance with the transition. However, 

due to the latency, a virtual object still remains at a 

location where it was until rendering of a virtual 

object finishes. This realism gap not only disturbs 

immersive experience but also causes motion 

sickness. Reducing the latency to alleviate the realism 

gap is one of the keys for successful implementation 

of AR.  

4. REDUCING LATENCY OF 

RENDERING 
In order to reduce the latency, we concentrate on 

rendering of virtual objects. We observe how a user 

perceives a virtual object in rapid head movement. 

The first observation is that human visual system is 

vulnerable to notice insignificant change in a virtual 

object in the middle of rapid head movement. In fact, 

researches including [Bri75a] in various areas such as 

Vision, and Neurosciences have already explored a 

phenomenon called saccadic suppression which refers 

inability to detect changes in objects during rapid 

change in view direction. Our first observation 

complies with the researches. The second observation 

is that it is more difficult to notice change in a closer 

virtual object while a user rapidly rotates a head. 

From the observations, we conclude that it's 

acceptable to control quality of virtual objects in the 

middle of head movement to reduce the latency for 

rendering so that human visual system is unable to 

detect change in quality. 

In Computer Graphics, Level of Detail, LoD, is one 

of the well-known approaches to reduce the amount 

of computation by controlling quality of virtual 

objects. Generally, the way LoD applies is based on 

distance of virtual objects from a camera [Lin96a]. 

LoD is able to reduce the amount of computation for 

rendering by decreasing quality of virtual objects 

distant from a camera. In this paper, to reduce the 

latency for rendering of virtual objects in AR, we 

apply Level of Detail particularly based on head 

movement in two aspects: 1) the amount of angular 

velocity of head rotation, 2) distance of virtual 

objects from a head. 

Figure 1. Latency difference between a camera 

image and a virtual object. 

. 
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The first criterion, angular speed of head rotation, 

makes sense according to numerous researches about 

saccadic suppression. Angular speed of head rotation 

determines quality of virtual objects by the following 

exponential function:  

  1by dx  
        (1) 

x is angular speed of head rotation. We define 

angular speed of head rotation as the amount of 

change in angle in degree in a second. y represents 

quality of virtual objects. Values of quality of virtual 

objects are normalized. And value 1 indicates the 

original quality. b plays a role to determine a 

curvature of the function. d is a constant that denotes 

the maximum angular speed of head rotation. 

Maximum angular speed of head rotation is obviously 

limited because a human's ability to move a head is 

constrained. In case of head-worn devices, angular 

speed of head rotation practically ranges from 0 to 90 

degree per second. We experimentally conclude that 

exponential functions are appropriate to account for 

the human visual perception in the middle of head 

rotation. Experiments we perform imply that decline 

of the ability to perceive change in virtual objects 

accelerates, as angular speed of head rotation 

increases.  

The second criterion, distance of a virtual object from 

a head, also helps reduce quality of virtual objects. A 

projection that transforms virtual objects is 

perspective, which means 3D space distorts in such a 

way that closer areas are larger than farther areas 

after transformation. Therefore, it is more difficult to 

recognize movement of closer objects in the middle 

of head rotation. This approach that further decreases 

quality of closer objects is the opposite of general 

application of LoD. In general, farther objects have 

lower quality because they are less noticeable. 

However, in case of head-worn devices, we decrease 

quality of closer objects more, because rapid head 

rotation has more influence on closer objects. The 

function that determines quality of virtual objects 

from distance of virtual objects is as follow: 

1
nf

1

ax

1
y 


          (2) 

x is distance of a virtual object as an input. f denotes 

the farthest distance from a head. n is the nearest 

distance from a head. A perspective projection in 3D 

rendering typically accompanies a farthest plane and 

a nearest plane. a is a coefficient that determines a 

curvature of the function.  

The final quality of a virtual object is defined as 

multiplication of outputs from (1) and (2). Therefore, 

quality of a virtual object is finally defined as 

))(( 1
nf

1

ax

1
1by

2

dx1 





    (3) 

x1 is angular speed of head rotation and x2 is distance 

of a virtual object. The rest of variables and constants 

are already explained above. 

For practical application, for head rotations with 

angular speed less than a particular value, it is 

possible for users to notice change of quality. 

Therefore, quality of virtual objects retains at angular 

speed of head rotation less than a threshold.  We plan 

to experimentally identify an optimal threshold value. 

To degrade quality of virtual objects, our approach 

introduces mesh simplification technique from 

[Tur92a]. The technique shrinks a mesh by merging a 

particular number of vertices into one vertex.  

Although our approach does not involve the general 

way of applying LoD that decreases quality of farther 

objects, combined with the general way of applying 

LoD, more reduction of computation is possible. 

5. EXPERIMENTS 
To validate our approach, we establish a test platform 

that consists of a smartphone and a Gear VR which 

transforms a smartphone to a head-worn device. This 

headset is an affordable type of AR devices, as 

smartphones typically contain various sensors, a high 

resolution display, and a camera. Figure 2 shows the 

device included in the test platform. The test platform 

also has software implementation of AR including 

object recognition, object tracking, and rendering. 

The detail of device specification is as follows. CPU 

is a combination of Cortex-A53 quad-core 1.5 GHz 

and Cortex-A57 quad-core 2.1 GHz. GPU is Mali-

T760MP8 which includes 8 cores. The dataset used 

contains a set of virtual objects in a form of 3D 

meshes. The 3D meshes consist of 3,352,500 vertices. 

As head-worn devices require stereo images, our 

implementation renders two images for left and right 

eyes respectively. The resolution of each image is 

1024x1024. Virtual objects in the dataset are lit by 

one directional light. 

We measure the amount of time that rendering takes 

as the latency, in order to evaluate the improvement 

Figure 2. A head-worn device used for 

experiments 

 

. 
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of our approach. Experiments also involve a 

conventional approach which renders virtual objects 

with constant quality for comparison. In experiments, 

constants b, d, a, f, and n in the equation (3) are set to 

1.05, 90, 0.1, 2000, and 0 respectively. 

The experimental result in figure 3 represents the 

relationship between angular speed of head rotation 

and the latency. We also alter distance values to 

observe the effect of distance to the latency. Distance 

values used are 15, 30, and 60. The latency of the 

conventional approach remains constant regardless of 

angular speed of head rotation or distance of a virtual 

object. The proposed approach significantly reduces 

the latency of rendering, as angular speed of head 

rotation increases. The latency decline accelerates to 

approximately 60 degree/sec, than decelerates. When 

the distance value is 60, the distance of a virtual 

object does not affect the latency. However, the 

latency at 10 degree/sec drops from 222 msec to 142 

msec, when angular speed of head rotation increases 

to 55 degree/sec. Distance of a virtual object 

contributes to reduction of the latency as well. When 

angular speed of head rotation is 60 degree/sec, the 

latency at distance value 60 is roughly 22% of the 

latency at distance value 15. 

Figure 5 illustrates output images of the proposed 

approach. A virtual object, Stanford Bunny, is 

rendered on top of a real object, a marker. It is 

possible to observe that a virtual object with the 

original quality in Figure 5 (a) changes to a version of 

lower quality in Figure 5 (b)  during head rotation. 

We observe that it's hard to notice the quality 

degradation during head rotation. 

 

 

 

6. Conclusion 
The latency is one of critical problems in Augmented 

Reality. In this paper, we concentrate on reducing the 

latency of rendering, because rendering of virtual 

objects accounts for significant proportion of the 

entire latency in AR. By applying LoD based on head 

movement, the proposed approach successfully 

reduces the latency of rendering of virtual objects to 

8% at best case. 

7. Future work 
We plan to continue developing and extending our 

approach for practical application. Since rendering of 

virtual objects is more complicated in practical cases, 

more decent control of quality is essential for 

efficient rendering of virtual objects. Our approach is 

expected to apply LoD to more factors such as 

display resolution, texture quality, ray tracing and so 

forth, in addition to the complexity of meshes. With 

more sophisticated control of quality, we plan to use 

real and practical datasets to present the effectiveness 

of the proposed approach.  

Figure 4. Quality change of a virtual object 

before (a) and during (b) head rotation. 

 

. 

 

 

Figure 3. The latency of rendering from angular 

speed of head rotation and distance of a virtual 

object. 

 

. 
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In addition, to enhance other components of our 

implementation such as object recognition and object 

tracking, we consider employing a better solution 

such as Vuforia [Vuf12a]. 
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ABSTRACT
In this paper, we discuss an idea of a system that can capture the 3-D model of a large area using only one
single Kinect 3-D range sensor plus a stationary master camera. In operation, the Kinect is placed at different key
positions to capture the local 3-D models, while a stationary master camera is situated behind the Kinect to find the
current pose of the Kinect range sensor. Traditionally, a large scene can be scanned by moving the Kinect sensor
across the whole area. Then the models obtained can be combined using motion capturing and pattern matching
methods. However, the accuracy deteriorates when the area is too large or the environment does not provide enough
features for registration. In our proposal, we place the Kinect at different key positions to obtain a number of local
models. A dual-face checkerboard is placed on the top of the Kinect sensor in a way that the pattern can be seen
from both the front and rear sides but not blocking the view of the Kinect. The pose of the board and the Kinect
is estimated by a pose estimation algorithm using the images captured by the master camera. Since the embedded
RGB-camera in the Kinect cannot see the checkerboard, a method based on a mirror is devised to determine the
relative pose between the board and the embedded RGB-camera. Finally, we can combine all the 3-D local models
and the pose information obtained to build up the complete global model. Various parts of the idea have been
tested. We plan to integrate all parts and build a complete system for building the 3D map of a shopping mall or a
museum in the future.

Keywords
Rotation averaging; mirrors; camera calibration; virtual reality development

1 INTRODUCTION
Obtaining the 3-D model of a small area can be
achieved by a low cost 3-D scanner such as the
Kinect camera. There is also a huge demand on the
3-D digitization of larger environment for virtual
reality or 3-D navigation applications. Currently, a
popular method is to scan the scene by moving the
sensor manually for a distance to obtain the model
by the software called Kinfu [Pir11]. However, the
known problem of this approach is that the result

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

may deteriorate if the scanning region is too large.
Moreover, in order to achieve a reasonably good
result, the scanning process is best to be performed
by experienced technicians who are able to handle
the scanner steadily for a long time. This creates a
problem in deployment and execution. In this paper,
we report a simple but yet effective method to solve
the problem.
The setup is illustrated in Figure 1. In the proposed
system, we employ only one Kinect sensor. It is to
be placed at different key positions at different times
to cover a large target area. One extra static camera,
called the master camera in the world coordinate
system, is needed to determine the current pose of the
Kinect sensor. Pose estimation is achieved by placing
a dual-face checkerboard on the top of the Kinect
sensor. A standard pose estimation method [CW05]
is used to obtain the position and orientation of the
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checkerboard with respect to the master camera.
Even the poses of the Kinect sensor can be deter-
mined by the method explained above, however, there
is an extra problem. Since the checkerboard and the
Kinect cannot be aligned at the same position, we
need to determine this small pose difference. This
gives a certain difficulty to the overall system. Firstly,
the checkerboard has to be observable from behind
the Kinect by the master camera. It cannot be placed
in front of the Kinect to block its view. The solution
is that we fix the checkerboard on top of the Kinect
so it can be seen on both (front and rear) sides. The
board has two faces and its images are the same on
both sides. Hence it is called the dual-face checker-
board. Using this scheme, we need to determine the
pose between the dual-face board and the Kinect.
Traditional extrinsic parameter calibration methods
cannot be employed because the Kinect camera
cannot observe the checkerboard directly. To tackle
the task under this special arrangement, we propose
to make use of a mirror together with the method by
[LKL+15] to solve the problem. The procedure is
discussed in the Section 3.
With the equipment setup mentioned above, the 3-D
reconstruction process can be carried out as follows:
Firstly, we need to choose a number of key positions.
So by combining the models obtained at these key
positions, the whole area of the target 3-D space can
be covered. Then, at each key position, the Kinect
sensor is operated to obtain the local 3-D model
accurately by some existing approaches [Pir11]
hence the localized 3-D structure can be calculated.
Since a checkerboard is attached to the top of the
Kinect sensor, the master camera is used to obtain
the 3-D pose of the Kinect in the master (or world)
coordinate system. Finally, we can combine all these
local results into the world coordinate frame and we
get the global 3-D model of the large environment.
The major contributions of this work are:

• The setup is low cost; only a single Kinect sensor
and a normal digital camera are needed.

• The result is accurate compared to the traditional
handheld scanning method, especially if the area
is large or lacking features in some areas.

Our paper is organized as follows. The background
of the research is discussed in section 2. The theo-
ries used in this work are discussed in section 3. The
experimental result is shown in section 4. Section 5
concludes the work.

2 BACKGROUND
2.1 Structure From Motion
Structure from Motion (SfM) is an important problem
in the field of computer vision. It has been studied

Figure 1: Overall setup - master camera and kinects

for more than a decade, for examples in the litera-
ture [JAP99], [Nis00], [HZ03], [FLP04], [YWC05],
[YWC06] and [SSS08] etc.. The target is to find the
3-D model of an object from 2-D pictures. SfM is still
an ongoing research topic. Most techniques rely on
the correspondences between 3-D points of the object
and its 2-D projection on the images. In the process,
both the camera pose and the 3-D structure are com-
puted. In order to find the correspondences among
the input images, interest points are first located and
extracted by the feature detectors like [HS88] and
[Low04]. Features such as points, corners, edges and
even planes can be tracked and extracted. Based on
the features, the 3-D strcutrue can be estimated using
bundle adjustment, for example [CW05].

2.2 Reconstruction by Kinect
Nowadays, there are lots of range sensors available
in the market. They are suitable for performing
computer vision tasks such as 3-D reconstruction.
The Microsoft Kinect [Zha12] is a popular consumer
grade range sensor for games and digital entertain-
ment. Since it is inexpensive and its precision is high
enough, it has been widely adopted by researchers
in the field [CPF+12], [SHBS11], [TJRF13]. The
underlying technology of a 3-D scanner is the
use of Laser or Infra-red beam. The output is a
point cloud consisting of the depth information
that represents the structure of the target object.
Triangles, polygon planes or curvature structures,
can be constructured based on the obtained points
through the process of surface reconstruction. One
of the most straight-forward method is Triangle Strip
devised by Zhang et. al. [ZZC+13]. It tackles the
task by filling up the gaps along the two neighboring
rows of horizontal pixels with multiple consecutive
triangle plane surfaces. Triangle Strip offers an
efficient way to reconstruct the object surface but
the output is of relatively low quality. Another
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algorithm having a better performance is Poisson
Surface Reconstruction [KBH06]. It inserts hundreds
of extra pixels in between the direct neighboring
points. The insertion of pixel points is based on the
original neighboring point curvature and tangential
level to build up smooth object surfaces. In this way,
it can produce high quality 3-D models. The main
disadvantage is its long compuatation time, thus
not suitable for real-time processing. Besides, there
are other traditional algorithms to reconstruct 3-D
surfaces, such as Ball Pivoting [BMR+99] and Power
Crust [ACK01].

2.3 Long sequence reconstruction
There are some studies on the 3-D reconstruction of a
large indoor environment. Kinect Fusion [NIH+11] is
one of the most popular system for real-time surface
mapping and tracking [IKH+11]. Depth information
generated from the Kinect is used for pre-processing.
After getting surface vertices and normal maps, a pose
estimation algorithm is executed to calculate the cam-
era pose in the scene. With Iterative Closest Point
(ICP) procedure [BM92], a 6-DOF motion of the sen-
sor is found by aligning the points in the current frame
with respect to the previous ones. There is a major
limitation of the Kinect Fusion system. As it relies
on the ICP procedure for point matching, the model
scanning process fails if it is applied to a plane with
few features or a shiny surface [CKN+14].

3 THEORY
3.1 Over view of the system
The idea of our approach is illustrated in Figure
2. First we need to calibrate the pose between the
dual-face checkerboard and the Kinect. It cannot be
achieved by the usual camera calibration methods
because the checkboard is not observable from the
Kinect. To recover the pose between the Kinect and
the checkerboard, we can employ a mirror-based
technique similar to the one described in [LKL+15].
After this procedure, the rotation and translation
between the dual-face checkerboard and the Kinect
sensor can be found. Then we can use our setup to
find the complete 3-D model of the environment.
Since the dual-face checkerboard is very thin and
the patterns on both sides are the same, the model
and the image of the dual-side checkerboard are the
same no matter which side you are looking at it. The
procedure for 3-D reconstruction of the environment
is described as follows. We first place the Kinect
at a key position h = 0. The camera obtains the
image of the dual-face checkerboard at the back of
the Kinect. Using the pose estimation algorithm,
the pose parameters (Rh,Th) can be obtained. At
the same time, the local 3-D model M(h) is also

captured by the Kinect. We repeat the process for
all h. After all models M(h) are obtained, we can
put them into the coordinate system of the master
camera (or world coordinate frame). In the following
sessions, we will describe the details of (1) the pose
estimation method between the master camera and
the dual-face checkerboard and (2) a mirror-based
pose determination approach to find the pose of the
dual-face checkerboard relative to the Kinect.

3.2 Pose estimation between the camera
and the dual-face checkerboard

Pose estimation is to determine the pose (R = 3× 3
rotation matrix and T = 3× 1 translation vector )
of a rigid body when the 3-D model feature points
Mi=1,2,...I are given, where I is 3 or above and each
3-D feature Mi is a 3× 1 vector. The method is dis-
cussed in [CW05] and is a well-known approach us-
ing the Gauss-Newton least-squares scheme.

Input: Models Mi=1,2,...N with N 3-D feature points at
rotation R=I3, translation T = [0,0,0]T ; N 2-D image
points xi=1,2,...N of the 3-D features at time t
Output: Pose = θ = [φx,φy,φz,Tx,Ty,Tz]

T where
[φx,φy,φz] = rotation angles, and [Tx,Ty,Tz] = Trans-
lations
xi = p(Mi,θ), where p(Mi,θ) is the projection of
model Mi of feature i with pose θ to image xi
Loop until error is small or too many times

1: Initialse θk=0 and find p(M,θk=0)
2: for (k = 1; k < K; k++) do
3: Find image error ei ← ‖p(Mi,θk) −

p(Mi,θk−1)‖
4: Ek← [e1,e2, ...,eN ]

T

5: and Jacobian J← ∂Ek
∂θ

6: ∆θk← J−1 ∗Ek
7: Break if ∆θ is small enough
8: θk+1← θk +∆θk
9: end for
10: Return θk

3.3 Pose computation between the dual-
face checkerboard and the Kinect

Since the dual-face checkerboard is required to de-
termine the pose of the Kinect with respect to the
master camera, there is a need to find out the relative
pose (rotation=Rb, translation=tb) between the dual-
face checkerboard and the Kinect because they cannot
be aligned perfectly. The idea is illustrated in Figure
3. This can be achieved using a mirror and the method
is shown in Figure 4. Users are required to perform
this procedure just once since only one Kinect sensor
is used in the scanning operation. There are two steps
in this procedure.
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3.3.1 Step 1: Pose estimation through a mirror
In this step, the Kinect and the checkerboard are sta-
tionary. The user places the mirror at n different po-
sitions. At each mirror position, the user takes a pic-
ture of the dual-face checkerboard through the mirror
using the Kinect-RGB-camera. After this procedure,
we have n pictures for pose estimation. For exam-
ples, the camera calibration toolbox [Bou11] or the
pose estimation algorithm [CW05] can be applied to
determine the pose of the checkerboard relative to the
master camera. Then Ri=1,2,..n rotations are obtained.
However, please be noted that the rotations Ri=1,2,..n
obtained through capturing the checkerboard through
the mirror are needed to be converted back to the cor-
responding improper rotations R̃i=1,2,..n using the for-
mulas (equation 5) found in [LKL+15]. For example,
an easy test to see if a rotation is improper or not is to
see if det(R) =−1.

3.3.2 Step 2: Weiszfeld algorithm
Assuming the rotation between the Kinect and the
dual-face checkerboard is Rb, the Weiszfeld algorithm
[HAT11] is able to find this from R̃i=1,2,..n obtained in
the above step. The procedure is shown in Algorithm
1.

Algorithm 1 Weiszfeld algorithm to find Rb

Input: R̃i=1,2,..,N ,Rinit
Output: Rb
Rb(k=0) = Rb(init)
Define: V = eig_vector =V,D = eigen_value

1: repeat
2: [V,D]← eig(RT

b(k)R̃i)

3: Select index c such that D(c) == -1
4: ni←V (:,c)
5: w← log(RT

b(k)R̃i(I−2ninT
i ))

6: δ ←
∑

i=n
i=1

w
‖w‖

∑
i=n
i=1(1/‖w‖)

7: Rb(k+1)← exp(δ )Rb(k)
8: until diff. between Rb(k+1) and Rb(k) is very small
9: return Rb← Rb(k)

The above algorithm is based on the method pro-
posed by [LKL+15] and [HTDL13]. It is a rotation
averaging scheme to find the optimal rotation. In
the algorithm, the inputs are the rotations collected
from the mirror images of the checkerboard. Ro-
tation averaging has been studied in [HAT11],
[LKL+15], [HTDL13], [KIFP08], [Huy09], [CG13]
and [HTDL13]. Since the board is not directly
observed by the camera but only its reflected image,
the rotation obtained R̃i is required to be trans-
formed back to the normal view by the formulation
RT

b R̃i(I − 2ninT
i ). It is computed by steps 2 to 5

Figure 2: Overview of the approach

Figure 3: The Kinect camera can see the checker-
board through the mirror

Figure 4: Calibration of the dual-face checkerboard
and camera by repositioning the mirror

of Algorithm 1 and the method is described in
[LKL+15] . Since the relative rotation of the pose
Rb between the board and the camera is fixed and
unchanged, the only change is the mirror orientation
which will affect R̃i. If we have enough samples of
R̃i, we can find Rb using an iterative scheme. So we
need to identify a metric for evaluating the similarity
between two rotations. A recent formulation is to use
the metric proposed by Huynh [Huy09]. Together
with the Weisfield algorithm, this method [LKL+15]
can find the pose between the board and the camera
efficiently and accurately. After Rb of the pose is
found, the translation tb can also be found by a simple
linear formula using Equation(13) of [LKL+15].

4 EXPERIMENTS
4.1 Simulation for rotation averaging
The rotation averaging algorithm is used to find the
rotation component of the pose between the dual-face
checkerboard and the Kinect camera. We have car-
ried out a simulation test to evaluate the performance
of the rotation averaging method. The test was im-
plemented in MATLAB 7.11 on a desktop computer.
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Figure 5: Simulation test result: The red +_line is
mean error angle ∆ρ in degrees. The blue o_line is
standard deviation of error angle ∆ρ in degrees.

In each test, we created a certain ground-truth ro-
tation Rb_ground_truth of the pose between the dual-
face checkerboard and the Kinect-camera. This ro-
tation was used to create 15 mirrored rotations R̃i
based on the mirror reflection formula in Equation 4
in [LKL+15]. Noise in terms of rotation angles was
injected into each of the rotation axis of input rotation
R̃i with a standard deviation of from 0.5 to 5 degrees.
Then we used the rotation averaging algorithm in Al-
gorithm 1 to find the rotation matrix Rb. 1000 tests
were carried out for each level of noise injected. To
show and analyze the performance of the system, we
plot the mean and standard deviation of the error an-
gle ∆ρ against noise injected in Figure 5 .The error
angle ∆ρ is the angle of the axis-angle representation
of ∆Rerror, where ∆Rerror = RT

b_ f ound ∗Rb_ground_truth.
The mean and standard deviation of the results are
shown in Figure 5. As we can see from Figure 5, the
error angle ∆ρ is still small even under noisy condi-
tions. It shows that the rotation averaging method can
compute the rotation of the pose accurately.

4.2 Mirror simulation toolbox
To let the readers further investigate into the math-
ematical properties of a mirror and the process
of virtual object creation, we have developed a
mirror simulation toolbox based on the formulas
in [RBN10]. In the simulation test, we can create
3-D model points and a planar mirror in arbitrary
positions. Then the corresponding virtual points and
images can be formed and displayed. The 2-D virtual
image points are captured by the real camera (in the
simulation) and are then passed to a pose estimation
algorithm [CW05], [Bou00] to find the pose of the
virtual object with respect to the real camera. It is
noted that the pose found should contain the improper
rotation matrix since it is calculated from the virtual
object. However, the camera does not know whether

Figure 6: The First Sample Case of Our Mirror Sim-
ulation

Figure 7: The Second Sample Case of Our Mirror
Simulation

the object is a real one or from the mirror. So we
need to convert the rotation (from proper to improper
rotation) using the function described by Equation
5 in [LKL+15]. Ri is the converted rotation and
is used in Algorithm 3.2. In this way, mirrors at
different positions can be generated, resulting in a set
of images of the virtual object. Ri can be calculated
from these images using a pose estimation algorithm.
If we can have enough Ri for i ≤ 3, Algorithm 3.2
can be applied to find the rotation Rb between the real
camera and the object. Screen shots of the toolbox
are shown in Figures 6 and 7 . The toolbox visualizes
the mirroring process. Files related to this research
can be found at
https://appsrv.cse.cuhk.edu.hk/∼khwong/www2/
conference/2016/WSCG2016/WSCG2016.html

4.3 Real image experiment
We tested the proposed idea shown in Figure 1 us-
ing two Kinects at two different key positions, which
are about 60 cm apart. The pose between the two
Kinects are then calibrated as described in Section 3.
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Figure 8: The 3-D point clouds before merging and
they are separated

Figure 9: The 3-D point cloud combined using the
computed pose parameters

The 3-D point clouds captured by the two Kinects are
merged to generate a large 3-D model with the pose
computed. The results before and after merging are
shown in Figure 8 and Figure 9, respectively. It is
demonstrated that the idea is to be feasible. Our next
plan is to build a complete system to make it become
a working system.

4.4 Comparison with an existing method
Our method is compared to an existing method called
KinFu [Pir11] in terms of stability and usability.
KinFu [Pir11] is a popular public domain software.
It can be used to scan a large indoor area. The
main problem of using Kinfu is that the operator is
required to move the Kinect sensor very slowly. In
our experience, the translation and rotation motion

Figure 10: This is a case when Kinfu fails. An object
in the scene was mistakenly rotated.

of the Kinect should be smaller than 0.5 meters or
10 degrees per second during operation, respectively.
As our method requires the Kinect to be placed at
a few stationary positions in the environment, it is
convenient to use and the performance is relatively
stable. Figure 10 shows the 3-D point cloud of a
scene accquired by KinFU. It fails to capture the 3-D
model of the environment correctly. It is because
during scanning the sensor is rotated slightly for
about 10 degrees, objects with vertical edges in the
point cloud are mistakenly rotated. KinFu is unstable
and not easy to be handled.

Method Cost Easy to
use

Accuracy

Ours Low, a
common
PC will do
the job

Easy High

KinFu High,
requires
GPU

Not easy,
needs the
user to op-
erate with
care

High
but can
become
inaccurate
when
handled
incor-
rectly.

5 CONCLUSION
In this research, we have dicussed a system that can
capture a large environment based on a two-level ap-
proach. At the first level, a Kinect sensor is placed at
different positions of a large environment to obtain a
number of local 3-D models. A dual-face checker-
board is attached to the Kinect so its pose relative
to a stationary master camera can be estimated and
recorded. Finally, all local models, each obtained
by the same Kinect placed at different positions, are
combined to become the complete wider view global
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model. We have also adopted a method using mirrors
and rotation averaging to calibrate the pose between a
camera and an object that the camera cannot observe
directly; the object can only be seen by the camera
through a mirror. The pose information is computed
using a rotation averaging algorithm called the We-
isfield Algorithm [HAT11]. A toolbox of the mirror
image formation process and rotation averaging algo-
rithm is also developed to help us use the mirror-based
techniques. Unlike existing approaches based on mo-
tion tracking methods, our system is easy to deploy,
relatively stable and low cost. A test is carried out to
show that we can combine local models to become a
larger model. The system can be used in many ap-
plications such as virtual and augmented reality. Al-
though it is not a complete system yet, we are confi-
dent that the idea is feasible and we will work on it to
build a complete system in future. For example, we
will apply the proposed techniques to the reconstruc-
tion of a large shopping mall or a museum.
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ABSTRACT 
The article deal with technology of digital images processing on the base of non-linear algorithms. This approach 

allows to construct the efficient procedure of local image processing. The aim of this research is to workout an 

algorithm of processing images with predetermined computational complexity and the best quality of processing 

on the existing data set avoiding a problem of retraining or lesstraining. To achieve this aim we use local discrete 

wavelet transformation and hierarchical regression to construct local image processing procedure on the base of 

a training dataset. Moreover, we workout method to estimate the necessity of finishing or continuing the training 

process. This method is based on of the functional of full cross-validation control which allow to construct 

processing procedure with predetermined computational complexity and veracity, and with the best quality. 

Keywords 
local processing, hierarchical regression, interval estimate, function of complete sliding quality control. 

1. INTRODUCTION 
The tasks of image processing and signal analysis 

need to be solved in different fields of human activity 

[Soi09, Woo05, Pra07]. Local processing of digital 

images is one of the most important kinds of 

transformation in the theory and practice of digital 

image processing and computer vision.  

Historically, the first processing procedures used 

local linear methods that allow the construction of 

optimal (in some sense), processing procedures 

[Soi09, Pra07]. However, the taking into 

consideration of new digital signal processing tasks 

(processing of video, audio, satellite images, etc.), 

problems of processing large amounts of information 

(satellite images, remote sensing data, hyperspectral 

data, multi-dimensional signals), processing in real 

time, and needs of rising of processing efficiency 

resulted in the necessity of using nonlinear type of 

transformations [Soi09, Hai06]. One of the most 

common approach currently in use is the 

implementation of the cybernetic principle of the 

"black box" (the terms of other authors is the 

processing via recognition, processing basing on 

precedents and so on). In this case transformation 

itself and its parameters are determined by the 

analyzing of the input and output signals, or images.  

The classic approach to construction of 

approximately universal procedures of local adaptive 

digital signal and images processing, which 

implements the principle of "black box" is based on 

usage of artificial neural networks technique [Hai06]. 

An alternative, but substantially less researched 

version of described task solution based on using of a 

hierarchical computational structure, such as the 

decisions tree and regressions tree. [Bre84, Kop12]. 

This paper develops the idea of the creation of 

universal mechanism for the construction of local 

non-linear computational processing procedures 

based on a hierarchical scheme and features based on 

local discrete wavelet decomposition of the image.  

In addition, the methodology of decision-making on 

stopping the learning process, as well as the veracity 

of the obtained results are also presented in the 

article. Usually, for estimation of the generalization 

capability and selection a stop learning rule for 

processing procedure the Vapnik–Chervonenkis 

statistical theory is used [Vap74]. This theory 

interconnects the three parameters of training: 

training error, veracity (reliability), and the length of 

training dataset. But estimates of statistical theory are 

highly overestimated and ignore the potential 

rearrangement of training and testing dataset 

elements. A more efficient way to estimate the 

generalization capability is the use of Vorontsov 

combinatorial theory [Vor04], which is based on 

evaluation of the functional of full cross-validation, 

assuming verification all possible combinations of 

division dataset into training and testing parts. The 
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correct solution to the task of construction of an 

image processing procedures which takes into 

account all combination of sets of training and 

control data is unrealizable in practice because of the 

giant search of variants of different combinations. 

The paper is organized as follows. The first section 

devoted to subject introduction. The task 

specification and description of proposed solution, as 

well as a scheme of processing process are presented 

in the second section. Description and structure of the 

algorithm of construction of local image processing 

procedure and its parameters is presented in the third 

section. The fourth section is devoted to the 

description of methodology which allows to 

determine the rule for stop the process of formation 

and busting various combinations of training and 

control samples and stop construction process in 

general. And finally, conclusions, recommendations, 

acknowledgements, and references are presented in 

the end of the paper. 

2. TASK SPECIFICATION  

2.1. Image local processing model 
Model of the local image processing technology, 

which implement the principle of "black box" 

(processing through the recognition or based on 

precedents), suggests decomposition of the 

transformation in two stages: the formation of the 

image fragment description (local features 

computing) and calculation of transformation results. 

The general scheme of image processing is shown in 

Fig 1. 

 
Figure 1. Local image processing scheme. 

The main task in the first stage is the formation 

features (some specific set of image properties) for 

predetermined local image fragment – 

0 1 1( , ,..., ) ,  T K

Ky y y y y R  on the base of 

transformation 1 2

1 :
M M K

 R R .  

These features are used to calculate the result of 

transformation 2 : K R K  (and to generate the 

resulting image Z) during the second stage of 

processing.  

The whole construction process is based on the 

processing precedents – a set of matched pairs of 

images  
1 2

1 2 1 2

1 2( , )
( , ): ( , )

, ( , )
n n

n n n n
x z n n


 

 (which are 

usually called training dataset) in order to minimize 

the processing error: 

1 2
1 2

2 1
,( , )

1
( ( )) min

n n

z x
 

    


 , (1) 

where   – the image domain, 
1 2( , )n n   – 

restriction to the local fragment size 1 2M M :

 1 2 1 1 2 2 1 1 2 2( , ) ( , ) : 0, 1, 0, 1n n n m n m m M m M        . 

2.2. Characteristics of the decision 
The most known solution of described task is based 

on the usage of artificial neural networks. Such 

approach has some special features, advantages and 

disadvantages which are well described in detail 

[Hai06]. The alternative technology of the processing 

procedure construction is based on special 

hierarchical computational structures, such as 

regression trees and decision trees [Bre84, Kop12]. 

These trees are the hierarchical structures consisting 

of 2 types of vertices - non-terminal vertices which 

define a partition of features domain, and terminal 

vertices which store a regression function. 

The procedure based on regression trees has some 

advantages in comparison with the neural networks: 

 automatic correction of "architecture" of the 

transformation; 

 automatic selection of local features which is 

result of the partition process; 

 finitely of the building and tuning process 

(computational efficiency); 

 ease of tuning of the regression parameters in 

the terminal vertex. 

There are some restrictions for the practical 

implementation. At first, the most important task on 

the stage of image features calculation in a "sliding 

window" mode is the task of development of a 

computationally efficient algorithm for this 

calculation. Moreover, this algorithm should allow 

consistently increase the features number up to whole 

system, because the traditional algorithms of the 

defining of the effective features subset based on 

iterative methods and computationally inefficient. At 

second, the main task on the stage of designing of 

hierarchical regression is the development of an 

algorithm to automatic construction of processing 

procedures on the base of the training dataset which 
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be able to avoid the retraining and insufficient 

training problems. 

2.3. Choosing of the features types 
We used the family of signal characteristics on the 

base of local wavelet discrete transformations (DWT) 

of the signals and images as an image features set. 

Such features have the following characteristics: 

 existence of the computationally efficient 

calculation algorithm [Kop08]; 

 complete description of the input signal; 

 consistent obtaining and usage of features 

removes the problem of iterates on the features set.  

Issues related to the features formation on the base of 

local DWT algorithms, as well as their advantages 

and specialty in relation to local image processing 

tasks, are considered in the work [Kop08]. 

The classic scheme for fast calculating of local 

wavelet transformation (FWT) is based on Mallat 

scheme [Hai06] and in accordance to the theory of a 

multiple-scale analysis can be represented as 

following equations: 

1

1

( ) ( 2 ) ( ), 

( ) ( 2 ) ( ),
h

g

l l

n D

l l

n D

w p h n p w n

w p g n p w n

 





 





  

  




 

where 1, ,p N  N – length of the input signal, 

( ),  ( )h n g n  – such filters that: ( ) 1
n

h n  , 

( ) ( 1) ( 2 1),  ( ),ng n h n t t Z       ,h gD D  – length 

of the filters, 
20,logl M  – wavelets levels, M – 

processing window size. 

Concerning the image processing, the computational 

complexity of such algorithm for the wavelet levels 

1 2[ , ]L L  can be evaluated [Kop08] as following: 

FWT on the base of Mallat scheme: 

 22*

1 1 2( , ) 8 / 3(2 1);
L

U L L    

Modified FWT: *

2 1 2 2 1( , ) 8 5 5;
N

U L L L L

    

Recursive FWT: 
*

3 1 2 2 1( , ) 13( 1)U L L L L   . 

3. ALGORITHM FOR 

CONSTRUCTION OF THE LOCAL 

IMAGE PROCESSING PROCEDURE 

3.1. Regression tree construction 
Technology of regression trees construction consists 

of the following stages: 

1) Determination of parameters and features of 

hierarchical structure building process. 

Necessary to select the vertices for further separation 

based on estimation error in them. Then determine 

the parameters of vertices partitioning (threshold and 

number of vertices to divide) and choose the "best 

feature" for partition. Such choice has to be done 

taking into account that the aggregation of "best 

feature" and parameters of the partition should 

provide maximum errors reduction. 

In the case of linear regression: 

   
1

min max

, ,

0

,     [ , ]
K

j jk k jK k k j k j

k

f y a y a y y y




   , (2) 

in the each terminal node, the processing error (1) 

can be estimated as: 

min max* **
, , , ,

* **

[ , ] [ , ]
( , ) min ( ) ) min ( )

k j k j k j k j
j j j j jy y y ya a

k f y z f y z
 

      , 

where *a , *( )jf y  – the regression coefficients and 

function (according to (2)) for the new left node;  

**a , **( )jf y  – the regression coefficients and 

function (according to (2)) for the new right node; 

  – the optimal threshold of partition; 

jk  – the "best feature". 

2) Calculation of the regression coefficients for 

each terminal vertex on the base of least squares 

method. We have to solve the system of linear 

algebraic equations by using all elements of the 

training dataset "fallen" into terminal vertex. 

3) Checking the restrictions for computational 

complexity and estimation of processing quality on 

the base of test dataset.  

3.2. Finishing of the construction 

process 
To determine the stop parameters for algorithm 

construction process, we need to estimate the 

generalization capability of the local processing 

procedures. 

There is a dataset: { , },   1,j jy z j T   : 

, , .T s t s ts t T          (3) 

The quality of algorithm on a dataset: 

1
( , ) ( , ( ))

i

i ia I a
 

    

 , 

where a – regression algorithm, A – set of algorithms, 

 – method (algorithm) of teaching based on a 

dataset: ( ) ,a    

1, ( ) ( ) ( )
.

0, ( ) ( ) ( )

i i i

i i i

a
I

a

      
 

     
 

Usually, for estimation of the generalization 

capability and limitations on the length of the 

training dataset the statistical theory is used [Vap74]. 

This theory is based on the analysis of functional of 

uniform deviation of the error rate in 2 samples:  

  ( ) sup ( , ) ( , ) .st t s

a A

P A P a X a X
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But, the statistical theory characterized by heavy 

reliance of estimates and, moreover, this theory not 

take into account the possible shuffles of the 

elements of the training and testing samples. A more 

efficient way to estimate of the generalization 

capability is the usage of combinatorial theory 

[Vor04] based on a functional of a full sliding 

control, which is invariant to arbitrary permutations 

of samples: 

   
1

0

1
( , ) ( ), ,   ,

N
st T s t s

n n T

n

Q N C
N





         (4) 

and takes into account all three factors: the 

characteristics of samples distribution, restored 

dependence and the teaching method. 

3.3. Constructional process 
Development of effective algorithm of the local 

image processing based on a hierarchical regression 

and such features as a local DWT of image requires 

simultaneous consideration of different performance 

indicators: the computational complexity of the 

procedure, its quality or processing error and 

generalization capability. 

 
Figure 2. A diagram of algorithm for construction a computational procedure of local image processing. 

The scheme of the algorithm of automatic 

construction of processing procedures is shown in 

Figure 2. The algorithm assumes the consistent 

accumulation of features as long as the functional of 

a full sliding control is decreasing (that means that a 

quality of processing is improving), and the 

computational complexity of the procedure remains 

in predetermined limits. 

3.4. Experimental researches  
As an experimental task, we consider the task of 

image filtration. The solution involves the use of 

local image processing procedures based on 

regression tree (RT) and artificial neural network 

(NN). The comparison of the processing quality and 

computational complexity of these algorithms is 

presented in table 1. As can be seen from the table, 

the proposed method of hierarchical regression has 

the better accuracy with essentially smaller 

computational complexity than well known neural 

network method. 

NN 
 10.92 10.78 10.69 10.67 10.63 10.62 10.62 10.64 

U 54 99 189 279 369 459 549 621 

RT 
 11.28 11.01 10.89 10.81 10.72 10.62 10.57 10.61 

U 31 38 41 44 46 48 50 52 

Table 1. The comparison results. 
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4. METHODOLOGY OF STOPPING 

OF TRAINING PROCCESS. 

4.1. Scheme of exhaustive search on 

datasets 
Taking into account generalization capability of the 

local processing procedures based on a functional of 

a full sliding control [Vor04] we can estimate that the 

total number of all possible N decompositions of 

dataset is 
s

TC . General scheme of construction 

procedure is shown in Figure 3. 

 
Figure 3. Schema of construction procedure with 

exhaustive search on datasets. 

Is quite logical fact that in the case of images 

processing the construction of processing procedures 

which takes into account all combination of training 

and testing dataset is unrealizable because of the 

incredibly large busting on various combinations of 

datasets. Therefore, we have had to develop a method 

of determination rule for stop busting process on the 

base of a finite number of samples. 

4.2. Scheme of exhaustive search on 

datasets 
For sufficiently large sample volumes can be 

assumed that the error rate of the algorithm has a 

binomial distribution with t degrees of freedom (the 

length of the test dataset) and the probability of 

"success" = p (quality of the algorithm on a control 

set). In this way:  

( ( ), ) ( , )s t

n n Bin t p     . 

Function of the probability is specified as:  

( ) (1 ) ,   0, .r r t r

v tp r C p p r t    

Then the distribution of the functional full cross-

validation is evaluated by: 

 
1

0

1
( ( ), ) ( ), ( , )

N
st s t

n n

n

Q Bin N t p
N





          . 

Decision about continuing or stopping generation of 

different combinations training and control datasets 

and transition to the next subset of features can be 

taken based on the analysis of functional 

1 1 1 2 2 2( , ), ( , )st stQ Bin N t p Q Bin N t p    for the 

different subsets of features. We decide whether to 

recalculate the feature space, or to stop the process of 

building a processing procedure under the 

assumption of 
2 1p p , with veracity   (and 

correspondingly 
1 2p p , with the veracity (1 )  ).  

In such case the quality of the algorithm on dataset 

  can be estimated as: 

1
( ( ), ) ( , ( )),

i

T

i iI
 

      

  

where 
1,   

( , ( ))
0,  1

i i

p
I

p


    


. 

Moreover, if 1n   (that is justified, because n is the 

number of objects and corresponds to the image size) 

and the    is fixed, we obtain the Poisson 

distribution with parameter  :   

( , ) ( ).Bin n P
n

    

In this case to make a decision of stop generation 

process for various combinations of training and 

control datasets, and to transition to next features set 

we have to calculate confidence intervals for the 

expectation of a Poisson distribution for the 

functional full cross-validation on a datasets N1 and 

N2 in form: 

1 / 2 1 1 / 2 1 1 / 2 2 1 / 2 2

1 1 2 2

1 1 2 2

,  , ,
N N N N

   
          
          
      

 

where 1 /2  – quantile of distribution 
0,1N  for level 

1 / 2 ( 1 ).     

 
Figure 4. Calculation of confidence intervals. 

The decision of stopping generation of different 

combinations training and control datasets and about 

the switching to the next subset of features is taken at 
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a moment when a separation of calculated confidence 

intervals on adjacent steps is achieved. 

4.3. Illustration of the process of 

processing algorithm construction 
Figure 5 shows an example of training of a regression 

tree, for different sets of features (K=1,2,3,...,12, 

with a gradual increase). The graphs show the noise 

reduction ( 2
VD ) with the increasing of a 

regression tree depth (Hav). Figure 6 presents a 

statistics of process of regression tree construction on 

a various combinations of training and control 

datasets (group of points of each colors correspond to 

the optimum value of quality for a given set of 

features K=1,2,3,...,12, in the case of exhaustive 

search a some number of partitioning of a dataset 
 

on training and control part ( , ),   1,2,...,s t

n n n N   ). 

 
Figure 5. Process of training of processing 

procedure at various features space.  

 
Figure 6. Statistics of quality of procedures for 

different combinations of training and control 

datasets. 

Figure 7 shows a graph of the construction process of 

local image processing procedures, with confidence 

intervals, for the optimal values of quality, and 

Figure 8  calculation of the required number of 

combinations of training/testing datasets for the 

making a decision of switching to the next set of 

features (the number of combinations required for the 

separation of the confidence intervals on the adjacent 

steps). 

 
Figure 7. Construction of the processing 

procedure with confidence intervals. 

 

Figure 8. Calculating of combinations number. 

5. CONCLUSIONS AND RESULTS  
The paper presents an efficient technology that allows 

to realize automatic construction of computational 

procedure of local processing of digital 

signals/images. In accordance with the creation 

processes the constructed computational procedure 

has a specified complexity and the highest quality 

and the generalizing ability. The proposed method of 

estimation of the required number of algorithm 

training iterations and, as a consequence, the 

stopping rule of the formation different combinations 

of training and testing datasets based on their 

particular number allows to use the full functionality 

of combinatorial theory and a functional of full cross-

validation control during the constructing (training) 

processing procedures, which are tuning on the bases 

of a training dataset. And as a result, possible to 

prevent problems of retraining/poorly trained 

processing algorithms and, at the same time, 

construct the local processing procedure with 

predetermined computational complexity and 

veracity, and with the best quality (for an existing 

training dataset). 
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ABSTRACT
Emotions play an important role in human-human interaction. But they are also expressed during human-computer
interaction, and thus should be recognised and responded to in an appropriate way. Therefore, emotion recogni-
tion is an important feature that should be integrated in human-computer interaction. But the task of emotion
recognition is not an easy one – in “in the wild” scenarios, the occurring emotions are rarely expressive and clear.
Different emotions like joy and surprise often occur simultaneously or in a very reduced form. That is why, be-
sides recognising categorial and clear emotions like joy and anger, it is also important to recognise more subtle
affects. One example for such an affect that is crucial for human-computer interaction is trouble experienced by
the human in case of unexpected dialogue course. Another point concerning this task is that the emotional status of
a person is not necessarily revealed in his or her voice. But the same information is contained in the physiological
reactions of the person, that are much harder to conceal, therefore representing the “true signal”. That is why the
physiological signals, or biosignals, should not be left unattended. In this paper we use the data from naturalistic
human-computer dialogues containing challenging dialogue stages to show that it is possible to differentiate be-
tween troubled and untroubled dialogue in acoustic as well as in physiological signals. We achieve an unweighted
average recall (UAR) of 64% using the acoustic signal, and an UAR of 88% using the biosignals.

Keywords
Emotion, affect, affective computing, emotion recognition, acoustic emotion recognition, biosignals

1 INTRODUCTION
One of the goals of human-computer spoken interaction
is to become more and more similar to human-human
interaction, turning the machine into an almost-human
companion. For this matter, not only understanding
what a human is saying is important, but also how it
is said – the emotions of the human counterpart are
an equally important part of interaction. This is why
computers should be able to recognise and understand
emotions. But this is a challenging task, since human
emotions can range in a variety of dimensions. As a
starting point, we can consider six basic emotions fol-
lowing the categorial model [EFE72]: happiness, sur-
prise, fear, sadness, anger and disgust combined with
contempt. But natural emotions comprise clearly more

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

than that. Another classification of emotions, better
suited for natural emotions, is the multidimensional
scale of pleasure-arousal-dominance [Meh96]. But not
all emotions are relevant for human-computer interac-
tion. One emotion is especially important in this as-
pect: the feeling that humans experience when some-
thing unexpected happens during a dialogue. If an in-
teraction suddenly becomes challenging for the human
counterpart, it is crucial for the success of the dialogue
to recognise it and to react in an appropriate way.

In this paper we show that even slight emotional changes
occurring in naturalistic human-machine dialogue can
be predicted from acoustic as well as from physiolog-
ical signals. For this purpose, we use data of human-
computer interaction obtained during a naturalistic mul-
timodal Wizard-of-Oz (WOZ) experiment, consisting
of unchallenging and challenging dialogue stages. This
design allows us to look into problems that naturally
arise from challenging human-machine interaction. For
this purpose, we simplify the dialogue stages to two
main classes: the baseline class containing normal in-
teraction and the trouble class containing challenging
interaction. We show that it is possible to automatically
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discriminate these dialogue stages based on acoustic
data as well as on biosignals.

The remainder of the paper is structured in the fol-
lowing manner: first, we give an overview on exist-
ing related work in section 2; in section 3 we introduce
the data set used for our experiments; in section 4 we
describe the feature extraction routines for both data
types, and the classification process; in section 5 we
present and discuss the achieved results; in section 6
we summarise the work and show some possibilities for
future development.

2 RELATED WORK
Automatic emotion recognition on acoustic data has
achieved considerable results in the last years. On acted
data, like the standard Berlin Database of Emotional
Speech [BPR+05], recognition rates of 85% are pos-
sible [SVE+09]. But in realistic tasks, emotions often
cannot be divided in discrete categories of joy, sadness,
anger, etc. The automatic classification of naturalistic
data is difficult and achieves less impressive outcomes:
for “in the wild” scenarios using audio only recogni-
tion results of about 33% UAR [RAE+14] to about
24% UAR [SVE+09] and 20% accuracy [SDS+13] for
seven-class-problems are achieved. But even for hu-
man annotators emotion recognition from speech alone
is not an easy task – for acoustic data without con-
text, an average accuracy of 60% is achieved by human
raters [Sch81]. To solve this problem, humans rely on
other modalities of interaction besides speech, like fa-
cial expressions, gestures, etc. This applies also to auto-
matic emotion recognition. For example, adding the di-
mension of co-speech gestures improves the results by
2 percentage points compared to speech alone [BBJ14].
Another experiment shows that using only facial ex-
pressions outperforms using only acoustics by almost
15 percentage points in terms of accuracy, and us-
ing both data types simultaneously in a bimodal sys-
tem leads to a further improvement of 4 percentage
points [BDY+04].

Additionally, there are physiological reactions related
to emotions, like a racing heart, gasping and sweating
palms. The links between biosignals such as heart rate,
temperature, skin resistance and emotions have been
known for a long time [ELF83] [LEF90] [CBL+00].
One big advantage of using physiological data is that
biosignals can be obtained at all times – acoustic sig-
nals can only be obtained when the user is speaking.
Another point is that physiological reactions, in con-
trast to reactions in voice, are much harder to conceal.
That is why it is not surprising, that recognition of emo-
tions on physiological signals achieves better results
than only on acoustic data. This has been proven many
times, for example for categorial emotions, where the
recognition rate ranges from 49% to 75% for induced

emotions [RBND06] [KBK04] [CW05], for the mul-
tidimensional valence-arousal scale with a recognition
rate of over 90% [HGSW04], also for induced emo-
tions, and for other scales like fun levels, with a recog-
nition rate of 70% [YH08].

There are also multimodal approaches combining both
physiological and acoustic data. One example is simi-
lar to our setting: a WOZ quiz show with four stages,
corresponding to four classes on the valence-arousal
scale (high and low for valence and arousal, respec-
tively), where six different biosignals and acoustic feed-
back are used for emotion recognition [Kim07]. The
results vary depending on the evaluation method (92%-
69% accuracy for subject-dependent vs. 55% accu-
racy for subject-independent evaluation), but combin-
ing the physiological and acoustic features leads to
an improvement in all cases. Although this direction
seems promising, the research on this topic is still rare.
One possible problem is that the gathering of natural-
istic multimodal data is not a simple process, in terms
of recording (e.g. problems concerning the synchroni-
sation of data streams) as well as in terms of processing
(e.g. fusion of data streams).

Most of the studies presented above deal with emotion
recognition in general and investigate elicited emotions.
But on the important topic of recognising trouble in
human-machine communication, especially naturalistic
communication, not much research has been done so
far. The groundbreaking example is detecting trouble
in acted and elicited interaction using acoustic data and
detailed annotations containing part-of-speech (POS)
tagging, dialogue acts, repetitions and syntactic bound-
aries, achieving 73% to 96% recall for different scenar-
ios [BFH+03]. One of the scenarios described in this
approach is a naturalistic WOZ experiment, here the
data was separated into two classes: one class contain-
ing prosodic peculiarities and one class containing no
prosodic peculiarities. This setup resembles the setup
of our study, but in our case we rely on much simpler
annotations of the acoustic data and, more importantly,
on biosignals.

3 THE DATA SET

3.1 The LAST MINUTE Corpus
The LAST MINUTE Corpus [FMR+12][RFF+12][PRS+14]
contains naturalistic multimodal recordings of German
speaking subjects in a WOZ experiment. The setup
of the experiment revolves around the preparations for
an imaginary journey to an unknown place “Waiuku”.
Each experiment lasts about 30 minutes and consists
of several dialogue stages, each triggered by a major
event. A summary of the different dialogue stages can
be seen in Table 1. First, the subjects are asked to in-
troduce themselves to the “machine” in a “warm-up”
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dialogue stage. After that, they are requested to imag-
ine winning a summer trip to an unknown destination
called Waiuku, and they have to pack a suitcase by
choosing items from a list in a “listing” dialogue stage.
There is also a time constraint: the trip begins immedi-
ately, and the subjects have only fifteen minutes for the
packing process. After several minutes of packing there
is another major event: the subjects learn that the suit-
case has a weight limit, so they have to remove some of
the packed items. This corresponds to the “challenge”
dialogue stage. After that, the next major event occurs
when the real destination of the trip is revealed: Waiuku
lies in the southern hemisphere. Since the subjects now
know that the trip is a winter trip instead of a summer
trip, they have to re-organise their suitcase again. This
dialogue stage is called the “Waiuku” stage. At the end
of the experiment, there is a short “conclusion” stage. It
is expected that the subjects experience different emo-
tions during the dialogue stages, and also express them.
It should be noted that like in any naturalistic scenario,
the subjects may react differently, with reactions rang-
ing from very expressive to very subtle.

Dialogue Stage Trigger Troubled?

Warm-up Introduction request No

Listing Winning the trip No

Challenge Weight Constraint Yes

Waiuku Revealing destination Yes

Conclusion Concluding remarks No

Table 1: Overview of the dialogue stages

The acoustic data is recorded using 2 directional mi-
crophones at 44100 Hz and stored in the wav format.
The biosignal data is recorded using the NeXus-32 sys-
tem1. From the various biosignals available from this
system, it proved sufficient for our analysis to use elec-
tromyogram (EMG), skin conductivity (SC) and respi-
ration (RSP). These biosignals could be obtained in sus-
tained quality throughout the experiment.

3.2 Selecting the Data
From all the recordings of the LAST MINUTE Cor-
pus we selected a subset containing the recordings of
19 subjects, of whom both the acoustic and the physi-
ological data exist. The age and sex distribution of the
subjects is nearly balanced, as shown in Table 2. The
acoustic data set and the biosignal data set are divided
into three subsets to enable subject-independent evalua-
tion. The subsets for the acoustic data contain the same
subjects as the subsets of the biosignal data, leading to

1 http://www.mindmedia.info/CMS2014/
products/systems/nexus-32

a training subset containing data of 11 subjects, a devel-
opment subset containing data of 4 subjects and a test
subset containing data of 4 subjects each. These sub-
sets are also nearly balanced regarding the distribution
of age and sex, cf. Table 2. In the classification process,
the models are built on the training subsets, fine-tuning
the parameters of the classifier takes place on the devel-
opment subsets in order to avoid overfitting to the test
data, the test subsets are used to obtain the final classi-
fication results.

Train Dev Test Overall

Sex

Female 5 2 2 9

Male 6 2 2 10

Age

Young (< 30) 7 2 2 11

Elder (> 60) 4 2 2 8

Table 2: Distribution of sex and age of the subjects.

3.3 Dividing the Data into Classes
The hypothesis of this paper is that it is possible to auto-
matically detect the different dialogue stages described
above in both acoustic and biosignal data recorded dur-
ing the experiments. For this purpose, we divide the
data into two classes: the baseline class, denoting un-
troubled interaction in the warm-up, listing and conclu-
sion dialogue stages, and the trouble class, denoting the
challenge and Waiuku dialogue stages, where the sub-
jects are expected to experience trouble during the inter-
action. It should be noted that no perception tests were
conducted, therefore the data is not annotated regarding
the level of trouble expressed by the subject. The labels
consist only of the dialogue stages. Therefore, the trou-
ble class contains different levels of trouble. We will
present the different levels using two examples from the
challenge dialogue stage.

The first example shows two snippets from a dialogue,
here the subject is an elderly woman. In the first part,
she is – for the first time – informed by the Wizard that
the weight limit is reached:

Wizard: A swimsuit or bikini cannot be added, other-
wise the maximum weight limit prescribed by the airline
would be exceeded. Before other items can be selected,
you must provide enough space in your suitcase. For
this, already packed items can be unpacked. On de-
mand, you can get a list of the already selected items.

Subject: Yes, uh ((pause)) I would like ((pause)) take
out a pair of shoes.

Wizard: Your statement cannot be processed.
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After she fails to remove some items, she selects some
more items and gets the same message from the Wizard
again. Now she seems frustrated:

Wizard: Before other items can be selected, you must
provide enough space in your suitcase. For this, already
packed items can be unpacked. On demand, you can get
a list of the already selected items.

Subject: hm ((moaning)) yes (.) then I want to hear the
chosen items again please, I told you I want to unpack
shoes.

The second example shows the dialogue of a young
woman, who also learns that there is a weight limit:

Wizard: Before other items can be selected, you must
provide enough space in your suitcase. For this, already
packed items can be unpacked. On demand, you can get
a list of the already selected items.

Subject: Remove inflatable boat.

Wizard: One inflatable boat was removed, you can con-
tinue.

Subject: ((smacks)) three bikinis ((swallows))

She seems to be less influenced by the weight limit, at
least concerning her speech alone.

Both dialogue snippets are examples of the trouble
class, since both parts happen during the challenge dia-
logue stage.

4 RECOGNITION EXPERIMENTS
4.1 Pre-processing the Data
The acoustic feature set consists of the Emobase feature
set, fully described in [EWS10], which is widely used
for emotion recognition. The features are extracted us-
ing openSMILE [EWGS13]. The feature set includes
988 acoustic features extracted on utterance-level, such
as intensity, loudness, 12 MFCCs, F0, voicing prob-
ability F0 envelope, 8 line spectral frequencies, zero-
crossing rate, and their functionals. Other feature sets
widely employed for emotion recognition, such as those
described in [SSB09] [SSB+11] were tested in a pre-
liminary investigation, but were rejected since they lead
to poor results.

The physiological features are extracted from the biosig-
nal data on dialogue stage level (including the speak-
ing time of the Wizard), using the Augsburg Biosignal
Toolbox2. The 3 original biosignals (EMG, RSP, SC)
are preprocessed by applying a lowpass filter and nor-
malisation, then a total number of 104 features, includ-
ing first and second order derivatives and statistical fea-
tures (mean, median, standard deviation, etc.) are cal-
culated at a sampling rate of 32 Hz. The full description
of the feature set can be found in [Wag09].

2 http://www.informatik.uni-augsburg.de/
lehrstuehle/hcm/projects/tools/aubt/

4.2 Classification
We chose random forest as a classifier for the classifi-
cation of both, acoustic and biosignal data. This classi-
fication method was chosen because of its higher train-
ing speed and its good performance compared to sup-
port vector machines [LW02], the standard classifica-
tion method widely used for emotion recognition from
speech. We employ the Weka implementation of ran-
dom forest, which is based upon the classic algorithm
by Breiman [Bre01]. One advantage of this implemen-
tation is that there are only two parameters to be tuned:
the number of features used in each node and the num-
ber of trees. The hyperparameter optimisation takes
place using grid search. For both types of data, between
1 and 50 features and between 10 and 100 trees are eval-
uated using the development subsets. For the acoustic
data, the best parameters are found to be 6 features and
30 trees. For the biosignal data, the best parameters are
found to be 3 features and 10 trees.

5 RESULTS AND DISCUSSION
The recall, precision and f-measure of the classification
for the two classes of trouble and baseline are shown in
Table 3 and Table 4 for the acoustic and biosignal data,
respectively. A comparison of the UAR values for both
types of data can be seen in Fig. 1.

Figure 1: Comparison of classification results on phys-
iological and acoustic data, UAR

On acoustic data, the UAR lies at 0.70 for the devel-
opment set and 0.64 for the test set, with higher recall
values for the trouble class and lower values for the
baseline class. On biosignal data, the results are better
by roughly 25 percentage points: the UAR lies at 0.94
for the development set and 0.88 for the test set, here
the trouble class is recognised with a higher recall com-
pared to the baseline class on the development set, but
with a lower recall on the test set. But overall we can
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see that the results on the test set are similar to the re-
sults on the development set, indicating that the model
is able to appropriately generalise.

Regarding the precision of the detection we can see a
comparable trend as for UAR. For the acoustic data, the
unweighted average precision lies at 0.68 and 0.64 for
the development and the test sets, respectively. For the
biosignal data, the values of unweighted average pre-
cision are 22 percentage points higher for the develop-
ment set and even 30 percentage points higher for the
test set, resulting in 0.90 for the development set and an
even higher value of 0.94 for the test set.

Recall Precision F-Measure

Development Set

Trouble 0.77 0.51 0.61

Baseline 0.63 0.84 0.72

Unweighted av. 0.70 0.68 0.67

Test Set

Trouble 0.66 0.58 0.62

Baseline 0.62 0.70 0.66

Unweighted av. 0.64 0.64 0.64

Table 3: Classification results on acoustic data.

Recall Precision F-Measure

Development Set

Trouble 1.00 0.80 0.89

Baseline 0.88 1.00 0.93

Unweighted av. 0.94 0.90 0.91

Test Set

Trouble 0.75 1.00 0.86

Baseline 1.00 0.89 0.94

Unweighted av. 0.88 0.94 0.90

Table 4: Classification results on physiological data.

Overall we can say that trouble can be recognised in
both, the biosignal and the acoustic data, but the classi-
fication on the biosignal data clearly outperforms the
classification on the acoustic data. This can be ex-
plained by the fact that, as already mentioned, the emo-
tions contained in voice are easy to conceal, in contrast
to the physiological reactions, which cannot be con-
trolled deliberately.

Comparing our results to those found in the literature,
we can say that the results on acoustic data are not as
good as presented in [BFH+03], where an average re-
call of over 73% for a WOZ scenario and a two class
problem (prosodic peculiarities vs. no prosodic pecu-
liarities during a challenging dialogue) was reached.

But as already mentioned, the data used there had a
more detailed annotation, including POS tagging and,
more importantly, annotations of prosodic peculiari-
ties detected by the annotators, and not only annota-
tions of dialogue stages supposed to lead to trouble, as
in our case. Concerning biosignals, we achieve bet-
ter results than the results described in [Kim07]. In a
comparable WOZ setting including four levels on the
valence-arousal scale, only 55% accuracy in subject-
independent evaluation combining acoustic and biosig-
nal data can be achieved there.

In general, we can say that recognising challenging
stages of dialogues using biosignal data is reliable: even
in this subject-independent evaluation we can recognise
the trouble class with a very high certainty - we found
75% of all instances of the trouble class, with 0% false
alarm rate. Unfortunately, the same cannot be said for
using the acoustic data. For this case, we found only
58% of the instances, and only 70% of the found in-
stances were indeed instances of the trouble class.

Although the results for the biosignal data are very
promising, we have to consider that this data, in con-
trast to acoustic data, is not easily obtainable, especially
EMG and RSP. We can assume that the compliance of
human-computer interaction systems might suffer from
intrusiveness of physiological sensors (here intrusive-
ness means constraints to the observed human). On
the other hand, there are also easily obtainable types of
physiological data, such as pulse and skin temperature,
which can be collected from interaction devices like
smartwatches etc. For further investigations, it would
be interesting to focus on these easily obtainable types
of physiological data.

One probable explanation for the different results on
acoustic and biosignal data is that, as already men-
tioned, acoustic data can be easily manipulated by the
subject. It is imaginable that some of the subjects
forced themselves to speak calmly, since they were
speaking to a computer. But in contrast to voice, the
physiological reactions cannot be deliberately manipu-
lated, and therefore more differences between the dia-
logue stages can be found and thus automatically de-
tected. This also means, that the biosignal data can be
used as “ground truth” to detect changes in human emo-
tional state that cannot be detected from speech, and
also to annotate them. But, on the other hand, trouble
recognition using only acoustics also should not be ig-
nored: for tasks where no data other than acoustic data
is available we can still detect over 60% of challeng-
ing dialogue stages using our approach. One of such
tasks could be call center applications, where a trou-
ble detection system could support human call center
agents [SO15].

Another problem concerning emotion recognition from
speech is that there is still no consensus in the litera-
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ture regarding which features are best suited for this
difficult task – it might be that the usually employed
features do not represent the differences between var-
ious emotions. Additionally, many feature extraction
routines base on human perception models – but, as al-
ready mentioned before, emotion recognition cannot be
done with a 100% accuracy by human annotators. This
also opens the question of gathering the “golden stan-
dard” – to build the right model for emotion recogni-
tion, we need to ensure that the emotions are labelled
correctly in the data. A widely employed but costly
solution for this problem is to obtain annotations from
multiple raters and to use only data with a high inter-
rater agreement, which, however, is also difficult to
achieve [SBW14]. Our results encourage to rely on
biosignal data as ground truth instead, therefore saving
the effort of multiple annotation procedures.

6 CONCLUSION
In this paper, we investigated how challenging dialogue
stages in naturalistic human-computer interaction can
be automatically recognised. For this task, we used the
recordings of the LAST MINUTE Corpus. The record-
ings include non-challenging and challenging parts of
WOZ human-computer interaction, which were consol-
idated into two classes: the baseline class and the trou-
ble class. Instead of widely employed support vector
machines we used random forest for this classification
task. We achieved an UAR of 64% on acoustic data
and an UAR of 88% on biosignal data, showing that
it is possible to detect challenging parts of an interac-
tion using acoustic data as well as physiological data.
However, we did not perform human perception tests
regarding the levels of trouble audible in the acoustic
data and used only simple annotations.

There are two main directions for future research. First,
it should be investigated, whether the recognition rate
can be improved by more complex annotations of dif-
ferent levels of trouble. As mentioned before, different
subjects may experience and express different levels of
trouble. An important question is whether age, sex or
other factors influence the experienced and expressed
level of trouble during a challenging human-computer
interaction. If this is the case, using different models
for different user groups should improve the results.

Another direction for future work is to exploit the mul-
timodality of the data, using both acoustic and biosig-
nal data simultaneously, since it was already proven in
the literature that multimodal approaches can improve
the detection results [SSM15]. Especially combinations
of acoustics and easily obtainable biosignals like pulse
could be interesting for this task. Unfortunately, a mul-
timodal investigation was not possible in this setting be-
cause of missing synchronisation of the used data sets.
We will approach this problem in future research.
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ABSTRACT 

The surveillance of valuable infrastructure, such as photovoltaic parks, is considered of fundamental importance for their 

proper function and maintenance as well as the avoidance of criminal damage incidents. At the same time, the privacy of 

employees working in the same area should not be jeopardized and their personal data should always be protected. The use of 

thermal cameras presents a solution to both of the above issues by offering an unobtrusive surveillance approach with the 

ability to supervise industrial premises under a wide range of environmental and situational conditions. The current paper 

proposes an algorithm for the classification of moving objects that aims to increase the efficiency of surveillance 

methodologies by shifting the focus on high-risk classes, such as humans instead of animals. The proposed methodology 

utilizes an automated decision framework that determines when textural features are fit to be used, based on the 

discriminative power of the texture of the object. Many texture descriptors were tested, including Local Phase Quantisation 

and Histograms of Oriented Gradients, resulting in the use of a lately proposed combination of these descriptors. This new 

multi-class object classification approach introduces the use of confidence values and a voting system to achieve a more 

accurate selection of the appropriate class. The velocity was also used as a discriminative feature, especially to help 

distinguish between humans and motorcycles. Several algorithms have been used to validate the results of the experimental 

studies with special focus on the classification accuracy. The experimental results were obtained from a series of scenarios 

demonstrated in four different condition sets (different temperature-humidity-illumination), that exposes the advantages and 

disadvantages of the proposed unimodal classification method in infrared imagery. The dataset is also benchmarked against 

another state-of-the-art approach. 

Keywords 

Thermal Imaging; Multi-Class Classification; Shape Descriptor; Texture Descriptor; Local Phase Quantization; 
Histogram of Oriented Gradients; Contour Point Distribution; Surveillance 

 

1. INTRODUCTION 
Monitoring and surveilling facilities and estates has 

been a primary need of human society since the 

dawn of time. There is a number of ways to obtain 

information to support the protection of a facility, 

such as color cameras, depth cameras, thermal 

cameras, noise sensors, CO2 emission sensors and so 

on. Over the last few years, an explosion of camera 

invasion in everyday life was witnessed: streets, 

airports, hospitals, shopping malls, office buildings 

are loaded with cameras, surveilling and tracking 

anything that moves within their field of view. This 

camera-ubiquity amplified the necessity for more 

privacy preserving techniques, but without 

compromising the level of security. Such a 

technology is the monitoring of facilities using 

infrared cameras, since no visual features of the 

human face are obtained. Although there are some 

disadvantages using such a camera instead of a 

visual one, such as the low resolution of IR images 

and the high market price, there are also advantages, 

such as the ability to operate even at challenging 

conditions (e.g. nighttime, through fog, smoke). The 

use of such technology has released lots of human 

resources in the field of security and surveillance, 
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and/or a fee. 

ISSN 2464-4617 (print)
ISSN 2464-4625 (CD-ROM)

WSCG 2016 - 24th Conference on Computer Graphics, Visualization and Computer Vision 2016

Short Papers Proceedings 145 ISBN 978-80-86943-58-9



replacing guards with intelligent surveillance 

systems.  

The main input instrument in the process of 

surveilling, the camera, can function in various wave 

ranges: optical, long wave infrared, short wave 

infrared, medium wave infrared etc. Many works 

have been published dealing with the fusion of more 

than one modes of input. In general, the tradeoff 

between optical imagery and thermal – IR imagery is 

that the first gives more information in specific 

environmental sets but almost no information in 

other sets, i.e. optical imagery works only with 

optical light but yields no information in darkness, 

whereas IR imagery, which depends on the emission 

of IR light due to the temperature of the bodies, is 

not affected by light, making it a more efficient 

method to monitor during nighttime.  

This paper presents an improved method for 

classifying moving objects from infrared images into 

4 classes, namely human, car, motorcycle and 

animal, using spatial features (shape, texture) and  

temporal (velocity) and feeding them to a voting 

system. The textural features are used only when the 

image of the object has enough colour 

discrimination, otherwise the classification is based 

only on the shape and velocity. The algorithm has 

been tested in multiple and demanding weather sets 

and illumination conditions. The features (shape and 

texture) have been selected based on performance, 

after testing and discarding many other features. 

Also the proposed classifier has been tested using 

the same features on another classifier. Finally the 

whole approach was benchmarked against another 

state-of-the-art algorithm, using the same 

challenging dataset with encouraging results. 

The remainder of the paper is organized as follows: 

Section 2 reports some of the related work in the 

field. In Section 3 the implemented method is 

described, namely the feature extraction of the 

object, the training of the model and the final 

classification process. Experiments and discussions 

are provided in Section 4, while Section 5 concludes 

the paper. 

2. RELATED WORKS 
Effective monitoring and surveillance is prerequisite 

for adequate object detection [Jo13a]. Other ways 

are background subtraction [Bar11a] [Van12a], or 

segmentation [Arb11a] [Alp12a] followed by 

tracking [Bab11a] within the camera’s field. As the 

object has been discriminated from the background it 

is feasible to extract its features and move on to its 

classification. 

Many works dealing with classification methods 

have been published, but most of them concern the 

optical input mode (RGB and grayscale). In one of 

these works [Lia15a] a two-level Haar wavelet 

transform is applied to the bounding window of the 

object in an RGB colored image, and from these two 

level bands the local shape features and the 

Histogram of Oriented Gradients (HOG), are 

extracted. These are fed to a Support Vector 

Machine (SVM) which has been trained from a data 

set, so as to classify the object into one of four 

classes (human, bicycle, motorcycle, car). 

There have also been some approaches [Ku10a] 

[Shu11a] where only the shape was used to classify 

objects in infrared imagery. On the other hand, many 

works use only textural descriptors, as will be 

presented below, but nothing significant was found 

using both and also determining when it is profitable 

to do so, as is the focus of this work. 

In a recent work which aimed at detecting 

pedestrians at night [Joh15a] an adaptive fuzzy C-

means clustering was adopted to segment the IR 

images and retrieve the candidate pedestrians. A 

convolutional neural network was then used to 

simultaneously learn relevant features and perform 

the binary classification. 

In another recent work [Wan15a] a spatiotemporal 

saliency model based on three-dimensional 

Difference-of-Gaussians filters was proposed for 

small moving object detection in infrared videos. 

First, instead of utilizing the spatial Difference-of-

Gaussians (DoG) filter which has been used to build 

saliency models for static images, they proposed the 

extension of the spatial DoG filter to construct three-

dimensional (3D) Difference-of-Gaussians filters for 

measuring the center-surround difference in the 

spatiotemporal receptive field. After that, an 

effective spatiotemporal saliency model was 

generated based on those filters.  

Attempting to detect humans in infrared imagery 

using a gradient-based technique, the authors in 

[Olm12a] introduced the exploitation of local 

information histogram of orientations of phase 

coherence. Thus, they obtained a scale, brightness 

and contrast invariant descriptor that can detect 

pedestrians in IR images. In another work [Che12a] 

the geometrical-based features and the texture-based 

features are extracted and then are fed to two trained 

classifiers: the kNN and the SVM. The geometrical 

features used are: aspect ratio, compactness, fill 

ratio, and Hu’s invariant moments [Hua10a]. The 

textural features are: smoothness, uniformity and 

skewness (a metric that indicates where the bulk of 

the distribution histogram lies, i.e. to the left or to 

the right and to what extent. The features are range-

normalized and then a Principal Component 

Analysis (PCA) is performed, to maintain the most 

significant features of the classification. 
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A shape-based fuzzy network [Jua08a] has also been 

used for moving object classification. The distance 

of the center of the object to every point of the 

contour is calculated and smoothed, and the 

coefficients obtained from their discrete Fourier 

transform are used for the feature vector, and so is 

the aspect-ratio. The feature vector in its turn is used 

to construct a Self-cOnstructing Neural Fuzzy 

Inference Network (SONFIN) used for object 

recognition. 

In another approach [Asp14a] the object was divided 

into ringlets, each one contributing to the creation of 

a histogram. The value of each pixel was weighted 

according to a Gaussian distribution of the distance 

from the ringlet. This feature turned out to be 

rotation invariant and centered weighted, since the 

significance of the ringlets closer to the center are 

more important than the outer ones in some cases. 

All said, there seems to be a difficulty in the 

discrimination between humans and motorcycles / 

bicycles using shape descriptors, because the top 

half of both classes is identical, and many times in 

infrared imagery there is a partial detection. There 

also seems to be an inadequacy in the decision of the 

use of shape and/or texture descriptors robustly. This 

would provide better classification results, aiding the 

surveilling purpose, by allotting more resources to 

the surveillance of particular classes, which are 

considered a higher threat. For example, a human 

poses more of a threat than a dog in an outdoor 

surveillance system. 

3. METHODOLOGY 
In an effort to better distinguish humans from 

motorcycles, a new algorithm for the classification 

of moving objects in infrared imagery into multiple 

classes is proposed, using both textural and shape 

descriptors, along with the velocity of the object. 

The result of the algorithm from every frame of the 

sequence must be used with a tracker in a voting 

system, allowing for greater accuracy. An object 

detection algorithm based on ViBE [Bar11a] 

[Van12a] and a moving object tracker based on the 

work proposed on [Tor12a] have been implemented 

for the first stage of surveillance, prior to 

classification, but their results are not being 

discussed, as their interest lies out of the purpose of 

this work. Every ROI from the segmentation is 

tracked even when it stops for a while. When two or 

more objects enter the scene they are tracked and 

classified separately, except the case when they 

come extremely close. In this case classification 

stops, and continues only if the objects separate 

again. When this happens, another texture based 

classification takes place, in order to give them the 

right IDs, the ones that were provided before the 

merge. After this, object classification continues 

normally. 

 

3.1 Feature Extraction 

The features selected for the classification process 

regard the following categories: Shape descriptors, 

Texture descriptors and Velocity. The features were 

selected according to their ability to describe objects 

of the same class (small intraclass variation) and at 

the same time differentiate objects from different 

classes (large interclass variation). A 3-D 

representation of the dispersion of the training set 

after multidimensional scaling (MDS) can be seen in 

Figure 1 and Figure 2. These features were selected 

after testing the discriminative power of many other 

features, and particularly horizontal and vertical 

projections [Gur11a], Gaussian Ringlet Intensity 

Distribution features [Asp14a], aspect ratio, fill ratio, 

uniformity, skewness, smoothness, compactness, 

Hu’s moments [Hu62a], Local Binary Patterns 

(LBP) [Oja02a], Histogram of Oriented Gradients 

(HOG) [Tsa10a] and Local Phase Quantization 

(LPQ) [Jia14a].  

 

 

 

3.1.1  Shape Descriptors 
The description of the shape of the object is 

performed using the Contour Points Distribution 

Histogram (CPDH) algorithm [Gur11a], which is 

implemented by measuring the distribution of the 

contour points in a predefined topography.  

 

Figure 1. Dispersion of the four classes after 

MDS using the CPDH shape descriptor 

ISSN 2464-4617 (print)
ISSN 2464-4625 (CD-ROM)

WSCG 2016 - 24th Conference on Computer Graphics, Visualization and Computer Vision 2016

Short Papers Proceedings 147 ISBN 978-80-86943-58-9



 
The object is divided into 36 segments – 3 zones 

around the object by twelve 30 degree sectors. By 

counting the points of the contour that belong to 

each segment, the histogram of the distribution is 

produced (Figure 3). This histogram is used as a 

shape descriptor feature. Its discriminative ability is 

shown in the distance matrix of the training set in 

Figure 5, where the 4 classes of 130 objects each, are 

distinguished adequately. Blue represents zero (0) 

distance that goes towards red which represents one  

The main diagonal is of course blue, which means 

that every histogram has zero distance from itself. 

The distance between objects of the same class is 

small (blue), while it is large (red) between objects 

of different classes. The similarity between the first 

and third class (human / motorcycle) can be 

distinguished using the velocity feature. (1).  

 

 

 

 

 

Figure 5. Distance matrix of training data with 

CPDH histograms 

 

3.1.2 Texture Descriptors 
The Local Phase Quantization histogram 

concatenated with the Histogram of Oriented 

Gradients first introduced in [Rog15a] was used as a 

texture descriptor. The gradient based properties of 

the HOG descriptor are enriched with information 

derived from the frequency domain of the LPQ 

descriptor with better results than each descriptor on 

its own. 

The LPQ descriptor is performed in local areas 

where quantization of the Fourier transform phase 

takes place. Phase information is extracted using a 2-

D Discrete Fourier Transform extracted from a 

rectangular N-by-N neighborhood Nx on every pixel 

x of the image f(x) defined by 




 
xN

jefF
y

x

T

u

yu
fwyxxu

T2)(),(  

where wu is the basis vector of the 2-D DFT at 

frequency u, fx is the vector containing all N
2
 

samples from Nx, and j the imaginary unit (j
2
=-1). 

The local Fourier coefficients are computed at four 

frequency points: u1 = [a, 0]
T
, u2 = [0, a]

T
, u

3
 = [a, 

a]
T
, and u4 = [a, −a]

T
, where a is a sufficiently 

small scalar (a = 1/7 in our implementation), and T 

the transpose of a vector, which is denoted by a bold 

symbol. 

The histogram of oriented gradients is a powerful 

texture descriptor created by calculating the gradient 

values of the pixel’s intensity using a discrete 

derivative mask in horizontal and vertical direction, 

or even the sum of the vectors in all directions 

(Figure 5). The vector is the difference in intensity 

and direction between the central pixel and its 

neighbor. As such, the feature captures the 

Figure 4. Contour Points Distribution into 

geometric segments. 

Figure 2. Dispersion of the four classes after 

MDS using the LPQHOG texture descriptor 

(1) 

ISSN 2464-4617 (print)
ISSN 2464-4625 (CD-ROM)

WSCG 2016 - 24th Conference on Computer Graphics, Visualization and Computer Vision 2016

Short Papers Proceedings 148 ISBN 978-80-86943-58-9



distribution of intensity gradients within the object 

of interest and expresses it by a single histogram. 

 

Figure 5. Gradient extraction of a pixel 

The discriminative power of the texture descriptor is 

shown in Figure 6. In general, texture variation is 

limited in infrared imagery in comparison to RGB 

images, which explains why the shape descriptor 

yields better results. But it will be shown that the use 

of both texture and shape descriptors yields better 

results. 

 

3.1.3 Velocity 

In order to distinguish between humans and 

motorcycles and between cars and animals the 

velocity of the object can be used as a feature. For a 

mounted camera on a pole the objects appear larger 

and moving faster as they approach, while they 

appear smaller and moving slower when they are far 

from the camera. It was found that the ratio of the 

distance in pixels per frame over the height of the 

object is proportional to the actual speed of the 

object, so it was used as a feature. The velocity is 

calculated by dividing the Euclidean distance of the 

center of mass of the object between n frames by the 

height of the object: 

i

nii

i
h

CC
u


  

ui is the velocity of the object at frame i, Ci is the 

center of mass of the moving object at frame i, and hi 

is the height of the object at frame i. 

 

 

3.2 Training – Database description 
The training dataset (Figure 7) was collected during 

a span of more than half a year so that images from 

very different environmental conditions would be 

stored, using a stationary long-wave infrared camera 

providing 320X256 pixel images. During the data 

collection, about 31,600 images of humans were 

obtained, 15,400 car images, 6,400 motorcycle 

images and 4,400 images of dogs. The images were 

obtained during day and night, during sunny, cloudy 

and rainy days, in hot and cold weather. Different 

types of cars and motorcycles were used during the 

course of collecting the dataset. Images of humans 

were captured in various poses, and wearing a 

variety of clothes. The predescribed features were 

extracted from all the obtained images and two SVM 

classifiers were created. Finally, the training set was 

refined, selecting one hundred and thirty images 

from each class as training data, based on the 

distance of their features in the SVM space, both 

textural and shape based.  

Another database was recorded for the experimental 
evaluation of the proposed algorithm, called testing 
dataset. The following scenarios were repeated in 
four different weather conditions, i.e. early in the 
morning, on a sunny afternoon, at night and on a 
rainy morning. 

1. Human walks and runs 

2. Car drives 

3. Motorcycle drives 

4. Animal wanders 

About 15,000 images were recorded under all 

weather conditions, with a total of 62,784 images. 

Figure 6. Distance matrix of training data with 

LPQHOG histograms 

Figure 7. Examples of the templates of the 

training database 

(2) 
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3.3 Classification  
From every object that is recognized as foreground 

in a frame, the shape descriptor and the velocity 

described above are extracted and projected on the 

feature space of the SVM. The velocity is the last 

dimension of the SVM hyperspace. The distance to 

the nearest support vector of the shape descriptor 

classifier is calculated for every class. After that, the 

image’s median is calculated to decide whether its 

textural data will help discriminate its class. The 

optimal value (medo) was determined by testing the 

accuracy of the algorithm on a wide range of values, 

using only images from the testing dataset that were 

pertinent to the experiment, i.e. that had small 

textural discrimination (Figure 9). For images with 

enough textural data the texture descriptor described 

above is extracted and projected on the feature space 

of the SVM. (Figure 8) 

Therefore, four or eight distances are calculated for 

every object: four are the distances of the object to 

each class’ boundary in the SVM hyperspace of the 

shape descriptors and the velocity and four are the 

corresponding distances of the texture descriptor. All 

distances are normalized with the minimum and 

maximum value of the corresponding training set, 

i.e. the distance of an object to the human shape 

descriptor SVM is normalized using the distances of 

all training data to the same SVM. These distances 

are considered as confidence values of the classifier: 

the greater the distance from the border of the two 

classes, the greater the confidence. The use of these 

confidence values was validated by running the 

entire testing dataset over a wide range of 

confidence level values (i.e. from zero to one, using 

a 0.05 step), and discarding the votes that had lower 

confidence than the value (Figure 10). The diagram 

is indicative of the intrinsic capability of the 

proposed algorithm to cope with results of low 

confidence, maintaining in this manner the overall 

accuracy of the algorithm at 0.83 by avoiding false 

negatives. Furthermore, a decrease in accuracy is 

only visible after the exclusion of solutions with 

confidence above 0.4 which affects the number of 

the false positives. So if an object that is very 

different from the four classes enters the scene, it 

will remain unclassified, as it’s confidence value 

will be low. 

 

Figure 8. Classification procedure-block diagram 

 

 

In case the object’s texture does not have enough 

discriminative power, which usually happens in 

infrared imagery when the object emits significantly 

more radiation than its background, only the shape 

descriptors and the velocity are used to classify the 

object. In all other cases, both shape/velocity and 

texture are used for the classification by fusing the 

results of the classifiers, by adding the normalized 

confidence value of each decision. The confidence 

Figure 10. The accuracy of the algorithm over a 

range of confidence values applied on the whole 

dataset 

Figure 9. The accuracy of the algorithm over a 

range of texture discrimination values applied 

on a portion of the dataset with low texture 

images 
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that the object belongs to the returned class is given 

by the formula: 
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where XYC  is the normalized distance of the X 

descriptor (Shape/Velocity or Texture) to the Y SVM 

(Human, Car, Motorcycle, Animal), med the median 

of the object and medo the optimum value of the 

median, that was defined experimentally, as 

mentioned earlier. 

The object is tracked in time and a vote is added to 

the class it is classified at every frame, if the 

confidence is above the confidence value. The object 

is finally classified into the class that has the most 

votes. For the purposes of this paper, and in order to 

address the possibility of inputs outside the spectrum 

of the datasets that were used for training and 

testing, a threshold of 0.25 was selected. 

 

 

 

 

4. EVALUATION RESULTS - 

DISCUSSION 
As was expected, using only shape descriptors did 

not yield encouraging results, especially in 

classifying humans from motorcycles, though it 

recognized cars and motorcycles adequately. (Table 

1) This was a driving factor to the proposed work, 

which included textural descriptors, temporal 

features (velocity) and a decision on the use of 

textural features that improved significantly the 

classification results. 

The proposed algorithm works well when the 

object’s shape is well defined and there is textural 

discrimination, i.e. when the background emits more 

or less radiation than the object, but not excessively 

(Figure 11). When they emit the same IR radiation it 

is very difficult to differentiate between background 

and foreground (Figure 12). In case the object emits 

much more radiation than the background, only 

shape descriptors are used, lowering the accuracy of 

the decision (Figure 13). 

The algorithm’s accuracy has been estimated over 

the demanding testing dataset, and has an overall 

Figure 12. A dog in challenging condition where 

it fails to be distinguished from its surrounding 

background street 

Figure 13. A human emitting significantly more 

radiation than the background 

Figure 11. A human that can be discriminated 

through the use of texture descriptors  

(3) 
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accuracy of 83%. The precision and recall of the 

classifier on different weather sets are shown in 

Figure 14 and Figure 15. Unfortunately there was no 

data with animals during the rainy morning session. 

The precision for the Motorcycle class is low 

because in some cases it was mistakenly classified as 

human. This happened especially when the road was 

as hot as the motor, so the only part left 

distinguishable was the rider. 

 

 

 

 
The descriptors were tested on the same data base 

(all weather conditions) using the Random Forest 

Classifier [Liv05a] (Table 2) instead of the proposed 

classifier (Table 3), but the results imply that the 

proposed classifier works better. The Random Forest 

Classifier scored 78.2% on accuracy. It was utilized 

in both feature sets, i.e. texture and shape providing 

two votes, although in some occasions, when the 

textural discrimination was low, it returned only one 

vote, based solely on the shape. The proposed 

algorithm does not return any votes if the confidence 

of the two binary classifiers is low. 

The implemented method for benchmarking was 

found in the bibliography and was used to validate 

the proposed method using the same data set. In the 

work of [Wan10a] a Shape Context Descriptor is 

proposed where the log-polar histogram of the shape 

is exported in 5 bins for log r (radius) and 12 bins 

for θ (angle). Then a Shape context based Adaboost 

cascade classifier is used to classify the shape. The 

average time for a frame to be processed completely 

(segmentation, classification, tracking) using the 

proposed method is 46.9msec, while the 

benchmarking method needs 33.4msec. The times 

were computed on a Intel Core i7-4790K processor 

at 4.00GHz with 8GB RAM. The reason for this 

difference is that the proposed method performs 

almost the same tasks as the benchmark method, 

plus the texture feature extraction. 

 

Wang’s 

Algorithm 

Actual classes 

Human Car Moto Animal 

P
re

d
ic

te
d

 c
la

ss
es

 

(v
o

te
s)

 

Human 299 9 117 57 

Car 108 1417 44 146 

Moto 2486 30 943 16 

Animal 208 141 44 166 

    
Overall 

Accuracy  
45.3% 

 Table 1. Benchmarking algorithm’s accuracy 

Proposed 

Algorithm 

Actual classes 

Human Car Moto Animal 

P
re

d
ic

te
d

 c
la

ss
es

 

(v
o

te
s)

 

Human 2633 140 132 10 

Car 0 811 11 0 

Moto 389 36 954 85 

Animal 19 138 0 266 

    
Overall 

Accuracy  
83% 

Table 2. Proposed algorithm’s accuracy 

Random Forest 
Classifier 

Actual classes 

Human Car Moto Animal 

P
re

d
ic

te
d

 c
la

ss
e

s 

(v
o

te
s)

 

Human 2047 4 126 7 

Car 22 1071 5 5 

Moto 934 31 964 33 

Animal 38 19 2 316 

    
Overall 

Accuracy  
78.2% 

Table 3. Accuracy of proposed method using 

random forest classifiers instead of SVMs 

5. CONCLUSIONS 
This paper introduced a new approach in multi-class 
object classification, using confidence values in each 
decision, and deciding whether to use textural 

Figure 15. Recall per class 

Figure 14. Precision per class 
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features along with a shape descriptor and velocity 
on each frame. In the highly demanding field of 
infrared thermography, there must be enough 
flexibility to choose the best features to use for 
classification, either texture and shape, or only 
shape. The algorithm reached an overall accuracy of 
83%, but can climb up to 91% under certain climate 
conditions (e.g. a sunny afternoon). The structure of 
the approach allows for many improvements in 
future works: from choosing different descriptors to 
replacing the binary classifiers with other methods. 
The field is open for more research especially 
regarding the extraction of features from objects that 
are partially detected due to heavy occlusion. The 
size of the testing and training dataset may also grow 
in future work to allow for greater validity of the 
results and also for more discussion. 
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ABSTRACT 
In the paper, we propose an algorithm of fine details segmentation in the CIELAB system considering the con-

trast sensitivity. For the search and segmentation algorithm we use a standard formula of the CIELAB color dif-

ference together with the weighting coefficients for the coordinates L
*
, a

*
 and b

*
. Experimental methods and 

results of the estimation of weighting coefficients are shown. Applications of the color model and segmentation 

algorithm are proposed. 

Keywords 
fine details segmentation, color space L 

*
a 

*
b 

*
, contrast sensitivity of human vision. 

1. INTRODUCTION 
The CIELAB color metric system is nowadays an 

international standard and is widely used for the es-

timation of color difference between original and 

distorted images. The differences are computed as 

 2

12

2

12

2

12
)bb()aa()LL(E ******     (1) 

where (L
*
1, a

*
1, b

*
1) are the color coordinates of the 

first (original) image and (L
*

2, a
*

2, b
*

2) are the color 

coordinates of the second image. The value ΔE  2.3 

approximately corresponds to the minimum percepti-

ble color difference for the human eye [7, 10]. 

Color coordinates can be obtained using transfor-

mation of primary colors (RGB) into the color space 

(XYZ) and then using formulas [8] 

L
*
 = 116 f(Y/Yn) –16; 

a
*
 = 500[f(X/Xn) – f(Y/Yn)]; 

b
*
 = 200[f(Y/Yn) – f(Z/Zn)], 

where  
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Values of Xn, Yn and Zn are the coordinates of the 

reference white color. 

Equal color spaces CIELAB, CIELUV, CIEDE2000 

and others are traditionally used for the estimation of 

the color rendering distortion of the big objects that 

have inside uniform color distribution. An advantage 

of such equal color spaces is that the estimation result 

weakly depends upon the object’s color. S-CIELAB 

system [8] is proposed for the estimation of the color 

differences of complex objects. It uses spatial pre-

processing of image and combines the traditional 

metric for color differences with the spatial proper-

ties of the human vision. It is achieved via prelimi-

nary object filtering before the pixel wise compari-

son. The difference metric of two images is expanded 

using the space-frequency adaptation and spatial lo-

calization blocks, as well as local and general con-

trast detection blocks [19]. 

The estimation of color difference using (1) fails with 

the decrease of object size because it does not take 

into account the decline of contrast sensitivity in 

brightness and chromaticity. 

In [15, 16] proposed metric to estimate of color con-

trast fine details in the color coordinate system 

Wyszecki [18] considering the weighting coefficients 

of luminance and chrominance: 

  2*2*2* )()()(3 VUWKWUV     (2) 

where   **** / thfo WWWW   the normalized value 

of contrast on brightness index and 

  **** / thfo UUUU  ,   **** / thfo VVVV   on 

chromaticity index; 
*

oW , 
*

oU  and 
*

oV  are the color 

coordinates of the fine detail from the test image; 
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*

fW , 
*

fU  and 
*

fV  are the color coordinates of the 

background pixels; 
*

thW , 
*

thU  and 
*

thV are the 

weighting coefficients determined by the amount of 

the minimum perceptible color difference (MPCD). 

Color coordinate values in brightness index ( *W ) 

and the chromaticity indexes ( *U , *V ) calculated by 

the formulas [18]: 

1725 31  /* YW ; 

)(13 **

ouuWU  ; 

)(13 **

ovvWV  , 

where Y  is the luminance, changed from 1 to 100; 
*W is the brightness index; *U  and *V are the chro-

maticity indices; u and v – are the chromaticity coor-

dinates in Mac-Adam diagram [13]; ou  and ov are 

the chromaticity coordinates of basic white color 

with ou = 0.201 and ov  = 0.307. 

Contrast sensitivity decreases with decreasing size of 

the detail, consequently, the weighting coefficients 

values in (2) will increase. In general, their values 

will depend on the brightness of the background, 

noise, the masking effect, conditions of observation 

and other [2]. For fine details with sizes not exceed-

ing one pixel the threshold values are obtained exper-

imentally. In particular [16], for fine details of the 

test table located on a grey background  

( 9070 *  fW ) threshold values are approximately 

6*  thW  MPCD, 72*  thU and 80*  thV  MPCD. 

The formula (2), unlike the formula (1), does not 

estimate the color differences between two images, 

and determines the normalized color contrast of fine 

details within a single image. If the condition 

1WUVK  is satisfied, then the fine detail is distin-

guished by an eye and the result weakly depends on 

the color of the fine detail. 

Result of research [15] concludes that the application 

of W
*
U

*
V

*
 color space has the following limitations: 

1. Values of the weighting coefficients
*

thW ,
*

thU  and 

*

thV  greatly depend on the brightness of the back-

ground, which makes difficult to carry out the recog-

nition and segmentation of fine details in photorealis-

tic images with adequate results of visual perception. 

2. W
*
U

*
V

*
 system is now practically seldom applied 

because there are more effective systems CIELAB, 

CIEDE2000, S-CHIELAB and other for estimating 

the color differences [3, 8, 9, 12, 17, 19]. 

In this paper, we present our research results of the 

CIELAB system features in the tasks of fine details 

segmentation. 

2. EXPERIMENTAL ESTIMATION OF 

THE WEIGHTING COEFFICIENTS  

Color contrast of the fine details in CIELAB system 

is computed similar to (2): 

 2*2*2* )()()( baLKLAB          (3) 

where   **** / thfo LLLL  ,    **** / thfo aaaa   and  

  **** / thfo bbbb  ; 
*

oL ,
*

oa and 
*

ob are the color co-

ordinated of the fine detail; *

fL , *

fa and *

fb are the 

color coordinated of the background; 
*

thL , 
*

tha  and 

*

thb  are weighting coefficients determined by the 

amount of the MPCD on the lightness and chromatic-

ity.  

For the experimental estimation of the weighting 

coefficients we developed the test tables with fine 

details that are located on the uncolored background. 

Contrast of the fine details was specified separately 

for each coordinate L
*
, a

*
 and b

*
. For the image visu-

alization the bmp format was used; pixel wise trans-

formation from L
*
 a

*
 b

*
 into RGB was carried out.  

The following methodology was used during the ex-

periment. Test tables with fixed fine details sizes  

(1 pixel, 2×2 pixels, 3×3 pixels and 4×4 pixels) were 

used for each experiment. Spatial position and the 

number of fine details were defined randomly. Back-

ground brightness has mean value L
*
f = 50. 

Observer via the software interface changed the con-

trast for the coordinate L
*
 (a

*
 or b

*
) for the selected 

table. This contrast was set from zero to some value 

when the fine details are being determined on the 

background by observer. At the end, observer fixed 

his subjective values L
*
th (a

*
th or b

*
th). Table 1 con-

tains mean weighting coefficients values, determined 

by 20 observers. The reduction of contrast sensitivity 

characteristic depending on the size of details shows 

on Figure 1. 

 

δ L
*

th a
*
th b

*
th 

> 4 1 3 4 

4 1 10 15 

3 2 16 20 

2 3 20 30 

1 6 40 55 

Table 1. Dependence of weighting coefficients on 

the size of the fine detail 
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Figure 1. Dependence of the contrast sensitivity 

from the size of details, where KL = 1/ L
*
th(δ),  

Ka = 3/ a
*

th(δ) and Ka = 4/ b
*

th(δ) 

 

The experiments found that while changing the back-

ground brightness weighting coefficients vary insig-

nificantly for fine details with size δ > 1. However 

for the smallest details (δ = 1) the values of the 

weighting coefficients on the coordinated ± a
*
 and ± 

b
*
 are on the border of their range. Question arises - 

should the color coordinates in the formula (3) be 

taken into account? 

Here we should note that in the photorealistic images 

the change of the chromaticity coordinates for fine 

detail without change brightness is extremely rare. 

Therefore, we find it convenient to consider coordi-

nates a
*
 and b

*
 in (3) with obtained weighting coeffi-

cients during the estimation of the smallest details 

color contrast, because they contribute to the final 

value of contrast.  

To confirm the correctness of application of formula 

(3), series of experiments were carried out. We esti-

mated the threshold values of the contrast of fine 

details for different colors. Table 2 contains the ex-

perimental results for the finest details (δ = 1) for the 

primary and secondary colors. Dependences of the 

threshold contrast from the color and background 

brightness shows on Figure 2. 

Software interface of the test table used the following 

functions: setting background brightness (Yf) in the 

range 0…255; setting the colors of the fine details in 

the RGB system; changing the contrast of the fine 

details in RGB system relatively to the background; 

transformation from RGB to L
*
 a

*
 b

*
 coordinates and 

computing the contrast using (3).  

 

Color R G B L
*
 a

*
 b

*
 KLAB KWUV Yf 

white 16 16 16 6.0 0 0 1.01 1.00 150 

15 15 15 6.1 0 0 1.01 1.22 100 

14 14 14 6.3 0 0 1.05 1.73 50 

red 27 0 0 -5.1 21.0 8.5 1.01 1.30 150 

29 0 0 -5.2 24.7 10.9 1.08 1.85 100 

40 0 0 -3.3 34.8 22.7 1.09 4.59 50 

green 0 24 0 4.6 -25.7 19.6 1.06 0.88 150 

0 23 0 5.0 -25.8 20.3 1.11 1.08 100 

0 20 0 5.2 -23.8 19.8 1.11 1.43 50 

blue 0 0 18 -5.8 7.9 -19.0 1.04 1.01 150 

0 0 17 -58 8.4 -19.3 1.05 1.26 100 

0 0 16 -6.0 9.9 -20.3 1.09 1.94 50 

yellow 18 18 0 5.9 -6.1 18.7 1.06 0.95 150 

16 16 0 5.7 -5.6 17.7 1.01 1.09 100 

14 14 0 5.6 -5.1 17.1 0.99 1.46 50 

purple 30 0 30 -3.6 33.3 -22.3 1.11 1.06 150 

31 0 31 -3.3 36.1 -23.6 1.14 1.37 100 

48 0 48 1.2 48.3 -29.9 1.34 2.95 50 

cyan 0 23 23 5.5 -15.2 -5.0 1.00 1.02 150 

0 22 22 5.8 -15.1 -4.8 1.04 1.23 100 

0 19 19 5.9 -13.4 -4.2 1.04 1.57 50 

Table 2. Values of the color coordinates and threshold values of the fine detail 
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a) KLAB 

 

b) KWUV 

Figure 2. Dependence of the threshold contrast 

from the color and background brightness 

 

For the given parameters of the background and con-

trast observer changed the contrast of the fine details 

until they do not become distinguishable. At this 

moment observer fixed contrast value KLAB.  

Contrast values KWUV in the W
*
U

*
V

*
 system comput-

ed using (2) are placed for the comparison. 

From the analyses of the results we can conclude that 

the contrast threshold KLAB insignificantly deviates 

from one (KLAB = 1) with the change of the back-

ground color and brightness.  Maximum deviation of 

the threshold (+0.34) is obtained for the purple fine 

details on the dark background (Yf = 50).  

Contrast threshold value KWUV in the W
*
U

*
V

*
 system 

significantly depends on the background brightness 

and has great scatter depending on color of the fine 

detail with the decrease of the background bright-

ness. Maximum deviation of the threshold (+3.59) is 

obtained for the red fine details on the dark back-

ground (Yf = 50). 

Thus the threshold values of the CIELAB system 

more accurately correspond to the visual model and 

the application of the CIELAB system is preferable 

in the tasks fine details segmentation. 

 

 

3. ALGORITHM OF FINE DETAILS 

SEGMENTATION  

Description of known methods for search, recogni-

tion and object segmentation can be found in [7] and 

[14].  

Fine details can be classified using the following 

properties: “dot object”, “thin line”, “texture ele-

ment”. Search for dots and lines are simple algo-

rithms presented in [7]. The most common search 

algorithm is an image processing using a sliding 

mask. As an example, for the 3×3 mask the pro-

cessing is a linear combination of the mask coeffi-

cients with the brightness values of the elements, 

covered with this mask. Image distortions have high 

influence on the search and recognition of fine de-

tails. These distortions appear from the image digital 

compression and transfer over the noisy channels. 

The drawbacks of the known algorithms are: a) only 

brightness value is taken into account, and b) contrast 

sensitivity of the human vision [2, 17], is not consid-

ered at all.   

We propose an algorithm of fine details segmentation 

in images based on the contrast measurement in the 

uniform color space CIELAB. Consider fine details 

(δ = 1) segmentation algorithm step by step.  

1. Make pixel wise transfer from RGB into L
*
 a

*
 b

*
. 

 

Figure 3. Test image “Man” 

 

2. Select first micro-block using the mask (2×2 pix-

els) and compute its contrast (3), where

  *

th

*

j

*

i

* L/LLL  ,    *

th

*

j

*

i

* a/aaa   and

  *

th

*

j

*

i

* b/bbb  ; L
*

th, a
*
th and b

*
th are the values of 

the weighting coefficients from the Table 1 for the 

fine details with size equal to one pixel; i is the pixel 

number with maximum color coordinates values 

(L
*
max, a

*
max, b

*
max) and j is the pixel number with 

minimum color coordinates values (L
*
min, a

*
min, b

*
min). 
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3. Check the condition 

 KLAB  > Th,     (4) 

where Th is a contrast threshold when the neighbor 

pixels in the micro-block are distinguished by an eye. 

4. If the condition (5) is fulfilled then the decision on 

membership of the fine details in the micro-block is 

taken. The micro-block is marked by a marker  m1(k, 

i, j) = 1, where k – micro-block number with spatial 

coordinates (i, j). 

5. If the condition (5) is not fulfilled then the micro-

block does not have any fine details that are distin-

guished by an eye.  

6. Slide the mask one pixel forward to the next mi-

cro-block and repeat steps 2-5. 

 

Figure 4. Result of segmentation for δ = 1 

 (micro-blocks 2×2; Th = 1.5) 

 

After segmentation of the finest details we move to 

the segmentation algorithm for the 2×2 pixels (δ = 2).  

1. Select the first block with the mask 4×4 pixels and 

divide it into four micro-blocks 2×2 pixels.  

2. Check the micro-blocks with marker m1. If there is 

from zero to two such micro-blocks then we analyze 

this block: compute mean value of the color coordi-

nates (L
*
 a

*
 b

*
) for the micro-blocks with m1 = 1 and 

estimate the contrast using (3), where L
*

th, a
*
th and 

b
*
th – values of the weighting coefficients from the 

Table 1 for the fine details with size δ = 2; i – micro-

block number with maximum color coordinates val-

ues and j – micro-block number with minimum color 

coordinates values. 

3. If number of micro-blocks with marker m1 is 

greater than two then slide the mask forward with 

step equal to two pixels and process the next block.  

4. If the condition (4) is fulfilled then mark the mi-

cro-blocks using marker m2(k, i, j) = 2 and make 

segmentation of these micro-blocks. 

5. If the condition (4) is not fulfilled then slide the 

mask forward with step equal to two pixels and pro-

cess the next block. 

  

Figure 5. Result of segmentation for δ = 2 

 (micro-blocks 4×4; Th = 1.5) 

 

Segmentation of the fine details with size of 3×3 and 

4×4 pixels can be carried out in similar way. 

Figure 6. Result of segmentation for δ = 4 

 (micro-blocks 8×8; Th = 1.5) 

 

Selection of the threshold value Th in formula (4) 

depends upon the next factors. It follows from the 

experimental data (Table 2) that when KLAB  1 the 

fine details (dot objects on the uniform uncolored 

background) from the test table begin to differ. Con-

trast of the block depends on the masking effect of 

the neighbor blocks for the photorealistic images. 

Thus, we propose to set the threshold value to 

Th = 1.5. 

Figure 7 presents test image “Man” and segmented 

fragments with fine details for Th = 1 and Th = 2. 
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a) δ = 1, Th = 1 b) δ = 2, Th = 1 

c) δ = 1, Th = 2 d) δ = 2, Th = 2 

Figure 7. Results of test image segmentation for different threshold values 

 

 

Thus, the proposed algorithm can segment the frag-

ments of photorealistic images with fine details of a 

given size considering the contrast sensitivity of the 

human vision. Additionally, the algorithm allows 

estimation of the level of fine details (FDL) [5, 6] as 

FDL = 4∙Nm1/(W∙H), 

where Nm1 – number of segmented micro-blocks with 

2×2 pixels size; W and H  – width and height of the 

image in pixels. 

Experimental results of segmentation algorithm ap-

plication to the high quality digital images show that 

it produces adequate output.  

If the image is distorted with noises then having low 

signal to noise ratio (PSNR) leads to identifying the 

noise components as fine details and the FDL value 

will grow. Artifacts of JPEG or JPEG 2000 compres-

sion algorithms with high compression level (low 

quality) lead to decrease of the FDL value due to the 

blurring of the fine details.  

Experimentally we conclude that the FDL value 

changes slightly with PSNR > 41 dB and/or JPEG 

compression with high quality settings.  

 

4. CONCLUSION 

Here we consider an application method of the pro-

posed algorithm in the fine details transfer quality 

assessment system [1, 4, 9, 11, 17, 19]. For the pre-

liminary quality change compare the FDL values of 

the original (reference) and transformed images after 

the compression, filtering and other operations. De-

crease of the FDL value means the definition reduc-

tion of the original image.  

For qualitative analysis, we offer the following pro-

cedure.  

1. Apply segmentation algorithm to the original im-

age and receive 4 spatial masks for the regions with 

fine details: 1 pixel (m1), 2×2 pixels (m2), 4×4 pixels 

(m4) and more than 4 pixels (m5). 
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2. For each selected region with fine details (m1, m2, 
m4) compute mean deviation of the contrast between 

original and transformed images (ΔKm1, ΔKm2, 

ΔKm4) in accordance with the weighting coefficients 

(Table 1) and formula (3). 

3. For the big details and background pixels (m5) 

compute mean deviation (ΔKm5) of the color coordi-

nates in CIELAB system in accordance with the for-

mula (1). 

Thus we get the four parameters of color coordinates 

deviation of original and transformed image. These 

parameters must be compared with given threshold 

for visual estimation. We propose to select the 

threshold value less than 5…10% from the computed 

values in steps 2 and 3. 

Ultimately, the proposed method makes it possible to 

estimate the reduction of the visual definition by fol-

lowing simple criterion: if the distortion exceeds the 

threshold, the definition is low; if distortion does not 

exceed the threshold then the definition corresponds 

to a high quality.  

For dependencies of the  visually quality on the se-

lected rating scale from to the parameters (ΔKm1, 

ΔKm2, ΔKm4 and ΔKm5) in compression systems 

(JPEG, JPEG2000, etc.) more research is needed. 
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ABSTRACT 
We present a haptic simulation system with interchangeable physical constraints for studying skillful human 

movements. The unified haptic interface easily links different physical models with 2D and 3D static spatial 

constraints and graphical content related to the models. The system was tested on a variety of reaching tasks 

performed by human subjects. In the experiments, we analyzed motions based on data recorded by a history unit 

with a frequency of 100Hz. Theoretical and experimental kinematic profiles were compared for several cases of 

basic reaching rest-to- rest tasks, namely, line-constrained movement during transport of flexible object and 

parallel flexible object. Experimental patterns exhibit a good agreement with theoretical optimal control models 

based on jerk and force-change minimization criteria. 

Keywords 
Haptic interface, rest-to-rest movement, dynamic environment, optimality 

1. INTRODUCTION 
Numerous haptic applications have demonstrated 

subjectively realistic modeling of kinesthetic and 

tactile sensations of virtual reality (VR) object 

properties as such as mass, inertia, shape, viscosity 

friction, vibration, stiffness, and roughness. Many of 

these applications deal with constrained human 

movements, but little is known about movement 

formation in the constrained real and virtual 

environments (VE). In addition to practical (e.g., VR 

rehabilitation [Bur03]) and entertainment 

applications, simulators can be used for basic 

research in computational neuroscience (CN) 

studying movement trajectory formation and 

invariant features of movements.  

 

Consider, for instance, point-to-point and rest-to-rest 

reaching tasks, typical in VR rehabilitation [Pir03]. If 

a static three-dimensional (3D) surface- or curve-

based constraint, e.g., an ellipsoid, or a circle, is used 

in a haptic system as a VR constraint, the user’s hand 

trajectories follow the specified 3D curve or lie on 

the surface. In CN research, unconstrained reaching 

exhibits invariant features as such as low curvature 

and bell-shaped velocity profiles. Invariant features 

change when movements are constrained by curves 

or surfaces. We do not, however, know how 

specifically they change or how change is related to 

constraint geometry and human visual feedback. 

 

To clarify the problem of constraint hand movement 

formation in rest-to-rest reaching tasks, this paper 

presents an analysis of human movements in  

manipulation of flexible objects. This analysis is 

based on experiments completed with a haptic 

simulator. 

Related works 
Developing mathematical models and optimality 

criteria for predicting human movements constrained 

by the environment remains an open research area in 

CN. Some criteria [Fla85, Fla03, Uno89, Svi04a, 

Din04, Lei12, Mor95] are given in Table 1. In 

optimization approaches, the trajectory of the human 

arm is found by minimizing, over movement time T, 

integral performance index    subject to boundary 

conditions imposed on start and end points. In Table 

1, x is the hand contact point vector, f is the force 

applied to the end point, τ is the vector of arm joint 

torques, and     is the center of mass (CoM) of the 

system “hand-object”.  (Note, that superscript (5) in 

Eq. (3) means the 5
th

 derivative.) 

 

Minimum jerk is commonly accepted criterion in 

CN. However, numerous experiments of hand 

movement capturing in haptic environments were 

done by using simple “one mass – one spring” 

dynamic object model. For such a simple model, 

hand and object movement trajectories predicted by 
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different criteria may be very similar.  In some cases 

[ Lei12 ], the minimum hand jerk criterion is rejected 

as not applicable. To correctly discriminate the 

criteria, hand movement should be studied by 

interaction with complex dynamic  environment , like 

multiple mass-spring  objects. Right selection of 

optimality criterion is important for such areas as 

robotics, computer animation, CN, biological 

cybernetics.  

 

The advent of haptic technology is making it possible 

to confirm or disapprove movement prediction 

criteria because potentially any type of VR constraint 

may be implemented in systems. Typically, haptic 

interaction is simulated using collision detection, 

often accelerated by GPU-based calculations (e.g., 

[Kal14, Vei09, Wel11]). As human rest-to-rest 

movements are smooth, we do not use collision 

detection, but utilize smooth analytical constraints 

(with smooth derivatives), which are parametric 

curves and surfaces in 3D space. In this case, object -

constrained dynamic integration is very fast and does 

not require any parallelism, or separate threading of 

simulation. To do so, we built a haptic visualization 

environment. During design, we first required that 

constraints should be easily interchangeable and 

linked to the physical simulator core to study human 

arm movements in different constrained VEs.  

 

Table 1. Optimality criteria for movement 

prediction. 

 

There are three novel aspects considered in this 

paper: 

 Usage of changeable analytical constraints 

in haptic simulators instead of collision 

detection; 

 Modeling of dynamic environment as 

flexible objects, namely, multiple mass-

springs connected in sequential or parallel 

manner and  following the spatial 

constraints; 

 Usage of the proposed simulator in 

experiments to approve human hand rest-to-

rest motion planning strategy in accordance 

with the minimum jerk / minimum hand 

force change optimization criteria. 

 

Section 2 discusses the distributed architecture 

connected single point force devices via networks to 

study cooperative and collaborative arm movements. 

Section 3 describes the use of changeable spatial 

constraints in the physical-based simulation module. 

Note, that the method of constraint generation 

calculates not only dynamic coefficients, but also 

coordinates of curve/surface in 3D. This can be 

instructive for graphics community specialized in 

parametric curve/surface modeling and rendering.   

Sections 4-5 demonstrate controlling flexible VR 

objects. These sections compare collected haptic 

experimental data with theoretical optimality criteria. 

Section 6 presents conclusions. 

2. HAPTIC SYSTEM DESIGN 
We built our system (Fig.1) based on two dual-CPU 

PCs (server and client), interconnected via Ethernet, 

and each equipped with its own point force device.     

 

Industry-standard PHANToM devices originally 

developed at MIT [Sal97] are suitable for studying 

constrained human movement. In our case, 

SensAble/Geomagic PHANToM 1.5/6.0, PHANToM 

High Force, and Omni manipulators controlled 

through Open Haptic Toolkit [Geo] were used. 

Critical loops in the overall control scheme include 

haptic rendering, graphical rendering, and a 

simulation loop. We focused on the efficiency of 

haptic and simulation loops to achieve real-time 

capabilities and robust realistic interaction via point-

force devices in constrained VEs.  

Figure 1. System architecture. 

To support haptic simulator cloning, new dynamic 

models are reduced to the following standard N 

Criterion name Performance index Ref 

Minimum jerk       
 

 

      (1) 

Minimum joint 

torque change 
      

 

 

      (2) 

Minimum 

crackle 
            

 

 

    (3) 

Minimum hand 

force 
      

 

 

    (4) 

Minimum hand 

force change 
      

 

 

      (5) 

Minimum CoM 

acceleration  
       

 
 

 

    (6) 
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ordinary differential equations (ODE) with M time-

dependent parameters: 

 

        1, , 1/ ( ... ( ),..., ( )) ,i i N Mdy dt f y y c t c t  (7) 

 

where parameters ci(t) (1iM) are control functions. 

Different constraints fi are linked to the physical 

simulator from the external constraint library. During 

simulation, system (7) is integrated by the Runge-

Kutta 4
th

-order method for the time step 0.001s, 

defined by the constant haptic cycle of PHANToM 

devices. Typically, controls ci(t) are feedback force 

and moment components. To calculate feedback, we 

introduced a fixed point (FP) for Hooke’s and spring-

damper models [Bur03]. At the start of haptic 

interaction, FP is coincided with haptic interface 

point ( HIP, or proxy ), and it is considered as rigidly 

bound to the VR body during simulation. Distance 

Δr(t) between current HIP and FP defines force F(t) 

applied to the VR body:  

 

                                 
     

  
  ,               (8) 

 

where      are coefficients of the spring-damper 

model. 

     

Force components of (8) are used in Eq.(7), and 

generated haptic feedback force is just opposite to the 

force given in Eq.(8). In constrained VEs, this 

models human movements such as hook-and-carry 

and catch-and-move.  

 

The history unit records all simulation data: time-

dependent parameters, feedbacks, object and hand 

positions, velocities and accelerations. Recording is 

performed at a frequency of 100Hz, sufficient to 

analyze basic human motions with the average 

reaction time above 200ms. The system required 

certain flexibility in different constraints, attained by 

developing two additional parts – a configuration 

repository and a constraints library. The 

configuration module defines initial dynamics model 

values, graphical scene representation (references to 

VRML scenes), and static parameters such as mass, 

inertia, and viscosity friction. VRML objects are 

completely independent and are replaced in the 

configuration repository. 

 

Constraint types and shapes are defined analytically 

in the constraints library. For parametric surface- and 

curve-constraints, we developed a partially 

semiautomatic procedure to generate functions fi (7). 

A general library written in Mathematica [Wol03] is 

processed, with each surface/curve type in this 

library defined in a simple analytical form by 

surface/curve radius-vector components. Partial 

derivatives of the radius-vector and necessary 

dynamics coefficients (Section 3) are calculated as 

analytical expressions, which are exported in C-code 

by Mathematica, compiled, and linked to an ODE 

solver to be used in the simulation loop. 

 

Several haptic devices (clients) connected to the 

server via Ethernet had to be supported to study two-

hand cooperative and multi user collaborative 

movements (e.g., [Gon04]). Fig.1 demonstrates the 

simplest client-server configuration.  In this research, 

only one manipulator is used. 

 

As the number of ODEs is very small for 

curve/surface constraints and right parts of equations 

(7) can be expressed in analytical form, one time step  

integration of ODEs to calculate dynamic 

environment (in case of mass-spring connections, 

positions of the centers of masses) is negligible in 

comparison with the haptic cycle ( 0.001s ).  That is, 

physical simulation (Fig.1) can be implemented 

directly in the haptic thread. Therefore, a simulator 

similar to the described one can be implemented as 

two-thread CPU-based application. In this case, the 

graphical rendering thread gets positions of masses 

calculated in the haptic thread. Functionality of the 

haptic thread is straightforward:  the thread receives 

HIP position, calculates object driven force (and, 

haptic force as opposite to the driven force) by (8), 

calculates right parts of equations (7), performs 

integration by the Runge-Kutta method for the time 

step 0.001s (correspondent to the haptic cycle) to get 

positions of masses, and, finally, applies haptic 

forces to the haptic device.  In the above calculation 

scheme, subject’s rest-to-rest movement trials are 

realized as follows. When dynamic system is at the 

start position, driven/haptic forces, masses’ 

accelerations and velocities are zeroed, that is the 

dynamic system is at rest.  A movement trial starts by 

application of non-zero forces (8) and continuous 

integration is performed.  When the system reaches 

the target position (with some tolerances on 

velocities/accelerations), the forces are zeroed again.  

When a signal to proceed with the next trial appears, 

the system is placed to the rest start position, and so 

on.  

 

3. MODELING OF CONSTRAINTS  
Different 2D and 3D constraints are derived, reduced 

to form Eq.(7) and linked to the simulator. 

Movements are assumed applied to VR objects via a 

single haptic interface. Realistic rigid body (or, 

flexible object) sensations are achieved when 

stiffness coefficients (   in Eq.(8)) for feedback 

exceed 500N/m. For such values, force damping and 

clamping may be required for fast movements 

because PHANToM’s maximum apparatus load is 

12N (37N for PHANToM High Force). During the 
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course of our experiments, we configured the system 

to avoid exceeding of the force limits. 

 

Consider a point of mass m in viscosity field λ. 

Assume that the point is loaded by external force 

                
 . Unconstrained dynamics are 

defined by 

 

                                     ,                             (9) 

 

where             is the radius-vector of the point. 

Assume now that the point is constrained by a 3D 

curve. The constraint curve is given by 

 

                                      
 
               (10) 

 

for           . 
 

Differentiating Eq.(10) and defining       the 

physical model of curve-restricted motions is then 

described by the following two first-order ODEs: 

 

                              
       (11) 

 

where  

 

      
           

           
       

   
  

  
       

   

      . 

 

Dynamic equations (11) now match the form (7) and 

are used for the simulator. Such model parameters as 

mass of point m and viscosity coefficient λ are 

defined in the configuration repository. 

 

By analogy, equations for surface constraints are 

derived using Eq.(9) and assuming that movements 

are constrained by the (u,v)-parametric surface: 

 

                                        
 
    .   (12) 

 

After finding derivatives of r, equations of the 

constrained system in coordinates (u,v) are: 

 

            
  
  
 +         

  
  
                

                                              .                        (13)  

 

Elements of matrices A, B, and vectors C, Q depend 

on partial derivatives of radius-vector r by u and v 

and are found analytically. Equations (13) are 

rewritten as four first-order ODEs to fit form (7). The 

above analytical calculations are done automatically, 

and only basic curve/surface expressions (10) and 

(12) are needed to be defined. Note, that parameters 

u,v, φ are non-dimensional. 

 

As an example, consider step by step the automatic 

constraint generation for task (11). Initially, two 

standard wrapping C-code patterns without 

calculation expressions (heads or tails) are created: 

the first one is used to interface dynamic constraints 

with a module solving ODEs (7), while the second 

one links curve coordinate calculations with a 3D 

graphical rendering module. The following unified 

script in Mathematica is then run: 

 

(* VARIABLE PART: Curve definition *) 

    Curve3d[a_,b_][fi_]:={0,aCos[fi] , bSin[fi]};  

(* COMMON PART *) 

(* Input forces and radius-vector*) 

    f={fx,fy,fz} ;  r=Curve3d[a,b][fi];   

(* Output coordinates of this 3D-curve *) 

    x=r[[1]]; y=r[[2]]; z=r[[3]]; 

(* Derivatives *) 

    rfi=Simplify[D[r,fi]]; dxdfi=rfi[[1]]; dydfi=rfi[[2]];  

    dzdfi=rfi[[3]]; rfifi=Simplify[D[rfi,fi]]; 

(*  Coefficients of the dynamic equations  *) 

     M=m Simplify[rfi.rfi];   

     L=lambda Simplify[rfi.rfi];  

     V=m Simplify[rfi.rfifi]; Q=Simplify[rfi.f]; 

(*Generate C- code  *) 

StringForm 

[ 

“/*---------- Curve coordinates --------*/\n 

x = ``;\n   y = ``;\n   z = ``;\n 

/*---------- Dynamic parameters -------*/\n 

M = ``;\n  L = ``;\n   V = ``;\n  Q = ``;\n  

/*---------- END OF C-CODES -----------*/\n”, 

CForm[x],   CForm[y],   CForm[z], CForm[M],    

CForm[L],   CForm[V], CForm[Q] 

] 

 

The script calculates analytically coordinates on the 

curve in 3D and dynamic parameters M, L, V given in 

formula (11). Operator “D” calculates partial 

derivatives, and operator “Simplify” fulfills 

analytical simplification (e.g., trigonometry, or 

algebra simplification). Operator “CForm” generates 

C-code to be used in haptic application. In the script, 

parts emphasized by bold font are variable. In this 

case, it represents a 3D ellipse. The expressions 

generated are automatically post-processed for 

further trigonometry optimization, merged with the 

wrapping patterns, compiled in batch mode, and 

added to the current constraint library. 

 

Only simple analytical expressions, similar to the 

above one-line 3D ellipse definition, must be stored 

in and added to a source constraint library. At 

present, more than 30 such definitions are used for 

cloning haptic simulators with spatial constraints. 

GUIs with some of these constraints (epitrochoid, 

monkey saddle, plane, torus in 3D) are shown in 
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Fig.2.  In the figure, small spheres represent start and 

stop positions for the driven object (larger sphere). 

 

 

Figure 2. Curve- and surface-based constraints. 

 

While conducting the requested point-to-point 

movement of the VR body, users can sense inertia of 

the driven object, the viscosity field, and the shape 

and curvature of the constraint surface. To control 

movement at arbitrary locations on surfaces, 

graphical rendering is done semi transparently or in a 

wire-frame. Haptic feedback is calculated using FP 

method (8). 

 

Constraint changeability becomes very useful when a 

movement prediction criterion must be checked for a 

variety of constraint types. Below, we compare 

theoretical results based on different criteria (Table 

1) with experimental data collected via the haptic 

system. For the experiments described in next 

sections the system was initially configured by 

selecting line constraint in 3D 

 

                         
 

  
        

 

,             (14) 

 

where                . These constants allow 

us to simulate constrained movement in haptic 

environment along horizontal line in the range of 

20cm. 

4. MOVEMENT OF FLEXIBLE OBJECTS 

In addition to geometrically constrained movements, 

we also considered point-to-point rest-to-rest 

constrained movement for flexible objects, which 

may require long training and good skills from the 

system users. In [Din04], the simplest flexible VR 

system consists of a single mass, which humans can 

interact with through a haptic interface with a 

stiffness of 120N/m. We implemented multi mass 

system modeling to check hand movement optimality 

criteria. The flexible object (Fig.3) is modeled by 

several masses connected by damping springs, and 

external haptic force fh is applied to the driving mass 

(right large sphere).  

 

 
Figure 3. Flexible object model. 

 

Masses move along a 3D curve and penetrate each 

other virtually, yielding very complex oscillation. 

Equations describing the flexible VR object for 

arbitrary 3D curve-constraint are derived, using 

formulas (9) for the case of N masses, so we have 

2xN first-order ODEs: 

 

 
 

where  

 

 
 
g is the gravity acceleration,   is the external haptic 

force,    
  

  
           are spring stiffness and 

damping coefficients. As derivatives of r found from 

(14) are constant, after setting λ=0 the above dynamic 

equations have classic Newton’s law form. Prior to 

experiments, the system was configured to be 

constrained by a straight line. Gravity and line 

viscosity were set to zero. To be compatible with 

experimental results published by other researchers, 

all damping coefficients were also set to zero. Five 

equal 0.6kg masses are connected by springs (Fig.3) 

and all spring stiffness coefficients are equal to 

600N/m. The PHANToM stiffness coefficient (  in 

(8)) is also 600N/m. 

 

The reaching task was formulated for experimenters 

so that, initially, all masses are at rest and coincide at 

the initial point (small left sphere in Fig.3). Users 

were instructed to move the 5-mass system to the 

target point (small right sphere) during designated 

time T. All masses should finally be at rest and 

coincide at the target point. The travel distance was 

set to 0.2m. Tolerances were introduced to count 

successful reaching trials: position deviation, speed, 

and time tolerances            and all masses must 
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obey the tolerances. When a reaching task is 

successful, haptic interaction is stopped and an audio 

signal prompts the user to proceed with the next trial.  

 

Fig.4 schematically illustrates ergonomics of subjects 

during the experiments. 

 

 
Figure 4. Experimental environment for 

movement of flexible object. 

 

One subject conducted preliminary experiments and 

defined three tolerance sets at the subject’s own pace 

for slow, moderate, and fast movements to make 

experimental results statistically representative. 

Procedure for defining the tolerance set for moderate 

movements is described below. 

 

Reaching movements under consideration are quite 

unusual from what we experience in daily life 

movements, and an experiment – similar to [Din04] – 

was conducted in two days. On the first day, the 

subject was familiarized with the experimental setup, 

learned the unusual dynamic environment, and 

performed trial movements. Initially, the subject was 

asked to complete reaching during           s 

within tolerance windows               
         . It turned out that the learning of 

successful movements constituted only 5% of 100 

trials. The low learning rate is attributed to the 

relatively narrow time, position, and velocity 

windows.  

 

To facilitate learning, two windows were set as 

follows:                         . On the 

1st day the subject made 2 series of 100 trials, with 

overall success rate of about 10%. On the 2nd day the 

subject made 2 series of 100 trials, with overall 

success rate increasing to 17%. The average 

movement time become 1.35s (maximal 1.49s, 

minimal 1.13s, and standard deviation from average 

0.09s). Similarly, slow and fast movement tolerances 

were as following : 

 

Slow:                             s, 

                                       ; 
Fast:                                s, 

                                        . 

 

Five subjects (4 men and one woman) participated in 

experiments based on the same scheme: 

 All three tolerance sets were fixed as 

described above; 

 On the first day, subjects made 100 

preliminary trials for each slow, moderate, 

and fast movement task; 

 On the second day, subjects made 100 

additional trials for each slow, moderate, 

and fast movement task. 

 

All experimental sets for all subjects demonstrated 

very similar results in favor of the minimum jerk 

criterion (1). Here, only the results for reaching time 

      s for one subject are shown. 

 

Experimental velocity profiles, time-scaled to the 

average, are shown in Figs.5 and 6 by thin lines. 

Hand and object velocity profiles, predicted by 

criteria (1) and (3) for constraints (12), are shown by 

thick solid and thick dashed lines, respectively. Note 

that the last fifth mass’s velocity is given as “object 

velocity.”  

 

Experimental data favors the minimum hand jerk 

criterion. Experiments with one mass of 3kg and 

PHANToM’s stiffness equal to 120N/m were also 

conducted to check results reported in [Din04]. For 

this configuration, predicted velocity profiles are 

very close in magnitude and shape for both (1) and 

(3) criteria. In [Svi04b, Svi06] it was proved that the 

minimum crackle criterion does not converge to 

criteria (1) when stiffness is increased. When number 

of masses N is increased, the criterion (3) gives 

unconstrained velocity profiles, asymptotically 

approaching the Dirac delta function. 

 

All subjects showed progress in motor training from 

Day 1 to Day 2 (D1, D2 in Table 2). Note that 

subject S1 established tolerance first for moderate, 

then for fast, then for slow movement, i.e., 

participating in 6 experiments. Subject S2 

volunteered on two additional days, making 2 sets of 

experiments daily for each of the movements. In the 

table, S, M, and F mean slow, moderate and fast 

movements. 
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Figure 5 Hand velocity 

 
Figure 6 Object velocity 

 

Subj 
S 

D1 

S 

D2 

M 

D1 

M 

D2 

F 

D1 

F 

D2 

S1 64 76 10 17 14 23 

S2 17 36 31 44 17 31 

S3 40 73 35 47 19 28 

S4 46 93 41 82 20 51 

S5 32 55 25 48 17 27 

Table 2 Progress in motor learning (success, %) 

 

5. PARALLEL FLEXIBLE OBJECTS 

Studying of flexible objects transport in haptic 

environments was carried by several researches. 

However, the majority of experimental works deals 

with only one mass virtually “connected” to human 

hand via the haptic proxy. The advantage of our 

system is that it can simulate highly dynamic 

environment with several masses, connected by 

springs. After some configurations of the system, 

experimental data can be collected to make choice in 

favor of one of the criteria (1)-(6). Not only bell-

shape velocity profiles can be observed; for instance, 

two- and three-phase profiles were observed, that 

match well to theoretical profiles [Svi06, Gon10]. 

 

Recently, a novel model, named as the minimum 

acceleration of the center of mass (6), has been 

proposed and tested against experimental data for a 

single mass flexible object [Lei12]. In the theoretical 

justification of this model it is argued that neither the 

minimum hand jerk model (1) nor its dynamic 

counter- part, the minimum hand force change model 

(5), are applicable to modeling of reaching 

movements with parallel flexible objects.   

 

Contrary to the above statement, we demonstrated 

that the invariant features of hand trajectories in the 

manipulation of parallel flexible objects can be well 

captured by the minimum jerk hand model, and 

theoretical solution for 2-mass-hand system was 

found [Svi16]. 

 

From the standpoint of haptic dynamic simulation, 

change of haptic force is needed (spring model 

without damping): 

 

                               
 

And, the motion equations are: 

 

                    
                    

 

where    ,       ,        ,    are masses, spring 

stiffness, and coordinates of first and second mass, 

and    is the hand coordinate (HIP). The above 

expressions were used to build a new constraint, 

which was added to the haptic simulator’s solver.  

 

In (Fig.7) light smaller sphere center is the human 

hand position, and small dark sphere is the target 

point. For visualization convenience, 2 driven masses 

are spatially shifted only for rendering, even physical 

simulation is done for driven masses that are moved 

along the same line (that is, they can virtually 

penetrate through each other). During the course of 

experiments, the line constraint is horizontal. 

 

 

 
Figure 7. Haptic simulator interface for parallel 

flexible object. 
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The square near the top left corner of the GUI 

window is a semaphore. It provides visual feedback 

for better motor learning.  When trial time is 

approaching to the described above reaching task 

time T (with the defined tolerances    ), color of 

the semaphore is changed to green, and if the trial 

time exceeds  maximum  (    ), color becomes 

red. 

 

Fig.8 schematically illustrates ergonomics of subjects 

during the experiments. 

 
Figure 8. Experimental environment for 

movement of parallel flexible object. 

The experiments were conducted similar to the 

experimental scheme presented in Section 4, with the 

following configuration: 

 

            ,           ,            , 
         s,                        . 
 

Fig.9 and Fig.10 illustrate 5 last trials in 

experimental series for one of the subjects (thin 

lines). Thick grey line depicts theoretical velocity 

profile, and thick black line is the subject’s average 

through all successful trials.  Qualitatively, the 

experimental velocity patterns were similar to 

theoretically predicted by criterion (1). A quantitative 

measure for the comparisons was represented by the 

integrated RMS of the velocity errors, 

 

            
 

 
                      

  
          , 

 

over the trajectories between the theoretical 

predictions and the experimental data. Here, N is the 

number of sampled data in one experimental series 

(only successful trials are considered). Similar RMS 

estimator was used for the experiments described in 

Section 4. Complete analytical solution derivation 

and experiment description is given in [Svi16]. 

 

 
Figure 9. Hand velocity profiles. 

 

 
Figure 10. Object velocity profiles (mass 2). 

 

6. CONCLUSIONS 

We have discussed a real-time haptic system with 

interchangeable constraints. The interchangeability of 

constraints is achieved by a unified interface to link 

different physical models, basic constraints library 

processing, and external configuration of the models 

and associated graphical scenes. This property is 

required for studying basic constrained human 

movements, when theoretical movement prediction 

models should be checked with a large variety of 

constraints with different shapes, curvatures, 

viscosity, etc. Several criteria based on optimal 

trajectory planning were successfully studied with 

the system for line constraint in 3D for the task of 

rest-to-rest human movement during transport of 

flexible object and parallel flexible object. 

 

Experimental data collected with the history unit are 

clearly in agreement with theoretical results based on 

the minimum jerk criterion and relating to it 

variations of the minimum hand force change 

criterion. This is indirect evidence of the fact that the 
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human central nervous system plans movements in 

the task space of hand coordinates. Theoretical 

velocity profiles correlate well with observed 

experimental data. Dealing with (parallel) flexible 

VR objects, subjects after training plan their control 

strategies to move flexible objects as “a whole”, with 

hand velocity profiles restricted and bell-shaped..  

 

The system facilitates the study of progress in motor 

movement skills training, when the convergence of 

hand trajectories to unique and finite profiles 

observed together with the increase in trial success.  
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ABSTRACT 
Wind energy is identified as having a significant contribution to reducing greenhouse gas emission, and Scottish 
Government targets for the generation of energy from renewable sources. Public policy emphasises the 
importance of using an ecosystem approach, and the role of public engagement in decisions about future uses of 
land and sea. A prototype 3D model was developed to present a loch with hypothetical wind turbines on the west 
coast of Scotland. The model was used to identify issues arising between the growing interest marine 
renewables, land use changes in line with changing policy and the potential effects on existing seascapes and 
marine industries and activities. An interface has been developed to provide interactive movement of features in 
models, including hotkeys to: (i) Switching between images (e.g. 1:50,000 map and aerial images) and GIS Data 
layers (e.g. Scottish Natural Heritage (SNH) designations); (ii) Introducing new features (e.g. houses, wind 
turbines, trees); (iii) ‘drag and drop’ features, guided by the audience. 
The virtual reality model was tested with a range of different audience types at events in Oban, on the west coast 
of Scotland, and Aberdeen on the east coast through Virtual Landscape Theatre (VLT) and Oculus Rift. Factors 
identified for detailed testing included the significance of lighting conditions on the east and west coast, sea state 
on perceptions of seascape and wind energy generation, and people’s activities at different times of the day.  
 

Keywords 
3D GIS, Public engagement, Virtual reality, Wind energy, Virtual Landscape Theatre. 
 

1. INTRODUCTION 
In response to development proposals, such as for 
wind turbines, computer visualisations form part of 
the materials used in assessing visual impacts. 
Guidance on standards for such materials, such as the 
visual representation of wind farms [1], set out 
requirements and settings for the preparation of 
visualisations. However, these are restricted to the 
use of photomontages, and wireframe representations 
for use in the illustration of the location and nature of 
a proposed wind farm and predicted visual effects of 
developments. 3D GIS, VR and associated tools, 
have benefits which could support delivery of the 
types of aspirations or regulatory requirements in 
public policies which relate to planning and 
development. 
ICT tools and visualisation in particular, have been 
used increasingly as part of information, 
consultation, and collaboration in relation to issues of 
global significance. For example, the representation 
of landscapes of the future including 3D imagery 
[18][19], sketches, or imagery [20] enables the 
interpretation of change in relation to landscapes. 
Visualisation tools have been used for helping 
communities to plan for adaptation against impacts 

and effects of climate change as demonstrated by the 
research team at the Collaborative for Advanced 
Landscape Planning, at University British Columbia, 
Canada [21]. They have developed the use of virtual 
and augmented reality and Geographic Information 
Systems, with tools such as Community Viz [22], 
and provide a video game which they describe as 
empowering lifelong learners to creatively construct 
their own futures. 
Public participation is another issue regarding people 
engagement in decision making and stakeholder’s 
planning and feedback. The impact on the planning 
process depends on the level of stakeholder 
involvement. This involvement can be divided into 
three aspects as shown by Miller et al [2]: 
1) Dissemination, where information is almost 
exclusively communicated to the public by the 
‘experts’; 
2) Consultation, where public opinions are sought 
and considered in expert or managerial decision- 
making; 
3) Collaboration, where representatives of the public 
are involved actively in developing solutions and 
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directly   influencing decisions to a greater or lesser 
degree. 
Recently, there is a trend to create methods and tools 
for investigating landscape and seascape time-depth 
and historical scenarios through the use of 3D 
modelling tools and virtual reality engines [11][12], 
further encouraged by new technological 
developments that enhance performance and 
interactivity. For example, virtual reality head-
mounted display such as Oculus Rift [14] and 
PlayStation VR [13] provide a 90 degrees horizontal 
and 110 degrees vertical stereoscopic 3D perspective. 
The result is the sensation that you are looking 
around a very realistic 3D world. 
 

2. BACKGROUND 
The 2020 Renewable Routemap for Scotland – 
Update [3] sets out ambitious targets of the 
equivalent of 100% of Scottish demand for electricity 
and 11% of heat capacity to be generated from 
renewable sources by the end of 2020. This is to be 
achieved in the context of international agreements 
for reductions in greenhouse gas emissions alongside 
those relating to environmental, economic and social 
considerations. Planning Scotland’s Seas [4] notes 
the importance of considering the onshore 
implications of offshore developments, and 
recognises that renewable energy developments 
offshore have associated infrastructure onshore. In 
particular, Planning Scotland’s Seas identifies links 
between the marine and terrestrial planning systems, 
and the requirement for inputs from local 
stakeholders and knowledge in the development of 
spatially more detailed Marine Region Plans. It 
proposes the use of the Ecosystem Approach to better 
integrate management of seas and coastal areas, the 
same approach as advocated in the Scottish Land Use 
Strategy [5]. 
Currently, 3D based approach plays an important role 
and makes a real contribution to support wind energy 
development [23][24]. However, the system 
developed have lacked direct connection to spatial 
data, it is a major task to integrate with GIS 
seamlessly. 
In this study visualisation tools were used to present 
topographic contexts of land and sea use and the 
introduction of potentially new features and their 
planning developments such as renewable energy. 
This takes advantage of the ongoing development of 
software tools for use in representing 3D 
environments, such as Maya, 3D Max, Vega Prime, 
Octaga or specialized landscape visualisation tools 
such as Visual Nature Studio. These provide a high 
degree of visual realism for landscape and seascape, 
enabling the rendering of images or animations 
[6][7][8][9][10]. 
 

3. METHODOLOGY 
The main steps involved can be summarised as 
follows (Figure 1): 
(i) Compilation of spatial datasets comprising land 

sea floor, and surrounding terrain to represent the 
present-day sea loch; 

(ii) Creation of 3D models using existing GIS data, 
with representation of alternative layouts and 
designs of offshore wind turbines; 3D models 
interaction and usability of the interface; 

(iii)  Development of wind farm preferences using 
visualisations of each scenario from different 
viewpoints; 

(iv) Elicitation of public opinions on future wind 
farm planning using VR facilities including VLT 
and Oculus rift.  

 
Figure 1 Framework for 3D visualization and 
simulation of offshore wind farm 
 

The prototype model was used in events designed 
to elicit public aspirations and concerns regarding 
future land and sea uses, and to develop scenarios 
driven by local input. Sessions comprised: 
• Introducing drivers of land and sea use change 

(e.g. movement of features ) and electronic 
voting system;  

• Audiences recording preferences for wind farm 
layout from different viewpoints; 

• Audiences voting to prioritise wind farm topics 

Acquisition of 
spatial data in 
ArcGIS 

Assembly of 
GIS data  
 

GIS 
Data 
layers 

Different 
Sea states  

Fishfarm 
cages 

Three 
designs of 
wind farm 

 
 
Visualization  

 

Public Participation with Electronic Voting System 
in Virtual Landscape Theatre 

JavaScript 
Programming 
in VRML 

3D Icons 
Drag and 
Drop 

Setting 
Viewpoints 
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for in-depth discussions; 
• Discussion and voting on sea loch issues (e.g. 

fish farm location/ size; woodland location/type, 
building location/type).    
 

3.1 STUDY AREA 
The study area was Loch Linnhe, a sea loch on 
Scotland’s west coast, approximately 50 km long, 
running from Fort William to Oban, at the south end 
of the Great Glen fault. Land use is dominated by 
agriculture, particularly crofting on the islands and 
western shores, forestry, and tourism. Uses of the 
loch include inshore fishing and fish farming, sailing, 
and diving, with increasing interest in marine 
renewable energy.  
The topographic context of Loch Linnhe is of 
glaciated valleys, with terrain rising steeply away 
from the loch, bare rock and scree, and land on the 
eastern shore which includes a raised beach. During 
past ice ages, the loch was a major outlet for glaciers 
from the Rannoch Moor area, where ice built up in 
the initial stages of development [15]. 
 

3.2 3D Model Creation 
 
A basic model was created of the sea floor and 
surrounding land of Loch Linnhe in Figure 2.  
Image of terrestrial model Image of sea bed data 

  
Image of fishfarm cages 
models 

Image of combined model 
overview 

  
Figure 2 Basic Loch Linnhe Model 
This used data of above and below the water line, and 
the addition of 3D model features, for use in a virtual 
reality environment: 
1) Ordnance Survey (10m resolution) Digital 

Terrain Model extracted for the land around 
Loch Linnhe. 

2) Multibeam sonar data (1m resolution), surveyed 
by the UK Marine Environmental Mapping 
programme (MAREMAP) of British Geological 
Survey, Scottish Association of Marine 

Sciences (SAMS) and National Oceanography 
Centre (NOC), combined with Admiralty 
seabed data.  

3) Autodesk Infraworks used to render a 3D model 
combining the seafloor and terrestrial areas 
(221km2; 2.5m resolution), with true scale 
above sea level and a 2 times vertical 
exaggeration below sea level. 

4) High-resolution aerial imagery used for 
background landscape textures. 

5) Extruded buildings were derived from Ordnance 
Survey MasterMap.  

 
Further elements added to the model were: 
(i) Features associated with coastal environments, 

developed in Autodesk Maya, including fishfarm 
cages, leisure craft and renewable energy 
structures.   

(ii) GIS Data layers representing designations (e.g. 
National Scenic Areas, shell fishing zones). 

(iii) Water, using colour to distinguish between 
above and below water surface. 

(iv) Different sea states [16]. 
 
A 3D geo-referenced model was created of the 
island and surrounding sea, with representation of 
alternative layouts and designs of offshore wind 
turbines. The spatial data were compiled in ArcGIS, 
in a single coordinate reference system. The 
software tools used for the 3D models were Google 
Sketch-up, Infraworks and Maya.   
The spatial data were converted for use in the 
Octaga virtual reality software in the Virtual 
Landscape Theatre [11]. The theatre is a mobile 
curved screen projection facility in which people can 
be 'immersed' in computer models of their 
environment to explore landscapes and seascapes. 
 

3.3 Three designs of a wind farm 
 
The model of the windfarm comprises 20 wind 
turbines, approximately 1.5 km apart, with three 
different heights of wind turbine: 128m, 165m and 
215m. Each turbine is set up with a different 
location and rotate speed (cut-in wind speed: 3-5 
m/s; cut-out wind speed: 25 m/s) [25] in the Loch 
Linnhe virtual environment which shows a potential 
area for renewable energy development.  
The model includes three different representations of 
sea state (based on the World Meteorological 
Organization sea state code; [16]), each with a 
unique texture and tide height. Wind speed and wind 
direction have also been considered and 
corresponding parameters such as cloud cover and 
wind turbine start-up speed have been added into the 
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3D Loch Linnhe  model, with a dominant wave 
direction applied to the sea surface, each of which 
can be switched between. The modelling of 
illumination conditions is used to enable the 
inclusion of shadows from the wind turbines in 
appropriate sunlit conditions and reflections off the 
sea surface.  
 

 

 

 
Figure 3 Hypothetical wind farm layouts in 3D 
virtual Environments of Loch Linnhe: [A] wind 
turbines 215m to the tip of the blade at sunrise; [B] 
wind turbines 165m to the tip of the blade at 
midday; [C] wind turbines 128m to the tip of the 
blade in the afternoon. 
 

3.4 Interactive functionality and interface 
for Loch Linnhe model 
An interface has been developed to fit with the output 
of 3D model and the model content with respect to 
purpose of use. This part of the experiment focused 
on the interaction and usability of the interface, and 
the recognizability of the type of visualization. A 
‘drag-and-drop’ feature that allows participants to 
choose where they would like to position elements 

(wind turbines, trees, houses, etc.) was added based 
upon a series of 3D icons (Figure 4). The icons are 
coded in JavaScript to allow participants to select 
locations of the forest, housing development, access 
to the town, car parking, renewable energy, 
playgrounds and conservation area. It also provides 
functions for pointing out those areas where 
audiences definitely do not want such a feature. Icons 
were ‘dragged and dropped’ to audience selected 
positions, with VRML code ‘ground clamping’ them 
to the terrain surface (i.e. the icons were 
automatically located at a vertical elevation 
consistent with the ground surface). 

 

 

 

 
Figure 4 3D icons of land and sea use features 
 
Landscape and seascape could be future modified 
according to participant’s preferences. For example, 
wind turbines are normally located upon the hill, 
trees are usually distributed with reference to existing 
woodland areas, and buildings are mostly situated 
adjacent to existing settlements. In Figure 5 the 
infrastructure of an onshore wind farm can be seen.  
In addition to the wind turbines, the associated power 
lines for connection to the electricity grid are visible 
together with features in the vicinity of the 
development, such as field boundaries and trees.  For 
effective stakeholder engagement it is important to 
provide sufficient detail of features to enable 
participants to be able to relate to the site, and locate 
themselves with respect to a planned development.  
The level of detail (e.g. number of features, and the 
visual detail with which they are presented) is tested 
in a workshop with key stakeholders, so informing 
the design and implementation of the 3D model. 

[A] 

[B] 

[C] 
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Figure 6 shows a still from a model of the 
aquaculture feature, in which the animation version 
shows the water under different conditions of 
illumination, levels of variability in waves and the 
movement of salmon in the cages. Viewing can be 
from above or below the waterline. When tested with 
stakeholders (e.g. public, fisherman) at the World 
Marine Biodiversity Congress, Aberdeen, September 
2012, the interactive capabilities were very well 
received, as was the functionality and 
appropriateness of the levels of detail. 
 

 
Figure 5 3D drag and drop of icons showing 
proposed location of new features adjacent to 
Loch Linnhe. 
 

 
Figure 6 Planning the siting and support of 
aquaculture in Loch Linnhe 
 

3.5 Eliciting audience opinions 
A prototype of the virtual reality model was tested 
with a range of different audience types at events in 
Oban, on the west coast of Scotland, and Aberdeen 
on the east coast. The Virtual Landscape Theatre and 
Oculus Rift were used as the medium with invited 
groups or individual drawn from schools and youth 
groups, universities, natural heritage managers, 
planners, and the general public.   
The James Hutton Institute’s Virtual Landscape 
Theatre (VLT) is a mobile curved screen projection 
facility measuring 5.5 metres x 2.25 metres. The 
screen curvature of 160 degrees provides immersive 
viewing for up to 20 people. The VLT ‘frame’ is 
similar to that used in music concerts, consisting of 

aluminium trusses which are bolted together to form 
the walls and roof of the facility. A projection screen 
is attached to the rear curved wall to form the 
projection surface. Parallel processing of the 3D 
models is undertaken by a cluster of three high-end 
PCs, each consisting of dual quad core processors, 
RAID Hard Drives and Nvidia FX4800 Quadro 
graphics cards. The images from each PC is 
registered and seamlessly joined by 3D Perception 
UTM before being transmitted to three 3D Perception 
SX+ projectors. The projectors are mounted overhead 
and in-front of the screen (front projection). Software 
models are prepared in either in VRML or 
OpenFlight formats, and displayed by Octaga 
Panorama or Vega Prime applications respectively. 
The portability of the VLT allows it to be used in 
community venues across Scotland, thereby bringing 
planning and public participation to planners and the 
general public. The VLT facilitates visualisation of 
landscape changes such as woodlands, vegetation, 
farm management practices, wind farm 
developments, design and layout of parks, urban 
expansion and climate change; as well as marine 
planning such as offshore renewables and 
aquaculture. 
The Oculus rift is one of the low cost HMDs which 
allow a user to immerse into the virtual environment 
and look in any direction. It provides an effective 
resolution of 960 x 1080 pixels per eye with 100° 
nominal field of view. 

 
Figure 7 Virtual Landscape Theatre: stakeholder 
dialogue and opinion sharing 
 

 
Figure 8 Oculus rift: single user exploration of 
seascapes 
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Figure 7 and 8 show the use of visualisation tools for 
eliciting stakeholder opinions, explore scenarios and 
discussing options. Mobile virtual reality tools for 
groups (VLT) or individuals (Oculus Rift) are used 
for selected case study areas. 
Table 1 summarises an example of the factors used to 
assess ‘success’, and the issues identified by 
stakeholders as key elements to assess the state of 
progress of 3D visualisation tools for the purposes of 
their business needs.  
Factors for success Issues identified by participant 

Impact 1.Improve efficiency 
2.Higher quality decisions 
3.Improved communications 

Information delivery 1.Multiple modes of information (use of 
mixed media)  
2.Multiple methods of delivery 
(abstraction, perspectives, interactivity)  
3.Multiple interface capabilities 
(delivery platforms)  

Information quality 1.Accuracy  
2.Completeness  
3.Reliability  
4.Unbiased  
5.Understandable  
6.Relevance  

Functionality 1.Trend analysis (prediction)  
 2.Access to data  

Ease of use 1.Easy to use  
2.Fast response time (rendering speed)  

 
Table 1 Summary of factors for assessing 
suitability of VR tools for use by stakeholders. 
 
A regional model was used to introduce the events, 
providing a context for discussion of issues around 
the development of offshore windfarms.  The Loch 
Linnhe model was then used to elicit opinions on the 
issues associated with developing a windfarm in this 
area of the west coast of Scotland. A preset 
flythrough route was used to introduce the island, its 
geography, and the uses of the land and surrounding 
seas. This was followed by views of the different 
options for wind farms from specific view points, 
including at the coast, from specific properties. 
Audience opinions regarding the views were 
recorded using electronic handsets. 
 

4. Results 
 
The 3D model and simulation of visual impacts of 
hypothetical wind farm were used both at events on 
the west and east coast of Scotland. In total, six 
formal sessions (108 participants) were arranged for 
invited groups that consisted of land managers, 
natural heritage managers, planners, schools and 

youth groups, university students and the general 
public.  

The medium-scale wind farm was identified as 
having the strongest preference amongst audience 
groups (Table 2). 
 

Hypothetical 
wind farm 

Small-scale 
wind farm 

Medium-scale 
wind farm 

Large-scale 
wind farm 

Voting 
Results (108 
participants) 

30(27.8%) 58(53.7%) 20(18.5%) 

Table 2 Participant preference ratings for 
hypothetical wind farm in 3D virtual 
environment. 

Audience feedback suggested that the virtual 
environment was very effective in providing an 
impression of the different layouts and characteristics 
of the offshore wind farm, and enabled comparisons 
to be made of the differences in the visual impacts of 
the alternative heights of wind turbines (Figure 9). 
 

 
Figure 9 Audience discussion over the different 
options for windfarm offshore of Loch Linnhe 
Comparing the feedback on presentations in venues 
on the west and east coast of Scotland, with models 
of windfarms on each coast, the issues arising 
included the different impacts in the morning and 
evenings of developments on the east and west coast 
relating to lighting conditions and the patterns of 
people’s daily activities. In particular, differences 
were identified between visual impacts at sunrise and 
sunset in an east and west coast environment, and the 
effects of horizontal views (i.e. with sky backdrops) 
compared to those downwards towards the 
development (i.e. with sea backdrops).   
Findings from use of the prototype are being used to 
develop tests to consider the potential significance of 
sea state with respect to view characteristics, and the 
significance of different lighting conditions and 
turbine layouts on people’s landscape and seascape 
preferences [17]. 
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5. Discussion and Conclusions 
The nature of audience interaction with the models 
appears to have been appropriate to satisfy the aims 
of the participation. Based on voting results from 
feature recognition (e.g. lochs, islands, mountain, 
villages, woodlands) and hypothetical wind farm 
layouts, the virtual environment provided materials 
with levels of familiarity suitable for credible 
suggestions for consideration of existing and new 
features. Audience surveys suggest that the package 
(i.e. the evidence of recording views, relevant 
models, the facility and its interactivity) supported 
material participation, beyond that of information 
dissemination. The level of influence on final 
decisions remains to be assessed after completion of 
the process of plan development. 
Exploring and interpreting the offshore environment 
was reported by teachers, and professionals, as 
providing a better understanding of the potential 
impacts of a proposed windfarm. Some of the issues 
raised were identified as being of specific relevance 
to the school curriculum for follow-up discussions in 
class. Feedback from professionals in natural heritage 
management and planning reported the value of 
being able to see representations of different options 
in heights and siting of turbines, and from locations 
selected by members of the audience. 
Engaging with stakeholders and the public has 
enabled discussion, explanations and opinions to be 
exchanged, and feedback on renewable energy use, 
now and in the future. The results are being used to 
inform improvements in the design of tools for 
eliciting public responses to prospective changes in 
offshore wind farms interpretation, and 
demonstration of one aspect of an ecosystem 
approach to the planning of change at sea. 
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ABSTRACT 
Deaf people need the help of an interpreter in formal relations, such as visiting offices or medical institutions. 

We present a new framework for building systems for sign language interaction, which can provide basic 

automated customer service for the deaf. The framework covers all steps required to build such a system from 

scratch - the acquisition of scenario-specific corpora, extraction of features, training of models, recognition, user 

interface, integration and configuration of the final application. The usability of the framework has been 

evaluated by creating a proof-of-concept system for automated scheduling of doctor's appointments in sign 

language. The results indicate that the process of building a sign language interaction system with our framework 

is relatively quick and simple. Recognition efficiency was evaluated as well and proved to be sufficient for 

practical use. 

Keywords 
Sign Language Recognition, Kinect 2, HMM, Parallel HMM, HCI, Framework 

1. INTRODUCTION 
It is difficult for the deaf to function normally in 

society, as they communicate mainly by using sign 

language (SL), which most people do not know. 

Writing is not a viable solution, for several reasons. 

First of all, due to their different education levels, the 

deaf often do not know how to read and write. The 

grammar of a spoken and written language is 

considerably different from the grammar of sign 

language, therefore it is not easy for them to learn it. 

Moreover, even those who can read and write 

consider using sign language to be much faster and 

much more natural.   

This problem with communication has an impact not 

only on the informal relations between deaf people 

and healthy persons, but in formal cases as well. In 

particular, when going to places such as offices or 

medical institutions, the deaf must rely on an 

interpreter. Some institutions provide translation 

services, and in other cases they need their own 

interpreter. The translation services offered by 

institutions can take the form of a special 

appointment with an interpreter on site or a web-

conference with a remote interpreter. In either case, 

providing proper customer service for the deaf is 

time-consuming and expensive. 

In some cases there is yet another concern – deaf 

people may want to keep their issues private, without 

involving another person as an interpreter. 

Particularly in the case of medical institutions, even 

making an appointment with certain types of doctors 

may be uncomfortable for deaf patients.  

Automatic recognition and translation of sign 

language could significantly help in addressing the 

aforementioned issues. It would be less expensive 

than live interpreters, as well as easily and constantly 

available and comfortable for the deaf. The main 

concept of our framework is to provide various 

institutions with the means of creating a dedicated 

system, specific for their scenario, which would 

provide the deaf with at least basic customer self-

service without any help from a live interpreter. The 

idea is similar to Interactive Voice Response (IVR) 

systems used in call centers. The customers are 

serviced based on the recognition of user sign-

language gestures and pre-recorded or synthesized 

messages (prompts). Typical cases may be handled 

automatically and in non-typical ones it is possible to 

switch to a live interpreter. 

We present a framework which allows for a quick 

and easy creation of automated customer service 

systems in sign language. It covers all necessary 

elements, from recording scenario-specific corpora, 

through data processing, training of models for the 

recognition module, front-end user application and 

the configuration of the whole system.  

Permission to make digital or hard copies of all or part of 

this work for personal or classroom use is granted without 

fee provided that copies are not made or distributed for 

profit or commercial advantage and that copies bear this 

notice and the full citation on the first page. To copy 

otherwise, or republish, to post on servers or to 

redistribute to lists, requires prior specific permission 

and/or a fee. 
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Data acquisition and processing is based on depth-

image (Kinect 2) sensor, which provides the 

recognition of the user pose in the form of a fitted 

skeleton model. Sign language recognition is based 

on a Parallel Hidden Markov Model (PaHMM) 

classifier. The tools for the acquisition of structured 

corpora, training of models and the configuration of 

the final system are provided, together with a simple 

user  application. The framework can be easily 

modified by the substitution of any of the modules. 

Therefore it is flexible and adaptable not only to 

various usage scenarios, but to different data sources, 

processing and recognition methods as well. 

The evaluation of our framework was performed by 

creating a system which allows for automatic 

scheduling of doctor's appointments using sign 

language. We chose this particular area due to the 

results of a questionnaire among deaf people, in 

which they were asked to indicate situations where 

such a system would be most useful for them. We 

cover a simple scenario, consisting of a two step 

dialog – the selection of the doctor and the day of the 

appointment. Using our framework we recorded a 

database of 14 gestures for different doctors and 10 

gestures for selecting days in Polish Sign Language. 

With these data, we trained the models for 

recognition, configured the dialog flow-chart and 

finally obtained a working prototype of the system. 

Based on this use-case we evaluated the usability of 

the framework and the efficiency of the recognition 

process. The initial results and user feedback are 

encouraging. 

2. RELATED WORK 
Automatic sign language recognition is recently a 

much-investigated topic. State-of-the-art works differ 

mainly in terms of data modalities, processing and 

recognition methods. On the other hand, practical 

deployments and usage are rarely addressed as  

research objectives. 

Considering data modalities and processing, multiple 

approaches can be found in literature. Although some 

works depend solely on RGB data [ThPM14, 

YaSL10], the usage of depth sensors, such as the 

Kinect, proved to be greatly beneficial [DoDZ13, 

KaKh15]. Depth data allows for easy and efficient 

extraction of the person in the image, as well as body 

segmentation and tracking. Moreover, the Kinect 

provides skeleton data, which by itself is often 

reliable enough for efficient gesture recognition 

[ASSM16, ISTC14]. In our work, we employ Kinect 

2 skeleton data, using normalized positions and 

orientations of selected joints.  

Various machine-learning methods have been 

employed for the recognition process. The most 

popular approaches use Dynamic Time Warping 

[BaDr13, JaKh14, MQSA14] and Hidden Markov 

Models (HMM) [GFZC04, LiKK16, VeAC13]. Both 

were shown to provide high accuracy of recognition 

[RMPS15]. Other approaches include: Support 

Vector Machines [KoRa14], Neural Networks 

[AnKS15] and Random Forests [RAWD13]. We 

employ Parallel HMM, which we found to be 

superior to the traditional HMM method especially in 

terms of higher robustness to feature distortions and 

better classification confidence levels than in 

classical HMMs. Similar conclusions are reported in 

[ThPM14].  

One particular issue with sign language recognition is 

that there are different languages in each country, just 

as in the case of spoken languages. Usually each 

research team works with SL native to their country – 

there are works on American SL[DoLY15], Arabic 

SL[ASSM16], Chinese SL [WCZC15], Indonesian 

SL[RAWD13], etc. This makes the comparison of 

results difficult, as there is no international SL 

database. The situation is no different in our case – 

we conduct experiments with a custom database, 

recorded by us specifically for our scenario, using 

Figure 1: Framework architecture  
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Polish SL. So far Polish SL has been analyzed in 

[OsWy13]. It is also important to note, that we report 

results obtained using a practical system. 

As mentioned before, most papers focus on data 

processing or machine-learning methods, while little 

work has been done considering the practical usage 

of these methods. Contrary to that, our framework’s 

main focus is on making these methods available for 

real-life responsive applications. 

3. PROPOSED FRAMEWORK 

Overview 
Our framework aims at facilitating the creation of 

interaction systems where the general idea is to 

display questions to the user and recognize his 

answers, recorded by a dedicated sensor, such as 

Kinect 2. Currently, in order to improve the accuracy 

of the system, the user is actively prompted to answer 

with one word or phrase only. Therefore, the dialogs 

must be constructed accordingly, with a set of 

answers expected by the recognizer grammar related 

to the specific prompt. Nevertheless, even building 

such a relatively simple interaction system is 

challenging and our framework focuses on 

simplifying the development process. 

The architecture of our framework is presented in 

Figure 1. Core elements include the acquisition, 

processing and recognition modules. The acquisition 

module interfaces with the sensor and provides the 

data. The processing module extracts specific 

features from raw data. The recognition module 

classifies a given sample by using previously trained 

models. These core elements are used by the tools 

and the front-end application. 

The acquisition tool is a dedicated application which 

allows for a quick and easy recording of a specific 

database of gestures. The processing tool applies any 

feature extraction method chosen from the processing 

module to a given database and produces files with 

computed features. The model training tool generates 

models for specific sets of gestures, based on the 

feature files. The models are then used by the 

recognition module. The configuration tool provides 

a user-friendly graphical interface for defining 

dialogs and editing paths in the configuration file.  

The front-end application integrates the acquisition, 

processing and recognition modules and provides a 

simple user interface for  interaction with the system. 

It requires recorded messages which are to be 

displayed. Alternatively these messages can be 

synthesized by employing a virtual signing avatar, 

although this feature is still being developed. The 

settings of the front-end application (paths to models 

and recordings, dialog flow-chart, etc.) are defined in 

the configuration file. 

Two programming platforms are employed in the 

current implementation, namely MATLAB and 

.NET. The front-end application, acquisition, 

processing and configuration tools as well as all three 

core modules are implemented in .NET. The model 

training tool is implemented in MATLAB, as it 

allows for relatively quick verification of different 

approaches. Both the recognition module and the 

model training tool employ an external 

implementation of HMM, namely HTK1.  

The elements of the framework which are loosely 

coupled communicate by creating specific files. The 

acquisition tool produces avi files with RGB and 

depth data as well as MATLAB .mat files with 

skeleton data. The processing tool produces .mat files 

with the features. We employ .mat files for storing 

both the skeleton data and the features, since this 

format can be easily handled not only in MATLAB, 

but in .NET as well, due to a dedicated library. This 

also facilitates the potential substitution of the 

elements of the framework. The models are saved in 

an HTK-specific format and the configuration file 

uses the XML format. Communication between the 

tightly-coupled elements (core modules, front-end 

application) employs dedicated .NET classes. 

Acquisition and processing modules  

In current implementation of the acquisition module 

we employ the Microsoft Kinect 2 sensor. It provides 

multiple data streams, namely RGB images, depth 

images and skeleton data. The Kinect 2 skeleton 

model consists of 25 joints, which is an improvement 

compared to the first version of the Kinect, which 

provided only 20 joints. Additional joints include the 

spine between the shoulders, the tip of the left and 

right hand, and thumbs. The newly added tip and 

thumb joints are particularly interesting in the context 

of gesture recognition. For each joint x, y, z the 

coordinates in the camera frame-of-reference space 

are provided. Additionally, for all joints except for 

the tips and thumbs, orientations are given in the 

form of quaternions.   

 
Figure 2. Kinect 2 skeleton joints (sitting person). 

Left: all tracked joints. Right: joints selected for 

sign language recognition. 

We decided to use skeleton data, as it enables 

relatively accurate tracking of joint trajectories 

during signing. Moreover it is robust to illumination 

and background changes. We identified all joints 

from both hands and arms to be the most relevant for 

                                                           
1 http://htk.eng.cam.ac.uk/ 
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gesture classification. The selected joints include (for 

each hand): shoulder, elbow, wrist, hand, tip, and 

thumb (see Figure 2). We use x, y, z coordinates for 

all selected joints as well as all available orientations. 

In order to better adapt the system to various users, 

the positions of joints are normalized relative to the 

position of the head. Many gestures in sign language 

are performed in a specific position relative to the 

head, e.g. a dentist requires performing the gesture 

near the mouth. Therefore the head was chosen as a 

good reference point for the other joints. After 

normalization, the first and second derivatives of the 

joint positions are computed as additional 

information for the recognition module.  

Recognition module 

Hidden Markov Models are often used for gesture 

recognition, due to their high efficiency in temporal 

pattern recognition. The idea of HMM is to build a 

model of hidden states, based on known 

observations. Parallel HMM contains multiple 

channels, each with its own model. During the 

classification process, outputs from all channels are 

combined into a single result. There are multiple 

approaches to both grouping features into channels 

and combining the results.  

In our system we employ PaHMM with grouping 

based on the skeleton joints. The positions and 

orientations of each joint form separate joint-feature 

channels for the PaHMM (see Figure 3). This method 

of grouping features corresponds directly to the 

nature of the modeled phenomenon - various gestures 

engage various joints to a different extent. 

Particularly, some gestures differ in the positions of 

joints during movement, while other ones differ only 

in orientations.  

 

Figure 3: Parallel HMM channels 

We perform a weighted fusion of the modeling 

results from all channels by assigning fusion weights 

during training. The classification is then performed 

based on the weighted log-likelihood channel fusion. 

The weights are computed based on the accuracy of 

each separate channel. For the sake of comparison we 

also evaluate the database with a classical, single 

channel full joint-feature HMM.  

The key assumption in our framework is that each 

question (system prompt) has its own set of expected 

possible answers and therefore, for each question, we 

train a separate recognition model. This allows to 

achieve high recognition efficiency while providing a 

convenient interaction method for the users.  

Tools  
Our framework includes a number of tools, which are 

not directly used in the final front-end application, 

but are essential in adapting it to a given scenario 

during deployment phase.  

 

Figure 4: Acquisition tool 

A proper amount of data is crucial for the recognition 

and the database acquisition step can be optimized 

only by efficient recording procedures. For the 

purpose of effective data acquisition we have created 

dedicated software (see Figure 4), which allows to 

record data from Kinect 2. The operator needs only 

to press ‘start/stop’ button, therefore during the 

recording sessions only a few seconds are needed for 

each sample. The data is recorded in a format and 

structure compatible with the rest of the framework 

and can be directly sent to the processing tool. 

Although we currently employ skeleton data only, 

the software can record all Kinect 2 data streams. 

Moreover it allows for the acquisition of data from 

other devices, namely two PS3Eye cameras and an 

accelerometer glove and provides data stream 

synchronization mechanisms. These additional data 

may be used in different approaches or deployment 

scenarios. The software and its source code are freely 

available under the GPL license2.  

The processing tool allows to easily process an entire 

recorded database with a method selected from the 

processing module and to produce a properly 

structured database of feature files. The model 

training tool employs these features to generate 

Parallel HMM models, which can be directly used in 

the recognition module. The training process is 

parallelized in order to accelerate this step in case of 

multi-core CPUs. The algorithms in this tool can be 

modified in order to validate different learning and 

                                                           
2 https://github.com/fmal-pl/MultiSourceAcquisition 
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recognition approaches. Finally, the configuration 

tool allows to easily edit the XML configuration file, 

which defines the dialog, as well as paths to models 

and recordings, etc. It provides a convenient 

graphical tool for editing the conversation flow-chart 

(see Figure 5). 

 

Figure 5: Dialog definition flow-chart interface in 

the configuration tool 

Front-end 
The translation site is equipped with a display, a 

computer and the Kinect 2 sensor mounted below or 

above the display. The user stands or sits in front of 

the display and interacts with the system (see Figure 

6). The user interface of the front-end application has 

a single window, where recorded messages and video 

feed from the camera are displayed interchangeably. 

The application can also display subtitles, mostly for 

the sake of demonstrational purposes, for people with 

poor or no knowledge of sign language.  

 

Figure 6: Translation site 

The interaction consists of a series of steps. In each 

step, a message ending with a question is displayed 

and the user is prompted to respond by using sign 

language. During the response stage, the video feed 

from the Kinect RGB camera is displayed, so that the 

user can see how his answer is recorded. The time 

available for answering is set by default to 3 seconds, 

although in can be configured differently.  

The response is recorded, processed and classified. 

The system has a database of recorded messages with 

all available answers for each question. It displays a 

message corresponding to the recognized gesture as 

feedback to the user and then proceeds to the next 

question accordingly to the conversation flow-chart. 

The system may ask the user to repeat the gesture if 

the confidence of the recognition is below the 

expected threshold. It prevents false positives and 

increases system reliability significantly. In the case 

of multiple failed recognitions the system displays a 

message asking to switch to a live interpreter and 

ends the interaction. In case when answers to all 

questions are recognized an end message is displayed 

after the last question and the system is ready to send 

the gathered information.  

4. EVALUATION  

Proof-of-concept  

We evaluated our framework by using it to 

implement a proof-of-concept system for the 

automatic scheduling of doctor's appointments using 

sign language. The scenario assumed a simple, yet 

functional dialog, where the user is asked which 

doctor she or he would like to see and when.  

For this scenario we recorded a database of 24 

different gestures, signed by 7 persons, who were 

coached and supervised by a professional signer. The 

database consists of 14 gestures associated with 

various medical specializations (allergist, 

cardiologist, dentist, dermatologist, diabetologist, 

dietician, gastrologist, gynecologist, laryngologist, 

ophthalmologist, oncologist, psychologist, 

psychiatrist, and surgeon), and 10 gestures associated 

with selecting days (Monday, Tuesday, Wednesday, 

Thursday, Friday, Saturday, Sunday, today, 

tomorrow, and day after tomorrow). Figure 7 

presents the key frames from some of the recorded 

signs. Each gesture was repeated by each person 10 

times. The dataset will be available for academic 

community since October 2016 (please contact the 

authors for details). 

The two categories of gestures included in the 

database (doctors and days) were chosen not only 

because they fit the scenario, but also due to their 

distinct characteristics. In the case of doctors the 

gestures are considerably different from each other, 

often performed using two hands and with various 

kinds of hands movements (see Figure 7, top row). 

Gestures for days, on the other hand, are very similar. 

In some cases they differ only in the positioning of 

the fingers, while the movement of the hands remains 

the same (see  Figure 7, bottom row). This constitutes 

a much more difficult classification problem, in 

particular for the methods based on Kinect 2 skeleton 

data, which contain the positions of only two fingers 

(index and thumb) and even so, these data are often 
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not quite accurate. Therefore different recognition 

accuracy is to be expected for each category - an 

issue discussed in the recognition evaluation section.  

The recorded database was run through the 

processing tool in order to extract the features - the 

normalized positions and orientations of selected 

joints. In the next step, the model training tool was 

employed to prepare the models (separate for each 

category) for the recognition module. The dialog was 

defined in the graphical editor of the configuration 

tool and the video messages required for the dialog 

were recorded using a standard camera. Finally, the 

remaining part of the configuration was prepared 

(paths to models and recorded messages) and 

uploaded to the front-end application.  

 

Figure 7: Key frames of selected gestures from 

recorded evaluation database. Top row: allergist, 

dermatologist. Bottom row: Tuesday, Wednesday 

Usability 

In this section we evaluate the usability of the 

framework in context of the task of preparing a 

proof-of-concept system, by analyzing each step of 

the process. 

The time needed for a recording session with one 

person was approximately one hour, including 

teaching the person each gesture prior to signing it. 

Therefore, the acquisition of the entire database of 24 

gestures with 7 persons required approximately 7 

hours. More complex scenarios would naturally 

require more time to record all of the necessary 

gestures. Compared to our previous experiences with 

general purpose recording software, our dedicated 

acquisition tool significantly reduced the time needed 

for both recording and preparing the data for further 

processing. 

In order to extract the features, the processing tool 

required only to enter the path to the recorded 

database and the path to the main directory of the 

feature files. The extraction lasted only a few 

minutes, since the processing of skeleton data is not 

very time-consuming. The model training tool 

operated in a similar fashion – it required input and 

output paths and also a division of the dataset, since 

doctors and days were trained as separate models for 

separate questions in the dialog.  We used our default 

settings for the learning process, although depending 

on the approach, the configuration of the model 

training tool may require selecting the proper 

parameter values. The time needed for training both 

models was approximately 1 hour on a computer 

with a 4-core 3.8GHz processor.  

Recording the video messages for the dialog (with a 

standard camera) took a approximately 2 hours, 

mostly due to multiple repetitions required to achieve 

satisfactory quality of each video. The configuration 

of the dialog and the remaining settings of the front-

end application took about an hour. The front-end 

application, although simple, was positively rated by 

two professional signers, who found the system to be 

convenient and innovative. 

Summarizing, the framework allowed to quickly and 

easily create a functional system for basic customer-

service in sign language. In the case of the proof-of-

concept system it took only several hours to record 

the database and another few to setup the rest of the 

system. All steps were easy to perform and required 

little specific knowledge. Although complex 

scenarios would naturally require more work, we 

conclude that our framework greatly facilitates the 

creation of such systems. 

Recognition results 

Proper recognition efficiency is essential for the 

practical use of interaction systems build with our 

framework, which is why it was also analyzed. As 

mentioned before, we trained separate models for 

each question, therefore the evaluation of recognition 

was performed separately for both categories 

(doctors and days). For comparison, we used both 

HMM and PaHMM classifiers.  

We evaluated only the user-independent case, as this 

is relevant to our practical application. We used the 

leave-one-out cross-validation scheme - samples 

from each person were tested with a model trained on 

all the other persons. Since we have 7 persons in the 

database, there were 7 folds of the cross-validation. 

The presented results were averaged from all folds. 

We employed multiple performance measures in 

order to be able to better assess how our system 

would suit the given scenario. They are based on the 

following values: P (positive) – number of examples 

in the given class, N (negative) – number of 

examples in other classes, TP (true positive) – 

number of correctly classified positive examples, TN 
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- number of correctly classified negative examples,  

FP - number of negative examples classified 

incorrectly as positive examples, FN - number of 

positive examples classified incorrectly as  negative 

examples Employed performance measures include:  

         
     

   
 

(1) 

           
  

     
 

(2) 

        
  

     
 

(3) 

            
                

                
 

(4) 

We also use error equal rate (EER), which is the rate 

at which both the false acceptance and false rejection 

rates are equal. 

Results for the 'doctors' category are given in Table 1 

and for the 'days' category in Table 2. These include 

both HMM and PaHMM results. 

% Acc EER F1 Prec. Recall 

HMM 83.16 5.40 83.41 83.64 83.17 

PaHMM 91.22 4.08 91.22 91.22 91.23 

Table 1. Results for 'doctors' category  

 

% Acc EER F1 Prec. Recall 

HMM 67.00 14.95 66.95 66.90 67.00 

PaHMM 75.57 9.92 75.51 75.46 75.57 

Table 2. Results for 'days' category  

 

Several conclusions may be drawn from the results. 

First of all, there is a considerable discrepancy 

between the results for the 'doctors' and 'days' 

category. As indicated in the database description, 

'days' gestures were expected to be a more difficult 

case due to their similarity. As they differ mostly in 

the positioning of the fingers, there is a clear need to 

enhance the recognition process with features 

corresponding to hand shapes in order to properly 

handle this type of gestures. On the other hand, 

Kinect 2 skeleton data is sufficient to achieve 

satisfactory results for hand-shape-independent 

gestures. 

In both categories, the results for PaHMM are 

superior to  the classical HMM. The absolute 

difference in accuracy, precision, recall and F1 score 

is approximately 8%, which constitutes a significant 

improvement. Similar values of precision, recall and 

F1 score indicate that the recognition model is well 

balanced. Low EER is particularly important in case 

of practical applications. It indicates that the 

confidence threshold of the classifier may be set in 

such a way that almost all false positives are rejected, 

while at the same time almost all true positives are 

accepted. This corresponds directly to the usability of 

the final system. In the case of the 'doctors' category 

the EER is sufficiently low to put the model into a 

practical use. In the case of the 'days' category, as 

mentioned before, hand shape features need to be 

added to achieve comparable results. It is worth 

mentioning, that the results were obtained with 

relatively small database, and increasing number of 

subjects and samples is likely to improve recognition 

efficiency as well. 

5. CONCLUSIONS  
We presented a complete framework for building 

sign language interaction systems for providing basic 

customer service for the deaf. We evaluated the 

feasibility and usability of the framework by creating 

a simple system for making appointments with a 

doctor in sign language. We concluded that the 

framework enables easy and quick creation of sign 

language interaction self-service systems, while 

providing significant use case flexibility. It can be 

easily adapted to different scenarios and different 

recognition approaches. The recognition efficiency 

indicates that in the case of the 'doctors' gestures, 

which are not strictly dependent on hand shapes, the 

results are sufficient to put the model into a practical 

use. Low EER corresponds to the high usability and 

robustness of the final system. In the case of the 

'days' gestures, additional features are required in 

order to handle the different hand shapes better. In 

the future we intend to add hand shape descriptors 

extracted from depth images and also extend the 

framework with a virtual signing avatar, which 

would provide an alternative to the pre-recorded 

video messages.  
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ABSTRACT 
This article discusses mathematical foundations of local estimations of the Monte Carlo method. The basic 
algorithm of visualization of the 3D scenes based on local estimations, which are an analog of the famous algorithm 
Instant Radiosity, is considered. 
An algorithm for radiance object view-independent calculation based on local estimations of Monte Carlo method 
is shown 
Additionally, questions of representation of radiance object as spherical harmonics expansion in each 
computational point are analyzed. The assumption of possible direct calculation of radiance object coefficients of 
expansion in spherical harmonics by Monte Carlo method is brought in, and problems are identified. 

Keywords 
Radiosity, instant radiosity, global illumination, local estimations, Monte-Carlo, spherical harmonics, view-
independent global illumination. 

1. INTRODUCTION 
Lighting systems simulation and visualization of 3D 
scenes in computer graphics are based on well-known 
global lighting equation [Kajiya J. T. 1986]. 

 0
1ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ( , ) ( , ) ( , ) ( ; , ) ( , )L L L dʹ ʹ ʹ ʹ= + σ
π ∫r l r l r l r l l N l l , (1) 

where ˆ( , )L r l  is the radiance at the point r in the 
direction l̂ , ˆ ˆ( ; , )ʹσ r l l  is the bidirectional scattering 
distribution function (reflectance or transmittance), 
0L   is the radiance of the direct radiation straight near 

the sources, N̂  is the normal at the point r to the 
surface of the scene. 
The spatial angular distribution of radiance can be 
calculated on the global illumination ground. It will 
allow determining light qualitative characteristics 

(glare, discomfort), which will enable to calculate 
lighting systems for a specified quality of 
illumination. The spatial angular radiance distribution 
calculating algorithm is also the basis for the 
visualization of 3D scenes. Today, the radiosity is 
used for the lighting systems simulation. This 
algorithm is based on the finite element method of 
radiosity equation. [Goral et al. 1984] [Moon P. 1940]. 

 2
0( ) ( ) ( ) ( , ) ( , )M M M F dσ

π Σ

ʹ ʹ ʹ ʹ= + Θ∫r r r r r r r r , (2) 

where M(r) is the radiance at the surface point r, M0(r) 
is radiancy at the point r, received straight from the 
light source, ( , )ʹΘ r r  is the visibility function of an 
element 2d ʹr  from point r, 

4

ˆ ˆ( ( ),( )) ( ( ),( ))

( )
F

ʹ ʹ ʹ− −
=

ʹ−

N r r r N r r r

r r
 is the elementary 

form-factor, ˆ ( )N r  is a normal at the point r to the 
scene surface. 
Should be noted that the radiosity equation has two 
analytic solutions. First is a well-known photometric 
sphere. Second is the Sobolev problem: two parallel 
infinite diffuse planes and isotropic point source in 
between [Budak V., Zheltov V. 2014]. 

Permission to make digital or hard copies of all or part of 
this work for personal or classroom use is granted without 
fee provided that copies are not made or distributed for 
profit or commercial advantage and that copies bear this 
notice and the full citation on the first page. To copy 
otherwise, or republish, to post on servers or to redistribute 
to lists, requires prior specific permission and/or a fee. 
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Radiosity method on which the lighting systems 
modeling programs DIALux and Reluxe are based 
fails to take account of the reflection from non-diffuse 
surfaces. It markedly affects the determination 
accuracy of radiance spatial angular distribution. 
Recently an interesting algorithm of instant radiosity 
was introduced [Keller A. 1997], which is a kind of 
local estimation algorithms of Monte Carlo method 
[Kalos M. 1963]. However, the phenomenological 
approach used for derivation makes the algorithm 
difficult to use in the general case. We undertook the 
complete proof of strict local assessment algorithms 
based on the global illumination equation. 
In the article, we consider local and double local 
estimations of the Monte Carlo method for the global 
illumination equation. Algorithm based on the local 
estimations allows modeling the radiance of a scene 
surface point in a given direction. Also, basing on the 
local estimations, we proposed an algorithm of view-
independent determination of the radiance angular 
distribution on the scene surfaces. The algorithm has 
obvious advantages over the radiosity method for 
integrating diffusely directed reflection model. 

2. GLOBAL ILLUMINATION 
EQUATION 
From the integral equation for the solid angle, one can 
go to the well-known integral equation of Fredholm 
second kind on surfaces 

 2
0

( )

1ˆ ˆ ˆ ˆ ˆ( , ) ( , ) ( , ) ( ; , ) ( , )L L L F d r
Σ

ʹ ʹ ʹ ʹ ʹ= + σ
π ∫r l r l r l r l l r r , (3) 

where 4

ˆ ˆ( ( ), )( ( ), )
( , ) ( , )

( )
F

ʹ ʹ ʹ− −
ʹ ʹ= Θ

ʹ−

N r r r N r r r
r r r r

r r
, 

ˆ ʹ−
ʹ =

ʹ−

r rl
r r

. 

One can construct an algorithm based on (3) for its 
solution by Monte Carlo method. However, 
wandering along the surfaces Σ of the scene 
visualization is not a trivial task. Conventional scheme 
of wandering of the Monte Carlo method is 
constructed in space, which requires the integral to 
integration over the volume. 
Integral over the volume 

 23 ˆ ,d r dr dʹ ʹ ʹ ʹ= −r r l   

 2
2

ˆ( ( ), )
ˆ .

( )
d d r

ʹ ʹ−
ʹ ʹ=

ʹ−

N r r r
l

r r
  (4) 

For integration over dr′ we will use equivalent 
transformation with usage δ-function properties 

 2

( )

ˆ ˆ ˆ( , ) ( ; , ) ( , )L F d r
Σ

ʹ ʹ ʹ ʹ ʹσ ≡∫ r l r l l r r   

 2

0

( , )ˆ ˆ ˆ( , ) ( ; , )
ˆ ˆ( ( ), )
FL

∞ ʹ
ʹ ʹ ʹ ʹ≡ σ − ×

ʹ ʹ∫ ∫
r rr l r l l r r

N r l
  

 
2

02

ˆ ˆ( ( ), )
( )

d r
dr

ʹ ʹ ʹ
ʹ ʹ× δ ξ − −

ʹ−

N r l
r r

r r
,  (5) 

where ξ0 is a solution of the surface Σ equation 
Π(r)=0: 0

ˆ( ) 0ʹΠ − ξ =r l . 

The surface equation can be included directly in (5) 
because the ratios 

 0 0ʹξ − − =r r  and ˆ( ) 0ʹ ʹΠ − − =r r r l   (6) 

are equivalent. 
At that, it is important to consider the δ -function 
properties. 

 

0

0 0
1( ( )) ( ) , ( ) 0.
( )

b b

a a

x x

f x dx x x dx f x
df x
dx =

δ = δ − =∫ ∫   (7) 

Accordingly, we will get for global illumination 
equation 

 3
0

1ˆ ˆ ˆ ˆ ˆ( , ) ( , ) ( , ) ( ; , ) ( , )L L L G d rʹ ʹ ʹ ʹ ʹ= + σ
π ∫r l r l r l r l l r r   (8) 

where the new geometric factor 

 3

ˆ( ( ), )
( , ) ( , )

( )
G

ʹ−
ʹ ʹ= Θ ×

ʹ−

N r r r
r r r r

r r
  

 ( )
0

ˆ( ) ˆ( )d
d

ξ=−

ʹΠ − ξ
ʹ ʹ× δ Π − −

ξ
r r

r l r r r l ,  (9) 

where 0
0

0

ˆ ˆ( ) 0, −
ʹ ʹΠ − − = =

−

r rr r r l l
r r

. 

Should be noted that equation (8) is derived for the 
radiance of a point on the surface Σ. However, light 
qualitative characteristics (glare, discomfort) are 
indissolubly related to observer: the radiance should 
be determined by some point in space. Formally, for 
the 3D visualization the radiance on the camera in 
space is also determined. Let us consider the equation 
about an arbitrary point in space. 

The radiance angular distribution ˆ( , )LΣ r l  on a closed 
surface Σ is defined by the equation Π(r) = 0. It is 
required to determine the distribution of radiance in an 
arbitrary point r in volume V limited by the surface Σ. 
The volume is filled with a completely transparent 
medium. 
By the solution of the radiative transfer equation for a 
transparent medium, radiance along the ray does not 
change. Therefore, the radiance of the point r in the 
direction l̂  is equal to the surface at the point of 
intersection of the surface with a ray from a point r at 
the direction l̂ : 
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 ˆ ˆ ˆ( , ) ( , )L LΣ= − ξr l r l l ,  (10) 

where ξ – root of the equation 

 ˆ( ) 0Π −ξ =r l   (11) 

The last correlations can be made user-friendlier 
analytically when properties of δ-function are used: 

 01
( )

ˆ ˆ ˆ( , ) ( , ) ( ( ))
V

L C LΣ ʹ ʹ= δ Π − − ×∫r l r l r r r l  

 
3

0 2
ˆ ˆ( )

( )
d rʹ

×δ −
ʹ−

l l
r r

,  (12) 

where 
0

01

ˆ( )dС
d

ξ=−

Π − ξ
=

ξ
r r

r l  is related to the 

properties of the integral of δ-function with a 

composite argument, 0
ˆ ʹ−
=

ʹ−

r rl
r r

. 

Combining the above expression for scene surface 
radiance (8) and radiance for a point in space (12), we 
can write the final expression 

 0
ˆ ˆ( , ) ( , )L LΣ Σ= +r l r l  

 01 1 2 1 2
1 ˆ ˆ ˆ( , ) ( ; , ) ( , )C L GΣ ʹ ʹ+ σ ×
π ∫ r l r l l r r  

 3 3
2 1 2
ˆ( ( ))d rd r×δ Π − −r r r l  , (13) 

where point Σr  corresponds to the point of intersection 
of the camera sight line with surface Σ. 
Thus, the last equation describes the radiance in any 
point of space. 
 

3. LOCAL ESTIMATIONS 
Local estimates were formulated in atomic physics 
[Kalos M.H. 1963] and continued its development in 
the optics of the atmosphere and ocean when solving 
the radiation transport equation [Marchuk G.I. 1980]. 
Note that global illumination equation is an 
implication of the radiative transfer equation in a 
vacuum. Let’s consider local estimations for global 
illumination equation. 

Local Estimation 
The solution (8) can be shown as Neumann series 

 3
0 0 1 1 1 1 1

1ˆ ˆ ˆ ˆ ˆ( , ) ( , ) ( , ) ( ; , ) ( , )L L L G d r= + σ +
π ∫r l r l r l r l l r r   

 3
0 1 1 2 1 2 1 2 1 2

1 1 ˆ ˆ ˆ ˆ ˆ( , ) ( ; , ) ( , ) ( ; , )L G d r+ σ σ ×
π π∫ ∫ r l r l l r r r l l   

 3
2 1( , )G d r× +r r   (14) 

All terms of the series - definite integrals, which will 
be calculated by the Monte Carlo 

 0 1 1 1 1
0

1 1 1 1 2 1 1

ˆ ˆ ˆ1 1 ( , ) ( ; , ) ( , )ˆ ˆ( , ) ( , ) ˆ ˆ ˆ( , ) ( , , )

N
i i i

i i i i i

L GL L
N p p=

σ
= + +

π →
∑

r l r l l r rr l r l
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Combining the sums into one 

 
1

0 1 1 1 1
0

1 1 1 2 1 1

1 ˆ ˆ ˆ1 ( , ) ( ; , ) ( , )ˆ ˆ( , ) ( , ) ˆ ˆ ˆ( , ) ( , , )

N

i

i i i

i i i iN

L GL L
p p=

⎛ σ
= + ⎜⎜ π →⎝

∑
r l r l l r rr l r l
r l r l r l

  

 0 1 1 2 1 2 1 2
2

1 1 1 2 1 1 2 2

ˆ ˆ ˆ1 ( , ) ( ; , ) ( , )
ˆ ˆ ˆ( , ) ( , , )

i i i i i i i

i i i i i i

L G
p p

σ
+ ×
π →

r l r l l r r
r l r l r l

  

 2 2

2 2 2

ˆ ˆ( ; , ) ( , )
ˆ ˆ( , , )

i i

i i

G
p

⎞σ
× + ⎟⎟→ ⎠

r l l r r
r l r l

  (16) 

The last expression can be interpreted as a Markov 
chain wandering ray with the contribution by the 
kernel 

 
2

ˆ ˆ( ; , ) ( , )( )
( )
i i

i
i

Gk x x
p x x

σ
→ =

→

r l l r r . (17) 

Similar expressions were presented in [Budak et al. 
2015.] As a result of the construction of the Markov 
chain, we can evaluate the radiance at a given point in 
a given direction on the scene surface. Such estimation 
may be called local estimation of Monte Carlo. 
Similarly to the estimation, made for the transport 
equation in atmospheric optics [Marchuk G.I. 1980]. 
Thus, local estimation allows calculating surface 
radiance at a given scene point in a given direction. 
Let’s consider the algorithm for radiance calculation 
with the local estimates of Monte Carlo. Accept that 
we have some 3D scene. We fix points and the 
directions on the surface at which we want to 
determine the radiance. 

 
Figure 2: Algorithm scheme of radiance 

evaluation by local estimation 
Let us cast the ray from the source. The most efficient 
way to select a ray is an importance sampling, but any 
other known samples for Monte Carlo methods can be 
used. This ray will receive the weight corresponding 
to the radiance. Determine the point of intersection of 
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the ray with a scene element. Then we can evaluate the 
equation (8) kernel (17) for each of the test points and 
calculate directly reflected radiance in the test point 
taking into account its reflection coefficient in the test 
direction. Then, casting a new ray, considering 
reflectance coefficient. Its weight decreases. The 
process continues iteratively until the ray’s weight is 
below the threshold or until it leaves the scene. Then 
again we take a new ray from the source. When 
statistics is accumulated, averaged and normalized, we 
will get the radiance directly at predetermined points 
in a given direction. Also, should be noted that the 
algorithm can be implemented in "Russian roulette" 
principle. Method is outlined in Figure 2. 

Double Local Estimation 
Let’s take a look at the local estimation algorithm 
construction to determine the radiance of a given point 
in space. In equation (13) appears an additional δ-
function 2

ˆ( ( ))δ Π − −r r r l which depends on the 

direction l̂ . It makes direct modeling impossible. It is 
clearly seen in the graphic interpretation in Figure 3. 
Suppose we have a given point r in space and a 
direction l̂  in which we want to determine the 
radiance. We begin to build a Markov chain. As it seen 
in Figure 3, it is impossible to get from the chain point 
in test direction at the test point. To solve the problem 
we fix an additional node - the point on the surface - 
and do calculations through it. This approach is called 
a double local estimation [Marchuk GI 1980]. 

 
Figure 3: Geometric description of the 

impossibility of radiance modeling direct in the 
spatial point 

Figure 4: Scheme of scenes three-dimensional 
visualization construction 

The further algorithm will be no different from the 
local estimation. 

Figure 5: Scene rendering by one ray on one node of 
Markov chain 

On Figure 5 presented the rendering of the 3D scene 
on one node of the Markov chain. In fact, even on one 
node, we get all the images at once, taking into account 
multiple reflections. Certainly, it is not accurate. The 
figure shows an image of the scene Figure 6 
considering a second node of the Markov chain for the 
same ray. After drawing a large number of rays, we 
can get the final image shown in Figure 7. 
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Figure 6: Scene rendering by one ray on two nodes of 
Markov chain 

Figure 7: Scene rendering by 1000 rays on average five 
nodes of Markov chain  

Local Estimations and Instant Radiosity 
Local estimations of Monte Carlo were proposed for 
the first time in phenomenological approach in the 
work of [Keller A. 1997] and were called Instant 
Radiosity. 
Should be noted that the algorithm described in 
[Keller A. 1997] is different from the one proposed in 
this article and based on the local estimations. The 
author divides the process into two stages - forming 
the virtual light sources and a calculation of their 
contribution. From our point of view, the construction 
of Markov chains and calculation of its nodes 
contribution are closely interrelated. Should be noted 
that analysis of instant radiosity method in [Pharr M., 
Humphreys G. 2010] is based on a similar processes 
separation approach. 
In the approach wet put forth in our work, these 

processes are not divided. Because of that, we can see 
the whole image at any time. In other words, we can 
get a complete image at once even by one ray of 
Markov chain. 
The geometric factor kernel (17) of global 

illumination contains a well-known feature 3

1
( )ʹ−r r

 

that leads to local estimation infinite dispersion 
[Kollig. T., Keller A. 2004]. There are two algorithms 
for its elimination: with proposed equation kernel 
restriction and further solutions refinement by 
integration within this volume; or with integration by 
a small area around the observation point in which 
averaging of results will take place [Kalos MH 1963]. 
4. VIEW-INDEPENDENT LOCAL 
ESTIMATION 
Radiosity method is not widespread in computer 
graphics. Nevertheless, it found its application in 
lighting design systems. 
Currently, the radiosity method is used in two main 
software products for lighting systems design, DIAlux 
and Relux. The main advantage of the method is that 
it allows calculating of global illumination without 
camera position - a view-independent calculation. 
However, it uses a diffuse reflection model, which 
cannot describe real materials. Moreover, the 
calculated illumination distribution is not a 
characteristic perceived by the eye. 
Based on the described local estimations of Monte 
Carlo method, we can build a new algorithm for 
calculating global illumination without camera 
position and with any reflection model. 

Algorithm 
As in the case of radiosity, the calculations will be 
made on the mesh. This mesh can be both simple 
static, formed before the calculations, based on simple 
criteria, or dynamically generated directly during the 
computation. Should be noted that according to the 
circumstantial evidence we assume that DIAlux uses 
static mesh. At the same time, our mesh will differ 
significantly from one used in radiosity method. In the 
radiosity method, the radiance is averaged by the mesh 
element. In our case, we can directly calculate the 
radiance at a given point in a fixed direction and can 
perform calculations on the mesh nodes. 
For simplicity, we will use a static mesh. Suppose we 
have some initial scene. We divide it into smaller 
mesh nodes and define a uniform step zenith θ and 
azimuthal angle φ direction by the normally oriented 
hemisphere. These are directions at fixed points in 
which we calculate the radiance ˆ( , )L r l . 
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Figure 9: Definition of calculation points and directions 

of the view-independent calculation 
The further algorithm will be no different from the 
local estimation discussed earlier. After calculation 
using the local estimation, we will get the radiance 
values at the mesh nodes in the set of directions. 
To draw an analogy with radiosity method, further, 
when doing final image collection or analyzing 
illumination in lighting calculations, we will be 
interested in the radiance of arbitrary points on the 
surface. However, while the radiance value in 
radiosity method does not depend on the position of 
the viewpoint (camera), in our case the radiance will 
depend on it. 
To determine the radiance at any point of the element, 
we need first to find the radiance at the vertexes of a 
triangular mesh element in the direction of the 
observer. It can be done by approximating the radiance 
calculated in directions distributed over a hemisphere. 
Then we can calculate the radiance at a given point 
within the triangular element through barycentric 
coordinates. 
Obviously, the accuracy will directly depend on the 
size of scene partition element and the number of 
directions in which the radiance will be calculated. 
The problem of choosing the number of directions for 
calculations is beyond the scope of this study. 
However, our preliminary studies show that, for 
example, to the Phong model in real scenes, the higher 
the degree of the cosine, the greater the number of 
directions necessary to describe that. 
Figures 10 and 11 shows an example of view 
independent calculation of the Sobolev problem scene 
with rectangle downlight. The scene surfaces have 
Phong reflectance with the power of cosine equals 16. 

Figure 10: The Sobolev problem scene view-
independent rendering 

Figure 11: The Sobolev problem scene view-
independent rendering  

Using spherical harmonics approximation 
As described above, when analyzing the obtained 
results we have a problem of radiance approximating 
at a point in the direction. We suggest a well-known 
expansion by spherical functions for this. To do so, we 
can expand the radiance at each point by spherical 
harmonics 

 
0

ˆ ˆ( , ) ( )Y ( )
N n

m m
n n

n m n
L C

= = −

= =∑∑r l r l   

 ( )
0 0

ˆ ˆ( )cos ( )sin P ( )
N n

m m m
n n n

n m
A B

= =

= ϕ+ ϕ ⋅∑∑ r r l z ,  (18) 

where 

 ˆ ˆ ˆ( ) Y ( ) ( , )m m
n nC L d= ∫r l r l l . (19) 

As a result, for each vertex of the mesh after the 
calculation, we will store expansion coefficients 
( )m

nA r  and ( )m
nB r instead of radiance by the set of 

generated directions ˆ( , )L r l . Therefore, we can also 
determine the radiance in the desired direction l̂ based 
on these coefficients. According to our preliminary 
study, this can significantly reduce the amount of 
stored information. 
Also, should be noted that for the greater efficiency of 
the algorithm of directions at the zenith angle θ in the 
formation of directions mesh at the point it is better to 
choose in zeros of the Legendre polynomials. It will 
further on when determining expansion coefficients 
by integrating allow using the Gaussian quadrature, 
which gives the exact value by integration. 
An important fact is that the loss of "energy" does not 
depend on spherical harmonics series terms number. 
Each next following term clarifies the solution.  
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Radiance object expansion by spherical harmonics 
also essential from the lighting technology science 
perspective, because we can see that some members of 
the series have a rigorous physical interpretation, for 
example, the coefficient 0

0 ( )A r  will be the same as 
scalar irradiance - the radiance integral over the solid 
angle since 0

0 ( , ) 1Y θ ϕ = . Coefficient 0
1 ( )A r  - as light 

vector module because 0
1 ( , ) cosY θ ϕ = θ . 

Way to increase Spherical Harmonics 
Transformation (SHT) algorithm 
performance 
Reducing the amount of information stored in the 
brightness distribution at the points of the scene is can 
be achieved by introduction of an additional algorithm 
(SHT), which certainly makes a negative contribution 
to the performance of the whole algorithm. Taking 
into account the actual for today resolutions, it 
becomes obvious that the cyclical structure of SHT 
procedure imposes the requirement for the high 
performance of this algorithm. 
It is clear from the definition that integration by 
volume is required to expand a function in a series of 
spherical harmonics. However, one may notice that 
the integral over the azimuthal angle φ (the sum over 
n in (19)) is the Fourier series. It is known that there is 
an effective numerical method, called the Fast Fourier 
Transform (FFT) for the Fourier transform procedure. 
Thus, from the algorithmic point of view, the double 
integral is reduced to the single on ϑ, and inner integral 
can be calculated using the FFT [Martin J. 
Mohlenkamp 1999]. 
One property of associated Legendre polynomials 
(cos )m

nY ϕ  is that it is either even or odd across φ=π/2 
as n-m is even or odd. The use of equalities also 
reduces computation time by a factor of two [Martin 
J. Mohlenkamp 1999]. 
Other important factors affecting performance are the 
calculation of (cos )m

nY ϕ and the step of sampling, 
which will affect the speed of calculation of the 
integral. Taking into account specific of our task 
iterative calculation of the associated Legendre 
polynomials seems expensive. However, we guess 
that any radiance object should fit well into the only 
single matrix of angles sampling, which enables us to 
calculate polynomials in advance. We guess that 
sampling rate 2n should be sufficient.  

Spherical Harmonics Local Estimation 
One of the problems of radiosity method is a rather 
large consumption of memory for storing the 
information on the mesh. In our method of View-
Independent local estimation, this amount also 
increases by some directions for each node. As 
described above when using radiance decomposition 

by spherical harmonics we can reduce the amount of 
stored information. Thus, if we look for a solution 
directly in the spherical functions, we can immediately 
calculate the expansion coefficients for the given 
points. In this case, the expression (20) can be directly 
estimated by Monte-Carlo method already on one 
node, and then (15) can be written as 
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Thus, in the spherical harmonics local estimation 
algorithm we do not fix the directions at the vertexes 
of the mesh, but on each node of the Markov chain, we 
determine a random direction of reflection for each 
vertex and calculate the expansion coefficients with 
one radiance value. The statistics are collected directly 
in the expansion coefficients ( )m

nA r  and ( )m
nB r . 

5. CONCLUSION AND FUTURE 
WORK 
Local estimation of the Monte Carlo method allows 
calculating the radiance of a given point on the surface 
or in space in a particular direction. Obtained 
expressions show us the connection between Instant 
Radiosity method and local estimation, harmonically 
complementing the already known method. 
Local estimations allow obtaining the spatially 
angular distribution of radiance, and view-
independent simulation algorithm of allocation allows 
to get to a new level of illumination quality analysis. 
Avoiding reflections diffuse model used in lighting 
simulation nowadays is a necessary stage in the 
transition from designing of lighting systems with 
defined quantitative characteristics to the simulation 
of lighting systems with specified quality 
characteristics. 
The work still has numerous unsolved issues. In the 
future, our attention will be paid to: 

• distinctive features in the core of the global 
illumination equation; 

• finding a solution directly in spherical 
functions decomposition coefficients; 

performance issues and as the ultimate goal - the 
quality of lighting. 
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ABSTRACT
Due to the proliferation of mobile devices and cloud computing, remote simulation and visualization have become
increasingly important. In order to reduce bandwidth and (de)serialization costs, and to improve mobile battery
life, we examine the performance and bandwidth benefits of using an optimizing query compiler for remote post-
processing of interactive and in-situ simulations. We conduct a detailed analysis of streaming performance for
interactive simulations. By evaluating pre-compiled expressions and only sending one calculated field instead
of the raw simulation results, we reduce the amount of data transmitted over the network by up to 2/3 for our
test cases. A CPU and a GPU version of the query compiler are implemented and evaluated. The latter is used
to additionally reduce PCIe bus bandwidth costs and provides an improvement of over 70% relative to the CPU
implementation when using a GPU-based simulation back-end.

Keywords
Scientific Visualization, Network graphics, Mobile Computing, Compilers, LLVM, JIT

1 INTRODUCTION

In modern computer-aided engineering (CAE), com-
pute-intensive simulations are more and more often run
on remote cloud or high-performance computing (HPC)
infrastructures. To avoid downloading large simulation
results to a local client machine, solutions for remote vi-
sualization and remote post-processing are needed. Al-
though the option of using a standard visualization tool
via a video streaming system such as Virtual Network
Computing (VNC) [Ric+98] is attractive, it is desirable
to keep latencies to a minimum to increase usability
[TAS06]. By transferring (partial) floating point simula-
tion data instead, operations such as probing or changes
in color mapping can be performed locally with min-
imal latency. Similarly, by transferring geometry or
point data in 3D, smooth camera interaction becomes
possible [Alt+16].

In particular, we aim to answer the following questions:

1. Can compiler technologies be used to decrease vi-
sualization latencies in a remote scientific visualiza-
tion system?

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

Figure 1: Network, bus and memory bandwidths rel-
evant to streaming a GPU-based simulation. The two
most limiting factors are the network bandwidth and the
PCIe bus bandwidth.

2. Can GPU-based simulations running at interactive
rates profit from GPU-based query compilation?

When individual result fields of a simulation are visu-
alized, data can simply be streamed from the server
running the simulation. When viewing derived values
that depend on multiple fields such as the total energy
density v2

2 + gz+ p
ρ

in an Eulerian computational fluid
dynamics (CFD) simulation, a different solution is re-
quired, as transferring all data would be prohibitive, es-
pecially when considering comparatively slow mobile
connections (see Fig. 1) and mobile power consump-
tion.

A simulation service could provide a fixed set of de-
rived values. However, the derived values a user wants
to visualize often depend not only on the physics do-
main, but also on the application domain. Therefore,
compiling such a fixed set requires domain knowledge
and is very likely to be incomplete and insufficient for
the user to perform his or her work. For stationary sim-
ulations, a server-side interpreter for user queries is en-
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tirely sufficient, as each query only has to be processed
once. For interactive simulations, i.e., time-dependent
simulations running at several frames per second, or the
in-situ visualization of a long-running solver, however,
this approach becomes costly due to the repeated inter-
pretation overhead.

To avoid these costs, we examine the performance
and bandwidth benefits of using optimizing compiler
technologies for remote, in-situ post-processing and
visualization of simulations running at interactive rates.
The implemented query compiler has a native CPU
back-end (x86 and x86-64) as well as a GPU back-end
(NVIDIA PTX). The latter is used to extend the
bandwidth savings to the PCIe (Peripheral Component
Interconnect Express) bus in addition to the network
interface, further improving performance when using
GPU-based simulation algorithms. Our approach is
easily extended to all platforms supported by LLVM
[LA04].

2 RELATED WORK
This section describes existing methods that are related
to our approach and briefly shows their benefits and
drawbacks.

2.1 Compiler Technologies for Visualiza-
tion

Previous applications of compilers and domain-specific
languages (DSLs) to scientific visualization mostly
center on volume visualization and rendering itself
[Chi+12; Cho+14; Rau+14]. These systems therefore
represent the entire visualization pipeline. In the
streaming architecture presented in this paper, data is
transformed on the server and rendered on the client.
Therefore, the aforementioned systems are not directly
applicable. This split corresponds to the two stages
“Data Management” and “Picture Synthesis” in the sys-
tem architecture used by [Duk+09]. However, they use
an embedded DSL (eDSL) based on Haskell [Pey03].
As client code must be considered untrusted by the
server, a general-purpose language and any eDSL
based on such a language pose a great security risk.
In the area of visual analytics, MapD Technologies
[Map16] have recently used LLVM/NVVM [NVI16]
and GPU computing with great success [MŞ15]. In
contrast, we aim to bring the advantages of using com-
piler technologies to the field of scientific visualization,
with a focus on interactively changing datasets from
either in-situ or interactive simulations.

2.2 Compression
Another approach to reduce bandwidth requirements is
to apply floating-point data compression. For struc-
tured data, lossy methods such as the one presented in
[Lin14] achieve good results. Structured data occurs in

a significant subset of simulation domains and such a
method would be widely applicable. However, lossy
compression before calculation of desired derived val-
ues can lead to larger errors in the compounded result.
For general data, a method such as the one presented in
[OB11] could be used. Their method is a lossless com-
pression method and implemented on the GPU, mak-
ing it applicable to reducing network as well as PCIe
bus bandwidths and to arbitrary simulation domains.
As compression is orthogonal to the method presented
in this paper, any suitable compression algorithm can
be chosen and combined with our approach. However,
all compression methods incur an additional computa-
tion cost. A good overview of existing compression
techniques for floating-point data is given in [RKB06],
showing compression ratios as well as compression and
decompression times.

2.3 Application Sharing
Although we present a method to reduce the amount
of data transferred when the client performs part of the
necessary calculations to reduce perceived latency, it is
worth mentioning that transmitting the content of single
applications or the entire desktop as an image or video
stream is still a common way to visualize server appli-
cations on (thin) client machines across a local network
or the Internet. Microsoft’s Remote Desktop Proto-
col (RDP) [Mic16] or the platform-independent Virtual
Network Computing (VNC) [Ric+98] are two popular
implementations of this concept. Good results have also
been achieved in the area of video streaming for games
[Che+11]. However, mobile networks, especially 3G
networks, can add several hundreds of milliseconds of
latency [Gri13].

As shown in this section, many approaches for remote
visualization exist in the context of scientific visualiza-
tion and visual analytics. However, the potential of
compiler technology in the field of remote visualiza-
tion of interactive simulations has not been discussed
yet. Especially in modern high performance comput-
ing (HPC) or cloud environments, these techniques can
greatly improve usability by optimizing data transmis-
sion and increasing update rates on the clients, while
minimizing server overhead and latency. Existing com-
pression algorithms can be applied independently to de-
crease the required bandwidth even further. However,
the resulting increase in encoding and decoding time
has to be kept in mind.

3 CONCEPT AND IMPLEMENTATION
In this section, we present our prototype visualization
system, which consists of:

1. an interactive simulation back-end running on the
server
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2. a visualization front-end running on the client

3. an application-specific streaming protocol

4. the query expression compiler

Using the streaming protocol, simulation data is trans-
mitted at interactive rates from the server to the client.
By transmitting data instead of images, many interac-
tions, for example color map changes, become possi-
ble on the client without incurring network round trip
and transmission latency. When the user wants to vi-
sualize values that are not a direct output of the simu-
lation back-end, the query expression compiler is used
to efficiently transform data on the server, reducing net-
work bandwidth requirements. The prototype is based
on a CFD simulation back-end, however, the method
is directly applicable to other physical domains such as
computational solid mechanics (CSM), computational
aero-acoustics or computational electrodynamics. For
easy reuse with other simulation back-ends, the query
compiler is designed as a shared library with a simple
interface.

In the following, we briefly outline the simulation back-
end as well as the visualization front-end and detail the
streaming protocol as well as the query compiler.

3.1 Simulation Back-End
Our query-based streaming prototype is based on an in-
teractive, Eulerian 2D/3D-CFD code for staggered reg-
ular grids using a multigrid solver based on the one pre-
sented in [Web+15]. All computational kernels are im-
plemented in CUDA [Nic+08]. Therefore, GPU-CPU
transfers are only required for data that is sent to the
client.

3.2 Visualization Front-End
Two streaming clients have been implemented:

1. A graphical client running on a desktop machine
shown in Figure 2.

2. An HTML5+JavaScript client for streaming perfor-
mance measurements shown in Figure 3.

The former allows user interaction such as selecting the
results to show, or entering an expression combining
multiple result fields. Furthermore, the color mapping
can be interactively modified by manipulating the color
ramp widget with the mouse. The latter was developed
to determine feasibility of a web client by evaluating
streaming performance including deserialization. Both
can be used to stream regular 2D and 3D grids. How-
ever, visualization is limited to 2D slices in the proto-
type.

Figure 2: The graphical streaming client. The user can
choose which result field to view or enter an expression
combining multiple fields. Color mapping can be mod-
ified interactively by clicking and dragging the color
ramp widget.

Figure 3: The web-based streaming client can be run in
a web browser on desktop computers or mobile devices
without installing additional software and provides a
simple user interface including 2D visualization and ba-
sic logging functionality.

3.3 Streaming Protocol
The streaming protocol is based on Protocol Buffers
(ProtoBuf) [Goo08] for serialization and deserializa-
tion. ProtoBuf is a platform-independent open source
framework that generates serialization and deserializa-
tion code from a declarative message description, which
greatly simplifies modifications to the protocol. Imple-
mentations of ProtoBuf are available for a large number
of programming languages, including C++ (as used by
our server) and JavaScript. To minimize overhead, the
fields of physical values are marked as packed repeated
fields, as shown in Listing 1. This prevents ProtoBuf
from inserting type tags between each value and ensures
that values are transmitted contiguously. The generated
messages are transmitted using the WebSocket proto-
col.

Although WebSockets are based on TCP and have a
greater overhead than using UDP, they have several ad-
vantages. First, WebSockets ensure that message order
is preserved and that all messages are received unless
the connection is lost entirely, simplifying client and
server implementation. Second, an increasing number
of mobile applications are provided as HTML5 web ap-
plications and WebSockets are supported by all current
browsers, while TCP and UDP are not accessible from
JavaScript. This ensures portability of our streaming
solution to HTML5+JavaScript.
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Listing 1: Main streaming message definition (Proto-
Buf [Goo08]), showing the use of a packed repeated
field for physical values to reduce overhead.

message PostGridFields
{

required Header header = 1;

required int32 gridSizeX = 2;
required int32 gridSizeY = 3;

repeated int32 posted_fields = 4 [packed=true];
repeated float values = 5 [packed=true];

optional Statistics statistics = 6;
optional int32 gridSizeZ = 7;

}

While streaming, the client sends frame request mes-
sages whenever a simulation time step (frame) is re-
ceived, causing the server to send the most current time
step that has been computed since sending the previous
one. This ensures that no more messages are sent than
can be transferred, which would lead to buffer overruns.
To prevent bandwidth from being wasted due to the la-
tency of requesting a new frame only after the previous
one has been received, two frames are requested when
a new connection is established, which corresponds to
double buffering. A larger number of frames could be
pre-requested as well (triple buffering or more) to over-
come larger transient bandwidth changes. A full evalua-
tion over varying buffer sizes was not performed within
the scope of this paper. Using the double buffering ap-
proach as described leads to an improvement in band-
width exploitation of up to 50% compared to the naïve
implementation.

Which fields are streamed to the client is determined
by a query. The streaming prototype currently supports
two query types:

1. Any number of result fields, e.g., VelocityX and Ve-
locityY.

2. A query expression combining multiple fields into
one.

The former is used when individual results are viewed
by the user, and when post-processing is performed on
the client for evaluation. The latter is forwarded to our
query compiler or an interpreter that was implemented
for comparison. A query expression consists of iden-
tifiers for the respective available results fields, opera-
tors or functions combining them, and parentheses for
controlling operator order. The identifiers are specific
to the simulation back-end and characteristic of the re-
spective physical domain, e.g., VelocityX, VelocityY
or Pressure for fluid simulations, or DisplacementX,

StressXX or StressXY for structural mechanics simula-
tions. These identifiers can be used to evaluate com-
binations of multiple fields such as (VelocityX^2 +
VelocityY^2) / 2 + Pressure, which corresponds to
|~v|2
2 + p, the sum of kinetic and static energy densities

of a fluid with density ρ = 1.

3.4 Query Compiler
The query compiler prototype consists of an expression
parser and an LLVM-based, optimizing back-end. Ad-
ditionally, an interpreter has been implemented. The
compiler is packaged as a shared library, for easy reuse
on both client and server.

For many optimizations, especially vectorization, the
optimizer must have knowledge if pointers to data:

1. ... may alias or not. Aliasing occurs if the same ad-
dress in memory is reachable via different pointers.
Aliasing prevents vectorization, as it can introduce
additional dependencies between loop iterations if a
pointer to data that is being read from can alias a
pointer to data that is written to.

2. ... are aligned or not. Aligned data is allocated with
at an adress that is a multiple of a specific power
of two. This information is relevant as many vector
instruction sets require loads and stores to be aligned
to achieve maximum throughput.

3. ... are captured or not. A captured pointer is stored
somewhere and may later on be accessed via a dif-
ferent call. This is mostly relevant to callers of a
specific function to know if a piece of data remains
accessible.

4. ... point to data that is read, written or both. This
information is mostly relevant to callers who may
want to reorder function calls.

Such information can be passed to LLVM via the use
of function and parameter attributes. To maximize the
number of optimization opportunities, the CPU back-
end generates LLVM intermediate representation code
(LLVM-IR) annotated with the appropriate parameter
and function attributes according to the LLVM Per-
formance Tips for Frontend Authors1 (see Listing 2).
Specifically, annotating input pointers with the read-
only and nocapture attributes and the output pointer
with noalias. However, nocapture and readonly can
be inferred by the compiler and did not affect optimiza-
tion. In previous LLVM versions, the use of noalias
was necessary to ensure that vectorizing optimizations
are not blocked by alias analysis. In the current LLVM

1 http://llvm.org/docs/Frontend/PerformanceTips.html
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top-of-tree as of March 2016 vectorized code is gen-
erated independent of the presence of the noalias at-
tribute. To do so, LLVM adds runtime aliasing checks
and a non-vectorized version of the code. However, this
increase in code size and the additional check showed
no measurable effect on time measurements in our use
case. Additionally, alignment annotations (align n)
can be used so that aligned moves are emitted instead
of unaligned moves. Evaluations in a separate test en-
vironment with a result field of 40962 values did not
result in any change in performance on either an Intel
Xeon E5-2650 v2 CPU or an Intel Core i7-3770 CPU.
In light of this result and as using alignment in the com-
plete process would have required changes to the simu-
lator’s allocation strategy, alignment attributes were not
used in the final evaluation.

For the GPU back-end, the LLVM NVPTX target
was chosen. Alternatively, NVIDIA’s proprietary
NVVM-IR or OpenCL’s SPIR could have been used,
as both are based on LLVM-IR as well. NVVM-IR
is used with libnvvm [NVI16], NVIDIA’s compiler
library. libnvvm supports additional proprietary opti-
mizations, which can lead to improved performance.
SPIR can be used with OpenCL to support both AMD
and NVIDIA GPUs. However, both NVVM-IR and
SPIR are based on older LLVM versions. Therefore,
using either would mean using two different versions
of LLVM for CPU and GPU code, or not having the
full range of CPU optimizations, such as vectorization
in the presence of potential aliasing, and instruction
sets supported in current versions available. In the
future, the addition of SPIR-V [Kes15], the binary
intermediate representation introduced with Vulkan
and OpenCL 2.1, as an additional target for LLVM
[Yax15] will make targeting all platforms that support
OpenCL significantly simpler.

LLVM’s optimization pipeline consists of a set of
passes which take LLVM-IR as input and produce
transformed LLVM-IR as output, as well as a number
of analysis passes. One such pass is the instruction
combining pass, which replaces complex instruction
sequences by simpler instructions if possible. Among
these are transformations that convert calls of math
library functions such as powf to calls of faster func-
tions such as sqrtf for powf(x, 0.5) or individual
floating point instructions for powf(x, 2). However,
these functions are identified by name and NVIDIA
libdevice math library prefixes all names with __nv.
To make full use of the instruction combining pass for
GPU code as well, we generate code using unprefixed
calls and run a subset of optimizations (primarily
inlining and instruction combining) before retargeting
call instructions to the prefixed versions and linking
libdevice. After linking, the full set of optimization
passes is run.

Listing 2: LLVM IR generated by the query compiler
before optimization for an expression equivalent to a
saxpy-operation.

; Function Attrs: alwaysinline nounwind readnone
define private float @kernel(float, float, float)

#0 {
entry:
%3 = fmul float %0, %1
%4 = fadd float %3, %2
ret float %4

}

; Function Attrs: nounwind
define void @map(i64, float* noalias nocapture,

float, float* nocapture readonly, float*
nocapture readonly) #1 {

entry:
%5 = icmp ult i64 0, %0
br i1 %5, label %body, label %exit

body: ; preds = %body, %
entry

%6 = phi i64 [ 0, %entry ], [ %13, %body ]
%7 = getelementptr inbounds float, float* %3, i64

%6
%8 = load float, float* %7
%9 = getelementptr inbounds float, float* %4, i64

%6
%10 = load float, float* %9
%11 = call float @kernel(float %2, float %8,

float %10)
%12 = getelementptr inbounds float, float* %1,

i64 %6
store float %11, float* %12
%13 = add nuw i64 %6, 1
%14 = icmp ult i64 %13, %0
br i1 %14, label %body, label %exit

exit: ; preds = %body, %
entry

ret void
}

attributes #0 = { alwaysinline nounwind readnone }
attributes #1 = { nounwind }

Unlike a general purpose, Turing complete program-
ming language, the simple nature of our query expres-
sions ensures that security is easy to maintain. A gen-
eral purpose language would require sandboxing to dis-
allow certain operations, and ensure that illegal code
does not crash the entire system. Additionally, time-
outs would be necessary to prevent infinite loops and/or
deadlocks from affecting the server. Expressions with
no explicit looping constructs and access only to math-
ematical functions are inherently secure. The only nec-
essary limit is the length of the expression, as an arbi-
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trarily long expression can result in an arbitrarily large
amount of work.

4 RESULTS
In this section, we analyze the performance of our
streaming protocol and our query compiler.

4.1 Hardware Setup
For the evaluation, the simulation server was set up on
a dual Intel Xeon E5-2650v2 server (two octa-core pro-
cessors running at 2.66 GHz) with two NVIDIA GRID
K2 graphics cards (4 GPUs total) and 64 GiB RAM
running Ubuntu Linux 13.10. The graphical client was
installed on an Intel Core i7-2600 (quad-core proces-
sor running at 3.4 GHz) desktop workstation with an
NVIDIA Geforce GTX 580 GPU and 16 GiB RAM
running Windows 7. For the HTML5 client, tests were
additionally performed on a OnePlus One smartphone
with a Qualcomm Snapdragon 801 CPU (quad-core
processor running at up to 2.5 GHz) and 3 GiB RAM
running Cyanogen OS 12.1 (based on Android 5.11).
To cover both major mobile platforms, tests were also
performed on an Apple iPhone 6S with an Apple A9
CPU (dual-core processor running at up to 1.85 GHz)
and 2 GiB RAM running iOS 9.2.

4.2 Network Performance and Bandwidth
Limitations

Figures 4 and 5 show the system’s performance in terms
of data throughput and frames per second when trans-
mitting one, two or three fields with different network
bandwidths. In this particular example, these fields
were Pressure, VelocityX and VelocityY with a size
of 10242 floating point values each. Bandwidth limit-
ing was realized on the server side using Linux Traffic
Control tc. Only outgoing bandwidth is limited, but the
messages sent by the client are only tens of bytes in size
and should therefore not affect the results.

Increasing the available network bandwidth also
increases the client’s data throughput as well as the
achievable frames per seconds, as more data can be
transmitted across the network. At the same time,
the server’s throughput and frame rate drop slightly,
because more time is spent serializing messages
instead of calculating new results. This decrease could
be compensated by implementing double buffering
and performing simulation and serialization asyn-
chronously. However, this would lead to increased
memory requirements. In all cases, the server’s
performance is a natural upper limit for the client that
cannot be exceeded. When transmitting more than one
field, this limit only becomes relevant for client-server
configurations in a LAN setup with more than 1 Gbit/s.
For a single field, 500 Mbit/s are sufficient to reach full
performance. The fixed bandwidth limit itself is never

Time [ms]
Number of Fields 1 2 3
Serialization 8.81 18.9 30.0
Native (Desktop) 7.89 14.5 20.2
Chrome (Desktop) 86.5 174 254
Firefox (Desktop) 115 221 380
Chrome (Android) 435 841 1202
Safari (iOS) 233 346 516

Table 1: Serialization and deserialization times for var-
ious platforms for a varying number of fields. Even on
desktop machines, deserializing a single 10242 field in
JavaScript takes approximately 0.1 seconds.

reached, as the limit is applied at the TCP level and the
effective bandwidth only includes floating point data
and neither other data nor WebSocket and ProtoBuf
encoding overheads.

4.3 Serialization and Deserialization
Costs

Another criterion for good performance and smooth vi-
sualization is the time required to serialize the results
produced on the server and to deserialize the incom-
ing messages on the client. Table 1 shows the serial-
ization and deserialization costs for one, two and three
fields with a size of 10242 floating point values per
field (as in Section 4.2). Each measurement represents
an average over 500 simulation steps. Note, that new
frames are only transmitted to the client if the process-
ing of the previous frame is finished. For the client,
we also tested different scenarios with desktop and mo-
bile environments. As all fields are concatenated for
serialization, the required time increases linearly in all
cases. While serialization and deserialization take be-
tween 7 and 30 milliseconds when using ProtoBuf in a
native C++ application, performance decreases signif-
icantly when switching to browser-based applications
using JavaScript. Although Chrome 47.0 outperforms
Firefox 42.0, deserialization times of 86 to 254 millisec-
onds on a desktop workstation make it challenging to
reach interactive frame rates for more than one field.
On mobile devices, deserialization times of 435 or 233
milliseconds for Chrome 46.0 and Safari 601.1, re-
spectively, make interactive frame rates effectively im-
possible and raise the need to investigate alternative
(de)serialization methods (see Section 6).

4.4 Query Compiler
To analyze the performance of our query compiler,
compile times and average evaluation times were
measured for three query expressions of varying
complexity involving a varying number of results
fields:

1. The absolute pressure |p|:
abs(Pressure)
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2. The absolute velocity |~v|:
sqrt(VelocityX^2+VelocityY^2)

3. The total energy density v2

2 +gz+ p
ρ

with g = 0 and
ρ = 1:
(VelocityX^2+VelocityY^2)/2 + Pressure

These expressions were compiled and executed on the
server described in Section 4.1. Although this set of
example expressions is not exhaustive, it consists of
common expressions entered by a user. The absolute
value of the pressure can be of interest when the re-
sults of a compressible simulation are viewed, as the
amplitude of a approximately periodic wave may be of
greater interest than its absolute phase. The absolute
velocity as the magnitude of a vector field is frequently
required and most visualization systems include it as a
built-in option. The isocontours of the total energy den-
sity are an alternative to streamlines, as according to
the Bernoulli equation the total energy density must re-

main constant along each streamline for incompressible
fluids.
All measurements in this section were performed and
averaged over 80 runs of simulations on a 10242 grid
running for 500 frames for each expression. Note that
calculation is only performed for frames actually trans-
mitted to the client and that compilation is performed
once per simulation run. Therefore, the sample size for
the average compilation time is 80 per expression and
less than 40000 for the average calculation time.
The measured compile times are shown in Table 2. CPU
compilation is completed within less than 10ms and
only shows a slight increase depending on expression
complexity. Although marginally slower compilation
is expected due to the repetition of some optimization
passes (see Sec. 3.4), GPU compilation is much slower
at over 77 ms and is dominated by a constant compo-
nent. Further analysis shows that 33% of that time is
spent linking libdevice and 61% is spent on the final set
of optimization passes. A likely reason for the signif-

ISSN 2464-4617 (print)
ISSN 2464-4625 (CD-ROM)

WSCG 2016 - 24th Conference on Computer Graphics, Visualization and Computer Vision 2016

Short Papers Proceedings 203 ISBN 978-80-86943-58-9



Time [ms]
Expression Interp. CPU GPU
Expr. 1 0.03 6.60 77.1
Expr. 2 0.04 7.22 77.1
Expr. 3 0.04 9.37 77.2

Table 2: Average compile times for the three example
expressions in Sec. 4.4. The times for the interpreter
only include expression parsing.

Time [ms]
Expression Interp. CPU GPU
Expr. 1 14.1 8.91 4.49
Expr. 2 53.1 13.1 4.27
Expr. 3 63.1 17.1 4.38

Table 3: Average execution times for the three example
expressions in Sec. 4.4.

CPU GPU
Expression Calc. Copy Calc. Copy

Expr. 1 ms 1.99 1.04 0.10 0.98
% 65.7 34.3 9.2 90.8

Expr. 2 ms 2.20 1.98 0.13 0.97
% 52.6 47.4 11.6 88.4

Expr. 3 ms 1.13 3.02 0.16 0.99
% 27.2 72.8 13.6 86.4

Table 4: Decomposition of evaluation time into calcu-
lation and GPU-CPU transfer times.

Break-even [Frames]
Expression CPU GPU

Expr. 1 Interp. 2 (1.27) 9 (8.02)
CPU — 16 (15.95)

Expr. 2 Interp. 1 (0.18) 2 (1.58)
CPU — 8 (7.91)

Expr. 3 Interp. 1 (0.20) 2 (1.31)
CPU — 6 (5.33)

Table 5: Break-even points of using CPU or GPU JIT
compilation instead of an interpreter and GPU instead
of CPU JIT compilation for the three example expres-
sions in Sec. 4.4. The numbers are computed from the
measurements in Tables 2 and 3 and rounded up to the
nearest integer. Break-even before rounding is shown
in parentheses.

icant increase in optimization time is the much larger
module due to the size of libdevice.

The measured calculation times are shown in Table 3. It
can be seen that the timings for the GPU version are ap-
proximately constant for all three expression, whereas
for the CPU version they grow with the number of fields
used in the expression. To determine the reasons for this
behavior, additional measurements decomposing the to-
tal evaluation time into computation and data transfer
times were performed. Table 4 shows the results of
these measurements that were performed on a desktop
machine equipped with an Intel Core i7-3770 CPU with
3.40 GHz and an NVIDIA GeForce GTX 580 GPU. In

the case of CPU evaluation, all relevant fields have to
be copied from the GPU depending on the expression
used. This is reflected in the linear increase in copy
times and explains the dependency seen in Table 3. For
GPU evaluation, only the derived field has to be copied
to system RAM. As the GPU evaluation times are dom-
inated by the expression-independent copy component,
the total evaluation time is approximately constant, as
seen in Table 3 and leads to an improvement of up to
72.3% for Expr. 3.

The total time to process n simulation frames (time
steps) is tc + nte, where tc is the compilation time, te
is the average execution time per frame and n is the
number of frames executed. Therefore the break-even
between two methods a and b can be computed as
n =

⌈
tc,a−tc,b
te,b−te,a

⌉
. Table 5 summarizes the different break-

even points of using just-in-time (JIT) compilation in-
stead of an interpreter. In all but the first case, the cost
of compilation for CPU is amortized within the first
frame, as the sum of compilation and execution time
for one frame is less than the execution time for the in-
terpreter. Due to the large compilation overhead, the
break-even point of using the GPU instead of the CPU
occurs significantly later. The break-even point of using
the GPU instead of the CPU is reached after less than
10 frames for Expressions 2 and 3. As compilation time
is independent of field size and execution time depends
linearly on it, the break-even point will be reached even
more quickly for larger simulation domains.

5 CONCLUSION
Using the query compiler introduced in Section 3.4,
only one result field has to be sent to the client. This
ensures that a high visualization frame rate can be
achieved with bandwidths as low as 500 Mbit/s (see
Sec. 4.2), allowing the user to view more current data.
Additional latency and computation costs due to dese-
rialization are avoided as well, making HTML5 clients
feasible on desktop workstations (see Sec. 4.3). By us-
ing an optimizing compiler, server CPU and GPU times
are reduced by a factor of up to 14 compared to the
naïve approach of using an interpreter (see Sec. 4.4).
As computation time and required bandwidth directly
affect visualization latency, research question 1 “Can
compiler technologies be used to decrease visualization
latencies in a remote scientific visualization system?”
can be answered positively.

The second research question “Can GPU-based sim-
ulations running at interactive rates profit from GPU-
based query compilation?” can be confirmed as well.
By computing derived expressions directly on the GPU,
a significant amount of time can be saved. By only
copying a single field independent of the number of
fields used in the expression, the amount of data trans-
ferred over the PCIe bus can be reduced, as shown in
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Sec. 4.4. Additionally, computation speed is increased
by a factor of up to 20 compared to the CPU.

In summary, we have performed a detailed analysis of
streaming performance and shown that optimizing com-
piler technologies such as LLVM can be used to sig-
nificantly improve performance and reduce bandwidth
costs for streaming visualization of interactive simula-
tions. By additionally moving data transformation work
to the GPU, the costs of PCIe bus transfers can be min-
imized as well for GPU-based simulation back-ends.

Compared to MapD (see Sec. 2.1) we have taken a sim-
ilar approach of leveraging compiler technologies for
visualization, but applied it to interactive scientific vi-
sualization instead of visual analytics. The range of
available options is currently significantly smaller, but
further enhancements are outlined in the following sec-
tion.

Compared to application sharing (see Sec. 2.3) our
approach of pre-transforming simulation data on the
server before transmitting it to the client for final visual-
ization has both benefits and drawbacks. Many interac-
tions relevant during exploration of simulation results,
including color map changes and panning/zooming in
2D or camera position in 3D, can now be performed
without any network round trip latency using our ap-
proach. Application sharing always incurs at least one
network round trip for all user interactions. However,
the time to first image is potentially higher, as floating
point simulation data is frequently larger than the result-
ing image compressed using a video codec. This also
decreases the number of frames per second that can be
transmitted given a limited bandwidth. This drawback
can be offset by applying compression methods as well
(see Sec. 2.2). Furthermore, the portion of simulation
data that is transmitted could be limited to the visible
part and resolution, however this limits panning/zoom-
ing or can create temporary holes in the visualization
that are fixed as soon as an updated frame is received.

6 FUTURE WORK
Several potential extensions could be implemented to
improve performance further or increase flexibility.
Compression algorithms including those presented in
[OB11] or [Lin14] can be added to further reduce band-
width requirements at the cost of additional processing
on both client and server. Queries could be extended
to support subfields, i.e., named boundaries or subdo-
mains, for instance an inlet in a CFD simulation or a
specific component in a CSM simulation. Especially
in combination with reductions, for example averages
or maximums of fields, such subfield queries could be-
come useful. However, parallel reductions as required
by the GPU back-end require reimplementation of
many scalar optimizations such as common subexpres-
sion elimination, as parallelism can not be expressed

directly in LLVM-IR. Expressing parallelism in LLVM
is a topic of ongoing research (see, e.g., [Kha+15]).
Furthermore, calculations involving matrices and
tensors would be useful for several physical domains,
including CSM. Fields could also be annotated with
physical units to detect mistakes due to adding fields
with mismatched units.

Considering the bad JavaScript performance, alterna-
tive serialization formats promising lower deserializa-
tion costs such as Cap’n Proto [San16] or FlatBuffers
[Goo16], or JavaScript’s native JSON (JavaScript ob-
ject notation) format could be investigated. However,
these typically come at an increased bandwidth cost.
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ABSTRACT
In this article we present a new region growing algorithm for airway segmentation based on multiscale black top-
hat enhancement filter. Lung airways are tubular structures that display specific characteristics, such as highly
variable intensity levels within the lumen and proximity to vessels. The proposed airways enhancement filter aims
to separate airways from adjacent lung parenchyma and vessel. Based on the filter ouput, the region growing is
performed in order to delineate the airways and then to reconstruct the tracheobronchial tree. The proposed method
has been applied on various CT scans. In this paper, an experimental comparison study between our filter and the
"gold standard" filters used to enhance tubular structures (Frangi, Sato and Krissian filters) followed by a region
growing process is performed on data from the VESSEL12 challenge framework. Our approach outperforms the
other considered methods in terms of retrieved bronchi and computing time.

Keywords
bronchial segmentation, enhancement filter, lung, CT chest scan.

1 INTRODUCTION

Visualisation and analysis of human tracheobronchial
tree (TBT) is crucial for many clinical procedures. The
assessments of the airways tree structure and the mon-
itoring of lung interventions requires a good knowl-
edge of the airway morphometry such as airway wall
thickness and lumen diameter. With the introduction
of Computed Tomography (CT) scanning into the non-
invasively assessing of lung abnormalities, a 3D extrac-
tion and visualisation of the TBT has become more im-
portant. Anatomically, the tracheobronchial tree con-
sists of a network of hollow branching tubes that en-
able airflow to go into the lungs through the main air-
ways, the trachea. Boyden [3] proposed to decompose
the TBT to 23 generations where generation zero cor-
responds to the trachea, the 3rd generation to the seg-
mental bronchus, the 4th to the subsegmental bronchus
and the 23rd generation corresponds to terminal bron-
chioles. As the tree penetrates deeper into the lungs,
the airways size decrease, e.g the 7th branching gener-
ation can have diameters in the mm range. This com-
plex branching structure makes its manual extraction

process tedious, time consuming and changing across
image analysts. A large amount of airways analysis
has been reported in the literature. Most of proposed
methods of airways tree segmentation are based on the
extraction of the airway lumen which appears in CT
chest scan as a dark tube surrounded by a bright airway
wall. Based on that assumption, numerous approachs
[4, 12, 17, 18] used region growing process to segment
the tree. Starting from a seedpoint within the trachea,
voxels are added to the process if its X-ray density be-
long to the lumen density range. However, intensity
based region growing deals with many difficulties and
often leads to leakage into the lung parenchyma. First,
there is no standard lumen intensity range since CT
scans may be acquired under different scanning condi-
tions and/or depict different diseases. Second, as noise
and partial volume effects decrease the contrast be-
tween the air and the surrounding tissue then the whole
lung can be added to the growing region. Last but not
least, growth can also be interrupted earlier in case of
lung disease (e.g., emphysema). The segmentation pro-
cess is blocked in distal bronchial generation. Despite
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Figure 1: Overview of the proposed method.

of these limitations and due to its simple implementa-
tion, region growing is still the most popular approach
to segment airways tree. To overcome their problems,
several strategies have been proposed to improve region
growing results.
In this paper, region growing are performed twice.
First, an intensity based region growing is employed
to segment trachea and main branchi. Then, the input
volume is enhanced using the multiscale Black Top-Hat
filter. Therefore, small airways wall becomes more
distinguish from background. Thereafter, the second
region growing is performed on the processed volume
to extract the TBT and prevent leakage. The content of
this paper may be summarized as follows. In section
2, an overview of existing airways segmentation
approachs are presented. In section 3, the proposed
method is explained in detail. Section 4 presents
the experimental results. Finally, conclusions and
perspectives are drawn in section 5.

2 RELATED WORKS
A lots of efforts have been made to prevent region grow-
ing from leaking into the lung parenchyma by adjust-
ing the growing criterion. Mori et al. [13] proposed
explosion-controlled region growing algorithm that up-
dates iteratively the intensity threshold until parenchy-
mal leakage (explosion) is detected. Fabijanska [4]
used two passes of 3D seeded region growing where
the second one is guided by a morphological gradi-
ent information that allows to locally identify airways
region and prevents the process from leakage. Wein-
heimer et al. [19] employed an adaptive region grow-
ing approach constrained by airways lumen and wall
intensities thresholds and performed in axial, coronal,
and sagittal plane. Similarly to Mori’s method [13],
Lee et al. [11] proposed an adaptive region growing
method applied within localized cylindrical volumes in
order to control the segmentation process. Other works
address the RG leakage problem by filtering the im-
age before performing the tree segmentation. In that
approach, tubular enhancement filters based on hessian
matrix analysis [12, 17] and mathematical morphology
operations [1, 14, 9] are used to isolate candidate airway
locations. In the work of Lo et al. [12] the growing cri-
terion is based on an airways classifier and vessel orien-
tation similarity that use hessian matrix analysis. First,
Hessian eigenvalues analysis are employed twice to dif-
ferentiate airways and vessel voxels. From obtained

vessel voxel, Hessian eigenvector analysis is performed
to define neighboring airways orientation. Aykac et al
[1] and Pisupati et al. [14] used grayscale mathematical
morphology to identify candidate airways on 2-D CT
slices. The grayscale reconstruction is performed using
different sized structure elements (SE) in order to detect
airways over a wide range of sizes. Airways tree is then
reconstructed using slice by slice region growing. Sim-
ilarly, Irving et al. [9] applied multiscale morphological
filtering in the axial, sagittal and coronal planes of the
volume. After thresholding the enhanced volume, air-
ways are segmented using 3D bounded space dilation
region growing.

3 MATERIAL AND METHODS
The proposed algorithm consists of four steps and the
whole process can be seen in the Figure 1, The input
is a 3-D X-ray CT image volume that displays all the
structures in the patient’s chest, including lungs. The
algorithm starts by extracting lungs. The obtained vol-
ume is firstly used to perform the region growing and
segment main bronchii and is secondly improved by the
multiscale Black Top-Hat filter in order to perform the
second region growing that adds small bronchi.

3.1 Lung segmentation
Lungs segmentation is performed using a simplified
version of Hu et al. [8] and Heuberger et al. [7] al-
gorithms. First of all, the input image is thresholded to
separate low-intensity pixels (lung and surrounding air
voxels) from high-intensity voxels (hard and soft tissues
voxels), the obtained image is illustrated in Figure 2.(b).
Then the surrounding air, which is the set of pixels con-
nected to image borders, is identified and removed from
the lung volume (see Figure 2.(c)). After that, the lung
mask is created by cleaning the interior of lung from
noise and airways using morphological closing opera-
tion. Finally, the obtained mask is applied on the initial
volume to extract lungs and trachea.

3.2 Main bronchi segmentation
3.2.1 Trachea localization
The trachea is localised using the output of the lung seg-
mentation algorithm. The slices are orientated using
the DICOM header information (header first/feet first
flag) and we search the first slice that contains voxels
assigned to the lung region. An horizontal pass through
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      (a)                                      (b)                                      (c)                                  (d)

Figure 2: Lung segmentation steps: (a) original, (b)
thresholding, (c) background removal and mask cre-
ation, (d) lung extraction.

the extracted slice is performed in order to extract tra-
chea voxels as shown in Figure 3. The center of the
trachea is the pixel located in the middle of the trachea
voxels set. We use this voxel as the seed point for the
following region growing process.

Figure 3: Trachea localization. Trachea pixels set is
marked in yellow and trachea seed point is marked in
red.

3.2.2 First region growing process
After the seed voxel of the region growing algorithm
is determined, all their 26-connected neighbours are
added to the growing process in order to initialize the
growing criterion. We define this criterion as the range
between the minimum intensity value of a CT image
and the maximum intensity value of added voxels. Af-
ter that, the 3D intensity based region growing is per-
formed and the upper bound of the growing criterion is
adjusted as the initialization step.

The algorithm is stopped when the number of bifurca-
tion is equal to two, which mean that trachea and one of
the main bronchi are extracted. The second one will be
fully extracted by the second region growing process.

3.3 Multiscale Black Top-Hat filtering
As stated in section 2, graylevel morphological tech-
niques have been widely used to enhance the airways in
CT slices. In our case, we use a Black Top-Hat trans-
form (BTH) [6] embedded in a multiscale framework to
identify the airways location. In other words, the pro-
posed multiscale Black Top-Hat algorithm integrates
the idea of iteratively increasing the structuring element
(SE) size to capture smallest and largest bronchi in the
lung.
We define the multiscale structuring elements set
{B1,B2,B3, ...,Bn} as a set of binary diamond SE with

increasing size where Bi is the result of ith dilation as
follows:

Bi = B⊕B⊕ ...⊕B (1)

Airways extracted at the ith scale by the BTH can be
expressed as follows:

Ai = I •Bi− I (2)

Figure 4: Airways highlighted using the Black Top-Hat
transform. Left: the multiscale response of the filter
applied in axial slice. Right: its corresponding image
difference.

For each slice, the corresponding BTH enhanced is ob-
tained after combining the airways location extracted
at each scale (see eq 3). Then, the union of this series
of images is taken to form the final Enhanced Airways
volume (EA) as described in eq 4.

A =
⋃

i

Ai (3)

EA =
⋃
z

A (4)

A grayscale difference volume D is then computed
to distinguish more airway locations from lung
parenchyma and vessels. Figure 4 illustrates the
application of the BTH on the input image and its
corresponding image difference in the volume D.

3.4 Second region growing
The second 3D region growing aims to add lung
bronchi to the volume defined in 3.2.2. The growing
process is performed on the enhanced BTH volume
obtained from the previous step. We define the seeds
points as the set of points obtained after the first seg-
mentation. Voxels are added to the final volume if their
intensities and the intensities of all their neighbours
belong to the rangs of enhanced airway lumen. The
range was chosen experimentally.

4 RESULTS
In this section, our method’s efficiency is evaluated
by comparison to a rough region growing with man-
ually selected threshold results and to state-of-the-art
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Figure 5: Segmentation results of airway tree segmen-
tation using proposed method and the raw region grow-
ing. Airways marked in white are those extracted by
the raw region growing. Airways segmented during the
proposed algorithm are assigned with pink colour.

Hessian-based vessel enhancement filters. The first
filter is the "gold-standard" Frangi vesselness filter [5].
The second is the Sato’s line filter [16] and the third is
the medialness Hessian-based vesselness filter derived
from the work of Krissian et al. [10]. All filters are
presented in section 4.2.2. All computations were
performed on an intel-Xeon E3-1200 @ 3.60GHz,
16GB RAM, Ubuntu Linux 64 bit.

4.1 Clinical data
We have first assessed qualitatively our method us-
ing various CT chest scan. Then, we have used data
from the VESSEL12 challenge (http://vessel12.grand-
challenge.org/) for the quantitative analysis of airway
tree segments of each method. The evaluation database
included five pairs of anonymized MSCT cases ac-
quired using several CT scanners and protocols [15].
Table. 1 presents the characteristics of each scan.

4.2 Segmentation results evaluation
Results of applying proposed algorithm to the first five
VESSEL12 CT data sets are illustrated in Figure 5. In
the context of airways segmentation, the assessment of
segmentation results is a tedious task if the gold stan-
dard isn’t provided. A manual segmentation can be a
good alternative except however the operation is very
time consuming and requires expert’s skills. In our
case, as the gold standard isn’t available, we compare
our results with the TBT trees obtained when the data
is enhanced or not.

Figure 6: The eigenvalues e2 and e3 of the Hessian ma-
trix define the principal curvature of the tube [2].

4.2.1 Proposed method vs raw RG
We first compare the performance of our algorithm to
the raw region growing (RRG) algorithm. Intensities
range parameters of the later are selected for each scan
manually in order to avoid leakage. As illustrated in
Figure 5.(a) our algorithm successfully extend from the
first generation which is the final generation obtained
by the RRG algorithm to the sixth generation. The
added bronchi are presented in pink while the branches
detected by both algorithms are shown in white.

4.2.2 Proposed method vs Hessian based en-
hancement filters

We first present in what follow the theory behind the
three enhancement filters used for comparison propose.

Frangi line filter. Frangi et al. [5] perform a Hes-
sian eigenvalue analysis to enhance voxel within tubular
structures (vessels, airways...). Based on the informa-
tion that dark tubular structures have two positive larger
eigenvalues (e3 > 0 and e2 > 0) and the third eigen-
value being close to zero (e1 ≈ 0). The proposed line
filter is defined as:

T (x)=

((1− exp(
R2

A
2α2 ))exp(

R2
B

2β 2 )(1− exp(
S2

2γ2 ))

0,e3 < 0 and e2 < 0
(5)

with RA =| e2
e3
|, RB = |e1|√

e2e3
and S is the Frobenius norm

of the Hessian matrix. α , β and γ control the sensitivity
of the filter to RA , RB and S measures.

Sato line filter. Similar to the work of Frangi et al.
[5]. Sato et al. [16] proposed the following line filters
to enhance tubular structures:

T (x) =


exp(− e2

1
2(α1ec)2 ) e1 ≤ 0 and ec 6= 0

exp(− e2
1

2(α2ec)2 ) e1 > 0 and ec 6= 0

0 ec = 0

. (6)

with ec = min(e2,e3), and α1 and α2 are control
parameters.
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Scan Image type Spacing(mm) Z-spacing (mm) number of slices kV/mAs
01 Angio-CT 0.76 1 355 120/40
02 Chest CT 0.71 0.7 415 140/74
03 Chest CT 0.62 0.7 534 120/77
04 LD Chest CT 0.86 1 426 100/44a
05 Chest CT 0.72 0.7 424 140/73

Table 1: Description of the first five CT scans of the VESSEL12 challenge dataset. Angio-CT: CT with contrast
agent, LD: Low Dose [15].

Figure 7: The medialness response obtained from the
boundary information (red circle). The Cross-section
plane of the tube is spanned by the eigenvectors v1 and
v2 of the Hessian matrix [2].

Krissian medialness filter. Krissian et al. [10] pro-
posed a medialness function which measures the degree
to belong to the medial axis. The response function is
estimated by measuring the boundary information at a
circular neighborhood which radius is the used scale.
The proposed medialness function is represented as fol-
lows:

R(X ,σ ,θ) =
1
N

N−1

∑
i=0
| 5Iσ (X +θσvαi | (7)

Here, X = (x,y,z)T is a pixel point, Iσ (X) is the image
at the scale σ , N is the number of samples. The circle
is defined by eigen vectors v1 and v2 and the radius r =
σθ .

Segmentation results. We have used the pipeline of
our algorithm to extract trees from the filtred data of
each filter. We denote TRGF , TRGS, TRGK respectively the
tree obtained with region growing based on Frangi, Sato
and krissian filter. We denote the TBT trees obtained by
our method TRGT H . Figure 10 summarize the detected
airway trees (TRGF , TRGS, TRGK and TRGT H ) for each
scan sorted by generation number (bronchi order). First
order division corresponds to the trachea.

We illustrate also in Figure 8 the obtained tree for each
algorithm. From Figure 10 and Figure 8 we can clearly
notice that, for all of tested subjects, results obtained
by our algorithm were significantly better than those

Figure 8: From left to right segmentation results of each
algorithm: TRGT H ,TRGF , TRGS, TRGK .

obtained by other algorithms. Airway trees obtained
using proposed segmentation algorithm were more
expanded and contained more branches.
Moreover, the proposed method is robust in the
sense that it yields good results on different types of
scans (low-dose, CT with contrast agent and regular
dose). Low-dose CT scans are increasingly utilized to
quantify lung disease. In the fourth CT scan which is
a Low-dose scan, our algorithm outperforms Frangi
and Sato based region growing in terms of retrieved
bronchi and Krissian based region growing in terms of
generation number as well as detected bronchi.

In terms of runtime, Table 2 depicts the runtime
in seconds of each algorithm performed on the first
data set. We have used the same number of scales for
all filters. Standard region growing algorithm is the
fastest because it extracts at most 3 generations (30s).
Our algorithm is ranked second with 840s and it is
2 minutes faster than the third one, the Frangi based
region growing. The slowest algorithm is the Krissian
based region growing.

4.3 Work in progress
In our current work, we are looking for increasing the
number of detected generations and improving the rate
of bronchi recognized per generation.
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Tree Time (in second)
TRGT H 840
TRGF 985
TRGS 1020
TRGK 1140

Table 2: Algorithms runtime.
Generation Added bronchi

5th 4
6th 19
7th 12
8th 4

Table 3: Added bronchi per generation.

For this reason, we have analysed the Black Top-Hat re-
sponse for each scale. We found that the region growing
criterion excluded several bronchi improved by the fil-
ter. Excluded bronchi are those recognized by the three
smaller scales but don’t fill in the criterion range of the
region growing. We calculated the BTH using the first
three structural elements. The filter response for each
SE is then thresholded and combined in a single vol-
ume. The obtained volume is added to the volume (see
section 3.3) thresholded using the threshold employed
in the second pass region growing. As illustrated in Fig-
ure 9, the segmentation is improved in terms of genera-
tion and in terms of number of retrieved bronchi. Table
3 presents the added bronchi at each generation in the
second scan.

5 CONCLUSION AND PERSPEC-
TIVES

In this article, we have presented a new approach based
on 3D region growing to segment the bronchial tree.
The algorithm is performed on the output of a multi-
scale Black Top-Hat filter. It allows to highlight large
as well as small bronchi while main bronchi and trachea
are first extracted using a standard region growing. The
proposed filter guides and constraints the growing pro-
cess to identify airways region without leaking to the
parenchyma region. The algorithm was tested using on
different CT scan and it was compared to other region
growing based methods using vessel12 challenge data.

Experimental results show that our methods yields bet-
ter results than those obtained by the four other meth-
ods in terms of the number of retrieved generation
and runtime. Even if the method failed to extract
bronchi after the seventh generation, our RG didn’t leak
into parenchyma and extract the TBT in few minutes.
Therefore, it seems to be possible to complete the grow-
ing process with an advanced local tracking method on
each bronchi which will be able to increase tree’s depth.
Future works will focus on the implementation of a
complete segmentation pipeline in which the proposed
method will be used as an initialization of the following
extraction process.

Figure 9: Modified segmentation result in the first and
second scan, added airways are marked in yellow.
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[4] A. Fabijańska. Two-pass region growing al-
gorithm for segmenting airway tree from mdct

ISSN 2464-4617 (print)
ISSN 2464-4625 (CD-ROM)

WSCG 2016 - 24th Conference on Computer Graphics, Visualization and Computer Vision 2016

Short Papers Proceedings 212 ISBN 978-80-86943-58-9



TRGTH

TRGF

TRGS

TRGk

TRGTH

TRGF

TRGS

TRGk

TRGTH

TRGF

TRGS

TRGk

TRGTH

TRGF

TRGS

TRGk

TRGTH

TRGF

TRGS

TRGk

1st        2nd          3rd       4th          5th       6th 1st       2nd        3rd       4th       5th       6th       7th

1st         2nd         3rd          4th      5th         6th 1st         2nd          3rd        4th          5th      

1st         2nd          3rd          4th        5th       6th

Airways generations Airways generations

Airways generations Airways generations

Airways generations

Scan 1 Scan 2

Scan 3 Scan 4

Scan 5

R
e
tr

ie
v
e
d

 a
ir

w
a
y
s

R
e
tr

ie
v
e
d

 a
ir

w
a
y
s

R
e
tr

ie
v
e
d

 a
ir

w
a
y
s

R
e
tr

ie
v
e
d

 a
ir

w
a
y
s

R
e
tr

ie
v
e
d

 a
ir

w
a
y
s

18

16

14

12

10

8

6

4

2

0

16

14

12

10

8

6

4

2

0

10

9

8

7

6

5

4

3

2

1

0

9

8

7

6

5

4

3

2

1

0

9

8

7

6

5

4

3

2

1

0

Figure 10: Number of detected airways sorted by generation number. The scan number is indicated on each
histogram (cf. Table 1).

chest scans. Computerized Medical Imaging and
Graphics, 33(7):537–546, 2009.

[5] A. F. Frangi, W. J. Niessen, K. L. Vincken, and
M. A. Viergever. Multiscale vessel enhance-
ment filtering. In Medical Image Computing and
Computer-Assisted Interventation MICCAI98,
pages 130–137. Springer, 1998.

[6] R. C. Gonzalez et al. Re woods, digital image
processing. Addison–Wesely Publishing Com-
pany, 1992.

[7] J. Heuberger, A. Geissbühler, and H. Müller.
Lung ct segmentation for image retrieval. Medical
Imaging and Telemedicine, 2005.

[8] S. Hu, E. A. Hoffman, and J. M. Reinhardt. Auto-
matic lung segmentation for accurate quantitation
of volumetric x-ray ct images. Medical Imaging,

IEEE Transactions on, 20(6):490–498, 2001.
[9] B. Irving, P. Taylor, and A. Todd-Pokropek. 3d

segmentation of the airway tree using a morphol-
ogy based method. In Proceedings of 2nd inter-
national workshop on pulmonary image analysis,
pages 297–07, 2009.

[10] K. Krissian, G. Malandain, N. Ayache, R. Vail-
lant, and Y. Trousset. Model-based detection of
tubular structures in 3d images. Computer vision
and image understanding, 80(2):130–171, 2000.

[11] J. Lee and A. P. Reeves. Segmentation of the air-
way tree from chest ct using local volume of in-
terest. In Proc. of Second International Workshop
on Pulmonary Image Analysis, pages 273–284,
2009.

[12] P. Lo, B. Van Ginneken, J. M. Reinhardt,

ISSN 2464-4617 (print)
ISSN 2464-4625 (CD-ROM)

WSCG 2016 - 24th Conference on Computer Graphics, Visualization and Computer Vision 2016

Short Papers Proceedings 213 ISBN 978-80-86943-58-9



T. Yavarna, P. A. De Jong, B. Irving, C. Fetita,
M. Ortner, R. Pinho, J. Sijbers, et al. Extraction
of airways from ct (exact’09). Medical Imaging,
IEEE Transactions on, 31(11):2093–2107, 2012.

[13] K. Mori, J.-i. Hasegawa, J.-i. Toriwaki, H. Anno,
and K. Katada. Recognition of bronchus in three-
dimensional x-ray ct images with applications
to virtualized bronchoscopy system. In Pattern
Recognition, 1996., Proceedings of the 13th In-
ternational Conference on, volume 3, pages 528–
532. IEEE, 1996.

[14] C. Pisupati, L. Wolff, E. Zerhouni, and
W. Mitzner. Segmentation of 3d pulmonary trees
using mathematical morphology. In Mathemat-
ical morphology and its applications to image
and signal processing, pages 409–416. Springer,
1996.

[15] R. D. Rudyanto, S. Kerkstra, E. M. Van Rikx-
oort, C. Fetita, P.-Y. Brillet, C. Lefevre, W. Xue,
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ABSTRACT 
This paper describes research in developing disability simulation used for inclusive design of user interfaces. It 
presents a medium-fidelity prototype which simulates visual impairment caused by Age-Related Macular 
Degeneration in real time on arbitrary user interfaces, and describes how the prototype design was arrived at. It 
does so by surveying previous work in the field, identifying broad trends, and systematizing problems visual 
impairment simulation systems must solve. This systematization focuses on issues of simulator portability, the 
importance of eye-tracking, the vital nature of real-time performance, the flexibility of the solution, and veracity 
of the simulator to actual AMD symptoms. 
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1. INTRODUCTION 
This paper describes the development of a disability 
simulation framework focusing on visual 
impairment, specifically visual impairment caused by 
maculopathy, common in disorders such as Age-
Related Macular Degeneration (AMD). This 
framework is developed in order to support inclusive 
design, a term used to denote design focused on 
universal usability—allowing for maximal possible 
variability in users targeted by an interface. The 
importance of this is underlined by Shneiderman’s 
eight golden rules of interface design being updated 
to include universal usability[Shn09a]  
AMD was chosen as a subject of particular study 
because of how common it is and how much more 
common it is likely to become, given that it is a 
gerontological disorder, and the human lifespan is 
increasing[Uni02a]. It also—as shall be presented 
later—presents with a wide variety of symptoms, 
making it a useful test-case for considering the 
modeling and simulation of visual impairment in 
general.  
The paper first presents the case that there is a 
problem with user interfaces (UI) and people with 
AMD, then that the problem is not worth dismissing, 
and finally that disability simulation is a valid 
approach to ameliorating that problem. The paper 
then presents previous work in this field, identifies 
certain trends and suggests, based on those trends, 

the need for a more comprehensive framework for 
disability simulation, using the AMD focus as both 
illustrative and alone worth the effort. A 
systematization of problems facing a visual 
impairment system some of which are addressed in 
previous work and some not, is presented, and then 
used to outline a visual impairment system a 
medium-fidelity prototype of which is then 
presented. 
This paper is divided into seven sections: the first is 
the introduction, the second discusses the validity of 
the approach and previous work in the field, the third 
outlines the problems a general visual impairment 
framework must solve, the fourth outlines the 
software prototype implemented, the fifth outlines 
the conclusion and further avenues of research, the 
sixth contains the acknowledgements, and the 
seventh contains the references. 

2. IMPAIRMENT AND SIMULATION 
The first question that arises when considering this 
research is whether it represents a suitable investment 
of time and attention: is AMD (and by extension 
visual impairment) a big enough problem? The 
answer to this question follows from the nature of 
AMD as a disorder and its epidemiology. 

AMD—Nature, Epidemiology, and Risk 
 A detailed aetiology of Age-Related macular 
degeneration is outside the scope of this paper, 
however, for purposes of orientation is suffices to say 
that AMD is a progressive degenerative disease of 
the macula, a region of the retina responsible for 
central (as opposed to peripheral) vision. It is divided 
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into ‘dry’ and ‘wet’ varieties, but for the purposes of 
designing interfaces there is no significant difference 
between the two. Its cause is unknown, and there is 
no effective treatment (though certain forms of 
surgery cure certain forms of ‘wet’ AMD by 
reversing malign neoplasia of retinal blood vessels). 
Are there likely to be many users with AMD? The 
total number of computer users is increasing. This is 
especially true if all devices with interfaces are 
counted, such as phones, tablets, consoles, and smart 
TVs. As the number of users increases, it is expected 
that a significant part of the increase will be from the 
elderly, partially from increased market penetration 
and partially from the existing user-base growing 
older. This is inevitable as for some key technologies 
the market penetration is rapidly approaching 100%. 
According to the ITU[Int13a] the penetration rate for 
mobile phones is 96% world-wide, and the 
penetration rate for an online presence is 39%. These 
numbers become 100% and 77% respectively if only 
Europe is considered. As these numbers increase—as 
trends indicate—they will invariably include the 
elderly as well, especially since, according to the 
UN[Uni02a], the population of Europe is aging 
significantly. It is expected that the population of 
over-sixties will reach 28.8% by 2025. 
One can establish a lower bound for the number of 
interface users in this demographic by looking at 
interface use proxies: the prevalence of social 
network use for people over 65 is 32%[Dug13a]The 
upper bound trends towards 100% as technological 
progress mandates the use of interfaces in order to 
have an independent life. 
The prevalence of AMD is difficult to determine 
since diagnosing AMD is a nontrivial task, and it 
often goes unreported in its earlier stages. However, 
a number of studies have been done on the 
epidemiology of AMD, with markedly varied results. 
Less conservative estimates give such results as 64 % 
of people over eighty[DeJ06a] modulated by certain 
risk factors[Mar11a]. More conservative estimates 
broadly agree on lower but still worrying levels of 
prevalence, with results such as 11.90% for men over 
80, and 16.39% for women over 80[Gro04a], or 3.7% 
for people between 75 and 84, and 11.0% for the 
total population over 85[Vin95a]. Either way, with 
the aging of the population being what it is, this 
prevalence is expected to double in the future and to 
increase by at least 50% by 2020[Gro04a].  

If the more conservative figures are applied to the 
USA—serving here as a model nation due to easy 
access to detailed census data[Bur15a]—we find that 
according to [Gro04a] the estimated number of 
people with AMD is 1,658,000. The Rotterdam 
study, one the other hand, indicates results of an 
approximate total of 1,087,000. These approximate 
results indicate that just under 1% of the adult 

population of the United States has AMD, not 
counting earlier cases of the disease in the 55-70 
range. Of course, as the population ages and life-
extending medical care becomes more sophisticated, 
this number will increase. 
It is evident, therefore, that there does exist a 
population of users with AMD. Does this population 
have a significant amount of difficulty when using 
interfaces? A systematization of the symptoms of 
AMD can be seen in section 3.1, but briefly, AMD 
leads to general loss of acuity, loss of color and 
contrast sensitivity, gaps in the visual field first 
visible in text, the loss of a central (foveal) sight (in 
whole or in part), and unpredictable shifting 
deformation of the visual field (metamorphopsia). 
This is a considerable amount of impairment and 
previous research in this field[Sco02a] shows 
conclusively that conventional interfaces are not 
suitable for people with AMD. 

Disability Simulation and Interfaces  
Disability simulation is the practice of creating some 
sort of apparatus which simulates the experience of 
having some sort of disability. Its original purpose 
was as an aid of empathy[Wil69a], but careful 
analysis shows that it is flawed in achieving 
this[Flo07a]. However, it can still be used to foster a 
rather more practical form of empathy—simulating a 
disability is a great way for a designer to gauge how 
a design will be perceived and used by people with 
disabilities. This can be the virtual modeling of users 
for the purposes of ergonomic design[Kak12a], the 
purposes of rehabilitation and accessibility 
design[Har14a], or for the purposes of UI design as 
in the Cambridge Impairment 
Simulator[Bis13a][Bis12a]. 
Of course, when doing usability testing nothing can 
possibly replace testing using people who actually 
have AMD (or other disabilities and disorders), but 
the use of disability simulation—occasionally also 
called user modeling—is crucial in allowing for the 
iterative testing of an interface. This iterative testing 
using simulation and approximation is crucial for 
what’s referred to as ‘inclusive design’ as opposed to 
designing the interface exclusively for the able-
bodied and then adding accessibility features later. 
The utility of disability simulation is such that it was 
the focus of a Horizon 2020 FP7 EU project[Ver15a], 
which included visual impairment as well[Sul13a]. 

Thus, clearly, there does exist a significant problem 
and it is very likely that disability simulation is the 
way it can be at least ameliorated. 
Previous Work 
The idea of disability/impairment simulation is not 
new and has been explored in various settings for 
various applications. A survey of the literature has 
shown that previous work can be reasonably divided 
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into either application-specific simulators or 
universal attempts to simulate impairment. 
Application-specific simulators focus on one specific 
application either because they focus on researching 
one activity to the exclusion on others or because 
they deliberately reduce their focus to a specific 
platform to increase their ability to accurately 
simulate impairment.  
The activities researched with application-specific 
simulators of the first kind are mostly those tasks that 
impact most heavily on independent life: reading and 
driving. Driving studies evaluate how well affected 
people can drive, and how much help visual aids 
are[Pel05a]. In the matter of reading there’s been 
research on the eye-movements of the 
impaired[Pid06a] with applications in 
rehabilitation[Var04a] or in visual aid 
development[Har14a]. Likewise, application-specific 
simulators sometimes focus on the application 
platform such as Swing/NetBeans[Vot09a].  
Attempts to simulate impairment for any sort of 
application are generally focused on acquiring the 
video output of GUI rendering and then modifying it 
in order to simulate the effects of impairment. Some 
of these are heavily hardware based, such as the case 
with parts of the Inclusive Design Toolkit[Inc15a] 
which relies on specially made glasses to simulate 
certain visual impairments, but most solutions are 
predominantly software-based. The most sustained 
work on this field is the work on the groundbreaking 
Cambridge Impairment Simulator 
[Bis13a][Bis12a][Goo07a] which is a vital part of the 
Inclusive Design Toolkit and the relevant perceptual 
model[Bis08a]. A number of tools have also been 
developed partially or fully outside of academia. 
These tools purport to help with inclusive design by 
simulating visual impairments. The most interesting 
of such projects are the Visual Impairment 
Simulator[Vis15a] and WebAIM Low Vision 
Simulator[Web15a]. 
Lastly, a few solutions do not fit these categories: 
Some research has been done in using simulations to 
evaluate the severity of various impairments from a 
medical point of view[Fin99a], and there is also work 
on visual field simulation which touches on the 
subject of visual impairment simulation but focuses, 
instead, on optimal resolution for gaze-contingent 
displays[Per02a]. 
The solutions analyzed are equally heterogeneous in 
their means and their ends. One quarter use an 
analogue system for vision alteration, relying on 
specialized lenses that deform the user’s visual field. 
The rest rely on active simulation, either using 
software tools (66.67%) or specialized hardware 
(8.33%) of those, 33.33% are gaze-contingent, and 
the rest (36.36%) either ignore gaze or use a gaze-
proxy. Also heterogeneous are the fields and ultimate 

goals of the solutions: 41.67% are fundamentally 
ophthalmological in purpose, half are intended to aid 
inclusive design, and 8.33% are special purpose.   
Each solution succeeds on its own terms, resolving 
those problems the authors intended to tackle. 
However, as is the case in any research there are still 
open questions to be addressed. One of the key things 
to consider with all of these solutions is that they 
pick and choose which symptoms they simulate and 
to which extent. In certain cases, such as in [Har14a] 
or [Per02a] this is clearly a deliberate choice because 
only some factors were of interest to the authors. In 
other cases the choice is not deliberate, but is instead 
a unwanted but necessary compromise with 
technological limitations. Either way, it is necessary 
to acknowledge the limits of what was simulated in 
order to be able to ascertain the applicability of the 
simulation to actual design work. 

3. OPEN QUESTIONS 
This section deals with the open questions left after 
the previous work, especially those whose answer 
pertains to the development of a general framework 
for visual impairment simulation. AMD is used as a 
test-case because it is significant, sufficiently 
frequent, and presents with a wide array of 
symptoms. The questions to be answered can be 
organized into questions of: 

• veracity, 
• performance, 
• universal applicability, and 
• scalability. 

It should be pointed out that these are not questions 
entirely unaddressed in previous work. Rather, their 
central nature is such that, even when they have been 
addressed, further work is necessary. In brief, 
veracity means that the framework must replicate the 
impairment as accurately as it is possible, 
performance means the framework must allow 
simulators to run in real-time, universal applicability 
means that the framework must allow for a wide 
selection of target interfaces, and scalability means 
that the framework must be accessible as simply as 
possible to as large an amount of interface designers 
as possible regardless of budget. 

Veracity 
It is not immediately obvious why veracity is 
important. It is quite reasonable to say that it is only 
necessary to simulate the ‘important’ symptoms of a 
visual impairment while leaving the others out. The 
difficulty, of course, is to determine what ‘important’ 
is for the purposes of interface design. To assume 
what is important to an interface is to ignore the 
perspective of the visually impaired—the exact same 
empathy deficiency disability simulation was created 
to solve[Wil69a]. 
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Previous work clearly addresses this question, but 
does so in a haphazard fashion—not due to 
incompetence or oversight, but due to different focus. 
Not one of the surveyed solutions, for instance, 
implemented metamorphopsia, and most focused on 
the most obvious symptom: the central scotoma. 
It is, however, easy to say that the simulation must be 
faithful to the impairment it seeks to emulate. It is 
quite more difficult to say how such a thing may be 
done. Using AMD as an example the first step is to 
gather the symptoms as they are described in the 
medical literature: 

a) The user may experience reduced general 
visual acuity[Sco02a] 

b) The user may experience reduced ability to 
perceive color correctly[Sco02a] 

c) The user may experience a 
difficulty[Sco02a] discriminating between 
similar light levels in a picture as measured 
by the Pelli-Robson Contrast Sensitivity 
Chart.  

d) The user may experience minor gaps in their 
visual field causing letters to drop out of 
text[Dej06a] or for lettering on densely-
formatted documents to seem misaligned 
causing problems in, e.g., reading tables. 

e) The user may experience more significant 
foveal (central sight) scotoma (gaps in the 
visual field), blocking portions of the visual 
field[Dej06a]. These gaps may be visible as 
voids, spots, or deformations. Voids are 
filled in by the visual cortex in the same 
way the scotoma caused by the optic nerve 
is, spots are visibly dark or black, and 
deformations are visibly flickering as in the 
case of the scintillation scotoma or in some 
way distorted images which block part of 
the visual field. 

f) The user may experience a complete loss of 
central sight[Dej06a]. 

g) The user may experience significant 
metamorphopsia—a deformation of the 
visual field which causes straight lines to 
appear curved and shifting[Dej06a][Rio08a] 
and causes visual elements to appear 
misaligned. 

h) The user may experience complete (for legal 
purposes) loss of vision[Dej06a][Rio08a]. 

Once the symptoms are gathered it is tempting to 
provide ad-hoc implementations for all of them. 
However principles of good design, not to mention 
the sheer number of possible impairments preclude 
this approach. While the development of a full visual 
impairment modeling language is beyond the scope 
of this paper—though one is being developed—the 
simplest way to understand symptoms of visual 
impairments from the point of view of the 

simulator/framework designer is to divide them into 
the selector and effector components. Selectors 
determine which part of the visual field is affected 
and can be composited from such components as: the 
whole field, vision of the fovea, vision of the foveola, 
peripheral vision, random subsections, and text, 
where compositing is done using simple set 
intersection. Effectors control how the selected areas 
of the visual field are modified. One possible way to 
systematize such changes is to base them on visual 
variables. 
 

Variable Symptoms 
Position (a)(d)(e)(f)(g) 

Size (a)(g) 

Shape (a)(g) 

Value (c) 

Color (b) 

Orientation (g) 

Texture (a)(d)(c)(g) 

Table 1. Mapping symptoms to visual variables. 
Visual variables[Ber83a][Gar09a] are a system of 
describing various ways in which an image informs 
the viewer. Originally intended as a way of 
systematizing and discussing cartography, they were 
later adapted to various other problems including 
interfaces and visualization[Car03a]. The visual 
variables are: position, size, shape, value, color, 
orientation, and texture. Table 1 schematizes the 
connection between variables and AMD symptoms 
for purposes of illustration. 
These connections are useful in the broader context 
of developing a universal approach to disability 
simulation and modeling, as the changes made by the 
impairment to certain subsections of the visual field 
can be explained in terms of effectors corresponding 
to visual variables, changing, say, position, or value, 
or texture or some combination thereof. 
It should be noted that appropriately simulating most 
of these symptoms demands discriminating between 
central vision and peripheral vision which 
necessitates both some way of tracking the user’s 
gaze and knowing the distance between the user and 
the display. Distance is necessary because the 
description of the visual field must be in terms of 
degrees of the visual field. Converting this into pixels 
demands the distance from the display. Not all of the 
previous proposed solutions consider this, with only 
those designed for ophthalmological purposes paying 
much attention. This issue is further discussed in the 
subsection on scalability. 
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Performance 
The first question regarding performance is to ask if 
it is necessary at all. Aside from the obvious 
rejoinder that no piece of software is better if it is 
slower, it should be said that real-time simulation 
allows for a piece of software to be used in a way 
that closely mimics the way a visually impaired 
person might use it. Offline simulation based on 
video might be useful, but will never allow for 
testing protocols or traditional usability evaluation. In 
previous work, some efforts were offline, some 
didn’t use software processing at all, relying on 
optics to simulate disability, and others can be 
divided into those which used slow intercepts (100ms 
times have been reported in [Vot09a]) or those which 
operated quickly, but had limited capabilities, such as 
solutions based on hardware overlays.  
When it comes to performance, only two significant 
problems present themselves. The first is the problem 
of text-based selectors. While it is possible to 
completely avoid its use, this is only feasible through 
very precise gaze-tracking with a very high sampling 
frequency—enough to fully capture and subvert 
saccade movements—which is not always practical, 
as is discussed in the subsection on scalability. In 
case text-based selectors are used, this necessitates 
some way to recognize text using computer vision 
algorithms. Current algorithms meant for real-time 
text recognition run in timeframes around 
300ms[Neu12a], but is likely that using a simplified 
method—specifically stopping at stage one 
classification—some increase in performance could 
be possible. The goal, of course, is to have sub 30ms 
times in order to allow for 30fps functioning of the 
impairment simulator. 
The second problem depends on how the simulator 
gets the image of the interface it plans to deform. 
There are three approaches: Toolkit level intercept, 
compositing level intercept, and raster level intercept. 
Toolkit level intercepts are out of the question 
because this will fail to answer the question of 
universal applicability. If the image capture is done 
by relying on the toolkit used to generate the GUI, 
then interfaces done using any other type of toolkit 
are impossible to simulate. Compositing level 
intercept is better—this attempts to capture DirectX 
or OpenGL commands a piece of software is sending 
to the driver, and uses those to capture footage. 
Normally this is used to record footage of 3D 
applications and video games. Unfortunately this 
approach is unlikely to work with normal 2D 
Windows applications and is not cross-platform at 
all.  
In practice the best two approaches—on Microsoft 
Windows, which was chosen in order to support as 
many developers as possible—are DirectX front 
surface readback and direct read of the screen buffer 

using the bitblit Win32 function. Of these two, the 
latter has shown to be slightly faster and delivers 
steady 30fps in most cases, though it struggles to go 
much past that that. 

Universal Applicability 
While a simulator would be much easier to construct 
using laboratory grade equipment, high-end 
hardware, and precisely controlled circumstances, 
this rather defeats the purpose of inclusive design. 
Inclusive design is meant to be universal, as there’s 
no telling which interface element of which software 
package will be used by a visually impaired person. 
To allow for this, the simulator must be accessible to 
everyone, no matter their software or hardware, and 
it must be such that it does not place any undue 
burden on the user who should focus on the interface 
design above all. 
It is doubtless true that better hardware allows for 
better simulations: higher fidelity and higher 
efficiency leading to better results. However, such 
hardware is hard to come by and expensive, and 
accessibility and inclusive design are already a low 
priority in a lot of commercial software. Adding a 
hefty price tag does not help inclusive design 
becoming a universal in UI engineering, rather the 
opposite. Thus, it is crucial that the simulator be 
capable of running in situations with little to no 
specialized hardware, adapting to limits in accuracy 
as best it can. Naturally, in the presence of suitable 
hardware it can adapt to utilize those superior 
resources increasing its efficiency. However, it 
cannot demand such hardware be present without 
jeopardizing its goal of propagating inclusive design. 
This requirement for adapting to changing 
circumstances is outlined further as a part of 
scalability.  

Scalability 
The scalability requirement combines affordability 
and ease of use—it represents what is required to 
allow the framework to reach ubiquitous use. The 
two key goals here are plug-and-play installation and 
no need for specialized hardware. This latter goal is 
the most difficult one because veracity demands 
gaze-tracking in order to differentiate between 
peripheral and central vision which need to be treated 
markedly differently even in healthy adults[Per02a]. 
Since the presence of purpose-built gaze-tracking 
hardware cannot be relied upon, some alternative 
solution needs to be found. The two approaches that 
present themselves are tracking a proxy for the user’s 
gaze or implementing a gaze-tracking solution which 
uses hardware that can be relied upon, such as a 
webcam.  
The proxy used for the user’s gaze in the literature is 
naturally the position of the mouse cursor, however, 
this poses difficulties which may be impossible to 
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resolve. The idea is that the tester or developer will 
be instructed to keep his or her eyes focused on the 
position of the cursor throughout testing thus 
obviating the need for accurate gaze-tracking. The 
problem there is the scenario where the user has, say, 
a simulated foveal scotoma obscuring a vital part of 
the interface forcing the user to improvise using 
peripheral vision. Will the user be so disciplined to 
avoid a few quick—barely liminal—glances with his 
or her central vision?  
While this problem could be studied separately, it is 
actually possible to get a good idea by consulting a 
field distant from HCI. Averted vision is a venerable 
technique of observation in astronomy[Bar77a] and it 
consists of doing just what is expected of the user in 
the gaze proxy solution: Keeping visual focus on 
some other object and using peripheral vision to 
observe the target. Considering that averted 
observation was—and is—considered something 
which requires training and which is easy to do 
wrong, it can be assumed that using essentially the 
same approach in visual impairment simulation is 
equally difficult. Further, off-center focusing is a 
skill that helps people adapt to scotomata and it has 
been determined that even people with an accurate 
simulation of a foveal scotoma can only be trained to 
avert their gaze correctly after five hours of 
training[Har14a]. 

 
Figure 1 Original unmodified interface for RVSP 

One alternative is to implement a webcam-based eye-
tracking solution. This is difficult: commercial eye-
tracking solutions generally use near-IR sources to 
illuminate the eye which is then recorded using a 
high-FPS camera. However, the problem is made 
easier when it is considered that the area of central 
vision is between 3° and 13° depending on which 
acuity threshold one wishes to adopt as the ‘edge’ of 
central vision—features of human being rarely yield 
to sharp distinctions. The size of 1-5° for a foveal 
scotoma is attested in the literature. Thus the system 
need only be accurate enough to capture a region of 
interest of that size, no smaller, which simplifies 
matters. 

 
Figure 2 RVSP interface modified by medium-

fidelity prototype of impairment simulation 
While the technology to use webcams to track the 
user’s gaze does exist[Sew10a] it is not equal to IR-
based systems[Bur14a]. Commercially available 
systems boast accuracy rates of around 1.7°[Sti15a], 
but suffer issues due to lack of lock and sensitivity to 
light.  
Another possible solution is to use a gaze proxy like 
cursor position, but to track user distance and to 
rigorously simulate the visual field and, crucially, the 
difference in acuity between peripheral and central 
vision. This ameliorates the problem of quick barely 
liminal glances outlined above. This is less veracious 
than the webcam approach, but is maximally 
scalable, especially since a webcam based solution 
may cause technical glitches because of jitter and 
drift, while one using this enforced-proxy approach 
has no such issues.  

4. SOFTWARE PROTOTYPE 
The methodology to tackle these problems is to 
develop a universal software simulator of visual 
impairment which seeks to better answer the four 
open questions outlined above.  
As a testbed for further development a software 
prototype was built which simulates all the symptoms 
of AMD: scotoma, loss of central sight, 
metamorphopsia, loss of acuity, and loss of contrast 
and color perception. A complete loss of all vision 
was not simulated. This helped increase veracity: the 
ability to simulate acuity and contrast problems 
helped ‘hide’ the noncentral scotomata: creating an 
effect which corresponds to what patients report in 
the literature where the dropping out of parts of the 
visual field can be imperceptible while still creating 
problems. Further, the use of simulated 
metamorphopsia helped illuminate problems with 
relying on component alignment in UI design.   
The prototype used DirectX front surface readback 
and bitblit-based raster read of the screen buffer, and 
DirectX 9.0c for the rendering of the changed image. 
It then used DirectX to apply all the changes to the 
image, using a SM4 pixel shader to implement all 
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effects except metamorphopsia which was 
implemented through render geometry deformation 
via a vertex shader. All of the effects are 
parameterized and can be tuned or entirely disabled 
depending on the severity of the AMD simulated. 
Eventually, this parameterization will come directly 
from an impairment model and allow for greater 
granularity. This approach was optimized until, with 
the use of bitblt (which proved faster in-
implementation than buffer readback) and shader 
model 4 implementations of symptoms, a fixed 
framerate of approximately 30fps was achieved even 
during system load. Stress tests were performed 
using simulated CPU loads and Unreal Engine 4 
authoring tools which served as a stand-in for 
graphically demanding applications. 
No specialized hardware is required for the 
implementation of this testbed prototype, much in the 
same way that further improvements will not require 
any specialized hardware either. A simple 
development workstation is sufficient to run the 
software and benefit from its simulation. This makes 
it universally accessible: any developer can run it on 
the same machine used to design the interface in the 
first place and, thus, has little excuse not to do so. 
Scalability is achieved by adapting to any proxy the 
user’s gaze available. In case of the presence of a 
gaze-tracking device, all that needs to change is that 
the symptoms are no longer calculated from the 
cursor position.  
Figure 1 shows the unmodified original interface, and 
Figure 2 shows the simulator working. The prototype 
used a user gaze proxy based on the position of the 
mouse cursor while future versions will also support 
commercial eye-trackers and webcam eye tracking.  

5. CONCLUSION 
It is both possible and desirable to employ visual 
impairment simulation in interface design. Previous 
work in the field shows that there is a need for this 
sort of software, that such software can be made, and 
that such software can be made better. Or, rather, can 
be made in such a way as to incorporate various good 
features of several approaches in order to minimize 
wasted effort and allow the designers to easily come 
to understand the needs of all of their users.  
Inclusive design can no longer remain an option, not 
when the ability to use an UI, whether fitted to a 
computer, a phone, a television, or a voting machine 
is a prerequisite for any level of participation in life 
and the economy. New tools and approaches will 
have to be developed in order to achieve this, and 
disability simulation is one step forward.  
This paper demonstrated the need for visual 
impairment simulation, indicated and systematized 
the questions any framework for such simulation 
must answer, and offered tools for modeling such 

solutions by using visual variables as language for 
describing alterations caused by impairment. It also 
provided a medium-fidelity prototype of such a 
solution.  
This research opened up several possible future 
avenues of research including the full design of a 
framework partially specified in this paper, and a 
design for a language for specifying visual 
impairments. Further, the precise efficacy of 
webcam-based gaze-tracking will have to be 
established for this particular application and an 
approach that’s maximally tolerant to changes in 
lightning conditions, motions of the head, and poor 
calibration will have to be developed. The presence 
of a stable light-source and of a trained operator 
cannot be relied upon if the goal is, as it should be, 
the universal acceptance of inclusive design as the 
‘new normal.’ Thus, the current state of the art for 
webcam based eye-tracking is insufficient for the 
needs of visual impairment simulation. Either the 
state of the art will have to be improved, or a greater 
tolerance to problems will have to be built into the 
simulator solution.  
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ABSTRACT 
In this paper we introduce a novel, simple, and efficient method for human action recognition based on a 
multiphase representation of human motion. An action is considered as a finite state machine where each state 
represents a primitive motion called motion phase, which is simply a sequence of poses with predefined common 
features. Spatial-temporal and postural features introduced in previous work are redefined by using only 3D joint 
positions for features extraction and are extended by involving the relative movement of the body end-effectors 
as new features. We developed a framework for modelling a given motion in the proposed motion model, 
whereupon we used this framework to create a model database of 25 different actions. Using this database we 
conducted a number of experiments on data obtained from several sources as well as on distorted data. The 
results showed that the presented method has high accuracy and efficiency. Additionally, it can work offline and 
online in real time, and can be easily adapted to work on 2D data. 

Keywords 
Human motion, motion capture, motion segmentation, motion classification, action recognition. 

1. INTRODUCTION 
Motion capture data is the basis for a realistic 
animation, but it is expensive to produce, therefore, 
the reusability of it is very important. However, this 
reusability demands that the motion capture data is 
good segmented and annotated. The segmentation 
into natural motion phases increases the reusability; 
however, the basis for this segmentation is the 
recognition of motion phases.  Moreover, motion 
capture data is used in medicine for the analysis and 
examination of joint movement and rehabilitation 
procedures. These fields continuously produce large 
stores of data so that it is hard and tedious to retrieve 
a particular motion manually. Therefore, many 
methods have been developed for automatic search 
and retrieval in these stores. Of late, marker-less 
motion capture data has achieved significant 
improvement in accuracy, which enables it to be used 
in control and surveillance systems, as well as in the 
human–robot interaction field. This demands 
instantaneous and precise action recognition, which 
is what our presented method can do. Many works 
such as [Jin07a] and [Bar04a] successfully could 

reduce the high dimensionality of motion capture 
data without semantic lost. Additionally, some other 
works such as [Liu06a] and [Zha11a] could capture 
meaningful human motion with a reduced marker set. 
Inspired by such works, we develop a motion model 
that depends only on the movement of the actor’s 
end-effectors and some basic postural features. We 
extend the features introduced in [Sal15a] so that any 
primitive motion can be described automatically in 
high-level terms. In general an action consists of 
several phases each of which is represented by a 
subset of these features and characteristics. Using the 
framework of phases and features a person with no 
experience with motion capture data is able to define 
or design movements at will and use them in any 
application area to retrieve and classify motions from 
motion repositories or to recognize ongoing motions 
online in real time. 

The contribution of the proposed method is threefold: 
(1) specification of high-level features of human 
motion that enables (2) multiphase representation of 
human action and (3) utilizing this framework for 
efficient and high-accuracy classification of motion 
capture data. The presented approach is easy to 
implement, efficient, and works in real time both 
online and offline. Additionally, the database of 
recognizable motions can be extended easily in a 
very short time because there is no need for training 
data or training time. The rest of this paper is 
organized as follows: First, an overview of the 

Permission to make digital or hard copies of all or part 
of this work for personal or classroom use is granted 
without fee provided that copies are not made or 
distributed for profit or commercial advantage and that 
copies bear this notice and the full citation on the first 
page. To copy otherwise, or republish, to post on 
servers or to redistribute to lists, requires prior specific 
permission and/or a fee. 

ISSN 2464-4617 (print)
ISSN 2464-4625 (CD-ROM)

WSCG 2016 - 24th Conference on Computer Graphics, Visualization and Computer Vision 2016

Short Papers Proceedings 225 ISBN 978-80-86943-58-9



related works is given, and then some terms and 
notations used in our work are introduced. After that, 
the proposed features are described in Section 4 
while the developed motion model is introduced in 
Section 5. In Section 6 the classification algorithm is 
presented, and then in Section 7 some conducted 
experiments are described and their results discussed. 
Finally, the work is concluded in Section 8. 

2. RELATED WORK 
Action recognition from motion capture data has 
received a lot of attention in the last decade. 
Nowadays there is a wide range of methods for 
classification of motion capture data. These methods 
can be divided into online and offline methods 
depending on whether the whole data should be 
processed before a classification result can be given 
or not. From another point of view, the classification 
methods can be divided into the following groups 
based on the nature of the features used to represent 
human motion as well as the field in which the used 
algorithms originated: 

Description-Based 
Methods of this category use annotated motion 
templates and high-level semantic features for action 
recognition. The work of J Baumann et al. [Bau14a] 
is an example of these approaches, where a motion 
capture database is annotated with actions of interest 
in an offline phase, and then used in the online phase 
to search for motion segments that are similar to 
annotated actions in the motion database. Leightley 
et al. [Lei14a] used Exponential Map EMP and k-
means clustering to model human actions. For each 
action class they transform each pose of a 
representative sequence into EMP form then they 
used k-means clustering to extract a small number of 
exemplars that represent the action. Then they used 
Dynamic Time Warping and Template Matching to 
recognize actions from motion capture data streams. 

Machine Learning 
Machine learning techniques are widely used to 
classify 2D and 3D human motion. Cho and Chen 
[Cho13a] generated features for each motion frame 
based on the relative positions of joints, temporal 
differences, and normalized trajectories of motion. 
They then used them in training deep neural 
networks that they later used to classify motion 
capture data. Coppola et al. [Cop15a] extended the 
3D Qualitative Trajectory Calculus (QTC3D) and 
used them to model human actions. Then they 
learned HMM to recognise human actions. 

Statistics-Based 
Statistical techniques such as Gaussian-Mixture-
Models, Histograms and Space-Time Correlation are 
used here to model and recognize human motion. Y 
Jin and B Prabhakaran [Jin07a] quantized human 
motion data by extracting spatial–temporal features 

using SVD and then translated them into a one-
dimensional sequential representation through a 
semantic Gaussian Mixture Models with 
Expectation-Maximization algorithm. These could 
reduce the dimensions of human motion data while 
maintaining semantically important features. M 
Zhang and A Sawchuk [Zha12a] introduced a 
framework for human motion modelling and 
recognition based on a bag of features. They 
modelled human activities through histograms of 
primitive symbols on physical features using k-
means clustering and soft weighting. Unlike our 
proposed method, most of the above-mentioned 
methods are unable to separate two consecutive 
occurrences of one motion. In addition, the 
transitions between two motions are not recognized 
as transition but merged with the neighbour motions. 
Moreover, in some methods the learning process by 
classification is not simple, while our method is 
simple, easy to implement, efficient, and does not 
need any training phase.  

3. PRELIMINARIES  
We describe a pose of the human body as a set of 
annotated 3D points that correspond to the body 
joints. Thus, the human body pose is determined by 
the global 3D positions of these joints additional to 
the global orientation of the body. The proposed 
method needs a minimum set of joints J, namely, the 
ankles, knees, hips, chest, head, wrists, as well as a 
virtual joint at the pelvis called 'root'. In this work, 
we refer to ankles and wrists as feet and hands 
respectively. A pose at time t is described by �� =
(��, ���, ��� , … , ��� ), where �� is the global orientation 
of the body and ��� is the 3D global position of the 
joint j, where n is the number of used joints. The 
global body orientation at time t is given by three 
orthogonal vectors ��, ��, and ℎ� representing the 
normal vectors of the frontal, sagittal, and traversal 
main body planes respectively. We denote the single 
position coordinates of joint j at time t as ���,  ��� and ��� respectively where ���  is the vertical coordinate. 
We refer to the vector that goes from joint a to joint b 
at time t as 	�,� = ��� − ���  , and the motion direction 
of joint j at time t as 
�� = ���  −  �����. Additionally, 
we define the motion magnitude of joint j at time t in 
the direction v as 
following  
�,	� = ||
��||cos (∠�
��, 	�), where 	 ∈
{ ��, ��, ℎ�}, and we refer to the algebraic sum ∑ 
�,	��
��
�  as the accumulated motion magnitude of 
joint j over the time interval � = [�, �] in the 
direction v. 

4. FEATURE DESCRIPTION 
The main idea of the proposed method is based on a 
set of features that was inspired by the way in which 
people in general and kinesiologists in particular 
analyse and evaluate human motion. The method also 
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seeks to analyse the most important factors in 
deciding on the motion class. We extend the 
taxonomy tree of human motion introduced in 
[Sal15a] by adding motion directions of the end-
effectors in the main body planes. The extended tree 
shown in Fig. 1 now consists of nine levels that 
reflect the importance of each group and the relations 
among features where the features in the first level 
have the highest importance. We call each complete 
path in this tree a 'pose state', which can be described 
as a complete set of the defined features. Each given 
pose is assigned a pose state by taking a previous 
pose into account. In the following, we introduce a 
detailed description of each of the features. In 
[Sal15a] the used features are calculated using both 
joint angles and 3D joint positions. However, we use 
here only 3D joint positions for calculating the 
introduced features.  

Spatial–Temporal Features  
In this section we introduce features that are 
generated by changing the joint positions over time, 
thereby denoting it as spatial–temporal features. They 
are introduced in the following in the order in which 
they are computed. 

4.1.1 Motion Existence 
First the existence of motion is checked. A pose is 
classified as dynamic if there is at least one joint that 
has moved a significant distance on at least one 
coordinate axis (1), otherwise it is classified as static. 

∃j ∈ J: ∃c ∈ �x, y, z�: ��| c� − c��� | � > ��                     (1) 

The threshold � is a small real value representing the 
maximal noise value in the used data. Assuming 
there is a clip of n static poses that can be recorded 
during the system setup; the threshold � is then the 
maximal displacement that a joint has achieved along 
any of the coordinate axes between two subsequent 
poses over the whole clip (2). � = max�,,�( |c� − c���| � for all t ∈ �2, n�, all j ∈
J and all c ∈ �x, y, z�.                                               (2) 

4.1.2 Motion Directions 
Secondly, the motions of the end-effectors in the 
three main body planes are described. Based on the 
observation that almost all human actions are 
performed by displacing the body end-effectors, 
namely the hands, the feet, and the head/torso, we 
use the motion direction of these body parts as high-
level features such as left foot moves forward up, or 
right arm moves left down fast. From a kinesiological 
perspective, the movements of body parts occur 
mainly in three anatomical planes, namely the 
frontal, sagittal, and traversal planes [Ham02a, 
Gre05a]. Based on this division of the body into three 
planes we define the directions of the joint 
movements relative to the body’s axes as shown in 
Table 1. 

Body Axis frontal vertical sagittal 

Positive 
Motion 

forward upward left 

Negative 
Motion 

backward downward right 

Table 1: Defined motion directions relative to 
main body’s axes 

4.1.3 Motion Space 
Although the human body can move in many 
different ways, there are actually two major kinds of 
movements. These are locomotive, translator or 
linear, and non-locomotive, rotary, or angular 
[Ham02a, Gre05a]. If the whole body moves from 
one place to another, then the movement is 
locomotive; otherwise, it is considered as non-
locomotive. A given pose is classified as locomotive 
if the root and both feet move, relative to the 
previous pose, in the same direction (3), or the root 
and at least one foot move in the same direction (4 
and 5), while the other foot is fixed, and the 
accumulated magnitude of the root motion in the 
considered direction is greater than a certain 
threshold equal to the tibia length. ��‖d����� ‖� > �� �˄ ���‖d������ ‖��  >  �� ˄ ���‖d������ ‖�  >  �� ˄             �d����� ∙  d������ > 0 � ˄ �d����� ∙ d������ > 0�              (3) 

 �‖d����� ‖ >  ε� �˄ �‖d������ ‖ > �� �˄ �‖d������ ‖ ≤  ε� ˄         �d�����  ∙  d������ > 0�                                                      (4) 

 �‖d����� ‖  >  �� ˄ ��‖d������ ‖  ≤  ε� ˄ ��‖d������ ‖ >  �� ˄        �d�����  ∙  d������ > 0�                                                     (5)  
where ε is the noise threshold defined in (2). 

Postural Features 
An important factor for classifying human motion is 
the change in the main body posture. We utilize this 
observation and use the following major and 
corresponding minor postures as features for the 
recognition of human actions. 

4.1.4 Standing 
In general, 'standing' is a major posture where the 
body maintains an upright position supported by the 
feet. The presented approach restricts the upright 
constraint to the lower body. Therefore, a pose is 
considered as 'standing' if at least one leg is extended 
and has a certain maximum inclination (6). ��	�����,����� > �� ˄ �∠�	�����,���� ,��� ≤ ��) ˅         

��	�����,����� > �� ˄ �∠�	�����,����,��� ≤ ��)   (6)  

We consider a leg as extended if the distance 
between the foot and hip is greater than �, which is 
equal to one and a half of the femur length.  
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Figure 1: Taxonomy tree of human motion. Double circles allow the path to return to the first previous 

double circle, whereby it is not allowed to take the same path segment again.

 The maximum inclination used by our experiments 
is � = 45°. Standing can also have one of the 
following three minor postures: 

1. If the torso stays upright, i.e. it has an inclination 
smaller than threshold β: ∠������,�ℎ����,��� ≤
β (7), then the pose is considered as 'standing 
upright'. We used � = 30°. 

2. Otherwise it is considered as 'standing 
bent': ∠�	����,������,��� > �.                        (8) 

3. If the body is not supported only by the feet, 
then the pose is considered as 'standing leaned'. 
Suppose S is the set of support body parts, then 
'standing leaned' is recognized when S contains 
at least one part except the feet    \
 !������� ,  ������� " ≠ Ø. This minor posture, 
however, is in our case not recognizable, 
because motion capture data does not contain 
any information about the environment.  

4.1.5 Sitting 
The 'sitting' posture is a major posture in which the 
body is supported mainly by the buttocks rather than 
the feet, that implies that the projection of the gravity 
centre of the body lies outside the support base of the 
body formed through the feet. Additionally, the torso 
is not horizontal. Based on the height of the hip joint, 
it is decided whether the pose is sitting on an object 

or on the floor as minor postures. No constraints are 
put on the legs because there are many variants of the 
sitting posture according to the position of the legs. 
Legs can be vertical, crossed, or on each other. 

4.1.6 Kneeling 
'Kneeling' is also a major body posture in which at 
least one knee touches the ground and the root height 
is greater than half of the femur length, which is 
denoted as # in (9). If only one knee fulfils these 
criteria, then kneeling is called asymmetric; 
otherwise, it is symmetric kneeling. 

(�������� ≈ ��� ˅ �������� ≈ ���) 

˄ ((������ − ��) > #)                                               (9) 

Given that the ground height can be greater than zero 
(stairs case), we denoted the ground height as ��. 
4.1.7 Squatting 
'Squatting' is a major human body posture in which at 
least one foot touches the ground but not the knee, 
and the vertical distance between the corresponding 
hip and foot is smaller than half of the femur length 
(10). Additionally, the torso must not be horizontal.  

(�������� ≈ ��� ˄ �(������ < #� ˄ ��������  > ���)  ˅    

(�������� ≈ ��� ˄ �(������ < #� ˄ ��������  > ���) (10)  

Squatting is symmetric when both the knees are bent; 
it is asymmetric when only one knee is bent. 

Motion Speed

Motion Magnitude

Motion Direction

Body Axis

End-Effector

Minor Posture

Main Posture

Motion Space

Motion Existence

standing sitting kneeling squatting lying 4-supported transition

upright bent symmetric asymmetric on back on belly sideways forwards bacwards

locomotive non-locomotive

static dynamic

MoCap Data

root head lfoot rfoot lhand rhand

frontal motion vertical motion sagittal motion

fixed forward backward up down fixed left right fixed

short mean long

slow normal fast

pose state
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4.1.8 Lying 
'Lying' is a major posture in which the body is in a 
horizontal or resting position supported along its 
length. In the proposed approach, this definition is 
restricted to the torso, i.e. the torso should have an 
inclination greater than a threshold $:  
∠�	����,������,��� > $ (11), which we set at 70° in 
the conducted experiments. If at least one hip lies on 
the floor, then the pose is classified as lying on the 
ground (12), otherwise on an object. ������ 

� ≈ ��� ˅ ������ 

� ≈ ���                                   (12) 

If the two hip joints have approximately the same 
height (13) and the normal of the frontal plane points 
down (14), then the pose is lying on the belly. If the 
mentioned normal points up (15) and the two hip 
joints have approximately the same height, then the 
pose is called lying on the back. %����� 

� − ����� 

� % < �	����,�����/2                          (13) 

∠���,��� ≈ 180°                                                 (14) 

∠���,��� ≈ 0°                                                     (15)                          

If the difference between the heights of both the hips 
is greater than half of the distance between the two 
hip joints (16), then the pose is lying sideways. %����� 

� − ����� 

� % ≥ �	����,�����/2                          (16) 

4.1.9 Four-Supported 
In this rare major posture, the hands and the feet 
contact the ground but not the root ������� 

� ≈��� ˄ ������� 

� ≈  �� � ˄ ������� 

� ≈ ��� ˄ ������� 

� ≈���˄ ������ 

� >  �� �. If the belly faces the ground 
(14), then the position is called 'forward four-
supported', or else the back faces the ground (15) and 
the position is called 'backward four-supported'. 
Another variant of this posture is when at least one 
upper limb and one lower limb contact the ground at 
the same time (17). This variant allows more 
movements to be performed than the first variant. 

&������� 

� ≈ ��� ˅ ������� 

� ≈ ���' ˄      

�������� 

� ≈ ��� ˅ ������� 

� ≈ ����                        (17) 

4.1.10 Transition 
The transitions between the above-mentioned main 
postures of the human body are considered here. If 
the pose cannot be classified as one of the above-
mentioned major or minor human body postures, 
then it is considered a transition posture. The 
previous and next major postures determine the name 
of the transition, i.e. the classification of a 
transitional posture is dependent on the two 
surrounding main postures. For example, the pose 
that corresponds to the transitional phase between 
'sitting' and 'standing' will be classified as 'standing 
up'. 

5. MULTIPHASE REPRESENTATION 
OF MOTION  
Any human activity can be generally divided into a 
sequence of simple motions called 'phases'. This 
division makes the action classification easier and 
more robust. In the kinesiological analysis of human 
motion, one tries to divide the considered activity 
into three phases: preparatory phase, power phase, 
and follow-through phase [Ham09a], or preparation 
phase, action phase, and recovery phase [Bar07a]. 
Here each phase can be further divided into sub-
phases so that each sub-phase consists only of some 
basic joint movements in the directions introduced in 
Section 4. We use, however, a certain definition of 
the motion phase and do not distinguish between 
power phase and other phases. We define the motion 
phase as a sequence of poses with a common set of 
features defined above in Section 4. Table 2 
summarizes the feature set and the range of values of 
each feature, where the feature value 'undefined' 
denotes that this feature is not important in the 
considered phase, i.e. it can be ignored.  

Feature Values 
Motion 
Existen

static, dynamic, undefined 

Motion 
Space 

locomotive, non-locomotive, undefined 

Major 
Posture 

standing, sitting, kneeling, squatting, 
lying, four-supported, transition, 
undefined 

Minor 
Posture 

standing upright, bent, leaned, 
undefined 

sitting on object, on floor, 
undefined 

kneeling symmetric, asymmetric, 
undefined 

squatting symmetric, asymmetric, 
undefined 

lying 

{on belly, on back, 
sideway, undefined } 
×{on object, on floor, 
undefined }  

four-
supported 

backwards, forwards, 
undefined 

undefined 
Frontal 
Motion 

{forwards, backwards, fixed, 
undefined} ∪  ( ×    

Vertical 
Motion 

{up, down, fixed, undefined} ∪  ( ×    

Sagittal 
Motion 

{left, right, fixed, undefined} ∪ ( ×    

Table 2: Summary of introduced features and 
their possible values, where × stands for the 

Cartesian product operation, M = {short, mean, 
long, undefined} and S = {slow, normal, fast, 

undefined} 
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This definition of the wide range of high-level 
features allows the description of the most common 
human activities in a high language, enabling a 
comfortable retrieval system. Often, an action that 
consists of several phases can only be performed 
starting from a certain phase.  In these cases the 
motion description involves the order of phases. On 
the other side there are some actions that can be 
started in more the one phase, such as the kicking 
action, which consists of three phases and can be 
started in the first or second phase, where in the first 
phase the used leg moves backwards to give the 
strike more power, then it moves forward long fast in 
the second phase and then moves backwards down to 
the rest position in the last phase. Here the first phase 
is optional because kicking can be performed without 
this phase. Table 3 shows the detailed definition of 
kicking using the right leg without the optional 
phase. 

Feature Phase 1 Phase 2 
Motion 
Existence 

dynamic dynamic 

Motion Space non-locomotive non-locomotive 
Main Posture standing standing 
Minor Posture undefined undefined 
root Frontal-
Vertical-
Sagittal Motion 

fixed-fixed-
fixed 

fixed-fixed-
fixed 

torso Frontal-
Vertical-
Sagittal Motion 

undefined- 
undefined- 
undefined 

undefined- 
undefined- 
undefined 

lfoot Frontal-
Vertical-
Sagittal Motion 

fixed-fixed-
fixed 

fixed-fixed-
fixed 

rfoot Frontal-
Vertical-
Sagittal Motion 

forward long 
fast-up mean 
fast-fixed 

backward long 
fast-down mean 
fast-fixed 

lhand Frontal-
Vertical-
Sagittal Motion 

undefined- 
undefined- 
undefined 

undefined- 
undefined- 
undefined 

rhand Frontal-
Vertical-
Sagittal Motion 

undefined- 
undefined- 
undefined 

undefined- 
undefined- 
undefined 

Table 3: modeling the motion class "KickR" using 
the proposed motion model. 

Another relative complex example is the jumping 
action. Jumping can be divided into four phases. In 
the first phase the feet stay fixed while the root 
moves down. In the second phase the whole body 
moves up and forwards, while it goes on forward in 
the third phase but down. In the last phase the feet 
are fixed while the root moves up and forwards. 

6. ACTION RECOGNITION 
Actions to be recognized should be manually 
modelled and saved in a model database using the 
developed framework. For each action in the action 

model database, a finite state machine FSM is created 
automatically (Fig. 2).  

 
Figure 2: Finite state machine representing the 
recognition process of a defined action, where 

‘n’ means that the next phase is matched and the 
current phase can be ended; 'a' means the 

current phase is matched; 'f' implies failed to 
match either the current phase or the next one; 
'r' means the end phase ended successfully and 

the motion is recognized; 's' means return to the 
start phase and start again. 

Suppose that an action model consists of n 
phases  �,  �, … ,  �, where  �is the start phase and  � is the end phase, then the corresponding FSM is 
defined as following: ) = (Σ,  , ��, #,*), where Σ is 
the input alphabet and consists of all possible pose 
states;  = { ��,  �� , … ,  �� } is the states set and it 
consists of the action phases whereby each phase is 
extended to have the following attributes: (1) start 
time +, (2) end time , and (3) an activation flag. �� is 
the initial phase. # is the transition function and it 
will be defined later in Fig. 3. F is the set of final 
states and it consists here of the extended end phase. 
The input data in each frame consists of the global 
positions of the used joints as well as the global body 
orientation. The motion features are computed using 
this information and then the FSM for each action is 
updated using the computed current pose state as 
shown in Fig. 2 and Fig. 3. At the beginning all 
created FSMs are considered to be in their initial 
phase. When a new pose is available, the pose state is 
computed and given to each FSM to update its status 
as following: if the pose state is compatible with the 
current FSM phase i.e. the phase is matched, then the 
phase is retained and the related action is considered 
active. Otherwise, if the current phase is not matched 
and it was active in the previous frame, then the 
phase is considered to be achieved and can be ended 
if the accumulated motion magnitude and motion 
speed of each required phase feature are within the 
desired range and, in this case, the FSM is aggregated 
to the next phase. Otherwise, the action is cancelled 
and the FSM is returned to its start phase. If it is 
assumed that  �  is the pose state of the pose t, i.e.  �  
is a complete set of the defined features or a 
complete path in the taxonomy tree, and    is the 
feature set of the current phase   �  of the FSM for the 
action ℳ, then the global recognition algorithm of 
the action ℳ at the time t can be stated as follows: 

Start
Phase

Phase 1

Phase 2

End
Phase

Reco-
gnized

s

a

n

a

f

n

a
f

n

af

r

start
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1 if     
 ⊆ 

 
 � 

 then 

2 

 

if  the current action phase   �  is active 
then 

3  set end time of    �   , =  -. 
4 else 
5 

 
set start time of    �   + =  -. 

6 raise the activation flag of   � , i.e. 
make   �  active. 

7 else if    �  is active and can be ended then 
8  if  the   �  is the end phase then 
9  action ℳ is recognized. 

10   return to the first phase and reset the 
activation flag of all phases. 

11  else move to the next phase. 

12 else return to the first phase and reset the 
activation flag of all phases. 

Figure 3: Transition function of the action FSM. 

The proposed approach can provide information 
about the ongoing activity before it is completed, 
which is an important issue for some application 
areas such as human–robot interaction, because it 
enables the robot to response quickly and at the right 
time. 

7. EXPERIMENTAL RESULTS 
We developed a framework for action design and 
action classification from different motion capture 
databases, namely CMU [Cmu14a], HDM05 
[Mue07a], and locally captured data (at our institute). 
The used data contains distorted walking data. Using 
our framework we modelled 25 actions manually as 
explained in section 5. The motion clips were first 
manually segmented and annotated by two different 
persons, and then processed by our system. Table 4 
shows the actions used in our experiments and the 
measured evaluation values, where the global 
precision is about 96.2% and the global recall is more 
than 98.1%. To begin with, we measured the 
precision of action recognition as follows: precision 
= count of correctly recognized action / count of all 
recognized actions. Another evaluation value is the 
recall, which is the percentage of the count of 
correctly recognized actions compared to the count 
of ground truth actions. An action is considered 
correctly recognized if the temporal overlap between 
it and a manually segmented action of the same type 
is bigger than half the length of the manual action. 
We measured also the segmentation error as follows: 
the segmentation error is zero if the difference 
between the automatic detected cut and the manually 
created cut smaller than ten, otherwise the 
segmentation error is equal to this difference minus 
ten, where a manual created cut is the mean of all 
manual created cuts (in our case two) of the 
considered action. The proposed method is able to 
recognize some particular information about the 
action such as the marching foot while walking and 
running, the used hand while punching, or the leg 

while kicking. All occurrences of most of the defined 
actions are recognized successfully. An exception is 
the activity of walking. This is because sometimes 
the first and last strides of running are recognized as 
walking. The method failed to match the second 
phase in the running motion if the feet are not far 
enough from the ground. This is, however, a minor 
drawback, because walking and running are similar 
motions especially in terms of the first and last 
running strides.  

Action Class Prec-
ision 

Re-
call 

Segmentat-
ion Error 

WalkL 0.94 0.99 2 
WalkR 0.93 0.99 1 
RunL 0.98 0.94 0 
RunR 1 0.96 0 
BoxL 1 0.96 11 
BoxR 0.96 1 19 
KickR 1 1 10 
KneeKickR 1 1 27 
SideKickR 1 1 23 
Jump 1 1 11 
JumpJacks 1 1 7 
StandUp 1 1 55 
SitDown 1 1 14 
Hop2Legs 1 1 71 
HopR 1 1 31 
HopL 1 1 20 
SwingArmsSagittal 1 1 11 
SwingArmsTravers 1 1 26 
SwingArmsCircular 1 0.94 14 
ChoppingL 1 1 4 
ChoppingR 1 1 19 
Fight 1 1 28 
DrinkR 1 1 18 
Throw 1 1 57 
Squat 1 1 32 
Table 4: Results of the experiments, where 'L' 

stands for left and 'R' for right and it refers to the 
active limb during the action. 

The classification speed is linear with the number of 
actions to be recognized. The mean recognition speed 
for a model database of 25 actions amounted ~1200 
fps on a computer running Windows 8 with AMD 
A4-4300M APU processor, 2.50GHz and 4.00GB 
RAM. If the database were hypothetically extended 
to contain 250 actions, then the speed would sink to 
~120 fps. This means that our method can scale to 
large model databases and can still perform well in 
real time. 

Compared to some other works which were evaluated 
using data from the same data sources which we used 
,namely the HDM05 and CMU, the proposed method 
produces better results as shown Table 5. However 
this comparison might be unfair because the used 
datasets might be slightly different and the classes 
and numbers of considered actions are also different. 
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Action 
Class 

[Cho13
a] 

[Lei14
a] 

[Zha12
a] 

Propo-
sed 

All  0.95 0.9492 0.927 0.962 
Walk - ~0.975 0.923 0.935 
Run - ~0.975 0.989 0.99 
Hop - ~0.95 1 1 
Box - ~0.86 - 0.98 
Squat - ~0.94 - 1 

Table 5: Precision of some other works where „-“ 
stands for unknown accuracies and „~“ stands for 

those read from a diagram picture. 

8. CONCLUSION AND FUTURE 
WORK 
In this paper a set of high-level semantic features are 
introduced and employed in a multiphase motion 
representation that enables an efficient recognition 
and retrieval of motion capture data with high 
accuracy. The introduced features as well as the 
multiphase representation of motion are inspired by 
kinesiology, and hence the proposed method mimics 
the human mind by motion perceiving and analysing 
what enables it to perform very well. It can also work 
online and offline in real time. The recognizable 
motion database can be extended easily and in a short 
time, because our method does not require any 
training time. The experiments made on large 
databases from different sources, as well as on 
distorted data, proved that the proposed method 
scales well to other data sources. As future work we 
plan to extend this method so that it can also classify 
single poses, static clips, and static gestures. 
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ABSTRACT 
One of the most important tasks in modern world is to find solutions to problems of processing and analyzing 
multidimensional data. In this paper we present an approach for cluster analysis of multidimensional geometric 
data. Some definitions and extensions of classical cluster analysis problem is given. Our approach is based on the 
visualization method. Suggested approach allows us to analyze multidimensional data and distances in 
multidimensional Euclidean space using three-dimensional spatial scenes and shows an easy way for cluster 
analysis and anomaly discovery. An example of solving the problem of analysis of financial multidimensional 
data of credit organizations is also presented. 

Keywords 
Visual analysis, cluster analysis, multidimensional data analysis, visualization. 

1. INTRODUCTION 
One of the most important tasks in modern world is 
to find solutions to problems of processing and 
analyzing multidimensional data. Different methods 
and procedures, both automatic and interactive, have 
been developed to solve such problems. Visual 
methods take a special place among the data analysis 
problem solving methods. 
However, a careful study of publication focused on 
the description of specific applications that use visual 
methods, allows us to state that in reality, interactive 
multidimensional data analysis systems often have a 
lower value than systems displaying results gotten 
using data analysis methods. As an example we can 
use situational alerts system AdAware [1], system of 
visual analysis system that is used to solve problems 
in aircraft manufacturing [2], system of visual 
analysis of text data VxInsight, software package 
SAS Visual Analytics [3], created to process and 
analyze large volumes of financial and economic 
data. All above mentioned systems are industrial and 
commercial products; they provide users with a great 
number of interfaces and data visualization 
capabilities. However, while all of these systems, in 
fact, are set to process multidimensional data 
internally and present results in the form that is 
convenient for the user, they don’t give him an 

option to work directly with data clouds using 
multivariate visual display of the data. 
As practice shows methods of parallel coordinates 
[4], Chernoff faces [5], Andrews plots [6] and other 
mnemonic graphic images are widely used for such 
visual representation for multidimensional data. Such 
images have a set of settings corresponding to the 

coordinates of multidimensional point. And, by 
comparing that images, one can cluster the initial 
data. For more info about such methods see works 
[4-6]. These methods do not allow the user to use any 
kind of metrics to understand the difference between 
objects. That is a crucial point, if the analyst has to 
answer the question “why does this objects are 
similar?” 
This article discusses an original algorithm that we 
developed to solve problems of multi-dimensional 
geometric data analysis. Justified choice of the 
method used preceded by the development of the 
algorithm and based on the algorithm we created an 
interactive software package for visual analysis of 
multidimensional data. This method and algorithm 
are different from others since they provide the user 
with the ability to work directly with the original 
multidimensional data - there is no initial numeric 
processing of the original multidimensional data, and 
that allows analyst to manipulate directly with input 
data and visually analyze the results. 
 

2. STATEMENTS OF THE 
GEOMETRIC DATA ANALYSIS 
PROBLEM 
In this article, a geometric data refers to a set of 
points (𝑥1, 𝑥2, … , 𝑥𝑛) of Euclidean space 𝐸𝑛 with 
predetermined metric tensor 𝜌(𝑥, 𝑦), which may be 
prepared by geometrization of any domain data. The 
task of geometry data analysis is understood as a 
problem of extended cluster analysis, as well as the 
imposition of additional statements on the mutual 

ISSN 2464-4617 (print)
ISSN 2464-4625 (CD-ROM)

WSCG 2016 - 24th Conference on Computer Graphics, Visualization and Computer Vision 2016

Short Papers Proceedings 233 ISBN 978-80-86943-58-9



positions of the points in multidimensional 
geometrical space.  
 

2.1. The classical problem of cluster 
analysis 
The problem of cluster analysis is one of the classical 
problems of data analysis. Setup of goals of cluster 
analysis includes the following: 
Given: set of points 𝐺 = {x1, 𝑥2 … 𝑥𝑚}, where 𝑥𝑖 =
(𝑥𝑖

1, 𝑥𝑖
2, … , 𝑥𝑖

𝑛) 
Required: divide subset 𝐺𝑖 from 𝐺, in a way that: 

1) 𝐺𝑖 ∩ 𝐺𝑗 = ∅, ∀𝐼, 𝑗, 𝑖 ≠ 𝑗 
2) ∪ 𝐺𝑖 = 𝐺 

In the classical statement of the cluster analysis 
problem, subset 𝐺𝑖 is called cluster and must satisfy 
the following conditions (with certain function for 
calculating the distance 𝜌(𝑥, 𝑦) and maximum intra-
cluster distance 𝑑): 

1) ∀𝑥, 𝑦 ∈ 𝐺𝑖 , 𝜌(𝑥, 𝑦) ≤ 𝑑 
2) ∀𝑥 ∈ 𝐺𝑖 , ∀𝑦 ∈ 𝐺, 𝑦 ∉ 𝐺𝑖 , 𝜌(𝑥, 𝑦) > 𝑑W 

 

2.2. Extended problem of cluster analysis 
Depending on the distance 𝜌(𝑥, 𝑦) between the 
points and the parameter 𝑑, that may be changed 
during the analysis process, it is possible to visually 
distinguish the following subset of multidimensional 
points: 
1. Cluster — classical cluster. 
2. Remote (anomalous) point — a point 𝑥𝑖 is 

remote, if ∀𝑦 ∈ 𝐺, 𝜌(𝑥𝑖 , 𝑦) > 𝑑. We may say, 
that distant point — is a cluster of the size of 
one. However, these points may be of particular 
interest for the analyst. 

3. Bunch —  a subset of points with most distances 
between points not exceeding the preset d value. 

4. Quasi-remote point — a point that is not remote, 
but at the same time is not included in a bunch or 
a cluster at the given grouping. 

Note, that the analyst selects bunches and quasi-
remote points during the process of solving the 
above-mentioned problem of the analysis. These 
concepts are useful for the analyst in the process of 
solving the problem of geometric data analysis. 
Allocation of bunches and quasi-remote points 
allows the analyst to focus on these objects during 
the process of changing the parameter d. Therefore, if 
there is an allocated quasi-remote point, it is 
necessary to gradually change the value of d, to find 
out the conditions under which a point would become 
anomalous. Similarly, when allocating bunches, it is 
necessary to change 𝑑 to try to obtain a cluster.  
 

2.3. The statements of the relative 
positions 
In the process of solving the problem, statements of 
the following types are made: 

 Point 𝑥𝑖 belongs to subset 𝐺𝑗 when 𝑑 = 𝑑𝑘  
 Subset 𝐺𝑗 is a cluster 
 Subset  𝐺𝑗 is a bunch 
 Point 𝑥𝑖 is an anomalous point 
 Point 𝑥𝑖 is a quasi-remote point.  

As a result, in this publication we are solving the 
problem of partitioning of the original 
multidimensional geometric data into subsets, such as 
clusters and remote points, as well as the allocation 
of bunches and quasi-remote points supporting the 
problem solving process when the analyst changes 
maximum intra-cluster distance d. 
 
3. THE PROPOSED METHOD 
To solve this problem, it is proposed to use the 
visualization method. Theoretical aspects of the 
solution for data analysis problems with this method 
using the scientific data as an example are given in 
[7]. The essence of the visualization method is to 
divide the original problem into two consecutively 
solved sub problems. First problem, solved by a 
computer, is to obtain a representation of the 
analyzed data in a graphical display (the problem of 
data visualization). Second one, is to analyze the 
graphic image and interpret the results of the analysis 
against the original data. This problem is solved 
directly by man.  
It is emphasized, that in this method the visual 
analysis of a graphical representation of the analyzed 
data is to qualitative analysis of the spatial scene that 
within this method is corresponding to the analyzed 
data. I.e. used graphics are means to naturally and 
comfortably for the analyst to visually analyze the 
spatial scene, followed by the interpretation of the 
results correlated to the original data. An algorithm 
for solving the first problem involves the following 
steps: 
1. Sourcing — receiving original data for 

visualization pipeline. 
2. Filtering — pre-processing the original data. 

During that step an interpolation of missing data, 
data decimation and data smoothing can be 
applied. In general, this step may be absent. 

3. Mapping — on this step, the filtered data is 
mapped to spatial scene. This step is one of the 
most important and time-consuming in the first 
task. 

4. Rendering — obtaining the resulting graphics of 
spatial scenes. 

The second objective is to analyze the resulting 
graphics that is visual analysis of spatial scenes. This 
step cannot be strictly formalized, its effectiveness 
depends on the experience of the person performing 
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the visual analysis and his tendency for spatially-
shaped thinking. Looking at the resulting image, a 
person can solve 3 main objectives: analysis of the 
shape of spatial objects, analysis of their mutual 
disposition and analysis of graphic attributes of 
spatial objects. The results of the solutions of these 
three problems, as indicated above, are interpreted 
with respect to the original data. 
In the analysis of the graphics, the user can either be 
satisfied with the conclusions, or it may come back to 
one of the stages of the first task to set other values 
of the visualization pipeline parameters. Therefore, 
the process of solving the analysis’ problem using the 

visualization method is iterative and interactive. The 
general scheme of analysis’ problem solving is 

shown in figure 1. 
 
3.1. Description of the basic idea of the 
algorithm 
Under this method, we proposed an original 
algorithm for solving the problem of visualization. 
The basic idea is that in the original n-dimensional 
space 𝐸𝑛 an additional construction is undertaken. If 
the distance between two n-dimensional points 𝑥𝑖 , 𝑥𝑗  
is not more than pre-assigned 𝑑 (𝜌(𝑥𝑖 , 𝑥𝑗) ≤ 𝑑), line 
segment is drawn between two points in the original 
space. Accordingly, the original analyzed data 
appeared to be 𝑚 multidimensional points and some 
multidimensional line segments (depending on 𝑑). 
Then projection of the original space on the selected 
by the analyst 3-dimensional space 𝑋𝑖 , 𝑋𝑗 , 𝑋𝑘 is 
performed. Next, a spatial scene is constructed using 
the following rules: 
 points correspond to spheres with preassigned 

radius; 
 line segments correspond to cylinders with 

preassigned radius. 
The color of the spheres is set to be the same, and the 
color of the cylinders depends on the distance in the 
original space. The smaller the distance, the redder 
the cylinder between the spheres. When setting up 

the color of the cylinder in the RGB palette, the color 
will be set as follows: 

𝑅𝐺𝐵 = [255, 0, 0] + [−255, 150, 255] ∗
𝜌(𝑥, 𝑦)

𝑑
 

Setting various colors to cylinders allows making 
statements about the distance in the original n-
dimensional space while visual analysis is performed 
in the 3 dimensional spatial scene.  
In case of several n-dimensional points are projected 
into one 3-dimensional point, we should move for a 
bit one of the 3-dimensional point in a such way, that 
the points are not overlaying anymore. Due to the 
fact that described algorithm assumes analysis of the 
distance between n-dimensional points, such 
transformation does not violate the process of visual 
analysis of the spatial scene and the analysis of the 
initial data as a whole. So, even in that case, that 
algorithm is valid. 
 
3.2. Detailed description of the algorithm 
The algorithm of solving the geometric data analysis 
problem is represented by the following steps: 
1.  Input of initial data. 
2. Choosing the distance formula. 
3. Setting the maximum intra-cluster distance d, 

calculating distance between every couple of 
points in the original n-dimensional space. 

4. Entering visualization parameters (radius of the 
spheres and cylinders, space 𝑋𝑖 , 𝑋𝑗 , 𝑋𝑘 for 
projection). 

5. Projecting objects of the original n-dimensional 
space into chosen in step 4 3-dimensional space. 

6. Creating of spatial scene. 
7. Visualization and analysis of spatial scene. 
8. If not all the necessary information is obtained, it 

is necessary to go back to step 3. 
9. The results of the analysis were then interpreted 

relative to the original multidimensional 
geometric data. 

Therefore, the algorithm of solving the problem is an 
interactive and iterative.  
Now we are estimating the complexity of one cycle 
of the algorithm (steps 3-8). If the number of points 

Figure 1. The general scheme of the visualization method 
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is defined as n, then the number of cylinders will be 
𝑛 ∗

𝑛−1

2
. Thus,  

𝑇(𝑛) = 𝑂 (𝑛 ∗
𝑛 − 1

2
) = 𝑂(𝑛2) 

𝑀(𝑛) = 𝑂 (𝑛 ∗
𝑛 − 1

2
+ 𝑛) = 𝑂(𝑛2) 

where 𝑇(𝑛) shows the dependence of the operating 
time on the volume of the input data (𝑛); 
𝑀(𝑛) shows the dependence of the consumed 
memory vs. the volume of input data (𝑛). 
 
3.3. Implementation in Maxscript and C 
++ (VTK) 
This algorithm has been implemented in two 
different ways. First it was implemented using the 
programming language maxscript (3ds Max 
environment) due to its simplicity and richness of 
conceptual apparatus and therefore high speed 
programming on it. Because of the high complexity 
of the resulting spatial scene and a large number of 
objects on it (with a 90-points in the scene is 
displayed up to 8000 objects), as well as high 
frequency of the redrawing of the spatial scene, 
rendering takes a long time (4-5 minutes), and a 
greater number of original points causes a memory 
overflow. An additional constraint imposed by the 
3ds Max is the complexity to design the user 
interface and simplicity of the tools for its 
implementation.  
Then, given these drawbacks of 3ds Max usage, it 
was decided to move to the C++ programming 
language using VTK 7.0 library for visualization and 
programming environment Visual Studio 2013. The 
program uses a total of 13 user-defined classes and 5 
user-defined types. 
Optimization of calculations, the usage of a compiled 
language instead of interpreted and simpler 
visualization software in the C++ version of the 
software helps streamline the rendering process. 
When we process data contained of 81 points, using 
the software, instead of 4-5 minutes before, it took a 
few seconds now. The amount of RAM required for 
such data in 3ds Max was close to 1GB, while the 
software written in C ++ requires only 70MB. As a 
result, the transition to a new language will allow to 
analyze much larger volumes of data, as well as to 
create user friendly interfaces and tools for 
manipulation of spatial scenes.  

4. EXAMPLE OF USING THE 
SOFTWARE 
The described software tool has been tried to solve 
the problem of data analysis on the activities of credit 
organizations, presented in tabular form. [8] 
 
4.1. Characteristics of the original data 
Original data is multidimensional tabular data 
obtained from the financial statements of 81 credit 
organizations with 9 parameters for the second half 
of 2013 and the first half of 2014. A separate table 
was created for each month.  
The tables have been created as follows: rows 
contain information about credit organizations, and 
columns contain parameters of those organizations. A 
total of 13 months was considered, so there are 13 
tables. A fragment of the original data is shown in 
figure 2. 
We tried to solve the problem of analysis of 
similarity of credit organizations. The goal was to 
highlight anomalous objects at different values of the 
similarity measures. 
It was necessary to allocate credit organization 
diverged from other ones. 
To solve the above problem using the proposed 
method we perform a geometrization of the problem. 
Geometrization allows us to transfer initial data from 
any domain to geometric data. Thus, after the 
geometrization, we can use described algorithm for 
any kind of data. 
Geometrization will be performed as follows: 
1. Each credit organization (each row of the table) 

will be assigned to a point of 9-dimensional 
Euclidean space.  

2. credit organizations parameters (columns) will 
be interpreted as coordinates of points in the 9-
dimensional space. 

3. The distance in Euclidean space will be 
interpreted as a measure of the difference 
between credit organization. In this problem we 
use the Euclid distance: 

𝜌(𝑥, 𝑦) = √∑(𝑥𝑖 − 𝑦𝑖)2

9

𝑖=1

2

 

 
4.2. Analysis 
The algorithm of usage of the software requires to set 
a large value of the maximum intra-cluster distance. 

Figure 2. Fragment of the original data 
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In other words, select a value d, in which all spheres 
are connected by the cylinders.  

 
Figure 3. A graphical projection of the space 

scene, if d=180. 
Figure 3 demonstrates a graphical projection image 
of the space scene, if d=180. As it is seen, all spheres 
are linked to each other and, therefore, respective 
multidimensional points made up a cluster. This 
value of d will be used as the initial value and it has 
to be reduced later on. 

 
Figure 4. A graphical projection of the space 

scene, if d=110 
Figure 4 illustrates a graphical projection image of 
the space scene, if d=110. We marked the sphere that 
has no connections with at that value of d as well as 
the appropriate remote point (ID=2748) by green 

color. Later on the color of the sphere will define the 
point in the multidimensional space fixed by the 
analyst, i.e. a predetermined color will allow us to 
trace any given point. With a further decrease of the 
d, highlighted green point will not change its 
properties, and there is no further need for its 
consideration. A bunch, containing of two white 
spheres, can be highlighted with this value of 
parameter d. Perhaps with further decreasing of the d, 
it will be turned into a cluster or two remote points. 

 
Figure 5. A graphical projection of the space 

scene, if d=100 
Figure 5 represents a projection image of the space 
scene, if d=100. One can see that two spheres have 
been disconnected from others and two 
corresponding multidimensional points (ID=354 and 
1000) formed a cluster. Based on the color of the 
cylinder being close to bright blue, the distance 
between these points is close to d. We will color 
these spheres (and the corresponding 
multidimensional points) in red. 
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Figure 6. A graphical projection of the space 

scene, if d=90 
Figure 6 demonstrates a graphical projection image 
of the space scene, if d=90. The cylindrical linkage 
between them is gone, which means the distance 
between the corresponding points greater than 90. In 
this case, the points turned into remote points. These 
points will not affect the further analysis. 
Therefore, an analyst can choose green and two red 
points as desired remote points or he can continue the 
analysis by implementing further decrease of d and 
finding new remote points according to his 
knowledge of the specifics of the analysis of credit 
organization problem being solved [8]. In other 
words, analyst can conclude that there are three 
remote points. Moreover, in the process of solving 
the problem, with a sequential decreasing of the d, 
analyst may form the following additional 
conclusions: 
1. When 𝑑 ≤ 110, point with ID=2748 is 

anomalous. 
2. When 90 < 𝑑 ≤ 100, points with ID=354 and 

ID=1000 form cluster of size two. 
3. When 𝑑 ≤ 90, point with ID=354 is anomalous. 
4. When 𝑑 ≤ 90, point with ID=1000 is 

anomalous. 
 

5. CONCLUSION 
In this paper we described the original algorithm for 
solving the problem of the analysis of 
multidimensional geometric data. This algorithm, in 
disparity to other algorithms that are using the 
visualization method, offers the user the ability to 
work directly with the original multidimensional data 
using visualized projection of that data in three 
dimensional space. The original numerical 

processing of multidimensional source data is not 
performed; instead, the analyst directly manipulates 
the source data and then performs visual analysis of 
the resulting data. 
This algorithm was implemented using the 
programming language C ++. The resulting software 
tool has been tested on the data on the activities of 
credit organizations. As a further development of the 
system, it is proposed to add a number of tools for 
viewing spatial scene with different values of the 
maximum inter-cluster distances. 
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ABSTRACT
The optimization of information visualizations is time consuming and expensive. To reduce this we propose an
improvement of existing optimization approaches based on user-centered design, focusing on readability, compre-
hensibility, and user satisfaction as optimization goals. The changes comprise (1) a separate optimization of user
interface and representation, (2) a fully automated evaluation of the representation, and (3) qualitative user studies
for simultaneously creating and evaluating interface variants. On the basis of these results we are able to find a
local optimum of an information visualization in an efficient way.
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1 INTRODUCTION

Over the last years, a considerable number of visualiza-
tions has been presented [CZ11, LBAAL09, LCWL14,
TC08, vLKS+11, ZSAvL14]. The benefit of a spe-
cific visualization depends on many factors, such as
addressed stakeholder (e.g. project manager, analyst,
scientist, or developer), the chosen methods of rep-
resentation and interaction, and the supported tasks
[LCWL14, vLKS+11]. Because of the number of fac-
tors and their connections evaluating visualizations is a
big challenge. Nevertheless, in most cases more time is
spent on developing entirely new visualizations than to
evaluate them and some of them have not been evalu-
ated at all [WLR11, TC08].

Empirical quantitative studies are an established type
of evaluation and can prove that one visualization is
superior over another one. However, planning, con-
ducting and analyzing such a quantitative study is diffi-
cult, time-consuming and causes a huge effort [And06,
CC00, KSFN08, LBIP14, Pla04]. Especially, recruiting
a sufficient number of participants is hard if they have
to meet certain criteria such as specific profession (e.g.
software developer with industrial experience). Tasks
are another critical aspect in such studies, because sim-

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

ple tasks are easier to create but are not representing a
real world scenario, which is a thread to the external
validity[vLKS+11]. Complex tasks on the other side
are more difficult to create, because of the higher risk of
misinterpretation by the participants. Despite of these
difficulties, a quantitative study may lead to significant
results, but often gives not enough insight into the de-
tails, why a visualization is superior [LBIP14]. Further-
more, the choice which visualizations or visualization
variants should be investigated is a critical part of what
the results are useful for, but in most cases it is not ex-
actly reasoned.

These obstacles apply to evaluation of visualizations in
general and even more to their optimization, because to
achieve a satisfying visualization several improvements
and therefore evaluations have to be done. Thus, not
only a single visualization has to be evaluated but also
several variants differing in representation details and
interaction options. Due to the complexity of most visu-
alizations the amount of possible variants is far too high
for evaluating every variant. Therefore, it is necessary
to apply reasonable strategies to reduce the number of
variants to be evaluated down to a manageable number.

In this paper we present our approach for the optimiza-
tion of visualizations regarding readability, comprehen-
sibility, and user satisfaction, derived on our experi-
ence of evaluating software visualizations. We com-
bine computational, qualitative and quantitative meth-
ods into a well-structured and repeatable process, based
on existing processes for user-centered design (UCD)
and considering the specific characteristics of infor-
mation visualizations. By adopting this process a re-
searcher can reduce time and effort finding a local opti-
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mum in an efficient heuristic way to improve any visu-
alization.

2 APPROACH
User-centered approaches are usually based on at least
four iterative steps [PvES06]:

1. identify need for UCD

2. produce design solutions

3. evaluate designs against requirements

4. final design

Compared to existing approaches we alter steps 2 and
3 by optimizing user interface (UI) and representation
separately. Thereby, for each part of the optimization
the most efficient and suitable method can be chosen.
We propose an aesthetics-based approach for represen-
tation optimization (section 3) and user studies for UI
optimization (section 4) as shown in figure 1. Like ex-
isting UCD approaches, the whole process is repeated
until a certain criterion is reached [WKD09]. Depend-
ing on the motivation of the optimization this can be,
e.g., a targeted deadline or the detection of merely non-
significant improvements.

Munzner [Mun09] introduced a four-layered model
for visualization design and validation. Accord-
ing to this model, our approach refers to the layer
encoding/interaction technique design.

3 OPTIMIZE REPRESENTATION
Aesthetics are visual properties of a representation that
are observable for human readers as well as measur-
able in an automated way [Bau15]. Some of them af-
fect the readability and comprehensibility significantly,
either in a positive or in a negative way [Pur97]. The
effects on user performance can be measured in a quan-
titative study using the time a user needs to solve a task
and the number of errors he makes [Hua14]. Based on
aesthetics, representations that are optimized for read-
ability and comprehensibility can be designed.

As aesthetics emerge from the properties of the
depicted elements, such as color, shape, size, and
positioning, they are specific for every representation
[BRSG07, PAC02]. For some basic representations like
node-link diagrams aesthetics and their influence on
readability and comprehensibility are well-understood
[BRSG07]. In this case the process of optimization
becomes easier, since some part of the work is already
done. The gathered knowledge about aesthetics can be
reused in further iterations. Hence, the effort is reduced
with every iteration and quantitative studies might even
become obsolete.

3.1 Produce Representation Variants
The previous work of Baum [Bau15] describes how the
repertory grid technique can be used to identify rele-
vant aesthetics for any representation in a structured
and reproducible way. The resulting list of aesthetics
is narrowed down by two requirements that have to be
fulfilled. First, no information may be lost; second,
there must be a significant effect on user performance.
A solely aesthetics-based optimization of readability is
not meaningful if the changes imply an adulteration of
the visualized content. For example, a layout algorithm
might convey information via the order of the depicted
elements. If this order is changed, e.g., to reduce space
consumption, the result may be more readable but some
information is tampered. Further, it is unlikely that all
identified aesthetics have a significant effect on user
performance, based on the experiences with node-link
diagrams [WPCM02]. To reveal the relations between
aesthetics and user performance quantitative studies are
still required. Every examined visualized data set is
based on the same visualization but holds different val-
ues for one or multiple aesthetics. Measuring the time
needed by a user to solve a task and the number of er-
rors made while doing so yields two important findings.
First, the aesthetics that have a significant effect on user
performance; second, the weighting of those aesthetics
since they differ in their impact.

Eventually, one or more variants of the original repre-
sentation can be created with respect to the most influ-
ential aesthetics, e.g., by applying another layout algo-
rithm. Except during the first iteration the results of
the user studies can be used as additional source of in-
formation. Producing variants still requires the creativ-
ity of the researcher since aesthetics only determine the
goal of the optimization but not how it can be achieved.
For example, our approach does not help to develop
completely new layout algorithms, but aesthetics pro-
vide assessment criteria for automatic evaluation.

3.2 Evaluate Representation Variants
Aesthetics allow a fully automatized evaluation
[Pur97]. For every created variant its effect on read-
ability and comprehensibility can be automatically
calculated by making use of the gathered information.
Hence, the evaluation is very efficient and even a large
amount of variants can be evaluated without difficulty.
The outcome of the evaluation is a representation
variant that will be further optimized.

4 OPTIMIZE INTERACTION
The interaction between the user and a visualization
is realized through the UI, which is a complex com-
bination of interaction techniques (ITEC). Yi et al.
[YaKSJ07] define ITECs in information visualization
as "[...] the features that provide users with the
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Figure 1: Optimization process for information visualizations

ability to directly or indirectly manipulate and interpret
representations". To categorize ITECs they propose a
taxonomy of seven categories: select, explore, recon-
figure, encode, abstract/elaborate, filter, and connect.
Hence, evaluating the interaction with a UI via ITECs
could be done in four different levels of detail, from
low to high, by

• comparing full UIs against each other,

• integrating ITECs in the UI,

• pairwise comparisons of ITECs of one category, and

• scrutinizing details of a single ITEC.

With the target of optimizing the interaction as a whole,
a quantitative evaluation in one of these levels is not
suitable, because either the reasons why one UI is supe-
rior over another UI can not be identified or the context
of the target domain is lost when evaluating only the de-
tails of one ITEC. A quantitative evaluation of all four
levels is also not feasible, because of the huge effort and
the difficulties, even when comparing only two variants
per level[LM08]. Furthermore, the space of possible
variants is huge, thus choosing the variants for further
evaluation and improvement is a critical part.

Therefore, we propose iterative qualitative user studies
in a within-subject design as a heuristic to find a lo-
cal optimum in the huge space of possible UI variants.
One iteration consists of a couple of runs, where every
participant solves a set of randomized tasks using an
optimized representation variant and more than one UI
variant. Each UI variant differs in at least one detail of
ITECs, e.g., one variant has zoom by mouse wheel to
the position of the cursor, the other one zooms by dou-
ble click on an element, and a third one zooms twice
as fast as the second one using an addition button. The

first iteration starts with some UI variants chosen by
the researcher, which are derived from his own ideas
or by other visualizations or guidelines. Further itera-
tions may contain subsequent UI variants triggered by
analyzing the feedback of participants. Additionally,
tasks may be altered, bugs in the visualization can be
fixed, and ideas for representational variants could be
identified, which will be used during representation op-
timization. If the optimization process is terminated a
final UI is derived from the evaluation of the investi-
gated UI variants.
To get as much detail about the interaction as possible,
qualitative data is collected about each UI variant and
also about the tasks and their descriptions. Therefore,
the feedback and questions during and after each task
execution as well as the instructions and observations
of the experimenter are gathered. The user actions in-
cluding their timestamps and the time- and error-rate
for the solved task are recorded too. However, with re-
spect to the bias of giving feedback during the task, the
possible misinterpretation of the task description and
the variance in user skills coupled with a low number
of participants, the time- and error-rate have to be inter-
preted with caution. After solving the full task set, the
participant eventually has to rank all UI variants from
best to worst. The ranking of all participants of one it-
eration shows which UI variants support the set of tasks
better than others. Furthermore, it may give hint to fac-
tors explaining the improvements.
Beside changing UI variants, tasks and their descrip-
tions can be changed or improved between iterations
as well, because designing tasks is not straightforward.
Too simple tasks, e.g., identify the largest element, are
not suitable as a real world task for visualization analy-
sis. On the other hand, a complex task is more difficult
to explain, may be misinterpreted by the participant, or
needs too much time to be solved [Nor06]. Thus, creat-
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ing and describing a perfect set of complex tasks from
scratch is nearly impossible. To overcome this problem
a pilot study is an established way to find weaknesses
in tasks and their descriptions. However, the possible
task modifications found this way are only a subset and
every modification can lead to new weaknesses. Hence,
an iterative improvement is a better solution to optimize
the tasks. By analyzing the instructions and observa-
tions of the experimenter as well as the questions and
feedback of the participants the researcher draws sev-
eral conclusions about the comprehensibility and feasi-
bility. As a result, the complexity of the tasks can be
reduced, the descriptions can be remastered, or entire
tasks can be replaced.

4.1 Produce Interface Variants
To produce new variants the within-subject design is
chosen to encourage the participants to think about the
differences between the variants. Therefore, the par-
ticipants feedback and questions are collected during
the whole process and associated to the following cate-
gories:

• advantages of variants

• disadvantages of variants

• improvements for variants

• ideas for new variants

By summarizing and interpreting the categorized state-
ments and their rate the researcher draws several con-
clusions about possible changes. This interpretation
process is not of straightforward structure because the
researcher and his or her freedom to design the UI is
also part of it. For example, the number of gathered
disadvantages for one variant may lead the researcher
to an idea how to improve this variant to overcome this
disadvantages. So the freedom in designing the UI us-
ing the qualitative data is the crucial part to find a local
optimum in the huge space of possible variants. Never-
theless, the researcher should pay attention to explicitly
record his or her decision with respect to further plan-
ning of the optimization process. The result of this anal-
ysis is an overview following possible changes for the
next iteration, weighted by the potential contribution to
the effectiveness of the UI:

• adding a complete new variant

• adding an altered existing variant

• adding a combination of existing variants

Attention should be paid to the differences between the
variants in one iteration. If they differ in every possible

detail of the UI or the ITECs the participants may be-
come confused and the comparison of the variants may
not lead to relevant feedback. This would also lead to
very long instruction-phases with broad tutorials to ex-
plain each variant in detail. Hence, the changes should
at least be focused on one category of ITECs, e.g., ex-
plore or connect. However, the level of detail in the dif-
ferences should be taken into account too. The details
of the ITECs and their integration into the UI should be
investigated after evaluating if and under which condi-
tions a certain ITEC is superior.

Depending on the amount of existing variants and the
size of the task set one or more variants can be added
for the next iteration. To consider a bigger amount of
variants new tasks could be added too, but with respect
to the overall length for solving all tasks of the set. On
the other side, old variants can be removed if they are
ranked low by the participants or have many disadvan-
tages.

4.2 Evaluate Interface Variants
The evaluation of the variants is mainly driven by the
user satisfaction, recorded as the ranking from best to
worst for all variants after solving the complete task set.
To get a ranking for the whole iteration the medians for
each variant are computed. An aggregated ranking for
all investigated variants in all iterations is built by com-
puting the medians of this iteration rankings, so new
variants will not be outnumbered by older ones. This
way less effective UI variants are identified and can be
excluded from the next iteration. If the process of op-
timization comes to an end a final variant out of the
remaining variants has to be derived. Beside the rank-
ing the circumstances why and when a variant is more
effective than another one are also part of this final de-
cision. Therefore, at least all the best ranked variants
are investigated further as final candidates by analyzing
the advantages and disadvantages as well as comparing
the quantitative data of time- and error-rate or the user
actions. This may lead to the following four cases:

1. Interpreting the advantages and disadvantages can
lead to the conclusion that a final candidate is only
superior for a specific type of task. In this case either
a new variant should be built upon this insight or, if
not possible, all these remaining candidates should
be integrated in the final UI with respect to aesthetics
of the graphical elements of the UI [ZV14]. Thus the
user can decide which variant to use for a task.

2. Computing the relevant statistical parameters of
time- and error-rates identifies one final candidate
as noticeably superior over the others.

3. One of the candidates has a noticeably lower rate in
user actions to solve the tasks than the others. In a
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long term usage this candidate should have a higher
acceptance by the users.

4. The differences between the candidates are only on
a low level of detail, so they could be integrated in
the final UI by a configuration option.

If the result of analyzing the final candidates can not be
classified as one of these cases either a further investi-
gation by conducting a quantitative study could be done
or the researcher eventually has to choose the final UI.

5 DISCUSSION
In this paper we propose some relevant changes to ex-
isting UCD processes to reduce the effort for optimiz-
ing visualizations. Although we were able to apply the
process successfully an evaluation against other evalu-
ation approaches is outstanding due to the required ef-
fort. Especially the implementation of the variants is
still time-consuming. Since we consider interaction as
a crucial factor of success of a visualization we decided
against paper prototyping and similar methods. To fur-
ther increase the efficiency, and thereby being able to
evaluate more variants, it is essential to at least partially
automate the evaluation of UI variants. However, the
current understanding of UI aesthetics is not yet deep
enough [ZV14].

Among others, we use quantitative studies to optimize
the representation. Even though their number is re-
duced over time, the first iterations might be even more
extensive than existing approaches. However, experi-
ence shows that usually many iterations are required
and in that case our approach becomes less extensive.

The described approach finds only a local optimum,
since it is unfeasible to evaluate all possible variants.
This limitation is common to all optimization processes
in the area of information visualization. However, our
approach comes with a highly efficient evaluation. User
studies are used simultaneously for creating and evalu-
ating UI variants in smaller iterations, by analyzing the
qualitative data and user ranking. Then the evaluation
of the representation is fully automated. Thus, we can
investigate a much bigger space to find the local opti-
mum. In turn, the evaluation results are less reliable
compared to quantitative studies. Therefore, we pro-
pose to finish the optimization process with a controlled
experiment to make sure it was successful.

6 RELATED WORK
Several papers address the methodology of evaluating
information visualizations [Car08, HWT06, LBIP14,
MDF12, MTW+12, SBCS14, TM05]. But they only fo-
cus on single evaluations, not on an iterative process as
described in this paper. However, iterative optimization
is an essential part of UCD. Some authors described

such user-centered approaches for information visual-
ization [FZH13, LD11, WKD09]. As we, they try to re-
duce the resulting effort, e.g., by combining controlled
experiments and qualitative methods. Unfortunately,
this is achieved at the expense of a drastically reduced
interaction evaluation. In contrast, we stress the impor-
tance of the interaction but still achieve a reduced effort.

7 CONCLUSION
In this paper, we proposed an improved process for op-
timizing information visualization regarding readabil-
ity, comprehensibility, and user satisfaction. Among a
heuristic process of finding a local optimum in the huge
space of UI variants, we introduced a fully automated
evaluation of the representation variants. Although we
were able to apply the process successfully an evalu-
ation against other evaluation approaches is outstand-
ing.
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ABSTRACT
In this paper, we propose an approach for human activity recognition using gradient orientation of depth maps
and spatio-temporal features from body-joints data. Our approach is based on an amalgamation of key local
and global feature descriptors such as spatial pose, temporal variation in ‘joints’ position and spatio-temporal
gradient orientation of depth maps. Additionally, we obtain a motion-induced global shape feature describing the
motion dynamics during an action. Feature selection is carried out to select a relevant subset of features for action
recognition. The resultant features are evaluated using SVM classifier. We validate our proposed method on our
own dataset consisting of 11 classes and a total of 287 videos. We also compare the effectiveness of our method
on the MSR-Action3D dataset.

Keywords
Action Recognition, Depth-HOG, Kinect, Body-Joints Data

1 INTRODUCTION
Human action recognition has been an active area
of research for over a decade. With the proliferation
of online videos and personalized cameras, the task
of human action recognition for applications such as
content-based video retrieval, surveillance, human-
computer interaction has attained newer meanings.
Further, the introduction of depth sensors such as
Microsoft Kinect has added a new dimension. The
depth data available from Kinect consists of depth
maps and body-joints data. A number of ways have
been used in the literature for action recognition
from depth data [Sun11], [Jin12], [Wan12], [WLi10],
[BNi11], [Yan12b], [Ore13]. Broadly, these could be
categorized as methods that are based on data from
depth maps and those, which use joints data.

Li et al.[WLi10] use action graph to model the dy-
namics of action from depth maps sequences. They
use a bag of 3D points to characterize a set of salient
postures corresponding to nodes in action graph.
Ni et al.[BNi11] use depth-layered multi-channel

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

representation based on spatio-temporal interest points.
They propose a multi-modal fusion scheme, developed
from spatio-temporal interest points and motion history
images, to combine color and depth information. In
[Yan12b], the average difference between the depth
frames is computed and summarized in a single Depth
Motion Maps (DMM), from which Histogram of Ori-
ented Gradients features (HOG) are extracted. Oreifej
and Liu [Ore13] construct an activity descriptor called
Histogram of Oriented 4D surface normal analogous to
the histogram of gradients in color sequences. Jetley
and Cuzzolin [Jet14] divide the video into temporally
overlapping blocks and generate motion history tem-
plate (MHT) and binary shape template (BST) for each
block. Gradient analysis is performed on MHT and
BST to describe motion and shape respectively.

Amongst approaches driven by body-joints data, Sung
et al.[Sun11] use features extracted from estimated
skeleton and use a two-layered Maximum-Entropy
Markov Model (MEMM) where the top layer represents
activites and the mid-layer represents sub-activities
connected to the corresponding activites in top layer.
In [Jin12], the authors propose an encoding scheme
to convert skeleton data into symbolic representation
and use longest common subsequence for activity
recognition. Wang et al.[Wan12] use skeleton data and
depth maps to construct novel Local Occupancy Pattern
(LOP) feature wherein, each 3D joint is associated
with a LOP feature which can be treated as depth
appearance of a joint. They further propose fourier
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temporal pyramid and use these features in a mining
approach to obtain a subset of joints or an actionlet. In
[Par15], the authors extract features in spherical coor-
dinate system from body-joints data. The features are
represented using bag-of-joint-features (BoJF) model
for each joint. To incorporate temporal variations of
an action, a hierarchical-temporal histogram (HT-hist)
model is used. A new relational geometric feature
called Trisarea has been proposed in [Vin15]. It is
a pose-based feature defined as the area of trianlge
formed by three joints. An approach for reducing
pose data over time to histograms of relative location,
velocity, and their correlations has been presented
in [Ewe15]. Subsequently, the partial least squares
have been used to learn a compact and discriminative
representation for an action sample.

The use of depth maps has the advantage that cues such
as shape and geometry are better represented. Body-
joints data, on the other hand, provides pose informa-
tion which has been known to facilitate action recogni-
tion as humans tend to recognize actions easily from a
sequence of poses. In this paper, we exploit both the
data streams by learning a model based on features ex-
tracted from depth maps as well as body-joints data.
The features extracted can be categorized as local or
global depending on whether the feature descriptors are
defined over a local region or the entire video volume.
In this paper we propose a novel scheme by integrating
both the depth maps and joints data. We estimate Gra-
dient Orientation from depth maps (depthHOG) and
motion-induced shape (MIS) features from depth maps.
Further, we augment these features with Relative Joint
Distance (RJD) and Temporal Joint Distance (T JD)
features obtained from body-joints data.

The rest of the paper is organized as follows: Section
2 presents the proposed approach. In section 3, we
present the experiments and results. Finally, in section
4 we discuss the conclusion and future extensions.

2 PROPOSED APPROACH
In this section, we present our proposed approach based
on fusion of key local and global attributes such as pose,
temporal joint distance, orientation of gradient and mo-
tion information.

2.1 Local Attributes
2.1.1 Spatial Features

It has been widely acknowledged that humans tend to
recognize actions easily from a sequence of poses. We
use this idea to extract spatial pose-based features, Rel-
ative Joint Distance (RJD), by computing mean of joint
positions in each frame. Let it be denoted by µ f . Sub-
sequently, in each frame f we compute a Relative Joint

Distance (RJD) R f
j of a joint j from the mean as fol-

lows:
R f

j = ||p
f
j −µ

f || (1)

where p f
j (x,y,z) is the 3D position of a joint j in frame

f and µ f is the mean position of all the given joints in
a frame f . We normalize the RJD with respect to the
height(H) of a person as follows:

R̂ f
j = R f

j /H (2)

The RJD of each joint over all the frames is concate-
nated to yield the final spatial descriptor from body-
joints data. In particular, we have a 20-dimensional
RJD feature vector corresponding to the 20 body-joints
in a frame. Further, since the execution speeds of an ac-
tion may vary for different actors, we select N number
of frames with a step size of n f /N and compute RJD in
these frames only, where n f is the number of frames in a
video. The resultant N ∗20 features capture spatial pose
information. However, if an action involves movements
such as circular motion of an arm or waving of hands,
there will not be significant change in pose. Therefore,
there is a need to augment spatial pose features with
information from other sources as well.

2.1.2 Temporal Features

We propose to augment spatial pose features with
Temporal Joint Distance (T JD) features extracted from
body-joints data. As with the spatial pose features,
we first select N frames from a video sequence of n f
frames. We then compute T JD for the selected frames
as follows:

T f
j = ||p f

j − p f+1
j || (3)

Since there are N selected frames, the resultant T JD
consists of (N−1)∗20 features.

2.1.3 Spatio-Temporal Features

The RJD and T JD features are extracted from body-
joints data. Additionally, we use depth map sequence
to exploit cues such as shape, which are better rep-
resented in depth maps. We obtain gradient based
spatio-temporal features, henceforth referred to as
depthHOG. Use of histogram of gradients(HOG)
for action recognition has been reported earlier in the
literature for RGB data [Sco07], [Kla08], [Per12],
[YLi12]. In [Kla08], the authors compute gradients in
spatio-temporal pyramid and use regular polyhedrons
for quantization of 3D orientations. In [Per12], the
authors combine histogram of gradients into orientation
tensors per frame.

As a pre-processing step, we normalize the input depth
map by performing histogram equalization of inten-
sity values within a person mask on each frame. The

ISSN 2464-4617 (print)
ISSN 2464-4625 (CD-ROM)

WSCG 2016 - 24th Conference on Computer Graphics, Visualization and Computer Vision 2016

Short Papers Proceedings 246 ISBN 978-80-86943-58-9



t

y

x

+1

0

-1

(a) (b)

t

Figure 1: (a)Depth map sequence. (b)Gradient mask
for a pixel along temporal domain.

normalization step results in the depth values of per-
son being covered over the entire intensity range. We
then compute gradient (Gx,Gy,Gt) of the depth map
sequence along the x, y and t directions. Let D(i, j, f )
denote the depth value at pixel (i, j) and frame f . The
gradients are computed using the following:

Gx(i, j, f ) = D(i, j+1, f )−D(i, j−1, f ) (4)

Gy(i, j, f ) = D(i+1, j, f )−D(i−1, j, f ) (5)

Gt(i, j, f ) = D(i, j, f +1)−D(i, j, f −1) (6)

Figure 1(a) shows a sample depth map sequence for
‘hand wave’ action. Figure 1(b) shows the gradient
mask across temporal domain. We use the computed
gradients (Gx,Gy,Gt ) to find local 3D orientations in
depth maps. Let Gx(i, j, f ) denote the gradient at pixel
(i, j) and frame f computed along x direction. Similarly
Gy(i, j, f ) and Gt(i, j, f ) denote the gradients computed
along y and t directions respectively. In order to find the
local 3D orientation of depth gradients, we convert Gx,
Gy, Gt values into spherical coordinates. This results
in a gradient magnitude M(i, j, f ) and angles θ(i, j, f )
and φ(i, j, f ).

M =
√

G2
x +G2

y +G2
t , M ≥ 0 (7)

φ = arccos(Gt/M) , 0≤ φ ≤ π (8)

θ = arctan(Gy/Gx) , 0≤ θ < 2π (9)

Although, tan(θ) is defined for −π/2 ≤ θ ≤ π/2, we
map the values in the range 0 ≤ θ < 2π . It may be
noted that there is a slight variation from the formula-
tion in [YLi12], in that, their formulation is for RGB
data whereas ours is on depth maps. Secondly, in our
case, φ signifies the orientation of gradient vector with
respect to the temporal axis whereas in [YLi12], φ is the
angle that the gradient vector makes with its projection
on the x-y plane.

(a) (b)
(c)

Figure 2: (a)Maximum bounding box for a depth map
sequence. (b)Spatio-Temporal grid. (c)Cell in a Spatio-
Temporal grid.

Θ-histogram
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(b)
y

t

(Gx,Gy,Gt)

φ

θ

M

x

(a)

Figure 3: (a)Spherical coordinates for gradient of a
pixel. (b)depthHOG in a cell.

The aggregation of the orientation values over the depth
map sequence is done by dividing the depth map se-
quence into a spatio-temporal grid. In order to construct
such a grid, we consider a Region of Interest (ROI) for a
depth map sequence by finding a maximum of all possi-
ble bounding boxes (a bounding box contains a person)
in a depth map sequence. We then divide this region
into a grid consisting of nx ∗ ny cells in the spatial do-
main and nt cells in the temporal domain. For aggregat-
ing the gradient orientations in a cell, we quantize the
θ and φ angles into nθ and nφ bins respectively and the
bins are weighted according to the gradient magnitude.

Figure 2 illustrates the process of cell creation. Figure
3 illustrates the conversion of pixel gradient into spher-
ical coordiante system and the depthHOG as two 1D
histograms, namely θ − histogram and φ − histogram.
Each histogram is normalized within a cell. Figure 4(a)
and 4(b) illustrates the process of creating angular bins
for φ and θ . Figure 4(c) and 4(d) illustrate sample his-
tograms in a cell.

The histograms from all the cells are concatenated to
give the final depthHOG features. The depthHOG
features are obtained by concatenating nx ∗ ny ∗ nt his-
tograms for both nθ and nφ bins. A typical choice of the
parameters for creating spatio-temporal grid and gradi-
ent orientation bins is given as nx = 5, ny = 8, nt = 6,
nθ = 12, nφ = 6. This would result in 4320 depthHOG
features.
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Figure 4: (a)Illustrative example showing 4 angular
bins for φ . (b)Illustartive example showing 8 an-
gular bins for θ . (c)-(d)Sample φ −Histogram and
θ −Histogram for a cell.

2.2 Global Attributes
Recent research [Yan12b], [Jet14], suggests that addi-
tional body shape and motion information from projec-
tions of depth map onto three orthogonal planes can
be used to enhance performance of action recognition
systems. We use this idea to define a Motion-Induced-
Shape (MIS) feature. Yang et al. [Yan12b] obtain three
2D maps corresponding to top, front and side views for
each depth frame. And for each projected map, obtain
motion energy by computing and thresholding the dif-
ference between two consecutive maps. This, however,
requires one to empirically set a threshold value. We
modify this by extracting binary projections along the
three directions. In particular, given a depth frame k,
we obtain three masks B f

k , Bs
k and Bt

k corresponding to
the three views as:

• Front view: B f
k (i, j) = 1, if D(i, j,k) = z and z > 0

• Side view: Bs
k(z, j) = 1, if D(i, j,k) = z and z > 0

• Top view: Bt
k(i,z) = 1, if D(i, j,k) = z and z > 0

In all other cases, resultant pixel value will be 0. It may
be noted that this procedure is applied only on human
silhouette. Obtaining depth information of only human
body has been greatly facilitated with devices such as
Kinect.

We now aggregate the difference between consecutive
binary masks as:

S f (i, j) =
n f−1

∑
k=1
|B f

k (i, j)−B f
k+1(i, j)| (10)

Ss(i, j) =
n f−1

∑
k=1
|Bs

k(i, j)−Bs
k+1(i, j)| (11)

St(i, j) =
n f−1

∑
k=1
|Bt

k(i, j)−Bt
k+1(i, j)| (12)

where, B f
k (i, j) Bs

k(i, j) and Bt
k(i, j) are binary masks

corresponding to front, side and top view of depth
frame k for pixel (i, j), respectively. Next, we normal-
ize the obtained motion maps as follows:

Ŝ f (i, j) =
S f (i, j)−min f

max f −min f
(13)

where, min f and max f are the minimum and maximum
pixel values of S f respectively. Similarly, we normal-
ize St and Ss to obtain Ŝt and Ŝs. Figure 5 illustrates
the normalized motion maps for the ‘High arm wave’
action.

2.2.1 Motion-Induced-Shape features
We obtain MIS features by extracting HOG descriptor
from the motion maps Ŝ f , Ŝt , Ŝs corresponding to the
three views. A typical choice of cell size is cx ∗ cy with
number of orientation bins as no = 9 and a block size of
2∗2. cx and cy varies for different datasets.

The number of MIS features obtained from a single
view (say front view) is given as N f

MIS = nb ∗ δb ∗ no
where nb = nx

b ∗ny
b is the number of blocks, δb = bx ∗by

is the block size. Typical value of bx = by = 2 indicates
that a block consists of 2∗2 cells. If the image is of size
W ∗H, then the number of blocks is given as:

nb = b(
W
cx
−bx

(bx−bx
o)

+1)c ∗ b(
H
cy
−by

by−bo
y
+1)c (14)

where bx
o ∗by

o denote the block overlap. Typically, bx
o =

by
o = 1. Likewise, Ns

MIS and Nt
MIS can be computed from

Ŝs and Ŝt for side and top views respectively. Finally,
the concatenated MIS descriptors from each of the three
views constitute the final MIS.

2.3 Classification
The RJD, T JD, depthHOG and MIS features from a
video are concatenated to form the final feature vec-
tor for the corresponding video. We perform classifi-
cation on the features using SVM [Cha11] with RBF
kernel. The resultant feature vector may contain some
redundant or irrelevant features leading to large compu-
tational load on the classifier. We propose to obtain the
most relevant set of features using a feature selection
(FS) approach such as RELIEFF [Kon97], [Rob03]. It
gives the relative importance of attributes or predic-
tors by keeping into account k nearest neighbors in a
class (called as nearest hits) and k nearest neighbors
from each of the other classes (called as nearest misses).
Prior probability of a class is taken into account while
estimating the quality of an attribute.
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Figure 5: Normalized Motion Maps for High Arm Wave action. (a)Front View (b)Side View (c)Top View

Using RELIEFF we obtain a ranking order of all the
features. From the entire set of ranked α features, we
select a subset of α̂ top ranked features. We perform
classification on the top ranked α̂ features using SVM
with RBF Kernel. In section 3, we discuss the perfor-
mance of proposed approach in relation to the number
of top ranked features.

3 EXPERIMENTS
In this section, we evaluate the proposed method.
We tested our method on the MSR-Action3D dataset
[WLi10] and a dataset created by us.

3.1 MSR-Action3D
The MSR-Action3D dataset [WLi10] consists of 20 ac-
tions namely ‘high arm wave’, ‘horizontal arm wave’,
‘hammer’, ‘hand catch’, ‘forward punch’, ‘high throw’,
‘draw x’, ‘draw tick’, ‘draw circle’, ‘hand clap’, ‘two
hand wave’, ‘side-boxing’, ‘bend’, ‘forward kick’, ‘side
kick’, ‘jogging’, ‘tennis swing’, ‘tennis serve’, ‘golf
swing’, ‘pick up and throw’. Each action is performed
by 10 actors and has a total of 567 depth map sequences
as well as body-joints data.

Li et al. [WLi10] divide the 20 actions into three sub-
sets, each having 8 actions as listed in Table 1. The
AS1 and AS2 group similar actions with similar move-
ments, while AS3 consists of complex actions. We
used the same divisions as well for testing our method.
The performance of entire feature set has been com-
pared with that of reduced feature set obtained us-
ing RELIEFF in Tables 2 and 3 under 2 scenarios:
‘cross-subject’[WLi10] and ‘five-fold cross validation’.
“Without FS” column refers to the accuracy obtained
when the entire set of α features is used. “With FS”

column refers to the accuracy obtained using top α̂ fea-
tures. From a total of α = 11512, we selected α̂ = 2000
top ranked features.

In ‘cross-subject’[WLi10] setting, half of the subjects
are used for training and the remaining are used for test-
ing. In Table 2, we report the accuracy obtained using
cross-subject test scenario. We observed an increase
in the overall accuracy from 91.28% to 94.61% using
feature selection. In ‘five-fold cross-validation’ the en-
tire dataset is split into five folds and training is done
on four folds and tested on remaining fold. This is re-
peated so that each fold is tested once. The results of
the same are reported in Table 3. The accuracy reported
is the average over all the folds. We observed an in-
crease in the overall accuracy from 93.73% to 95.92%
using feature selection.

Figure 6 illustrates the confusion matrix for AS1, AS2
and AS3 under the ‘cross-subject’ scenario. It may
be observed from fig 6(b) that misclassification oc-
curs mostly for the first five actions since ‘draw x’,
‘draw circle’, ‘hand catch’ involve similar movement
of hands. We compare the performance of proposed
method (‘With FS’) with the state-of-the-arts in Table
4.

We also tested our approach on the MSR-Action3D
dataset in another scenario wherein the data is not di-
vided into action sets i.e. all the 20 classes were used
for evaluation. We obtained an accuracy of 85.09%
without feature selection and an accuracy of 87.64%
with feature selection in cross-subject test scenario.

3.2 Our Dataset
We created a dataset of depth maps and joints data us-
ing Microsoft Kinect to test our proposed approach.
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Figure 6: Confusion matrix for MSR Action3D Dataset. (a)AS1 (b)AS2 (c)AS3

Bending Clapping Drinking Hand Washing Jumping Kicking

Left Wave Punching Standing Stretching Right Wave

Figure 7: Sample frames from Our Dataset.
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Action Set 1 Action Set 2 Action Set 3
(AS1) (AS2) (AS3)

Horz. arm wave High arm wave High throw
Hammer Hand catch Forward kick

Forward punch Draw x Side kick
High throw Draw tick Jogging
Hand clap Draw circle Tennis swing

Bend Two hand wave Tennis serve
Tennis serve Forward kick Golf swing
Pickup-throw Side boxing Pickup-throw

Table 1: The three subsets of actions in MSR Action3D
dataset

Without FS With FS
AS1 92.45% 96.23%
AS2 84.96% 89.38%
AS3 96.43% 98.21%

Overall 91.28% 94.61%
Table 2: Cross-subject accuracy on MSR-Action3D
dataset

Without FS With FS
AS1 93.36% 96.9%
AS2 90.04% 92.64%
AS3 97.78% 98.23%

Overall 93.73% 95.92%
Table 3: Five-fold cross-validation accuracy on MSR-
Action3D dataset

Method Accuracy
BOP[WLi10] 74.7%

HOJ3D[Xia12] 79.0%
EigenJoints[Yan12a] 82.3%
MHT+BST[Jet14] 83.8%

BoJFH[Par15] 84.5%
GRMD[Sla14] 86.21%

DMM-HOG[Yan12b] 91.63%
Ours 94.61%

Table 4: Comparative results on MSR-Action3D
dataset in cross-subject scenario

The dataset consists of 11 actions namely ‘bending’,
‘clapping’, ‘drinking water’, ‘hand washing’, ‘jump-
ing’, ‘kicking’, ‘left hand wave’, ‘right hand wave’,
‘punching’, ‘standing’, ‘stretching’. The data set con-
sists of 287 videos where various actions were per-
formed by 13 actors. Figure 7 shows a few sample
frames from our dataset.

The total number of features(α) from each video
turns out to be 16192 from which we select top 2000
features(α̂). Table 5 shows the accuracy for 2 testing
scenarios: five-fold cross-validation (FFCV) and New
Subject(NS). In FFCV scenario, the entire dataset is
divided into five folds and training is done on four
folds and tested on remaining fold. This is repeated so
that each fold is tested once. In ‘NS’ Test scenario six
subjects were chosen for training and the remaining for

Without FS With FS
Five-Fold CV 98.6% 99.3%
New Subject 97.67% 98.45%

Table 5: Results on Our dataset
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Figure 8: Confusion matrix for our Dataset.
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Figure 9: Recognition accuracies using different num-
ber of top ranked features.

testing. We observed that the accuracy increased by
selecting α̂ top ranked feature.

Figure 8 illustrates the confusion matrix obtained in
‘NS’ scenario. Figure 9 shows the performance vari-
ation with respect to the number of selected top ranked
features for MSR Action3D and our dataset. The hori-
zontal axis indicates the number of selected top ranked
features and the vertical axis indicates the accuracy ob-
tained using the selected features.

4 CONCLUSION
In this paper, we have presented a new approach for ac-
tion recognition based on fusion of local and global fea-
tures from depth maps and body-joints data. We have
proposed a novel gradient based spatio-temporal fea-
ture called as depthHOG and a motion-induced shape
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(MIS) feature, both extracted from depth maps. Further,
we have augmented these features with Relative Joint
Distance (RJD) and Temporal Joint Distance (T JD)
feature obtained from body-joints data. We have used
RELIEFF to obatin a small but more relevant subset
of features from the entire feature pool. Experimental
study reveals that the classification accuracy improves
when relevant features are used. This further reduces
the computational complexity of classification process.
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ABSTRACT 
Background modeling is an important issue in video surveillance. A sophisticated and adaptive background 

model can be used to detect moving objects which are segregated from the scene in each image frame of the 

video via the background subtraction process. Many background subtraction methods are proposed for video 

acquired by a stationary camera, assuming that the background exhibits stationary properties. However, it 

becomes harder under various dynamic circumstances – illumination changes, background motions, shadows, 

camera jitter, etc. We propose a versatile background modeling method for representing complex background 

scenes. The background model is learned from a short sequence of spatio-temporal video data. Each pixel of the 

background scene is represented by samples of color and local pattern. The local pattern is characterized by 

perception-inspired features. In order to cater for changes in the scene, the background model is updated along 

the video based on the background subtraction result. In each new video frame, moving objects are considered as 

foregrounds which are detected by background subtraction. A pixel is labeled as background when it matches 

with some samples in the background model. Otherwise, the pixel is labeled as foreground. We propose a novel 

perception-based matching scheme to estimate the similarity between the pixel and the background model. We 

test our method using common datasets and achieve better performance than various background subtraction 

algorithms in some image sequences. 

Keywords 
Background modeling, Moving object detection, Dynamic background, Background subtraction, Local pattern 

1. INTRODUCTION 
One of the most challenging problems in computer 

vision is to detect and recognize moving objects such 

as humans or vehicles in complex environments 

automatically. Video surveillance [Hsi08a] is 

obviously one well-known application. For instance, 

automatic video surveillance systems for human 

motion monitoring typically consist of the human 

detection, tracking of targets along the video 

sequence, and inference of the motion. Besides, other 

areas such as gait analysis [Cun03a] and video 

segmentation and retrieval [Lu04a], also benefit from 

the advance in moving object detection research. The 

detection of moving objects as foregrounds in the 

video is the first key problem. To detect moving 

targets, one common approach is to create a model 

representing the background scene. The background 

model is used to detect moving objects by the 

background subtraction process. At the same time, 

the background model is updated to cater for the 

changes in the scene. In each image frame of the 

video, the background subtraction process is to find 

out those pixels that are similar to the background. 

The pixels that are not similar to the background 

belong to the moving objects (foregrounds). The 

process involves matching of the pixels with the 

background model. 

Background model can be created and updated from 

the video. One common assumption is that the video 

is acquired by a fixed camera and the scene is 

stationary or changes slowly. However, the scene is 

not always static. The captured environment can have 

dynamic elements such as illumination changes, 

waving trees, water, etc. Strong wind can cause 

camera jitter. Therefore, sophisticated background 

modeling methods are proposed for tackling scene 

variations and background movements. Sobral and 

Vacavant [Sob14a] presented a recent review and 

evaluation of 29 background subtraction methods. 

One approach is to represent the background scene 

by parametric model. For instance, pixelwise 
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background color can be modeled by Gaussian 

distribution. Stauffer et al. [Sta00a] proposed the 

modeling of background colors using mixture of 

Gaussian (MOG) distributions as individual scene 

pixels may exhibit multiple colors because of 

background motions or illumination changes. 

Background model is initialized using an EM 

algorithm. Pixel values that do not match any of the 

background distributions are regarded as foreground. 

Parameters of the MOG model are updated after 

foreground detection. Since its introduction, MOG 

has gained widespread popularity and inspired many 

improvements. For instance, in contrast with a fixed 

number of Gaussians in the original MOG model, 

Zivkovic [Ziv04a] proposed an algorithm for 

selecting the number of Gaussian distributions using 

the Dirichlet prior. A comprehensive survey on the 

improvements of MOG model can be found in 

[Bou08a]. 

Another approach is to create non-parametric 

background model. This category of background 

subtraction methods does not assume the pdf of the 

scene follow a known parametric form. Elgammal et 

al. [Elg02a] proposed an algorithm for estimating the 

pdf directly from previous pixels using kernel 

estimator. Barnich and Van Droogenbroeck [Bar09a, 

Bar11a] proposed a sample-based background 

subtraction algorithm called ViBe. Background 

model is initialized by randomly sampling of pixels 

on the first image frame. Pixel of the new image 

frame is classified as background when some 

samples intersecting the sphere of the pixel. A 

random policy is also employed for updating the 

background model at the pixel location and its 

neighbor. Hofmann et al. [Hof12a] proposed a 

similar non-parametric sample-based background 

subtraction method. The method can adaptively 

adjust the foreground decision threshold and model 

update rate along the video sequence. Haines and 

Xiang [Hai14a] presented a non-parametric 

background modeling method based on Dirichlet 

process Gaussian mixture models. Gao et al. 

[Gao14a] and Liu et al. [Liu15a] regarded the 

observed video frames as a matrix, which can be 

decomposed into a low-rank matrix of background 

and a structured sparse matrix of foreground. 

Recently, methods for modeling background scene 

by local pattern are proposed. Heikkilä and 

Pietikäinen [Hei06a] proposed to model the 

background of a pixel by local binary pattern (LBP) 

histograms estimated around that pixel. Liao et al. 

[Lia10a] proposed the scale invariant local ternary 

pattern (SILTP) which can tackle illumination 

variations. St-Charles et al. [Stc15a] proposed a 

pixelwise background modeling using local binary 

similarity pattern (LBSP) estimated in the spatio-

temporal domain. Their method outperforms 32 state-

of-the-art methods on the ChangeDetection.net 

dataset [Goy12a, Wan14a]. 

In this work, we have two contributions. First, we 

propose a novel perception-based local pattern which 

can be used effectively to characterize various 

dynamic circumstances in the scene. Second, we 

propose a novel scheme to estimate the similarity 

between new pixel and the background model for 

classifying the pixel. The background model and the 

pixel classification are incorporated into the 

background subtraction method for moving object 

detection. The background subtraction result is used 

to update the background model. 

2. BACKGROUND MODEL 

INITIALIZATION 
It is common that the background model is created 

from the video. The modeling method must be 

versatile since various scene complications may be 

encountered. We consider that the feature 

representing the background scene is an important 

factor. To make the modeling method generic, there 

should be as few tunable parameters as possible. 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

In sample-based background subtraction, the 

background model is generated by taking previous 

samples at the same pixel position like [Elg02a], or 

taking random samples on the first image frame 

[Bar09a, Bar11a]. We observed various challenges in 

real scenes. Dynamic background elements such as 

tree and water produce many false positive errors. 

Camera jitter also produces false positive errors. It is 

because the background model does not contain 

sufficient and representative samples. We propose to 

take samples from the spatio-temporal domain. As 

shown in Figure 1, in background model 

initialization, a number of image frames are used. At 

a given pixel location (the dark pixels in Figure 1), 

colors of all the samples (temporal samples) at the 

same position are entered into the background model 

Temporal samples 

. . . . . 

Local patterns 

Initialization 

image 

sequence  

Figure 1. Spatio-temporal sampling of 

background pixels. 
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for that pixel. In addition, a block is defined centered 

at that pixel and local pattern feature is extracted 

from this block of pixels. All spatio-temporal local 

patterns, sampled from all pixels of a short 

initialization image sequence, are also entered into 

the background model. We have performed 

experimentations and finally fixed the number of 

initialization image frames as 30 and the block size 

as 5 x 5 pixels as shown in Figure 1. Static  

background can be represented by the temporal 

samples while dynamic background can be 

represented by the spatio-temporal local patterns. In 

case there are moving objects in the initialization 

image frames, the model still contains background 

samples as far as the objects are not stationary. The 

effectiveness of the background model can be seen in 

the results from camera jitter videos in section 4. 

In dynamic scenes, the colors of background 

elements can vary due to illumination change. The 

variations of colors must be allowed in matching the 

new pixel with the background model. Inspired by 

the perception-inspired confidence interval [Haq13a], 

we propose a novel local pattern that can cater for 

color variations. The confidence interval of a sample 

having a color component value c is defined as (c – 

d, c + d). According to Weber’s law [Gon10a], d 

depends on the perceptual characteristics of c. That 

is, d should be small for darker color and large for 

brighter color. The perception-based linear 

relationship is formulated as 

d = 0.11 * c  (1) 

Each pixel of the block (except the center pixel) is 

compared with the center pixel. If its color is outside 

the confidence interval of the center pixel, its feature 

value f is set equal to 

 f = bhalf – dcity + 1  (2) 

where dcity is the city-block distance between a given 

pixel of the block and the center pixel, bhalf is the half 

size of the block. If its color is within the confidence 

interval of the center pixel, its feature value is 0. 

Therefore, neighbor closer to the center pixel will 

contribute a larger feature value if they are 

perceptually different. Different neighbor farther 

from the center pixel will contribute a smaller feature 

value. Finally all feature values of the block are 

summed to form the pattern value for the center 

pixel. Figure 2a illustrates the formation of a local 

pattern for a block of 3 x 3 pixels. The first row 

shows the formation of LBP for a noise-free image. 

The second row indicates that LBP is not robust to 

random noise in the image. The third row also shows 

that LBP cannot keep its invariance against scale 

transform. Figure 2b illustrates the formation of 

perception-based local pattern under the same 

circumstances. The confidence interval for the 

patterns in the first and second row is (56.96, 71.04). 

The confidence interval for the pattern in the third 

row is (113.92, 142.08). It can be seen that 

perception-based local pattern is robust against 

random noise and scale transform. Its pattern value is 

equal to 4. 
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We observed that the choice of color model can have 

significant impact on the accuracy of moving object 

detection. We used invariant color feature to 

represent the color of the pixel. In our method, we 

adopted the c1c2c3 normalized color model [Gev99a]. 

B)max(G,

R
arctan  1 c   (3) 

B)max(R,

G
arctan  2 c   (4) 

G)max(R,

B
arctan  3 c   (5) 

3. MOVING OBJECT DETECTION 

AND BACKGROUND MODEL 

UPDATING 
Figure 3 illustrates the framework of our moving 

object detection method. The background model is 

initialized using 30 initial image frames of the video 
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Figure 2. Formation of local pattern: (a) LBP, 

(b) perception-based local pattern. 
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as mentioned in the previous section. In the 

background/foreground segmentation, all pixels of 

the current image frame are classified as background 

or foreground. Since we have generated a strong 

background model that characterizes the spatial and 

temporal variations of background colors, we adopt a 

conservative policy in the joint 

background/foreground segmentation. If all color 

component values of the pixel match with some 

temporal color samples or spatio-temporal local 

patterns of the background model, the pixel is labeled 

as background. Otherwise, it is labeled as 

foreground. 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

We propose a novel scheme to estimate the similarity 

between the pixel and the background model which 

strikes for balance between efficiency and perceptual 

accuracy. First, the pixel is compared with the 

temporal color samples of the background model. 

The perception-based confidence interval of the pixel 

is defined. Once two temporal color samples in the 

background model are found fall within the 

confidence interval, the pixel is labeled as 

background. In static scene, the background 

subtraction can be accomplished quickly by this 

process. In dynamic scene, it may not be possible to 

find similar color samples at the same spatial location 

along the temporal domain. Then, the pixel is 

compared with the spatio-temporal local patterns in 

the background model. A block with this pixel at the 

center is defined. Pattern values for this pixel are 

calculated using the same method as mentioned in 

the previous section. Local pattern of the pixel is 

compared with the patterns stored in the background 

model. We define a spatio-temporal search space of 

11 x 11 pixels x 30 frames. Two patterns are 

considered similar if the absolute difference of their 

pattern values is ≤ a tolerance value. We fixed the 

tolerance value to 3. If two patterns in the 

background model match with the local pattern of the 

pixel, the pixel is labeled as background. Otherwise, 

the pixel is labeled as foreground. The algorithm of 

background subtraction is shown below. 

 

Algorithm  – background subtraction 

For each new pixel 

   Define perception-based confidence interval 

   Search temporal color samples 

   If number of matches = 2 

      Label pixel as background 

      Step over to the next pixel 

   Else 

      Calculate perception-based local pattern 

      Search spatio-temporal local patterns 

      If number of matches = 2 

         Label pixel as background 

         Step over to the next pixel 

      Else 

         Label pixel as foreground 

In the background model updating, the total number 

of color samples and local patterns will remain the 

same. If the new pixel matches with the temporal 

color samples, one temporal color sample will be 

updated by the following equation 

p

old

b

new

b αcc-α ( c  )1  (6) 

where cp is the color of the new pixel, cb is the 

matched temporal color. We set  equal to 0.05. If 

the local pattern of the new pixel matches with the 

patterns of the background model, one local pattern 

will be updated by the following equation 

p

old

b

new

b αll-α ( l  )1   (7) 

where lp is the local pattern value of the new pixel, lb 

is the matched local pattern value in the background 

model. 

The use of chromaticity in matching the pixel with 

background model means the background/foreground 

segmentation is robust to gradual illumination 

change. We also observe that cast shadow is more 

likely to be classified as background rather than 

foreground by using chromaticity. We use the same 

set up in the experimentation. There are no tunable 

parameters. 

4. RESULT 
We implement our method using MATLAB and run 

on a 2.1 GHz PC with 1 Gbyte memory. For a low-

resolution image frame of 320 x 240 pixels, the 

computation time per image frame is about 5 

seconds. In the first experimentation, we evaluate our 

method quantitatively in terms of Recall (Re), 

Background model 

Joint background/foreground 

segmentation 

Background model updating 

Image 

sequence 
. . .  

training frames          new frame 

Figure 3. Overview of our moving objects 

detection method. 
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Precision (Pr), F-Measure (F1), False Positive Rate 

(FPR), and False Negative Rate (FNR) using the 

Change Detection dataset [Goy12a]. Recall gives the 

ratio of detected true positive pixels (TP) to total 

number of foreground pixels present in the ground 

truth which is the sum of true positive and false 

negative pixels (FN). Precision gives the ratio of 

detected true positive pixels to total number of 

foreground pixels detected by the method which is 

the sum of true positive and false positive pixels 

(FP). F-Measure is the weighted harmonic mean of 

Precision and Recall. It can be used to rank different 

methods. The higher the value of Re, Pr, and F1, the 

better is the accuracy. The lower the value of FPR 

and FNR, the better is the accuracy. 

Table 1 shows the average F1 of our method and 

some well-known parametric and non-parametric 

background subtraction algorithms obtained from 5 

categories of video (baseline - B, dynamic 

background - DB, camera jitter - CJ, intermittent 

object motion - IOM, shadow - S), containing 26 

image sequences of 47,040 image frames. The best 

result in a given column is highlighted. No method 

can achieve the best result in all categories. GMM 

[Sta00a], KDE [Elg02a] and ViBe [Bar11a] can 

achieve the best F1 in one category. Our method can 

achieve the best F1 in two categories of dynamic 

background and camera jitter, and the results in other 

categories are close to the best F1. 

 B DB CJ IOM S 

GMM 0.825 0.633 0.597 0.520 0.716 

KDE 0.909 0.596 0.572 0.409 0.766 

ViBe 0.866 0.459 0.569 0.488 0.798 

Our 

method 

0.884 0.635 0.671 0.475 0.712 

Table 1. Average F1 of various methods on the 

Change Detection dataset 

We then present a detail comparison of our method 

with ViBe. We select ViBe because it was showed 

that ViBe performs better than many state-of-the-art 

parametric and non-parametric algorithms such as 

[Ziv04a]. Tables 2 and 3 show the results of our 

method and ViBe on the dynamic background 

category respectively. In the tables, the best average 

results are highlighted. There are six image 

sequences (boats, canoe, fall, fountain01, fountain02, 

overpass). The videos contain strong background 

motions such as moving water and tree shaken by the 

wind. Our method can achieve higher F1 than ViBe 

in all image sequences. Our method can achieve 

better result than ViBe in 3 out of 5 average 

quantitative measures. Tables 4 and 5 show the 

results of our method and ViBe on the camera jitter 

category respectively. There are four image 

sequences (sidewalk, boulevard, traffic, badminton). 

The videos were captured by vibrating cameras. All 

videos are very challenging. Our method can achieve 

higher F1 than ViBe in 3 out of 4 image sequences. 

Our method can achieve better result than ViBe in 3 

out of 5 average quantitative measures. 

Sequence Re Pr F1 FPR FNR 

boats 0.682 0.842 0.754 0.001 0.318 

canoe 0.856 0.915 0.885 0.003 0.144 

fall 0.713 0.546 0.618 0.011 0.287 

fountain01 0.339 0.133 0.191 0.002 0.661 

fountain02 0.733 0.470 0.573 0.002 0.267 

overpass 0.805 0.780 0.792 0.003 0.195 

Average 0.688 0.614 0.635 0.004 0.312 

Table 2. Results of our method – dynamic 

background 

Sequence Re Pr F1 FPR FNR 

boats 0.528 0.107 0.178 0.020 0.472 

canoe 0.897 0.694 0.783 0.014 0.103 

fall 0.833 0.342 0.484 0.036 0.168 

fountain01 0.580 0.032 0.061 0.008 0.420 

fountain02 0.822 0.428 0.563 0.002 0.179 

overpass 0.798 0.600 0.685 0.005 0.202 

Average 0.743 0.367 0.459 0.014 0.257 

Table 3. Results of ViBe – dynamic background 

Sequence Re Pr F1 FPR FNR 

sidewalk 0.405 0.837 0.546 0.002 0.595 

boulevard 0.684 0.867 0.765 0.005 0.316 

traffic 0.589 0.736 0.654 0.014 0.411 

badminton 0.587 0.927 0.719 0.002 0.413 

Average 0.566 0.842 0.671 0.006 0.434 

Table 4. Results of our method – camera jitter 

Sequence Re Pr F1 FPR FNR 

sidewalk 0.518 0.279 0.363 0.027 0.482 

boulevard 0.782 0.444 0.566 0.037 0.219 

traffic 0.851 0.559 0.675 0.039 0.149 

badminton 0.835 0.562 0.672 0.017 0.166 

Average 0.746 0.461 0.569 0.030 0.254 

Table 5. Results of ViBe – camera jitter 
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Figure 4 shows some visual results from the dynamic 

background category. The first column shows the 

original image frames and the results obtained by 

ViBe. The second column shows the results obtained 

by our method. The third column shows the 

corresponding ground truths. The ground truth 

images contain 5 labels (static, hard shadow, outside 

region of interest, unknown motion, motion). It can 

be seen that ViBe produces more false positive errors 

than our method in all image sequences. ViBe may 

also produce many false negative errors (see results 

of boats and overpass). From the figure, it can be 

seen that our method produces balanced Recall and 

Precision. That is why our method can achieve higher 

F1 in all image sequences. Figure 5 shows the visual 

results from the camera jitter category. Again, ViBe 

produces more false positive errors than our method 

in all image sequences. In sidewalk, the stationary 

human and crossing are erroneously detected as 

foreground by ViBe. Our method only produces 

minimal scattered false positive errors in the 

stationary human, while the crossing is correctly 

identified as background. In the badminton, the 

players appear at the beginning of the image 

sequence. Unfortunately, ViBe erroneously detects 

those players when they already moved to different 

places along the image sequence. As shown in the 

figure, our method can detect the correct number of 

players.

 

     

     

      

     

     

     
 

 

 

 

Figure 4. Background subtraction results from the Change Detection dataset 

dynamic background category – original image frames and results obtained by 

ViBe (first column), results obtained by our method (second column), ground 

truths (last column). 
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In the second experimentation, we compare our 

method with ViBe and some local pattern based 

background subtraction algorithms (blockwise LBP – 

LBP-B [Hei04a], pixelwise LBP – LBP-P [Hei06a]) 

using the STAR dataset [Li03a]. Table 6 shows the 

F1 of 9 video sequences. The superiority of local 

pattern based background model over sampled-based 

background model can be seen. Our method can 

achieve the best F1 in 3 video sequences, and the 

average F1 is second to LBP-P. 

Sequence LBP-B LBP-P ViBe Our 

method 

Airport 

Hall 

0.477 0.503 0.496 0.429 

Bootstrap 0.528 0.520 0.514 0.569 

Curtain 0.661 0.714 0.775 0.800 

Escalator 0.591 0.539 0.445 0.380 

Fountain 0.705 0.753 0.425 0.484 

Shopping 

Mall 

0.547 0.629 0.522 0.548 

Lobby 0.503 0.523 0.029 0.448 

Trees 0.629 0.606 0.345 0.600 

Water 

Surface 

0.768 0.822 0.801 0.878 

Average 0.587 0.635 0.444 0.600 

Table 6. F1 of various methods on the STAR 

dataset 

5. CONCLUSION 
We propose a method for the detection of moving 

objects in video. The background model is 

represented by samples of color and perception-based 

local patterns. In moving object detection, each pixel 

of the current image frame is classified as 

background if it matches with the background model. 

Otherwise, the pixel is classified as foreground. This 

is achieved by our proposed perception-based 

matching scheme to estimate the similarity between 

the pixel and the background model. We test and 

compare our method with various well-known 

background subtraction algorithms using challenging 

video datasets. The quantitative measures and visual 

results show that our method can achieve better 

performance in some image sequences. 
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ABSTRACT 
The US Institute of Medicine reports that one medication error occurs per patient per day in hospital care, and 
other studies indicate that medication administration errors attributed to packaging and/or labeling confusion can 
be as high as 33%. While many engineered products have identifiable features that help establish commonality 
and differentiation within a product family, vital features of consumable products such as medications are often 
not readily apparent in their physical form. As a result, caregivers must rely on the labeling and packaging to 
effectively determine the contents. Adverse Drug Events (ADEs) are the most common category of medical errors 
and include wrong drug, wrong dose, wrong route of administration, and wrong patient. It is estimated that in the 
US each year, medication errors harm at least 1.5 million people, resulting in 106,000 deaths. Computational 
models and associated decision support systems have the potential to improve pharmaceutical delivery safety 
through informed design of packaging features and enhanced situational awareness and decision-making during 
drug identification and administration. Past research has led to the formulation of measures for representing the 
degree of commonality and differentiation of packaging features in pharmaceutical families or versus look-alike 
drugs. Preliminary studies have validated these measures of feature prominence based on feature size and location. 
This paper describes a study using eye tracking to evaluate gaze patterns and further validate these measures. The 
results support the measures and indicate that increased commonality of features results in shorter reaction times, 
but also shorter fixation times. These results have implications in the formulation of a resulting decision support 
system. 

Keywords 
Pattern Recognition, Pharmaceutical Safety, Product Family Planning

1. INTRODUCTION 
U.S. Pharmacia estimates that there are approximately 
62.9 million medication dispensing mistakes a year in 
hospitals and pharmacies nationwide (Hicks, 2008), 
with just over three million of these mistakes 
considered to be medically significant. These 
significant mistakes can result from misreading labels, 
misprescribing, giving the wrong dose, or incomplete 
documentation. Classified as ADEs or “Adverse Drug 
Events,” these events are defined and classified as “an 
injury due to medication management rather than the 
underlying condition of the patient” (Aspden, 2007). 
When in a hospital, it is estimated that a patient is on 

the receiving end of these mistakes an average of once 
per day, which can add up to $6,000 to a medical bill 
(Aspden, 2007). These errors can and do have 
detrimental effects to the patients’ health and finances. 
Aside from the individual and familial effects that are 
seen from decreased health and death from illness or 
an ADE, there are large societal costs. These mistakes 
cost the nurses, the pharmacy and the health insurance 
providers. The accrued total of these mistakes must be 
distributed to cover the end cost to the patient as well 
as the healthcare companies. To do this, these costs are 
implemented throughout various industries, costing 
society as a whole not just the ones being directly 
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impacted by the mistakes. Often these mistakes occur 
because of the lack of consistency and regulation 
among package designs. Pharmacists and general 
consumers use cognitive decision-making processes 
to determine the correct medication, so by optimizing 
designs with this in mind, the number of mistakes may 
be able to be reduced greatly.  
Ampuero and Vila performed a study on “Consumer 
Perceptions of Product Packaging” which focused on 
isolating different aspects of the labels on medical 
devices such as color, shape, image and typography 
(Ampuero and Vila, 2006). Isolating individual 
features on a label helped researchers begin to 
manipulate and understand how the brain is perceiving 
and processing the information on the label. Other 
aspects of the packaging of the medication itself can 
lead to a specific perception as to what volume is 
contained within it (Folkes and Matta, 2004). From a 
commercial manufacturer side, it is important to 
understand how the consumer views products on a 
shelf. Young (Young, 2012) presented the “PRS Eye 
Tracking Method” detailing how products on a shelf 
are viewed by customers. Understanding how 
commercial products are viewed and preferred is 
important specifically in package design, since 
consumers are generally novices in regards to looking 
at medication labels. 

2. COMMONALITY/DIFFERENTIATI
ON MEASURES 
A powerful indicator of the importance of visual 
information can be its prominence as measured by size 
and location. To understand how the size and location 
can connote commonality, Shooter, et al. (2008, 2010) 
studied nine packages of Tylenol adult 
acetaminophen. The front panel (the side of the box 
that faces consumers when placed on store shelves) 
was analyzed in terms of its features, the text, and the 
graphics that conveyed information. The front panel 
was treated as a coordinate and normalized to account 
for variations in box size. Figure 1 shows the 
normalized face with each feature element identified 
and its centroid location. The area of each feature on 
the normalized package faces was calculated, 
tabulated, and compared relative to the entire area in 
order to reflect the package face “real estate” occupied 
by each feature as shown in Figure 2.  
Presumably, features deemed by the manufacturer to 
be most important take up the most area on the 
package. The background uses the most space so one 
might expect consideration of color to be important. 
Tylenol uses a consistent shade of red for background 
color across its product family packaging. The brand 
name Tylenol takes up the second largest area, almost 
equal to the background. The type of medication and 
purpose are considerably smaller. Dosage and form 
are smaller still. The variation in normalized size and 

location of the Tylenol brand across the nine packages 
is minimal. 

 
Figure 1:  Front Panel Features’ Positions   
    

 
Figure 2: Relative Area of Front Features 
There is also considerable consistency in location and 
size of the “secondary” information such as 
medication type, purpose, dosage, and form. It is 
evident that the Tylenol product family utilizes a 
package platform of features with an emphasis on 
brand recognition as the most salient common 
element. Information that differentiates among the 
variants of the product is less prominent in the package 
face, but is critical for informed and proper use. It is 
important to note that the Institute for Safe Medication 
Practice has recognized Tylenol as having a high 
number of cases of medication error (Hicks, 2008).  
Cohen and Shooter (2010) followed this study with the 
formulation of measures to represent commonality 
and differentiation of packaging features with regard 
to prominence. In this preliminary investigation, the 
Feature Area Commonality Index (FACI) was 
formulated for packaging. One advantage of the 
commonality indices developed by Thevenot et al. 
(2007) and Alizon, et al. (2009) is that the result ranges 
between 0 and 1. The progression here is intended to 
provide a similar scale. The normalized areas for each 
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feature on each package was determined and 
tabulated. The mean was then calculated for the area 
of that feature across the package family. The 
Proportion Difference from the mean is calculated for 
each instance and represented as shown in Equation 1. 

 
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 𝐷𝐷𝑃𝑃𝐷𝐷𝐷𝐷 =  

��̅�𝐴−𝐴𝐴𝑗𝑗�

�
𝐴𝐴�+𝐴𝐴𝑗𝑗
2 �

     (1)                                                                           

where �̅�𝐴 is the mean and Aj is the instance value 

The measure can help identify and quantify an outlier 
instance in the packaging family. It is also possible to 
gain perspective on the total family by calculating the 
Average Proportion Difference for each feature using 
the value from each package variant. The intent is to 
describe the degree of commonality for features 
repeated across variants. If a feature is not present on 
a package instance, then that instance is not part of the 
calculation. A value of 1 indicates exact commonality 
across the variants while 0 means they are different. 
The Feature Area Commonality Index (FACI) is then 
calculated as seen in Equation 2 below. 
𝐹𝐹𝐴𝐴𝐹𝐹𝐹𝐹 = 1 − 𝐴𝐴𝐴𝐴𝐴𝐴𝑃𝑃𝐴𝐴𝐴𝐴𝐴𝐴 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 𝐷𝐷𝑃𝑃𝐷𝐷𝐷𝐷𝐴𝐴𝑃𝑃𝐴𝐴𝑃𝑃𝐷𝐷𝐴𝐴  (2) 
The FACI provides a measure for each feature (i.e., 
Brand Logo) across the package family. The FACI for 
the Brand Logo feature was determined to be 0.92, 
indicating high commonality. The FACI for the Main 
Ingredient was 0.68 and for the Medication Use was 
0.73, which are also strong indicators of commonality. 
It can also be beneficial to represent the aggregate for 
all of the features. The most direct formulation of the 
Aggregate Feature Area Commonality Index (AFACI) 
is to take the average of all of the FACI values for the 
package family. In calculating the AFACI, only the 
feature categories present in the package family are 
included. For example, if the package family does not 
include any instances of the Flavor Text feature 
category, then all instances will have an area of zero, 
which results in a FACI of 1 (all commonly not 
present). If these absent features were included in the 
AFACI, then the result would be skewed toward a 
higher indication of commonality. This formulation 
considers all features as equivalent contributors; 
weighted contributions of different features will be 
investigated as part of this work. The AFACI for all 
features of the Tylenol package family studied was 
calculated to be 0.73, which is a strong indicator of 
commonality. 
A similar approach was taken to formulate the Feature 
Location Commonality Index (FLCI), which is an 
indicator of the commonality and differentiation of the 
location of features across a product family based on 
clustered distances. We then validated both of these 
measures through a cognitive workload analysis study 
with 60 human subjects in Cho et al. (2014). Response 

time and selection accuracy were found to be 
positively correlated with the indices.  

3. PREVIOUS VALIDATION STUDY 
A Penn State University study, Effects of Over-the-
Counter Medication Product Family Design on 
Knowledge Acquisition and Consumer Preferences 
(Cho et al, 2014) sought to study which features in 
Over the Counter (OTC) medical labeling specifically 
can be manipulated to encourage consumers to read 
and process the labels before they choose a medication 
for purchase. To do so, Robitussin and Equate labels 
were altered in Adobe Photoshop to create five 
different variations. These variations included a base 
design without any emphasized features, a design with 
increased font size, a label with inclusion of an accent 
color, a design with an addition of a graphical icon, 
and a variation with all of the emphasized features. 
The study was set up as a survey on Qualtrics software 
(Qualtrics, Provo, UT). Subjects were given 
symptoms and requested to select the corresponding 
medication. Accuracy and selection time were 
measured. 
This study found that “variations in labeling and 
product family design significantly impacts the 
accuracy and efficiency of medication decision 
making and thus has the potential to reduce adverse 
drug events made during the process” (Cho et al, 
2014). The study determined that the overall package 
design did not have a significant impact on the 
accuracy of a subject’s selection. However, increased 
font size exhibited the shortest selection time, 
suggesting that increased font increases efficiency. 
The variation with all of the emphasized features had 
the longest selection time, which suggests that too 
many features could be distracting and decrease 
efficiency in selection. This could point to a limit in 
how many features can be emphasized before it 
detracts a feature’s prominence and creates clutter. In 
looking at design recommendations in other avenues 
of academia, perhaps there is a “design magic number 
seven” that could be used in label design. Such a 
concept would limit how many features can be 
emphasized until they cancel out one another (Miller, 
1956). 
The study at Penn State also found that a higher 
commonality of both AFACI and AFLCI resulted in a 
higher accuracy of selections and a shorter selection 
time. Packages with this higher AFLCI, or higher 
commonality of locations of features across the 
product family, had a lower consumer preference 
rating from participants. The study concluded by 
noting that the task was more of a search task than a 
decision task. It suggested that a future study with an 
eye tracker or employee tasks more closely related to 
the decision making process of selecting medications 
would be appropriate direction to pursue in the future. 
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Additionally, it was suggested that future studies test 
a wider range of OTC labels to create a normal 
distribution for the indices and use product-moment 
correlation. 
This paper investigates and expands upon Cho et al, 
performed in 2014. It examines areas of particular 
interest and importance to individuals interacting and 
giving medications. Within product families, 
commonality of the specific features of interest were 
calculated and then compared against accuracy and 
viewing patterns to further understand how 
information is processed from medical labels.  The 
study validates the efficacy of the commonality and 
differentiation measures for visual features on 
pharmaceutical packaging. Pattern recognition 
techniques and automated calculation of these 
measures will support the rapid exploration of 
alternative designs with the goal of improved 
dispensing of medications. 

4. EXPERIMENTAL PROCEDURE 
Participants 
Fifty-four undergraduates from a small college in 
Pennsylvania were used as the participants of this 
study. Half of the participants were assigned and 
exposed to the Robotussin and the other half to the 
Equate stimuli pool. They were part of a psychology 
class subject pool and received credit for participation.  
Materials and procedure 
Stimuli used in the Cho study (Cho et al., 2014) were 
recreated using Adobe InDesign (Viers et al, n.d.) in 
the same configuration and patterns. The types of 
labels used included base (with no manipulations), 
coloring, icon of person, font size and an image with 
all available manipulations. A total of 50 images were 
created that each consisted of 4 vertical labels placed 
side by side with a corresponding question running 
along the top in the white space. The questions were 
also recreated and matched from the previous study 
(Figure 3). The images were then placed into TOBI 
software (TOBI, Fall Church, VA), 25 Robotussin 
images and 25 Equate images in their own respective 
trial setups. 
The images that were uploaded into the program were 
then processed with areas of interest being identified 
and outlined using the TOBI software (TOBI, Fall 
Church, VA). These Areas of Interest (AOI) were as 
follows: brand name, comparison, name, 
moon/nighttime (specifically used for Robotussin), 
description, active ingredients, non-drowsy, 
symptoms, button, and dots/indicators on the body that 
the drug will apply to. The labels are coded in the 
following manner: 
“ImageID#.AOI#.correct/incorrect”. The labels were 
each individually coded as “correct” or “incorrect” 
relative to the answer to the question to be able to 

separate the data as such. A sample marked up image 
can be seen in Figure 4.  
 

 
Figure 3: Sample stimuli with question of equate, 
used in the study. 
 

 
Figure 4: A sample marked up image of a quartet.  
Upon entering the study, subjects were given the 
“Functional Health Literacy in Adults” survey as well 
as a few general questions about their educational 
background. This was used to measure how much 
effort and attention the subject were giving during the 
study. Afterwards, the TOBI software (TOBI, Fall 
Church, VA) was opened and the eye-tracking tool 
was calibrated to the subject. Once completed, 
subjects were instructed that they were going to be 
shown images and they would have to read the 
questions and click on the “correct” image by 
selecting the circles underneath the corresponding 
label. Once the subjects had seen all 25 images in their 
assigned trial, the study was concluded. A sample 
viewing pattern displayed via heat map can be seen in 
Figure 5.  
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Figure 5: A heat map of one subject’s viewing of an 
image displayed during the study. Yellow indicates 
shorter viewing times, red displays a longer view 
time as indicated in the key in the top left corner of 
the image. 
Images were analyzed using the method utilized by 
(Cho et al, 2014) calculating both location and area 
commonality of each feature on the label and 
comparing them within their product families. With 
this method, product family metrics were used when 
analyzing the correlation between package design and 
selection results. Feature Area Commonality Index 
(FACI) and Feature Location Commonality Index 
(FLCI) were used to describe commonality of an area 
of interest. Feature Area Commonality Index (FACI) 
was determined by calculating the physical area of a 
label of each specific feature covered.  
The FACI was then calculated by subtracting the 
result from equation 1 from 1, mentioned previously 
in equation 2. This is useful as if the commonality is 
consistent across the product family, the FACI is close 
to 1, and if they are completely differentiated, the 
result is 0.    
Feature Location Commonality Index (FLCI) was 
determined in a similar manner to the FACI, but the 
location was determined from the left edge of the 
package to the centroid of the feature. The locations 
were again averaged across product families and then 
subtracted from 1 to calculate the FLCI (Cho et al, 
2014). This specific task allowed for analysis of the 
commonality of location across groups. Each of these 
values, FACI and FLCI, calculated for feature across 
product families were then averaged to create 
aggregates of the FACI and FLCI, further referenced 
as the AFACI and AFLCI. The AFACI and AFLCI 
give a good indication as to the commonality across 
the product family. 

Results 
An item analysis was conducted, rather than analyzing 
by subject, so that the effect of commonality on gaze 
patterns for individual label features (e.g. brand name, 
active ingredients) could be investigated. For each 
image, the following were analyzed: the time to first 
fixation, fixation count, and mean fixation duration for 
each area of interest (AOI; see Method for 
description). AOIs that received no fixations were not 
included in the analysis. The area and location 
commonality indices (FACI & FLCI, respectively) 
reported in Cho et al. (2014) for each AOI (see Table 
1) were also compared.  
A multivariate analysis of variance (MANOVA) was 
conducted on these five variables across the AOI 
regions. Results of the MANOVA reveal a significant 
multivariate effect, Pillai’s Trace=1.28, F (30, 
1050)=12.08, p<.001, 𝜂𝜂𝑝𝑝2=.257, demonstrating a 
difference in the commonality and pattern of eye 
movements for the regions of interest. Univariate 
analyses for this relationship indicate a significant 
effect of AOI on time to first fixation 
(F(6,210)=73.36, p<.001, 𝜂𝜂𝑝𝑝2=.68), mean fixation 
duration (F(6,210)=7.78, p<.001, 𝜂𝜂𝑝𝑝2=.18), fixation 
count (F(6,210)=48.33, p<.001, 𝜂𝜂𝑝𝑝2=.58), FACI 
(F(6,210)=15.47, p<.001, 𝜂𝜂𝑝𝑝2=.31), and FLCI 
(F(6,210)=28.81, p<.001, 𝜂𝜂𝑝𝑝2=.45). 

The primary analysis of interest was the relationship 
between each feature’s commonality (within a product 
family) and eye-gaze patterns; thus, we conducted a 
series of bivariate correlations (6 comparisons, 
Bonferroni corrected α=.008). Both FACI and FLCI 
were significantly negatively correlated with time to 
first fixation (FACI: r(216)= -.418, p<.001; FLCI: 
r(262)= -.535, p<.001; see Figure 1), indicating that 
for AOIs with greater commonality, participants 
fixated on that AOI earlier in the trial. In addition, 
FACI and FLCI were significantly negatively 
correlated with fixation count (FACI: r(216)= -.354, 
p<.001; FLCI: r(262)= -.450, p<.001; see Figure 7) 
and mean fixation duration (FACI: r(216)= -.305, 
p<.001; FLCI: r(262)= -.193, p=.002; see Figure 8). 
This suggests that features with greater commonality 
received fewer fixations and those fixations were 
shorter in duration. 
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Table 1. Means and standard deviations of the eye-tracking metrics and commonality indices for the 7 
prominent AOIs.  
 

 
Time to First 
Fixation (ms) Fixation Count 

Fixation 
Duration (s) AFACI AFLCI 

Feature/AOI M SD M SD M SD M SD M SD 

Brand Name 29.52 23.64 1.65 1.64 0.31 0.34 0.9793 0.01 0.9907 0.01 

Name 94.59 24.98 7.40 3.47 1.13 0.39 0.7067 0.11 0.9391 0.01 

Description 102.70 35.66 6.79 2.32 1.00 0.26 0.7987 0.19 0.8856 0.00 
Active 
Ingredients 

70.47 37.36 2.87 1.62 0.55 0.41 0.6938 0.26 0.9415 0.04 

Non-Drowsy  71.52 19.50 2.28 0.79 0.39 0.15 0.9061 0.12 0.9229 0.01 

Symptoms 144.42 32.52 14.73 4.93 1.33 0.45 0.6232 0.32 0.9027 0.06 

Dots 16.81 9.88 0.43 0.24 0.10 0.05 0.9686 0.02 0.9681 0.02 
Note: Table 1 only displays AOIs that had commonality indices reported in Cho et al. (2014).  
 

 
Figure 6. Scatterplot showing relationship between commonality (FACI and FLCI) and time to first fixation 
(ms).  
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Figure 7. Scatterplot showing relationship between commonality (FACI and FLCI) and mean fixation count 
across areas of interest (AOIs). 
 

 
Figure 8. Scatterplot showing relationship between commonality (FACI, FLCI) and mean fixation duration 
across areas of interest. 
 

ISSN 2464-4617 (print)
ISSN 2464-4625 (CD-ROM)

WSCG 2016 - 24th Conference on Computer Graphics, Visualization and Computer Vision 2016

Short Papers Proceedings 267 ISBN 978-80-86943-58-9



5. DISCUSSION AND IMPLICATIONS 
Examining the results, it is supported that as subjects 
become more familiar with the location of certain 
pieces of information, or specific features on the 
labels, less time is spent looking at these features. 
The significance of the correlations we found 
between the FLCI and FACI reflect this hypothesis. 
From this data, it is suggested that increasing 
commonality values among product families, in both 
location and area, will help to decrease reaction time. 
An increase in commonality could be applied to both 
over the counter medication as well as 
pharmaceuticals.  
A shorter reaction time could be helpful and harmful. 
Decreased reaction time may allow for the 
pharmacist or consumer to attain more information 
from the label in a shorter amount of time, or it could 
decrease the saliency of the information as less time 
is being spent reading the label. More information in 
less time would ideally mean fewer mistakes would 
be made, as the majority of the information on the 
label would cross through the handler’s field of 
vision. However, more information could also mean 
an overload of information in the field of vision so 
less of it is retained. Commonality and regulation 
among product families affect nurses administering 
drugs in the hospital setting. For example, if the 
same information (such as dosage) was in a 
particular location on every vial the nurse would 
have to exert minimal effort to determine what the 
dosage was any given vial, but perhaps they would 
then minimally view the numerical information 
given by the feature.  
With the knowledge that commonality helps to 
increase reaction times, future studies will to take 
this data and build on this concept. A similar study 
will be performed using prescription labels and 
medical staff. Since the previous subject pool uses 
novice medical label viewers, this study would 
ideally help to support the idea that commonality 
influence novices as well as experts with years of 
training. This subject pool is exposed to medical 
packaging every day, and would be most likely to 
notice or be affected by changes in labels. 
Moving forward new labels will be created, with 
information that has been manipulated to contain 
high or low levels of commonalities. The different 
information found in these areas will test specifically 
if high levels of commonalities decrease salience of 
information. It is important to see how the location 
of information influences the accuracy and 
consistency of information retrieval as opposed to 
just reaction time. Results of the current study 
support that there is less time spent in areas with high 
commonality, but the researchers are currently 
unable to determine how salient the information is in 

those high commonality locations. If commonality 
decreases reaction time, than perhaps the 
information provided in these high commonality 
areas are not as salient as originally intended.  
To improve validity of results, comparing two-
dimensional renderings of labels and a more realistic 
rendering is of interest to determine which format 
will provide a more accurate replica of what nurses 
would experience in the field handling medical vials. 
Future studies will investigate the brightness of a 
computer screen versus brightness of physical labels 
and how the lighting of testing scenarios might affect 
the ability for results to extend to a physical 
pharmacy or hospital dispensary. Studies could also 
delve into color theory and examine how lumosity 
might influence choices of medical labels. With a 
commonality in lumosity or actual color within the 
feature, perhaps saliency would be able to increase 
with commonality.  

6. IMPLICATIONS FOR DECISION 
SUPPORT SYSTEM 
The study has validated the saliency of the measures 
for commonality and differentiation of packaging 
features with improved medication selection. There 
are tens of thousands of medications on the market 
both over-the-counter and prescription. The intent is 
to create a database of diverse pharmaceutical 
packages that will include the Packaging 
Commonality Differentiation Indices and highlights 
of identified “trouble spots”. This information will 
be used to improve upon the current pharmacy 
dispensary approach where red labels are used as 
warnings for potential identification hazards, as well 
as to improve on the internal labeling used for in-
patients. The computational models for creating the 
indices in the database need to be automated as much 
as possible to relieve burden on entry of new 
package information. For example, the information 
capture has been simplified, and the computation of 
the FACI and FLCI indices has been automated by 
using software that automatically measures the area 
and centroid locations of features; and then 
calculates the indices. However, it is desired to 
automate the recognition and categorization of 
features supplied to the measures. Techniques of 
pattern recognition and cluster analysis will 
dramatically improve this process. The intent is to 
develop a system that will provide information to a 
package designer that will enable the rapid 
exploration of alterative designs with improved 
medication administration outcomes. 

7. CONCLUSIONS 
This paper has introduced a computational model for 
representing the commonality and differentiation of 
visual features on pharmaceutical packages. The 
measures had been previously validated through a 
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workflow analysis study. This study used eye 
tracking to evaluate gaze patterns for novice 
subjects. The results support the measures and 
indicate that increased commonality of features 
results in shorter reaction times, but also shorter 
fixation times. A similar study is currently being 
conducted with healthcare professionals including 
nurses and pharmacists to explore the correlations in 
healthcare settings. The intent is to develop a 
working decision support system that will support 
the exploration of alternatives to packaging 
designers. The implications for decision support in 
organization is also being examined as well as the 
structure of pharmaceutical dispensing. The 
researchers have taken the approach of validating the 
measures before the development of the decision 
support system to ensure the efficacy of the 
approach. The calculation and representation of the 
measures have been automated. The team is 
currently exploring techniques for pattern 
recognition to automate the recognition and 
categorization of salient features. 
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ABSTRACT
We present a novel depth image enhancement approach for RGB-D cameras such as the Kinect. Our approach
employs optical flow of color images for refining the quality of corresponding depth images. We track every
depth pixel over a sequence of frames in the temporal domain and use valid depth values of the same point for
recovering missing and inaccurate information. We conduct experiments on different test datasets and present
visually appealing results. Our method significantly reduces the temporal noise level and the flickering artifacts.

Keywords
Temporal Filtering, Optical Flow, Depth Image Enhancement, RGB-D Sensor

1 INTRODUCTION
Today, commodity RGB-D cameras such as the Mi-
crosoft Kinect are very popular because of their afford-
ability and the capability to output color and depth im-
ages at a high frame rate. They are widely used in com-
puter graphics and virtual reality applications as a low-
cost acquisition device.

However, while the color images contain fine details of
the scene, the depth images have lower spatial resolu-
tion and suffer from extensive noise. The disturbance
has a strong temporal component and is perceived
as an annoying flickering, even if camera and scene
are static. Depth images also contain holes where no
depth measurements are available. See Figure 1 to
get an impression of the artifacts. Before the depth
data can be used in an application, it usually has to be
enhanced. There are several existing approaches for
this problem that are mostly based on spatial filtering
[Chen et al., 2012, Camplani and Salgado, 2012a,
Camplani and Salgado, 2012b, Garcia et al., 2013,
Yang et al., 2013]. But due to the flickering nature of
depth values those approaches oftentimes do not offer
satisfactory results.

There are only very few methods that consider the
temporal aspect of noise [Matyunin et al., 2011,

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

Figure 1: Color and depth images captured using a
Kinect RGB-D camera. The depth image contains noise
and flickering artifacts while the color image is more
robust.

Islam et al., 2015, Kim et al., 2010]. One reason for
this may be the trouble with blurry object boundaries
and ghosting artifacts introduced by temporal filtering
of dynamic scenes. This happens as temporal filters
usually combine depth values of the same pixel
from different frames. When the part of the scene
represented by that pixel changes over time, which is
quite probable in a dynamic scene, then mixing the
corresponding depth values is not valid and leads to the
mentioned artifacts.

In this work we solve the aforementioned challenges
and present a new temporal filtering approach for depth
images. We propose to track the movement of objects
in the depth image to consistently apply the temporal
filter on the same parts of the scene, even if it moves.
Based on the detected pixel movements, our method is
able to enhance the image quality with standard filter-
ing techniques applied to the temporal domain. How-
ever, tracking movements in depth image sequences is
a very complicated problem which is even more ham-
pered by their unstable nature, as mentioned above. To
circumvent this difficulty, we present a new method for
the tracking of movements. As RGB-D cameras simul-
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taneously provide color and depth image, we decided to
estimate the optical flow of consecutive color images in
order to transfer the result to the corresponding depth
images. Our idea benefits from the fact that color and
depth cameras are usually located close to each other,
that is, on the same baseline and with a very small off-
set. Therefore, we may safely assume that the motion
of the imaged scene is induced almost equally on both
cameras which eases the transfer.

Having a sound estimation of movement for all consec-
utive depth frames, we are able to trace back a certain
displacement history for each pixel. This provides a one
dimensional filtering field for every pixel, which can be
processed with any standard 1D filter kernel, such as a
simple Gaussian filter. We show that this way largely
replaces inaccurate or noisy depth values by valid and
stabilized ones. The method can be easily combined
with other refinement strategies such as hole filling ap-
proaches. We validate our enhancement strategy using
two publicly available test datasets and present visually
appealing results.

2 RELATED WORK
There are a number of existing approaches that cope
with the noise in depth images. Most of them represent
classical spatial filtering methods. However, our work
is not the first one proposing a temporal approach. A
very relevant technique with respect to this article is
presented in [Matyunin et al., 2011]. They propose a
motion compensation strategy, but only for temporally
smoothing depth images. The missing depth pixels are
still being recovered from the neighboring pixels, and
not from the temporally successive pixels. Further-
more, their approach is an offline approach. An online
temporal approach is given in [Islam et al., 2015]. The
authors propose to consider the history of depth pix-
els in the time domain but they do not track the move-
ments. They use a simplified but well parallelizable
least median of squares filter to robustly stabilize the
depth values. Although their method performs well for
static parts of the scene, it exhibits a lot of ghosting
artifacts in dynamic parts. In [Kim et al., 2010] the au-
thors propose a combined spatial and temporal depth
enhancement method which even applies motion flow
between successive color images to infer information
about object motion in the corresponding depth images.
However, they basically ignore this data in the dynamic
parts of the depth images as they use it only to detect
stationary parts. Based on this, they apply a bilateral
filter to improve the quality which naturally fails in dy-
namic parts. [Hui and Ngan, 2014] enhance depth im-
ages captured from a moving RGB-D system. They
also estimate the optical flow of consecutive color im-
ages. However, instead of building a temporal filter on
top of the obtained data, their method estimates addi-

tional depth cues from the flow which are then com-
bined with the original depth images. Their method is
intended for mobile setups and cannot be applied to sta-
tionary cameras as mainly considered in our case.

Apart from that there are many standard spatial
filtering approaches. However, some of them in-
corporate the information from the color image
into the filtering, which relates them to our work.
One, proposed in [Camplani and Salgado, 2012a,
Camplani and Salgado, 2012b], uses a joint bilateral
filter which combines depth and color information.
It is working well for static scenes only. The work
presented in [Chen et al., 2012] also uses a joint
bilateral filter to fill the holes in the depth images.
The corresponding color images are used to find
and remove wrong depth values near to the edges.
Their approach fails to work well for parts where
the color image contains a dark region. Other works
that incorporate color information for enhancing the
quality of the corresponding depth images are pre-
sented in [Garcia et al., 2013, Yang et al., 2013]. These
approaches provide quite good results in real-time. To
sum up, the above mentioned approaches are reducing
the noise by using spatial filters mostly. But overall
there are few temporal filtering methods that remove
the noise caused by moving objects while having
stationary cameras.

3 PROPOSED METHOD
To fix the unstable nature of depth pixels captured
by RGB-D cameras, we propose a new strategy that
enables temporal filtering by keeping track of depth
pixels in the time domain. We save a movement
history for each depth pixel among a sequence of
consecutive frames which is used to validate and
correct pixels values. For tracking depth pixels in
the time domain, our method employs optical flow
[Radford and Burton, 1978], which describes the
probable motion of pixels in pairs of consecutive depth
frames of a video stream. As the depth stream is too
noisy for the accurate estimation of optical flow, we
calculate optical flow for the much more stable color
video, usually delivered alongside depth data, and
apply it for the depth pixels.

In our framework, we assume that an RGB-D sensor
continuously provides a sequence of color and depth
frame pairs (Ii,Di). By Ii(x,y) we denote the color of
pixel (x,y) in the i-th color frame. Similarly, Di(x,y)
refers to the depth value of pixel (x,y) in the i-th depth
frame. While receiving this data in real time, our
method always keeps the latest n image pairs. For every
frame (Ip,Dp) presently delivered, we use the informa-
tion in the whole subsequence to produce an improved
version D′p−m of the depth image Dp−m in the sequence.
Hence, every output frame is build on an m-element
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preview and an (n−m− 1)-element history. Clearly,
the value of n basically affects memory consumption
whereas the value of m influences the latency of our
method.

Each incoming pair (Ip,Dp) of frames is firstly inserted
at the beginning of our monitored sequence while the
oldest one, (Ip−n,Dp−n), is discarded. Next, we estab-
lish two motion fields Mp,Np−1 between the new color
frame Ip and the previously first color frame Ip − 1.
While Np−1 describes the forward, that is, natural mo-
tion of pixels in time, Mp helps to trace back move-
ments. In Np−1, each pixel (x,y) holds a 2D vector
(u,v) describing the path taken by the pixel (x,y) from
Ip− 1 to Ip. More precisely, Np−1(x,y) = (u,v) states
that the color value of pixel (x,y) in the image Ip−1 can
be traced back to the pixel (x+u,y+v) in the image Ip,
that is,

Ip−1(x,y)≈ Ip(x+u,y+ v). (1)

While this makes it possible to follow the movement of
a pixel along the sequence of frames, it does not help
very much to tell where a pixel came from. Hence, here
we use Mp where Mp(x,y) = (u′,v′) states that the color
value at Ip(x,y) can be traced back to the previous frame
at Ip−1(x+u′,y+ v′). As we perform this procedure in
every step, we can assume that we have motion fields
Mi and Ni−1 for the pair Ii and Ii−1 of consecutive color
frames for all i in {p, ..., p−n+1}.
In the next step, we apply the estimated motion fields of
the color image sequence to track the history and follow
the future of pixels in the corresponding depth images.
In particular, for every depth pixel (x,y) in Dp−m, we
traverse through the available n depth frames following
the respective motion vectors. That means, we obtain a
sequence (xp,yp),(xp−1,yp−1), . . . ,(xp−n+1,yp−n+1) of
pixel coordinates by setting

(xi,yi),=



(x,y), if i = p−m,

(xi−1,yi−1) +

Ni−1(xi−1,yi−1), if p≤ i < p−m,

(xi+1,yi+1) +

Mi+1(xi+1,yi+1), if p−m < i < n.

Ideally, this sequence accurately describes the past
and prospective motion of the scene object rep-
resented at the pixel (x,y) in frame Dp−m. That
means, we can represent the depth of this object in
another sequence dp,dp−1, ...,dp−n+1 of m prospective
and (n − m − 1) historic depth values by defining
dp−i = Dp−i(xp−i,yp−i) for all i ∈ {0, . . . ,n − 1}.
Figure 2 illustrates this concept.

Recall that the motion fields are derived from the color
image. That means for the identified depth sequence
that we might get slightly varying depth values due to
the z-movement of objects and because of the present
noise.

Figure 2: Motion compensated sequence of depth val-
ues. For each pixel (x,y), we iterate over a short se-
quence of prospective and historic depth frames using
the motion fields M and N.

Finally, to stabilize the noise in depth image Dp−m, we
basically filter the n depth values of every pixel, which
represents a temporal filtering approach. In our method
we apply a weighted filter as follows:

Dp−m(x,y) =
∑

n−1
i=0 ωidp−i

∑
n−1
i=0 ωi

(2)

The weights ωi can be chosen to model certain filter
kernels, as for instance a Gaussian filter:

ωi = e−(m−i)2
(3)

Beside static kernels like this, we also support motion
dependent kernels, where the weight ωi is determined
by the amount of motion in frame Dp−i at pixel (x,y),
that is, by the length of the vector Md−i(x,y), respec-
tively of Nd−i−1(x,y). This can be used to adaptively
reduce the impact of highly dynamic depth frames in
which a misinterpretation of real movements is more
likely.

4 EXPERIMENTS
For experiments, we fixed the parameters of the method
described in Section 3. To keep the latency of our
approach low and minimize the ghosting artifacts, we
chose to consider a 5-frame history by letting n = 5
and we set m = 0. This means that there was no pre-
view. Furthermore, to keep the setup simple and to
demonstrate our method’s potential, we decided to just
use a plain averaging filter in the 1D temporal domain.
Hence, we set ωi = 1 for all i. The optical flow was esti-
mated in real time by the method of [Brox et al., 2004]
implemented in hardware.

To test the performance of our approach, we have ap-
plied different datasets captured with a Kinect cam-
era, each containing at least one moving subject or ob-
ject. Beside some self-created datasets, we conducted
experiments on two publicly available datasets from
[Camplani and Salgado, 2014]. Figure 3 demonstrates
the method’s visually appealing results using our own
test sets. Apparently, as seen in the right image, noise
and missing depth information, that essentially disturb
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the original depth frame in the left image are notice-
ably fixed or at least reduced by our approach. We like
to point out, that the visual improvement covers both,
static and dynamic parts of the scene. Furthermore, we
also significantly remove flickering, that is, temporal ar-
tifacts.

Figure 3: Results for our own datasets. (a) original raw
depth images. (b) depth images enhanced by our ap-
proach.

Using the datasets from [Camplani and Salgado, 2014],
we can also compare the performance of our approach
to another state of the art spatial filtering tech-
nique for depth image enhancement as described
in [Garcia et al., 2013]). For both sets, as depicted
in Figure 4, our method fixes most of the missing
information and reduces temporal noise for both, static
and dynamic parts. Beside that, we get nicer and finer
edges around objects.
Limitations of our approach are twofold. Firstly, miss-
ing data or noise that stays persistently in one region of
the depth image sequence can not be recovered by our
temporal filtering approach. In this case, spatial filters,
as presented in [Garcia et al., 2013], may perform bet-
ter. Secondly, artifacts introduced by the motion fields
can essentially influence the quality of the output. Even
though the color images are more stable and of a higher
resolution, it happens that the estimation of optical flow
based on the RGB data does not correlate well with the
actual movement of objects in the image. Therefore, we

sometimes get invalid motion vectors which deteriorate
the estimated history of depth values. In particular, we
observe that fast movements still cause slight ghosting
artifacts, especially for bigger parameter values of n.

Our current implementation runs on the GPU and al-
lows to achieve 10 frames per second. At least in case
of average temporal filtering, this speed is basically in-
dependent of the choices for the parameters m and n,
which only affect memory consumption and latency.
For other filter kernels, which do not allow for an in-
cremental update, the performance will also depend on
n.

5 CONCLUSION
In this work, we have introduced a new strategy to en-
hance the quality of depth images using optical flow es-
timated by the corresponding color images. We have
tested our approach with different datasets and pre-
sented visually appealing results. It remains future
work to fine-tune the method for its full potential by
evaluating different parameters m and n and higher or-
der temporal filters. It would also be nice to con-
sider longer histories and even preview to some extend.
However, in this case the small errors which build up
over time would also have an increased impact. There-
fore, to address this problem, we will consider a Gaus-
sian filter which levels the impact of history and pre-
view depending on the temporal distance to the current
frame. Aside from that, we plan to combine our new
method with other refinement strategies. For instance,
we consider to include a spatial filtering into our tem-
poral approach for a more robust enhancement.
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ABSTRACT
In this work we present a flexible approach for calibrating an array of multiple stationary color and depth cameras
using an optical tracking system. Our application domain is focused on 3D telepresence. Calibrating cameras
in this area is still a major problem due to the limited applicability of common calibration approaches. Usually,
groups of cameras are calibrated relative to each other by either requiring heavily overlapping fields of view for
many pairs of participating cameras or free movable cameras.
Our method moves away from these techniques by calibrating every camera individually. The key technology
applied is a tracked calibration target with permanently identified global location provided by a tracking device.
Detecting the known target geometry in a camera image provides, beside intrinsic calibration parameters, the
position of the camera relative to the target. Combining these two aspects of the calibration target’s location
makes it possible to register every camera in the common tracking coordinate system. We validate our approach
using our prototype with 12 Firewire color cameras, 3 Kinect depth cameras, an OptiTrack tracking device, and a
checkerboard with an attached trackable rigid body (see Figure 1). In this setup, we achieve a reprojection error of
below 0.5 pixels on average.

Keywords
Camera Calibration, Registration, Camera Arrays, Telepresence

1 INTRODUCTION

Multi-camera acquisition setups combining color and
depth cameras have become more and more popular
in the recent years. A typical example is given by
telepresence systems, where the user and the space
around her have to be captured from an array of cam-
eras [Maimone and Fuchs, 2011]. A common technical
difficulty in the realization of telepresence systems and
other multi-camera setups is their accurate calibration,
desired at sub-pixel level. Without calibrated cameras,
processing the parallelly produced imagery becomes
much harder, if not impossible, especially in real time.

The challenge of camera calibration is to find a set of
internal and external parameters that describe the phys-
ical and geometrical characteristics of all involved cam-
eras and their mutual relations. Intrinsic parameters of
a camera, like focal length, principal point, and lens
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or commercial advantage and that copies bear this notice and
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prior specific permission and/or a fee.

Ci

Figure 1: Schematic presentation of our telepresence
prototype with 12 RGB and 3 RGB-D cameras inte-
grated into the bezels of a large high-resolution display
(LHRD).

distortion coefficients, describe the non-linear behavior
in the projection of scene objects onto the image plane.
If known, these parameters can be used to correct the
non-linear distortion in the recorded images such that
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they can be treated as if obtained by a pin hole cam-
era. In addition, if the camera is a depth sensor, the
intrinsic parameters should also describe the distortion
of reported depth values to be able to correct them. The
external calibration parameters, on the other hand, de-
scribe the camera positions and orientations. Basically,
they can be given by a translation vector and a rotation
matrix per camera to register them in a joint coordinate
system.

Whereas intrinsic calibration of color cameras can
be considered as a solved problem in the setting
of telepresence, for instance by using a checker-
board and the OpenCV functions based on Zhang’s
method [Zhang and Zhang, 2000], obtaining extrinsic
calibration parameters remains difficult.

Most extrinsic calibration methods avail-
able today (see for instance [Bouguet, 2004,
Szeliski and Shum, 1997]) assume that many sub-
sets of cameras, usually consisting of two cameras,
have an essentially overlapping field of view. The
geometrical relation between the cameras of one group
is obtained by placing an object of known geometry,
like a checkerboard, into the shared field of view.
The global setup is subsequently obtained by fitting
together the local parameters. However, joining the
local parameters coming from different groups is a
numerically involved optimization problem. Moreover,
the small local errors in every parameter subset tend
to add up into a considerable global error. Other
extrinsic calibration schemes rely on conditions that
are not satisfactory in a telepresence scenario, like free
movable cameras, for instance.

To address the problem of calibrating multiple cameras
with not necessarily overlapping fields of view, we ex-
tend our idea from [Avetisyan et al., 2014]. Similar to
our previous work, we apply a tracking system to deter-
mine position and orientation of a calibration target in a
global coordinate system. Although such tracking sys-
tems are quite expensive, they are usually part of telep-
resence systems to provide a natural interaction experi-
ence to users [Lehmann and Staadt, 2013]. In contrast
to [Avetisyan et al., 2014], we use this reference data
not only to perform a depth correction for cameras, but
also to register every camera individually in the global
coordinate system. Furthermore, we achieve higher ac-
curacy by using a more robust arrangement of tracking
markers. Basically, for every camera individually, the
target is placed into the field of view and intrinsic pa-
rameters are obtained. Subsequently, the features of the
target are detected in a sequence of intrinsically cor-
rected images. Combining the known geometry, posi-
tion and orientation of the target with the coordinates
of the projected features determines position and orien-
tation of the camera with respect to the global tracking
coordinate system.

Our prototype setup includes 12 Firewire color cameras
with a resolution of 1024 × 768, arranged in a planar
configuration, three depth cameras with a resolution of
640 × 480 and a 6DOF tracking system (see Figure 1).
We use a checkerboard with an attached trackable rigid
body. In our setup we were able to accurately calibrate
the cameras such that the reprojection error fell below
0.5 pixels on average. The approach described in this
work can be easily integrated into a telepresence sys-
tem, like the one presented in [Willert et al., 2010].

The remainder of this paper is organized as follows: In
Section 2, the existing methods are summarized. Sec-
tion 3 presents the proposed approach for calibrating
cameras. In Section 4, we evaluate our approach and,
finally, concluding remarks are given in Section 5.

2 RELATED WORK
Most state-of-the-art camera calibration approaches
are based on calibration targets with known ge-
ometry such as a checkerboard (see for instance
[Zhang and Zhang, 2000]) like in our case. To-
day, there are a number of according toolboxes
available [Bouguet, 2004, Barreto et al., 2003,
Geiger et al., 2012, Scaramuzza et al., 2006,
Svoboda et al., 2005] that implement such an ap-
proach for the calibration of setups consisting of two
or more cameras. However, most of these methods
have the limitation that they make use of overlap in
the fields of views for many pairs of participating
cameras. Subsequently, we provide a short overview on
techniques like these, which are basically distinguished
by the specific calibration target that has to be observed
in all captured images of a specific camera subgroup.
In fact, the simplest possible calibration target ge-
ometry is provided by a single light point, which is
used in [Barreto et al., 2003, Svoboda et al., 2005].
In [Christoph et al., 2011] the authors show that, for
cameras with overlapping fields of view, an active
calibration target, like a display showing a temporally
varying pattern, can provide better results than a static
one. The work [Li et al., 2013], on the other hand,
proposes a static pattern that contains much more
features than others. In this way only a small fraction
of the target has to be visible within each camera
image. In [Fernández-Moral et al., 2014] a target is not
explicitly required as, instead, they use an overlap of
features in the surrounding planar environment, like
walls and the ceiling, for instance. If depth cameras
are contained in the setup, specialized calibration
targets are required. In [Kainz et al., 2012] the authors
describe a method for multiple Kinect cameras, where,
to obtain extrinsic parameters, they use a target with
Kinect-visible markers that are simultaneously detected
by a number of these cameras. In [Teng et al., 2014],
the authors firstly compute local calibration parameters
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to register the color and depth streams of each Kinect
camera and then they interpolate these values across
the entire captured volume for registering the cameras
relative to each other.

However, in general, telepresence systems do not
guarantee overlap in the fields of view. Re-
gardless of the used target, this often makes
the above standard approach to multiple cam-
era calibration inappropriate for the considered
application. Therefore, to compensate the lack
of overlap, several calibration methods apply mirrors
[Agrawal, 2013, Hesch et al., 2010, Kumar et al., 2008,
Lebraly et al., 2010, Sturm and Bonfort, 2006,
Takahashi et al., 2012]. If the target cannot be
brought into the field of view of a certain camera then
a mirror is used to show at least the target’s reflection.
However, these techniques tend to be inaccurate in
large setups like ours. The problem is that the distance
between target and camera grows also with the reflec-
tion. Thus, the target becomes too small when seen
in a mirror. Moreover, methods like these intensify
the whole problem as they also have to determine the
positions of the mirrors.

For settings, where cameras have insufficient overlap
in there fields view, some other approaches rely on
the portability of the cameras. For instance, the setup
in [Caspi and Irani, 2001] uses the common motion
of two closely bonded cameras over time to recover
their geometrical relation. Beside the requirement to
freely move the two cameras in space, they should
also have the same center of projection. A similar
approach for rigidly coupled but movable cameras
is given in [Esquivel et al., 2007] using structure and
motion techniques. Likewise, [Besl and McKay, 1992]
proposes to calibrate depth cameras by moving the
whole setup around. Here, a geometric iterative
closest point method is used to register 3D points
obtained from consecutive depth images. Another
category of movable camera calibration is to esti-
mate relative motion by odometry, as for instance
in [Brookshire and Teller, 2012, Carrera et al., 2011,
Heng et al., 2014, Heng et al., 2013, Lébraly et al., 2010,
Schneider et al., 2013]. These methods apply to
steadily moving cameras rigidly attached to some
vehicle. In telepresence setup, however, cameras are
rather rigidly connected to the whole setup and cannot
be moved at all. Hence, we cannot take these methods
into consideration.

A way of solving the problem with not sufficiently
overlapping fields of views, which is more relevant to
our application in telepresence, is to utilize the mo-
tion of objects in the scene [Makris et al., 2004,
Micusik, 2011, Pflugfelder and Bischof, 2010,
Radke, 2010, Rahimi et al., 2004, Tieu et al., 2005].
The idea is to not only fix the geometry of the target

in advance but also the movement of the target. Based
on that prior knowledge a camera can determine its
own position by recognizing both, location and time
of the target in the recorded images. However, all
known methods require some calibration parameters
to be given in addition. For example, the authors of
[Pflugfelder and Bischof, 2010] assume the intrinsic
parameters and the rotation of the cameras to be given
in advance. Similarly, the authors of [Micusik, 2011]
require the gravity vector directions for each camera
to be able to estimate extrinsic parameters from target
movements.

Another interesting approach, which has been devel-
oped for settings as ours, that is, large scale setup where
cameras have rather different fields of view, is pre-
sented in [Ataer-Cansizoglu et al., 2014]. The authors
scan the collaboration space with an external mobile
device (SLAM system), like a simple depth camera, to
get a 3D model of the acquisition setup. Afterwards
they capture the scene with all cameras of the setup and
fit the 2D image data onto the 3D capture. Then the
2D/3D correspondences between the stationary camera
images and the 3D scan is used to locate every camera.
The main problem with this approach is, that it heavily
relies on the quality of depth images, which is known to
be unstable and often inaccurate. Furthermore, finding
point correspondences between a camera image and the
entire 3D model is not straightforward and sometimes
fails to work well.

The work [Beck et al., 2013] presents a full telepres-
ence system that builds on up to three Kinect cameras
per communication side. Although this system does
not completely fit to our needs, as we also have
color cameras in our setup, their calibration method
represents a first starting point for our work. In
particular, a milestone for calibration in this article is
the presented way to correct depth values of a Kinect
by the use of a tracking system. In their approach
they determine the spacial relation of a depth camera
that is mounted on a motorized platform and the static
planar floor. Using this data as ground truth, they build
a 3D lookup table that maps reported depth values to
the associated positions in physical space. Recently,
we simplified this method [Avetisyan et al., 2014] by
replacing the complex motorized setup with a simple
trackable checkerboard. The target is placed at various
positions in physical space to fill the 3D lookup table
of corrected depth values. Then, the recorded pairs
of reported distance values from the camera and the
3D position of the target are used to interpolate a
complete 3D lookup table with corrected depth values.
In [Beck and Froehlich, 2015], the methods from
[Beck et al., 2013] and [Avetisyan et al., 2014] are
combined and refined, especially for the interpolation
of corrected depth values.
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Another interesting aspect of camera calibration in
[Beck et al., 2013], which motivated us to advance
their approach, is the method of extrinsic calibration
of depth cameras. Like in our case, their technique
applies a tracked calibration target to determine the
position and orientation of a camera in two steps, firstly
by the relation between camera and target and secondly
by the known location of the target within the tracking
volume. However, their target, a large box-shaped
object, is only applicable for depth cameras. Yet, they
suffer from problems with detecting the target in the
noisy depth image as well as some numerical trouble
also caused by the intense noise. In this paper, we
present an enhanced, yet much simpler and faster, way
to calibrate arbitrary stationary color and depth camera
setups that eliminates the problems caused by the needs
for overlapping views, mirrors, movable cameras, or
complex error-prone numerical computations.

3 PROPOSED METHOD
In our setup we require that the space in front of the
cameras is entirely observed by a tracking device, as
for instance a Natural Point OptiTrack device like in our
case. Moreover, we need a calibration target that fulfills
the following requirements: (1) The exact 3D location
of all calibration target features can be obtained from
the tracked position and orientation of the target. (2)
There are target features that are visible in color cam-
eras while others (or even the same) can be seen in in-
frared images as recorded by depth sensors. Subsection
3.3 proposes a method to create a trackable checker-
board by attaching a rigid body with tracking mark-
ers, such that the calibration features, that is, the corner
points between black and white squares, are precisely
registered in the local coordinate system of the board.
Our checkerboard features are clearly visible in both
color and depth cameras.

The following presents our calibration procedure to-
gether with the underlying basic ideas. To calibrate a
(telepresence) system, we move the calibration target
in front of each camera j as shown in the Figure 1 and
detect the n 2D feature points

Fi j = {(xi j1,yi j1)
T , . . . ,(xi jn,yi jn)

T} (1)

of the given calibration target in a sequence of camera
images taken at times i. In our particular case Fi j con-
sists of the n = 48 2D coordinates for projected corner
points between black and white squares on our checker-
board. Along with every feature point set Fi j, we syn-
chronously record the global coordinates (ti,ri) of the
checkerboard, where ti is a translation vector and ri a
rotation matrix specifying location and orientation of
the checkerboard in tracking system coordinates, that
is, global coordinates. For every depth camera we vary
the distance in our movement and also take a longer

sequence to later be able to compute the intrinsic pa-
rameters according to [Avetisyan et al., 2014].

3.1 Intrinsic Calibration
With the 2D feature points Fi j, we are able to compute
intrinsic camera parameters for all cameras. As we use
a checkerboard in our experimental setting, we use the
Open-CV standard method for intrinsic parameters that
is based on [Zhang and Zhang, 2000]. Subsequently we
can remove any recorded non-linear distortion in our
camera images and at the same time, we obtain cor-
rected 2D feature points F ′i j.

The intrinsic parameters for the correction of depth
values are obtained by applying our approach from
[Avetisyan et al., 2014]. Result of this method is a 3D
lookup table that maps every triple (x,y,d) of reported
depth value d at pixel (x,y) to a corrected depth value
d′. We use the corrected feature points F ′i j in combina-
tion with the global coordinates (ti,ri) and the known
geometry of the calibration target to correct the reported
depth values. In fact, for every time i, a detected feature
point (x,y) in depth camera j comes with a recorded
depth value d. Simultaneously, it corresponds to a 3D-
point p given by the known geometry and the recorded
position and orientation (ti,ri) of the target at time i.
Accordingly, we can define the value in the lookup ta-
ble at (x,y,d) to be d′ = ‖p− (x,y,0)T‖. As we record
sufficiently long feature sequence, we have enough de-
fined entries in the look up table to correctly interpolate
values for empty spots. See [Avetisyan et al., 2014] for
all the details.

3.2 Extrinsic Calibration
The estimation of extrinsic camera parameters is per-
formed for every camera j individually. In contrast to
other approaches, we do not use intersecting fields of
view, similarities in motion of multiple cameras, or any
other shared information. Instead, we apply the known
geometry and coordinates of calibration target features
and the actually recorded and corrected features F ′i j of
camera j at the times i. We begin by computing the co-
ordinates of the target relative to camera j for all times
i. In other words, we obtain translation vectors Ti j and
rotation matrices Ri j relative to the coordinate system
of camera j. For our particular setting, where we use a
checkerboard for a target, we again apply the OpenCV
method based on [Zhang and Zhang, 2000] to obtain Ti j
and Ri j.

The set of tuples (ti,ri,Ti j,Ri j) over all times i and all
cameras j contains all information necessary to com-
pute the extrinsic calibration parameters of the whole
system. For every i and j we first calculate the position
Pi j of camera j in the checkerboard coordinate system
at time i:

Pi j =−RT
i j×Ti j (2)
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Then we compute for all times i the translation vector
τi j and the rotation matrix ρi j of every camera j relative
to the global coordinate system as follows:

τi j = ri×Pi j + ti (3)
ρi j = ri×Ri j (4)

As a result, we obtain for every camera j a sequence
of pairs (ρi j,τi j), each specifying position and orienta-
tion of camera j in the global coordinate system. In a
perfect setting, all elements of this sequence would be
the same. However, due to unstable environmental con-
ditions, the calibration result varies over time i and it
is up to us, to filter out outliers and faulty values. To
determine the extrinsic calibration parameters of each
camera j, our idea is to select the pair (ρi j,τi j) from the
given sequence that minimizes the reprojection error, a
widely accepted measure for calibration quality.

To determine the reprojection error for a given pair,
we use our knowledge about the calibration target ge-
ometry together with the information about its location
to compute for every time i a virtual representation of
the target. In particular, we have a set V of 3D points
representing the features of our virtual target. For the
checkerboard, that we use in our experimental setup, V
consists of the corner points between black and white
squares on a 3D model of our board. Next, we move
the virtual features to the recorded position of the real
target at a time i by transforming every point p ∈V into
the global coordinate system using

q = p× ri + ti. (5)

By that we get a set of transformed feature points Vi rep-
resenting the target in its location with respect to track-
ing system coordinates at time i. To estimate the quality
of a given pair (ρi j,τi j), we transform the point set Vi to
the respective coordinate system of camera j by evalu-
ating

r = ρ
ᵀ
i j× (q− τi j) (6)

for all points q∈Vi to obtain the virtual feature point set
Vi j in camera coordinates. Next, we use the intrinsics of
camera j to project Vi j to the image plane of camera j
and by that obtain a set

V ′i j = {(Xi j1,Yi j1)
T , . . . ,(Xi jn,Yi jn)

T} (7)

of reprojected 2D feature points. Finally, we measure
the reprojection error at time i and camera j by

δi j =

√
n−1

n

∑
k=1

(xi jk−Xi jk)2 +(yi jk−Yi jk)2, (8)

the square root of the mean squared error. The pair
(ρi j,τi j) that minimizes δi j is returned as the extrinsic
calibration result for camera j.

Hence, as a result of the whole procedure we get a set
{(R1,T1),(R2,T2), . . .} of pairs (R j,Tj) specifying for
every camera j the location Tj and the orientation R j
with respect to the global tracking system coordinate
system. Clearly, this also yields the pairwise relation
of all cameras which is usually determined in classical
calibration approaches.

3.3 A Trackable Calibration Target for
Color and Depth Cameras

For our calibration method, we have to create a track-
able target that has features for both color and depth
cameras. Instead of using a target that actually has ge-
ometric features that can be detected in depth images,
like applied for instance in [Beck et al., 2013], we use a
simple checkerboard. Then we detect the corners be-
tween black and white squares in the infrared image
just as for ordinary color images. Solely the fact that
the noisy infrared image is improved by a 5×5 median
filter stands as a difference to the procedure for color
images.

We create a tracked target by attaching a trackable rigid
body with a static configuration of tracking markers on
the top of a checkerboard similar to the one used in
[Avetisyan et al., 2014]. Although this makes it pos-
sible to precisely track the position of the rigid body,
the exact relation of these locations to the checkerboard
features remains vague. To solve this problem, we at-
tach four additional tracking markers onto the corners
of the checkers field on the board. For a better under-
standing see Figure 2. Next, in an initialization step, we

Figure 2: A checkerboard target with attached rigid
body and four additional markers on the field corners.

align the rigid body with the checkerboard target mak-
ing use of the four newly attached markers. For this
purpose we first create a virtual marker at the crossing
of the diagonals given by the corner markers using the
tracking system software. In this way, we exactly get
the center of the checkerboard. Then we calculate the
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offset from the center to the rigid body’s coordinates.
Figure 3 illustrates the described procedure. Finally, we

Figure 3: Geometric alignment between the rigid body
and the checkerboard.

use the rotation reported from the tracking system and
the dimensions of the checkerboard recorded in the ini-
tialization to translate coordinates of the rigid body to
the left top corner of the checkerboard, which is consid-
ered as the origin of our checkerboard coordinate sys-
tem.

4 EVALUATION
The quality of our calibration method is highly depen-
dent on the accuracy and calibration quality of the used
tracking system. For our experiments we used a Nat-
ural Point OptiTrack optical tracking system. Twelve
infrared cameras surround the calibration space, each
of them delivering images with a maximum latency of
10 ms at sub-pixel image accuracy. With our current
calibration, the system has around 0.145 mm mean er-
ror. We may safely assume that the influence of this er-
ror is by magnitudes of order below that of other error
sources, like for instance the noise and sampling based
inaccuracy in feature detection.

The few linear equations solved in our approach are nu-
merically stable enough to be irrelevant for error esti-
mation. In the following we demonstrate experimen-
tally that other possible error sources have only a very
small impact, too.

To evaluate our results quantitatively, we start with the
widely accepted reprojection error, which is convenient
as it is already implemented and used by our approach.
Figure 4 shows an example for error estimation in a
arbitrarily selected color image captured by a camera
of our setup. For this particular measurement, we ob-
served sub-pixel accuracy of around 0.45 pixels. We

Figure 4: The reprojection error for color images (top)
and infrared images (bottom). The reprojected points
are shown using green points. Apperently, they are lo-
cated very closely to the corner points on the checker-
board. See the magnified areas for more details.

also tested different images captured with other cam-
eras and we can report that with our method we are able
to achieve reprojection errors permanently smaller than
0.5 pixels. It is worth to mention, that the calibration
accuracy varies with the place where the checkerboard
was positioned for the capture. In some regions of the
tracking volume the tracking system’s cameras have a
better view on the target and then we observe reprojec-
tion errors of up to 0.1 pixels.

The estimation of the reprojection error, as given in
this section, states that every camera is accurately reg-
istered in the global coordinate system with a similar
insignificant error. It follows that also the spatial rela-
tion between pairs of cameras is accurately determined
as shown in the following experiment where we eval-
uate the mutual reprojection error between one pair of
cameras c1 and c2. We place our checkerboard target
in the shared field of view of the two cameras and,
like in Section 3.1, detect and correct the 2D feature
point sets F ′1 and F ′2 in both camera images. Simi-
lar to Section 3.2, using the OpenCV method based
on [Zhang and Zhang, 2000] for F ′1 provides a transla-
tion T1 and a rotation R1 specifying the location of the
checkerboard relative to camera c1. Using the spatial
relation between c1 and c2, which was calculated by
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our calibration approach, we can transform (T1,R1) to
(T2,R2) giving the location of the board, as seen by c1,
relative to camera c2. Then we use the intrinsics of cam-
era c2 to project the virtual features to the image plane
of c2 and, like in Equation 7, obtain a set V ′1 of repro-
jected 2D feature points. Finally, the reprojection error
δ between V ′1 and F ′2 is obtained as in Equation 8.
Using this method we observed a mutual reprojection
error of less than 0.5 pixels. It is worth to mention for
our method that, as every camera is individually reg-
istered in the global coordinate system, the calibration
error in the spatial relation between two cameras does
not depend on the actual choice of the cameras or the
fact that they have intersecting fields of view. Only for
the estimation of the mutual reprojection error, our ex-
periment needed clearly intersecting fields of view.

5 CONCLUSION
We have presented an extremely simple method for reli-
ably calibrating multiple cameras using a tracking sys-
tem with a trackable calibration target. Our approach
does not utilize any further mutual information among
neighboring cameras and enables us to calibrate cam-
eras independently from each other in a fast and ac-
curate fashion. Although the proposed method is very
flexible and allows to calibrate dense camera arrays, its
main weakness comes from the potentially high costs
of installing a tracking system in a multi-camera setup,
if not yet present.
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ABSTRACT
In this paper, we show how the concept of Gaussian process regression can be used to determine potential events in
scalar data sets. As a showcase, we will investigate climate data sets in order to identify potential extrem weather
events by deriving the probabilities of their appearances. The method is implemented directly on the GPU to ensure
interactive frame rates and pixel precise visualizations. We will see, that this approach is especially well suited for
sparse sampled data because of its reconstruction properties.

Keywords
Gaussian Process Regression, OpenCL Programming, Climate Data

1 INTRODUCTION

The visualization of tensor data that is given on discrete
positions typically requires interpolation of the data val-
ues in between the sample positions. Usually, this task
is solved by using linear interpolation. However, in the
case that the given data is uncertain, this method is not
feasible [BUR96]. In [SCH12], Schlegel et al. pro-
posed the use of Gaussian process regression to over-
come the aforementioned problems.

We will show how this method can be used to calculate
occurence probabilities of certain events. Therefore,
we present an approach that combines fast computation
on the GPU as well as visualizations of arbitrarily
dense samplings. This is achieved by using the
reconstruction properties of Gaussian Process Re-
gression. We use datasets from the climate research
domain to demonstrate our method. One of the major
tasks in climate research is the prediction and the
understanding of extreme weather events. Events like
heat waves, heavy precipitation (resulting in floods)
or hurricanes have a large impact on society and
politics. Decision makers rely on climate simulation
results as accurate as possible. Those results should
hold characteristics of extreme events like location,
frequency and intensity. There is a lot of research
that points out that climate and extreme events un-
dergo a change especially in frequency and intensity.
Emanuel [EMA05], for instance, pointed out that the
destructiveness of hurricanes immensely increased of
the past 30 years. A quick overview for other observed
changes can be viewed here: http://www.ipcc.
ch/publications_and_data/ar4/wg2/en/
ch10s10-2-3.html#table-10-3.

2 RELATED WORK

As pointed out by [PAN96] it is important to keep in
mind that uncertainty of scalar data can reside in the
data value or in the position of the data point or in both.
In this paper, we deal with the uncertainty of the data
value itself. Pöthkow et al. [POE11a] also targeted this
issue and presented an uncertain counterpart for iso-
contours [LOR87]. Therefore, they calculate the so
called level-crossing probability (LCP). In a given in-
terval, the probability is computed that a certain thresh-
old is crossed within. Therefore, they interpolated the
expected values and the roots of the central moments to
interpolate the probability density function. Schlegel et
al. [SCH12] proposed the method of Kriging to inter-
polate the mean and the variance in an uncertain Gaus-
sian field. They also applied their method to compute
LCP. Several acceleration methods were employed in
[SCH15] to enable a fast computation of Kriging in 3D
scalar fields. They created interactive 3D visualizations
of the mean field and showed the confidence of the com-
putation by depicting areas of high uncertainty. There-
fore, they computed an upper boundary for the posterior
variance. In contrast, we aim to provide probabilities
for the data to exceed (or fall below) certain thresholds
using the exact posterior variance. [ATH13] analyzed
the effects of uncertainty to linear interpolation and iso-
surface extraction. The extension of [POE11a] to corre-
lated data was done in [POE11b]. To reduce the heavy
computation time (mainly caused by Monte Carlo Sam-
pling), two methods called maximum edge crossing
probability and linked-pairs to approximate the level-
crossing probabilities were introduced in [POE13b]. To
overcome the restrictions of predefined probability dis-
tributions [POE13a] introduced nonparametric models
(empirical distributions, histograms, and kernel density
estimators) to compute the probabilty of features in an
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uncertain field. Based on [POE11a], Pfaffelmoser et
al. [PFA11] developed an algorithm to compute the so
called isosurface first crossing probability. It is an al-
gorithm that incrementally uses a front-to-back volume
ray casting to visualize that probability. The render-
ing is enriched by additionally depicting surfaces of
the stochastic distance function (SDF-surfaces). Ad-
ditional work to compute the gradient of the probabil-
ity density function of uncertain 3D scalar fields was
done in [PFA12]. Kniss et al. [KNI05] try to perform
classification of medical volume data under uncertainty.
They base their transfer function on what they call the
decision boundary distance that is computed for every
class, which is a maximal log-odds ratio of all the other
classes. Roughly speaking, it is a measurement of the
risk of being wrong to assume that the current class is
the correct one. A more thorough overwiev of visual-
ization of uncertain data can be read in [BRO12].

3 GAUSSIAN PROCESS REGRESSION
As pointed out earlier, we can not rely on standard tech-
niques like linear interpolation, when the need for inter-
polation of uncertain data arises, . We need to regard the
uncertainty of the sampled data points, as well as their
respective corellation. If these samples are Gaussian-
distributed random variables, it is suitable to use the
concept of Gaussian processes. Interpolating random
variables in a Gaussian process is also known as Krig-
ing [KRI51] or Gaussian process regression [RAS06].
The basic approach is to assume a prior Gaussian distri-
bution for any (continuous) position in the data set. By
considering the given samples and a defined covariance
between the data points, this prior distribution is turned
into a posterior Gaussian distribution that matches the
given data more precisely in the sense of reducing the
variance of the distribution. For details, on how to de-
fine the prior distribution, we refer to [SCH12].

A Gaussian process given on a domain S defines a
Gaussian distributed random variable at any position
s ∈ S. It is defined by a mean function at every position
s and a covariance function between any two positions
s and s′, e.g., see [ADL11]:

µ : S 7→ R µ(s) = E[ f (s)],
k : S×S→ R k(s,s′) = E[( f (s)−µ(s))( f (s′)−µ(s′))],

(1)
where the mean function is assumed to be constant. Our
choice for the covariance function throughout this pa-
per is the squared exponential. This covariance func-
tion models an exponential drop of the covariance with
increasing distance of the data points. It is often used in
the field of Geostatistics and is given by

k(s,s′) = σ
2
pexp(− 1

2 l2 |s− s′|2), (σ2
p , l > 0). (2)

The parameters σ2
p (prior variance) and l (length scale)

are hyperparameters. Throughout this paper our choice
for l will be 1. The choice for σ2

p will be discussed
in section 4.1. Gaussian processes, as well as the opti-
mization of the hyperparameters, are discussed in detail
in [RAS06].

Let S be sampled with N Gaussian distributed vari-
ables at positions si, i = 1, . . . ,N, with X(si) = Xi ∼
N
(
µi,σ

2
i
)

and the covariance function k(s,s′). Then
one can calculate the covariances between those sample
points and generate the covariance matrix

K =

 k(s1,s1)+σ2
1 . . . k(s1,sN)

. . . . . . . . .
k(sN ,s1) . . . k(sN ,sN)+σ2

n

 ,

(3)
The posterior distribution at position s is then defined
as

X(s)∼N
(
~k(s)

T
K−1~µi, k(s,s)− ~k(s)

T
K−1 ~k(s)

)
,

(4)
with ~µi being the vector of the means of the sampled Xi

and ~k(s) = (k(s,s1), . . . ,k(s,sN))
T . It can be shown that

the variance of the posterior distribution is minimized,
when estimating X(s) in that way.

Additionaly, by defining the basis functions
(see [SCH15])

φi(s) =
{

−1, if i = 0
∑

N
j=1(K

−1)i jk(s j,s), otherwise (5)

we can write the computation of X(s) as

X(s) =
N

∑
i=0

Xiφi(s). (6)

with

X(s)∼N
(

µ(s) =
N

∑
i=1

φi(s)µi,

σ
2(s) = k(s,s)−

N

∑
i=1

φi(s)k(si,s)
)
.

(7)

Using Eq. 6, it is possible to compute the derivative of
X(s) by differentiating the basis functions:

δ µ(s)
δ s(n)

= E

(
N

∑
i=1

δφi(s)
δ s(n)

Xi

)
,

δσ2(s)
δ s(n)

=Var

(
N

∑
i=1

δφi(s)
δ s(n)

Xi

) (8)

This form of Kriging is called simple Kriging. Other
forms of Kriging differ mainly in the form of the as-
sumption of the prior (e.g. see [GOV97]).
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4 METHOD

In this section, we show how to work with Gaussian
regression on climate research datasets. Our goal is
to calculate the probability that a certain threshold will
(not) be exceeded. Thus, we construct uncertainty vari-
ables on the basis of the original climate data. We use
time dependent data from a global climate simulation
given on a rectilinear 2D grid. This could be interpreted
as a time series of data at each grid position.

4.1 Modeling the Gaussian Process

First we normalize each time series by removing the
seasonal component. Normalized time series have a
Gaussian distribution [LAR12]. So the normalization
enables us to compute the variability of the data and, of
course, to apply our method. Therefore, we replace the
value at each time step v(ts) with the average of these
values from the annual cycle. For example, if we have
monthly means, we replace v(ts) with the average of
the period [ts−6; ts+6]. Furthermore, we can remove
a linear trend in the dataset by replacing each time step
with its forward difference, i.e. v(ts)= v(ts+1)−v(ts).
Although the trend in temperature time series is not nec-
essarily linear, we can use this simplification for rela-
tively short time periods (i.e. 30 years). This step is
optional and best suited for datasets where linear trends
may disturb the normalization (e.g. temperature data).
In order to estimate the variability of the simulated data
at that position, we derive the empirical variance for ev-
ery grid point based on the normalized time series.

As described in section 3, the basic principle of Gaus-
sian process regression is to turn a prior Gaussian dis-
tribution, which we observe on the data, into a posterior
Gaussian distribution by taking the given samples and
the covariance into account. The prior distribution de-
scribes the uncertainty in the data acquisition method.
The posterior distribution on the other hand is in general
a better estimator for the uncertainty in the dataset in the
sense of having less variance. To model the prior distri-
bution, we need it’s mean and it’s variance. The mean is
constantly zero. This can be accomplished by subtract-
ing the empirical mean of the data from the samples.
When we display the results, we simply add the poste-
rior mean back on each sample point. This applies to an
error model, where the observed value is the sum of the
true (unknown) value and a zero mean Gaussian error.
The prior distribution variance is the maximum of all
the variances which we extracted at the grid points. The
maximum variance in the dataset is an obvious choice
for the prior variance, because the variance of the data
acquisition method is at least as big as the maximum
variance residing in the dataset. The prior variance (or
signal variance) is the factor σ2

p in the covariance func-
tion, see eq. 2, which results in k(s,s) = σ2

p (see eq. 4).

Algorithm 1 Creating The Cell Cache on the CPU
· l := length scale
· d := cell diameter
· n := number of Cells
· CellCache[n]

for i = 0 to n do
· b := barycenter(Cell)
· P := all sample points in radius [b−(3l+d),b+
(3l +d)]
· create and invert covariance matrix using all
points in P
· CellCache[i] := inverted covariance matrix, its
positions, and its samples

end for
· send CellCache to graphics card

for all pixels do
· calculateColor()

end for

Algorithm 2 "calculateColor()" – GPU Colormap Al-
gorithm.
· t := threshold
· idx := cell index of Pixel
· pos := position in (2D) world space of Pixel
· n := number of sample points in CellCache[idx]

for i = 0 to n do
· compute basisfunction φi using p and Cell-
Cache[idx]

end for
· compute distribution using the basisfunctions
and Eq. 7
· calculate probability p that the value at pos falls
below t
· color pixel according to p and given color map

4.2 Implementation
Gaussian process regression performs poorly on many
datasets. The reason is the storage and the inversion
of the covariance matrix. A method to reduce those
requirements, is the use of many small Gaussian pro-
cesses (and thus covariance matrices) instead of one
large process. For regular sampled datasets, it is fea-
sible to create a small Gaussian process for each grid
cell composed of the data points lying in a 3l + d ra-
dius of the bary center of the cell. Where l is the length
scale of the covariance function and d is the diameter
of the cell. This approach is described in more detail
in [SCH12]. The result is, that we have to invert one
relatively small covariance matrix for every cell instead
of one large matrix, which can also be done in parallel
for another speed up.

When an inverted covariance matrix (see Eq. 3) for
each cell of the dataset is computed, we send those
matrices to the GPU. We also store the dataset itself
as well as the indices of the data points that belong
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to each of those local Gaussian processes on the GPU.
The next step is to compute the probability distribution
according to eq. 4 for every pixel position which lies
inside our dataset domain. Now, we are able to com-
pute probabilities that values at that pixel fall below
or exceed certain thresholds (which in our case are in-
dices for extreme weather events). Furthermore, we are
able to accumulate those probabilities over several time
steps in order to compute probabilities that the values
fall below or exceed the threshold over a given period
of time. Given the fact, that we compute everything
on the GPU, we finally use the given probabilities for
each pixel to create a pixel precise color map which
can be rendered immediately by writing the color into
the frame buffer. The main advantage of this approach
is, that we send the required data (inverted covariance
matrix and the point indices) to the GPU once, which
will process both tasks, namely computing and render-
ing. There is no need to send the data back to the CPU.
Our implementation uses the OpenCL framework. The
algorithm’s pseudocode for processing the data on the
CPU to send it to the GPU is given in algorithm 1. The
pseudocode for the GPU implementation of the calcu-
lateColor() function is depicted in algorithm 2.

5 RESULTS
The data we use is a temperature data set from a global
climate simulation of IPCC scenario A1B with the
coupled atmosphere ocean general circulation model
(AOGCM) ECHAM5-MPIOM, which was carried out
as a contribution to the International Panel on Climate
Change Assessment Report 4 (IPCC AR4) [SOL07].
It is given on a 192 x 96 rectilinear grid. At each grid
point, there is a temperature data time series of monthly
means from the year 1860 to the year 2100. We used
the data from 1860 to 1890 in order to calculate the
variances for every grid position.

After the variances are calculated, we assigned them to
temperature data (simulated by the same model) given
on a 6 hour basis to calculate the probability that the
temperature of 273.15◦K (0◦C) was not exceeded in the
whole month of January 2001 (124 time steps). The
prior distribution is calculated as described in section
4.1. The result is given in Fig. 1. Additionally, we
zoomed into one area containing probability transitions
to demonstrate that this kind of interpolation in fact en-
ables rendering using arbitrary zoom factors and still
providing smooth results.

This kind of application is also interesting with respect
to regional climate changes. Therefore, we used as a
second example a data set from a simulation with the
regional climate model CLM [HOL08]. This is a com-
munity model for the German climate research, origi-
nally based on the LM forecast model of the German
Weather Service (DWD). The CLM simulation was

Figure 1: Colormap of the probability that the temper-
ature of 273.15◦K (0◦C) is not exceeded in the whole
month of January 2001.

Figure 2: Colormap of the probability that the surface
runoff exceeds a threshold of 60 kg/m2 at least five con-
secutive days in the summer of 1961.

forced with results of the IPCC scenario A1B simula-
tion with ECHAM5 / MPI-OM. The particular dataset
we used is the surface runoff. The surface runoff is the
amount of water that cannot be absorbed by the soil.
It is an accumulated quantity mainly based on precipi-
tation, snow melting, and the water content of the soil
surface and is an indicator for floods. If large volumes
of surface runoff flow into a river in a short period of
time, the likeliness of a flooding increases. In climate
research, one typically counts how often the data ex-
ceeds or falls below a threshold within a certain interval
to identify weather extremes; see [SIL] and references.
As in the example above, we can normalize the time
series data at each grid point and calculate the probabil-
ity that a certain threshold of the surface runoff is ex-
ceeded. With our method, we are able to interpolate the
data, incorporate the uncertainty of the simulations into
the interpolation and compute the probability pixel by
pixel. A second step would be to assign the results to
the corresponding river catchment basin and accumu-
late the probabilities over this area to derive potential
risks for people living near those rivers, see [SCH13].
Unfortunately this is beyond the scope of this paper.
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(a)

(b)

Figure 3: Images showing the regression error for k = 2
(Fig.3(a)) and k = 3 (Fig.3(b)).

The data we used is a cutout of 65× 50 grid points of
daily CLM data for Europe centered on Germany. The
grid is regular (data stream 3) and has a spacing of 0.2◦

(approximately 20km). It is a simulation run for the
20th century (20C) from 1961-1990. In Fig. 2, we de-
picted the probability that the surface runoff exceeds the
amount of 60 kg/m2 in at least five consecutive days
in the summer (June, July, and August) of 1961 as a
showcase. We can judge from the image that within
Germany especially regions inside the catchment basin
of the river Rhine have a high probability of exceed-
ing the threshold. This method can be a valuable tool
when performing research on larger time scales to eval-
uate the development of such quantities in order to draw
conclusions on climate change.

5.1 Error Analysis
In Section 4.2, we showed that cutting off the expo-
nential covariance function provides smaller cell caches
and thus a faster computation of the regression result.
On the other hand, this technique introduces errors,
which we will analyze using a sample 2D climate data
set (sea level pressure) on a 192x96 grid. Therefore,
we first calculate the inverted covariance matrix for all
the grid points, i.e. we do not cut off the covariance
function. Then, we do an regression of the samples
with this covariance matrix and use this as a ground
truth. The interpolated field again is regulary sampled
at 2880x1440 positions. In the next step, the field is in-
terpolated and resampled the same way but using short-

(a)

(b)

Figure 4: Diagrams showing the exponential drop of
the error with increasing covariance influence radius
(Fig.4(a)), as well as the exponential gain of compu-
tation time (Fig. 4(b)) for different k.

ened covariance functions, each with a different length:
kl + d, k = 1, ..,10. Finally, we compare those fields
with the ground truth and calculate the absolute aver-
age error.

An error colormap for k = 2 and k = 3 can be seen
in Fig. 3. We can conclude from those images, that
the error in fact decreases, when the covariance func-
tion gains a larger influence radius. But this comes at a
comparably high computational cost. The development
of error and computational cost to create the cell cache
is depicted in Fig. 4. We can conclude an exponential
drop of the error as well as an exponential increasing
computation time with increasing k. The average rela-
tive error for this particular field ranges from 0,0057%
to 4,27%.

6 CONCLUSIONS AND FUTURE
WORK

In this paper, we showed how climate data can be in-
terpolated in an arbitrarily dense matter. Therefore,
we use the framework presented in [SCH12] as a ba-
sis and extend it by implementing it on the GPU. This
enables interactive visualizations with arbitrarily dense
samplings. We normalized the time series data to ex-
tract the simulation variance. Then we were able to cal-
culate probabilities for certain occurrences like the ap-
pearance of extreme events while considering the vari-
ance. The resulting color maps can be computed in any
desired resolution. Especially when the underlying data
is sparse (like in Fig. 2), we nevertheless are able to pro-
vide visualizations with smooth transitions.

We want to point out that the variance we used in this
paper is computed from the given data. Of course there
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are cases, when the variance may known a priori, for
example when the simulation model has a known er-
ror. The proposed method also works with that kind of
uncertainty as long as it is Gaussian distributed.

In general, Gaussian process regression works on any
type of scalar data regardless of the underlying topo-
logical structure. The only precondition is, that there
has to be covariance defined between any of the data
points in the given domain. This covariance is often
modeled with a covariance function, which then serves
as the interpolation kernel. Since we use Gaussian pro-
cess regression for the means of data interpolation, it
is suitable to use a distance based covariance function.
With these prerequisites, Gaussian process regression
resembles inverse distance based interpolation methods
(e.g. Shepard interpolation).

A suitable application of this paper is to study the prob-
abilities of extreme weather events. As mentioned be-
fore in Sec. 5, this work can therefore be extended by
assigning the calculated probabilities to certain areas of
interest to draw conclusions on the danger for flooding,
droughts et cetera. We consider this as future work.
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ABSTRACT 
Kinematical ruled surfaces are constructed by generating the line's motion of a moving ruled surface during its 
movement along a fixed ruled surface [Spr02a]. The main condition of constructing kinematical ruled surfaces is 
that a moving axoid contacts with a fixed axoid along their common generating line in each of their positions 
during the movement of one axoid along another. A lot of well-known kinematical ruled surfaces are 
constructed on the base of certain pairs of contacted axoids such as “plane – cylinder”, “plane – cone”, “cylinder 
– cylinder”, “cone – cone”, etc. [Kri06a]. A new model of constructing kinematical ruled surfaces based on 
interrelated movements in the triads of contacted axoids is proposed in this research. Geometrical models, 
analytical representations, and computer visualization of the new constructed kinematical surfaces for some 
cases of triads of contacted axoids “plane – cylinder – cylinder”, “plane – cone – cone”, “cylinder – cylinder – 
cylinder”, “cone – cone – cone” (Fig. 1), and for matched triads of one-sheet hyperboloids of revolution are 
developed in this paper. Figures of the triads of contacted axoids and corresponding constructed kinematical 
ruled surfaces have been developed with the help of the software application AMG (“ArtMathGraph”) 
[Con07a]. 

         
Figure 1 
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1. INTRODUCTION 
Kinematical ruled surfaces as a result of one 
generating line’s motion of the moving ruled surface 
during its movement along the fixed ruled surface in 
the cases of certain pairs of contacted axoids are 
well-known ruled surfaces [Kri06a]. New abilities 
for constructing kinematical ruled surfaces are 
originated on the base of the model of interrelated 
movements in the triads of the contacted axoids, 

where one of them is a fixed axoid (1) and two other 
are moving axoids (2, 3). The substance of this 
model consists in the correspondence between the 
movement of axoid 3 along axoid 2 and the 
movement of axoid 2 along fixed axoid 1. The 
movement of axoid 2 along fixed axoid 1 is 
accompanied by the backward motion of axoid 3 
along axoid 2, so that the positional relationship of 
axoids 1, 2, 3 during interrelated movements in the 
triads is fixed. Examples of the application of the 
proposed model for constructing rotational ruled 
surfaces are realized on the base of triads: “plane – 
cylinder – cylinder”, “plane – cone – cone”, 
“cylinder – cylinder – cylinder”, “cone – cone – 
cone” (Part 2.1-2.4).  Examples of constructed 
kinematical ruled surfaces on the base of interrelated 
movements in the triads of one-sheet hyperboloids of 
revolution are also realized (Part 3). 

Permission to make digital or hard copies of all or part 
of this work for personal or classroom use is granted 
without fee provided that copies are not made or 
distributed for profit or commercial advantage and that 
copies bear this notice and the full citation on the first 
page. To copy otherwise, or republish, to post on servers 
or to redistribute to lists, requires prior specific 
permission and/or a fee. 
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2. ROTATIONAL RULED SURFACES 
BASED ON MODELS OF TRIADS OF 
CONTACTED AXOIDS 
2.1 Model of triad “plane – circular 
cylinder – circular cylinder” 

   
 Figure 2 

The triad “plane – circular cylinder – circular 
cylinder” is shown in Fig. 2. In this system of 
contacted axoids the movement of cylinder 2 along 
fixed plane 1 is accompanied by the backward 
motion of cylinder 3 along cylinder 2, so the axis of 
moving cylinder 3 is located in the common plane 
with both axis of cylinder 2 and common generating 
line of cylinder 2 and plane 1 right along during 
interrelated movements in this triad of axoids.  
Geometrical model of constructing a kinematical 
ruled surface, generated by one of generating lines of 
moving cylinder 3, is presented as a superposition of 
interrelated movements: rotational movement of 
moving cylinder 3 around its axis and translational 
movement of the axis of cylinder 3 along plane 1. As 
a result of successive transformations of coordinates, 
parametric representation (in parameters u, v) of the 
rotational ruled surface, generated by one of 
generating lines of moving cylinder 3 in the fixed 
coordinate system oxyz, connected with fixed axoid 
1 (the common generating line of cylinder 2 and 
plane 1 is lying in axis ox) is: 

vx  ;  
cosbuy  ; 

)sin1(2  baz ,  
where bu / , 
a – radius of moving cylinder 2, 
b – radius of moving cylinder 3. 
As it ensues from these parametric equations, the 
form of constructed kinematical ruled surface is a -
independent. In other words, the kinematical ruled 
surface constructed on the base of triad of axoids 
“plane – circular cylinder – circular cylinder” (Fig. 3) 
is the same as the kinematical ruled surface, 
constructed on the base of the pair of contacted 
axoids “plane – circular cylinder” [Kri06a].  

 
Figure 3 

2.2 Model of triad “plane – circular cone 
– circular cone” 

 
 Figure 4 

The triad of contacted axoids “plane – circular cone 
– circular cone” is shown in Fig. 4. The axoid 1 in 
this triad is a fixed axoid. By perfect analogy with 
the triad “plane – circular cylinder – circular 
cylinder”, described above (Part 2.1), the movement 
of cone 2 along fixed plane 1 is accompanied by the 
backward motion of cone 3 along cone 2 so that the 
axis of the moving cone 3 is located in the common 
plane with both axis of cone 2 and common 
generating line of cone 2 and plane 1 right along 
during interrelated movements in this triad of 
contacted axoids (Fig. 4).  
As a result of successive transformations of 
coordinates, parametric equations (in parameters u, 
v) of the rotational ruled surface, generated by one of 
the generating lines of moving circular cone 3 in the 
fixed coordinate system oxyz, connected with fixed 
axoid 1, are defined. The origin of coordinate system 
oxyz is located at the vertex of cone 2 (cone 3).  
Parametric equations of rotational ruled surface are: 

uZYuXx sin)cossin(cos   ;  
uZYuXy cos)cossin(sin   ; 

 sincos ZYz  ,  
where  
 
 

 cossin 3vX  ;  
 sinsin 3vY  ;  

3cosvZ  ;  

322   ;  u)sin/1( 3   
( 2 , 3  – angles between the cone’s generating line 
and cone’s axis for circular cones 2, 3 accordingly).  
Examples of the visualization of rotational ruled 
surfaces constructed on the base of the triad “plane – 
circular cone – circular cone” are shown in Fig. 5 
(cone 2 ( 22 = 40°), cone 3 ( 32 = 20°, 30°). 

  

 

Cone 2 ( 22 = 40°), 
cone 3 ( 32 = 20°) 

 

Cone 2 ( 22 = 40°), 
cone 3 ( 32 = 30°)  

Figure 5 
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2.3 Model of triad “circular cylinder – 
circular cylinder – circular cylinder” 

 
Figure 6 

The triad of contacted circular cylinders is shown in 
Fig. 6. In this system of contacted circular cylinders, 
the outside surface of moving cylinder 2 revolves 
around the outside surface of fixed cylinder 1. At the 
same time the outside surface of moving cylinder 3 
revolves around the outside surface of moving 
cylinder 2 so the axis of moving cylinder 3 is located 
in the common plane with both the axis of cylinder 2 
and fixed cylinder 1 right along during interrelated 
movements in this triad of contacted cylinders.  
Geometrical model of constructing a kinematical 
ruled surface, generated by one of the generating 
lines of moving cylinder 3, is presented as a 
superposition of interrelated movements: rotational 
movement of moving cylinder 3 around its axis and 
rotational movement of the axis of cylinder 3 around 
the axis of fixed cylinder 1 lying in axis oz of the 
fixed coordinate system oxyz, connected with fixed 
axoid 1. 
Parametric equations (in parameters u, v) of the 
kinematical ruled surface, generated by one of the 
generating lines of moving cylinder 3 in the fixed 
coordinate system oxyz are: 

ucRucx sin)sin(coscos   ;  
ucRucy cos)sin(sincos   ; 

vz  ,   
where cbaR  2 , uca )/( , 
a – radius of fixed cylinder 1,  

b – radius of moving cylinder 2,  

c – radius of moving cylinder 3. 

 

Examples of the computer visualization of rotational 
ruled surfaces constructed on the base of the triad of 
contacted circular cylinders are shown in Fig. 7  
(ratio of contacted cylinder’s radii, i.e. ratio cba :: ). 

 
(3:1:1) 

 
(4:1:1) 

 
(5:1:1) 

 
(6:1:1) 

Figure 7 

2.4 Model of triad “circular cone – 
circular cone – circular cone” 

 
Figure 8 

In the triad of contacted circular cones (Fig. 8) cone 
1 is a fixed axoid. The fixed cone’s axis is lying in 
the axis oz of the fixed coordinate system oxyz, 
connected with fixed axoid 1 (the origin of the 
coordinate system oxyz is located in the vertex of 
fixed cone 1). By perfect analogy with the triad of 
contacted circular cylinders described above (Part 
2.3), the movement of cone 2 along fixed cone 1 is 
accompanied by the backward motion of cone 3 
along cone 2 so that the axis of moving cone 3 is 
located in the common plane with both axis of cone 2 
and axis of cone 1 right along during interrelated 
movements in this triad of contacted cones (Fig. 8).  
Parametric equations (in parameters u, v) of the 
rotational ruled surface, generated by one of the 
generating lines of moving cone 3 in the fixed 
coordinate system oxyz, are: 

 

uZYuXx sin)sincos(cos   ;  
uZYuXy cos)sincos(sin   ; 

 cossin ZYz  ,  
where  

 cossin 3vX  ;  
 sinsin 3vY  ;  

3cosvZ  ;  

321 2   ;   u)sin/(sin 31         
( 1 , 2 , 3  – angles between the cone’s generating 
line and cone’s axis for cones 1, 2, 3 accordingly).  

Examples of the computer visualization of rotational 
ruled surfaces constructed on the base of the triad of 
contacted circular cones are shown in Fig. 9 
( 321 sin:sin:sin   - ratio of cone’s parameters). 

 
(3:1:1) 

 
(4:1:1) 

 
(5:1:1) 

 
(6:1:1) 

Figure 9 
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3. KINEMATIC RULED SURFACES 
BASED ON TRIADS OF ONE-SHEET 
HYPERBOLOIDS OF REVOLUTION 
3.1 Geometrical models of triads of one-
sheet hyperboloids of revolution 
Two possible variants of positional relationship of 
contacted axoids 1, 2, 3 in the matched triads of one-
sheet hyperboloids of revolution are shown in Fig. 
10. One-sheet hyperboloid of revolution 1 is a fixed 
axoid in both configuration variants of triads of 
contacted axoids. 

 
 

Variant 1 Variant 2 
Figure 10 

In correspondence with the proposed model of 
interrelated movements in the triad of contacted 
axoids, as the base of constructing kinematical ruled 
surfaces, the movement of axoid 2 along fixed axoid 
1 is accompanied by the backward motion of axoid 3 
along axoid 2 (as it is shown in Fig. 10), so the 
positional relationship of contacted one-sheet 
hyperboloids of revolution 1, 2, 3 is fixed during 
interrelated movements in this triad of axoids. The 
case when interrelated movements in this triad of 
contacted axoids are realized, so that the center of the 
waist circle of moving axoid 3 is located in the 
common line with centers of waist circles of both 
moving axoid 2 and fixed axoid 1 right along during 
interrelated movements in this triad, has been 
described in this research. It is necessary to notice 
here that the main condition of constructing 
kinematical ruled surfaces based on the pairs of 
contacted axoids (Fig. 11) is that the moving axoid 
contacts with the fixed axoid along their common 
generating line in each of their positions during the 
movement of one axoid along another. 

 
Figure 11 

In the cases described above (Parts 2.1–2.4) such 
moving as rolling one axoid along another is 
sufficient to meet this main condition. At the same 
time such moving as rolling one axoid along another 
in the case of one-sheet hyperboloid of revolution as 

fixed and moving axoids is insufficient to meet the 
main condition of constructing kinematical surfaces. 
However, as it follows from the earlier research 
[Con09a], the task of constructing kinematical ruled 
surfaces moves in this case to feasible solution on the 
base of complex moving one axoid along another. 
Complex moving is a combination of several 
concerted movements of one axoid along another.  
In the case of the pair of one-sheet hyperboloids of 
revolution (as fixed and moving axoids), the 
geometrical model of complex moving one axoid 
along another as the base of constructing kinematical 
ruled surfaces can be represented as a superposition 
of three interrelated movements [Kri15a]:  
(1) rotational movement of the moving axoid around 
its axis; 
(2) rotational movement of the moving axoid’s axis 
around the fixed axoid’s axis;  
(3) translational movement of the moving axoid 
along the common generating line of both axoids.  
Besides, as it was determined in the earlier research 
[Con09a], for fulfillment of the main condition of 
constructing kinematical ruled surfaces based on the 
complex moving one axoid along another in the case 
of the pair of different contacted one-sheet 
hyperboloids of revolution,  the parametric condition  

2
2

2
2

2
1

2
1 сaса   

for the matched pair of contacted axoids must be in 
progress. 

Parameters 1a , 1c  and 2a , 2c  are parameters of the 
canonical equation of the matched pair of fixed (1) 
and moving (2) axoids accordingly.  
(The canonical equation of the one-sheet hyperboloid 
of revolution [Kor61a]: 

 12

2

2

2

2

2


c

z

a

y

a

x , where a – radius of waist circle). 

Consequently, in the case of interrelated movements 
in the triad of contacted one-sheet hyperboloids of 
revolution (Fig. 10) as the base of constructing 
kinematical ruled surfaces, complex moving of axoid 
2 along fixed axoid 1 must be accompanied by the 
backward  complex moving of axoid 3 along axoid 2 
as it is shown in Fig. 10. 
In addition, for triads of different contacted one-sheet 
hyperboloids of revolution the parametric condition 

2
3

2
3

2
2

2
2

2
1

2
1 caсaса   

for matched triads of contacted axoids must be in 
progress ( 1a  1c , 2a , 2c and 3a , 3c  are parameters of 
the canonical equation of matched triad of fixed (1) 
and moving (2, 3) axoids accordingly). 
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3.2 Analytical representation and 
computer visualization of new 
constructed kinematical ruled surfaces 
In the geometrical model of the triad of contacted 
one-sheet hyperboloids of revolution (Fig. 10) the 
axis of fixed axoid 1 is lying in the axis oz of the 
fixed coordinate system oxyz, connected with fixed 
axoid 1 (the origin of the coordinate system oxyz is 
located in the center of the waist circle of fixed one-
sheet hyperboloid of revolution 1).  
As a result of successive transformations of 
coordinates, the parametric equations (in parameters 
u, v) of a new kinematical ruled surface, generated 
by one of the generating lines of moving axoid 3 in 
the fixed coordinate system oxyz are: 

uYaaauZXx sin)2(cos)sincos( 321   ;  
uYaaauZXy cos)2(sin)sincos( 321   ;  

 cossin ZXz  , where 
 cossin 33 vaaX  ;  

 sincos 33 vaaY  ;  
vcZ 3 ;  

uaa )/( 31 ; 

321 2    (Variant 1 in the Fig. 10), 

31    (Variant 2 in the Fig. 10);  
)/( 111 caarctg ; )/( 222 caarctg ; 
)/( 333 caarctg . 

Examples of the computer visualization of 
kinematical ruled surfaces, constructed on the base of 
both variant 1 and variant 2 (Fig. 10) of triad’s 
configurations of contacted one-sheet hyperboloids 
of revolution,  are shown in Fig. 12 (ratio of waist 
circles radius of axoids 1, 2, 3 as 321 :: aaa ). 

 
 

(2:1:1) 
 

(3:1:1) 
 

(4:1:1) 
Variant 1 of triad’s configuration  

 

 
(2:1:1) 

 
(3:1:1) 

 
(4:1:1) 

Variant 2 of triad’s configuration 

 
 

Figure 12 

Computer representation of figures for triads of 
contacted axoids and computer construction of new 
kinematical ruled surfaces has been realized by the 
previously developed software application AMG 
(“ArtMathGraph”) [Con07a].   

4. CONCLUSIONS 
Thus, the new geometrical model for constructing 
kinematical ruled surfaces based on interrelated 
movements in triads of contacted axoids is developed 
in this research. On the base of this model, the 
analytical representation and computer visualization 
of new constructed kinematical ruled surfaces is 
realized for some cases of triads, so as “plane – cone 
– cone”, “cylinder – cylinder – cylinder”, “cone – 
cone – cone”, and the matched triad of one-sheet 
hyperboloids of revolution. The new proposed 
geometrical model in the combination with the 
graphic ability of the previously developed software 
application gives improved opportunity for computer 
search of desirable kinematical ruled surfaces. 
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ABSTRACT
Nowadays, users interact with applications in constantly changing environments. The plethora of I/O modalities is
beneficial for a wide range of application areas such as virtual reality, cloud-based software, or scientific visualization.
These areas require interfaces based not only on the traditional mouse and keyboard but also on gestures, speech, or
highly-specialized and environment-dependent equipment.
We introduce a hypergraph-based interaction model and its implementation as a distributed system, called Mor-
phableUI. Its primary focus is to deliver a user- and developer-friendly way to establish dynamic connections
between applications and interaction devices. We present an easy-to-use API for developers and a mobile frontend
for users to set up their preferred interfaces.
During runtime, MorphableUI transports interaction data between devices and applications. As one of the novelties,
the system supports I/O transfer functions by automatically splitting, merging, and casting inputs from different
modalities. MorphableUI emphasizes rapid prototyping and, e.g., facilitates the execution of user studies due to
easy UI reconfiguration and device exchangeability.

Keywords
Dynamic interfaces; scenario-dependent interaction; rapid prototyping.

1 INTRODUCTION
Present-day technologies allow applications to run in
heterogeneous and changing environments. Different en-
vironments provide users with different input and output
devices. Even in the same environment, users typically
have different needs and preferences with respect to
such interaction devices. This wanted flexibility creates
a demand for user interfaces that are adaptable to chang-
ing environments and user preferences by spanning the
plethora of contemporary I/O modalities and devices.
However, the engineering workload involved in making
applications fully adaptable in this sense is very high,
and, as a result, applications nowadays often support
only a limited number of devices.

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without fee
provided that copies are not made or distributed for profit or
commercial advantage and that copies bear this notice and the
full citation on the first page. To copy otherwise, or republish,
to post on servers or to redistribute to lists, requires prior
specific permission and/or a fee.

Consider the following use-case: A group of experts
wants to perform a deep brain stimulation on a patient.
This kind of brain surgery requires various medical
datasets to be explored in advance as well as being
monitored during the process. Further assume that a
3D visualization application that is able to handle those
datasets is available. In the preparation stage, the experts
review the dataset at the office. The interaction setup
involves well-known devices such as mouse and key-
board, and the dataset is displayed on a monitor. Later,
the experts meet in the conference room and review the
surgery roadmap on a large display wall while stand-
ing in front of it. The interaction is done via gestures,
speech, and personal mobile devices. During the surgery,
the doctor relies on a big touchscreen to monitor the pro-
cess and change parameters on the fly via touch-based or
Leap-Motion-captured gestures. The latter is a benefit in
aseptic environments where touching should be avoided
or is not possible.

The scenario above outlines three different environments
and workflows based on the same application but with
different interaction requirements. One way to tackle
this issue is to add support for various devices to the
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Figure 1: MorphableUI guides users through the UI configuration process by proposing UIs learned from previous
decisions and assists with manual UI configuration. During runtime, the system dynamically connects the associated
application, devices and interaction data streams over a network.

application itself and extend that range when needed.
When new types of devices are introduced within the
field of an application, the latter must be modified in
order to accommodate these new interaction possibili-
ties. In contrast to this approach, we propose a model
that allows for dynamically connecting applications and
devices in a way that makes user interfaces adaptable
to changing environments and user preferences. This
method helps developers avoid having to adapt their ap-
plication to various types of devices and enhances rapid
prototyping possibilities. Users are given the freedom
to control applications in the way that best suits their
needs by making use of any device that is available in
their environment.

In addition, we present an implementation of the pro-
posed model. The implementation provides a uniform,
easy-to-use API for arbitrary devices and applications
and exposes a service that allows users and developers
to configure and dynamically change their interfaces.
We demonstrate the service’s capabilities by a mobile
application suitable for rapid and easy reconfiguration
of user environments.

2 RELATED WORK

To solve the outlined issues, two major tasks need to be
addressed. First, a way to abstract from actual devices,
manufacturers, and even modalities to cover all avail-
able interaction possibilities is required. Future devices
should also be captured by the developed abstraction.
Second, one needs a way to dynamically set up and mod-
ify interfaces by taking into account the environment
and user preferences. A number of different approaches,
especially to the first task, have been presented in the
past. Our work builds on these achievements and estab-
lishes an interaction environment that includes device
and application classification, UI generation, and I/O
data streaming.

2.1 I/O Abstraction
I/O hardware abstraction layers hide the details of the un-
derlying hardware. They are often used in VR/AR/MR
environments where one has to deal with various kinds
of often highly specialized I/O equipment such as mo-
tion tracking or 6 degree-of-freedom (6 DOF) devices.
One example of the latter is the Control Action Table
(CAT) [13]. It combines both 3D and 2D interaction
techniques and extends the UI design space. Another
option is to combine the CAT with other devices such
as HMDs or the sensors of a smartphone. In the case
of 6 DOF controls, one should also pay attention to
the human ability to coordinate movements [27]. One
well-established approach to wiring input devices and
applications that is used in a number of VR environ-
ments is the VRPN [25] system. Apart from introducing
abstract classes such as joysticks, VRPN streams the de-
vice input data over the network, allowing, for example,
distributed applications and scenarios.

As opposed to the broad hierarchy of VRPN, the ab-
straction layer of DEVAL [22] establishes a deep hier-
archy that puts more emphasis on the exchangeability
of devices. Both approaches are based on abstracting
from concrete devices and introducing hardware or de-
vice classes. These approaches have limitations when
it comes to multimodal exchangeability of interaction
techniques. In contrast, DEMIS [15] relies on events.
It also accounts for multi-level composite events and is
placed between the operating system and an application.

Frameworks such as emphMidas [24] focus on multi-
touch and further enhance the I/O abstraction. In terms
of distributed output and cross-device interaction, Poly-
Chrome [1] can be used to seamlessly connect multiple
devices for collaborative, web-based visualizations. Sys-
tems that want to support multi-device interaction can
benefit from the Device Indepentent Architecture [5].
Similar to our system, the authors propose to decouple
devices from applications in order to adapt to the given
environment. The work around the Virtual Interactive
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Namespace (VINS) [26] provides a distributed memory
space that permits the reuse and exchange of various
interactive techniques, which also enhances the devel-
opment of reusable interaction components. Another
library that supports designers and researchers with re-
gard to the development of novel interaction techniques
is Squidy [18]. It unifies various device drivers, frame-
works, and tracking toolkits and exposes a visual design
environment to increase the overall ease of use.

In order to establish our interaction event types, we
have chosen the contributions of Card et al. [4] and
Mackinlay et al. [19] as our starting point. Their work in
this area focuses on the design space for input devices.
One key idea is to split a device into a set of atomic
capabilities, e.g., a mouse wheel and mouse buttons and
the movement sensor in the case of a mouse. These
capabilities are captured by a taxonomy consisting of
classes such as 1D-3D motion or rotation. Hence, mouse
movement would be classified as 2D motion on the x-
and y-axes. In contrast to that rather mechanical point
of view, the work of Javob et al. [14] focuses more on
the perceptual structures of interaction tasks.

There is also work on other taxonomies dealing with
less traditional I/O techniques. For example, one might
consider gesture recognition. Here, Proton [17] pro-
poses a regular expression-based classification of touch
input. The work of Nebelig et al. [21] evaluates user-
defined Kinect gestures and speech commands for the
interaction with a wall-projected web browser. For mo-
bile devices, user-defined gestures are composed into a
motion gesture taxonomy of Ruiz et al. [23]. Widgets
are another important approach to generating user in-
put. One example of widget classification with a focus
on 3D tasks can be found in the work of Dachselt and
Hübner [6].

We do not merely aim to classify devices but also to
establish exchangeable connections to applications. For
that reason, one has to deal with the application side
of the interaction pipeline as well. Applications can
have a variety of interaction tasks to be performed. The
following six tasks, mainly suited for 2D, were proposed
by Foley [9]: select, position, orient, path, quantify, and
text. For 3D interaction, five basic interaction tasks were
introduced and refined by Bowman [2, 3]: navigation,
selection, manipulation, system control, and symbolic
input.

2.2 UI Adaptation
Our scenario involves varying environments, tasks, and
user preferences. The task of adapting a user interface
to such constraints can be tackled in multiple ways. For
instance, users can assign the output of directly con-
nected devices to application functions with the visual
editor ICON [7]. To a limited degree, input transfor-
mation is possible as well, but requires a skilled user
to perform the configuration. SUPPLE [10] formalizes
the UI configuration problem and focuses on the graph-
ical aspect of automated UI generation. Its successor,

SUPPLE++ [11], adds support for physically disabled
users by including user models. Kim et. al [16] in-
troduce interaction layering and abstraction based on
device capabilities to overcome the issue with different
interaction environments. UI adaptation also plays an im-
portant role in the automotive industry, driven especially
by the amount of external infotainment possibilities as
discussed in [20].

3 MORPHABLEUI
We start off with outlining an abstract model for UIs and
user interaction in general. We enhance the construct by
enabling dynamic transformation of interaction events
via the split, merge, and cast operators. Based on that
model, we describe our novel approach of generating
admissible UIs using a hypergraph-based algorithm. We
conclude by presenting an implementation of these con-
cepts and offering a user- and developer-friendly way to
establish dynamic connections between arbitrary appli-
cations and interaction devices.

3.1 Model
3.1.1 Events, Capabilities, and Requirements
Different interaction devices can be used to perform
the same user task. In our medical example, the visual-
ization application allows users to move, i.e., pan, the
dataset, which can be achieved by moving the mouse and
also by swiping over a smartphone touchscreen. From
a more abstract point of view, what the mouse and the
smartphone provide is the ability to generate interaction
events of a specific type that are sent to and interpreted
by the application. Both devices generate the same type
of interaction event, precisely, a two-dimensional motion
event. Because the mouse and the smartphone provide
the means of generating interaction events of the same
type, they can be exchanged with respect to the task to
be performed.
The device characteristics or capabilities describe the
type of generated or processed interaction events. In-
put capabilities generate interaction events triggered by
the user, whereas output capabilities process interaction
events received from the application such as video out-
put. Note that some devices, e.g., smartphones, have
input as well as output capabilities.
The capability classification includes low-level types
of interaction events, e.g., Firing Event or 2D
Position, as well as higher-level types such as 3D
Manipulation. An example classification illustrat-
ing both input and output capabilities of a smartphone is

Capability Interaction event type
Pinch gesture Zoom Event
Gyroscope 3D Rotation
Slider widget 1D Motion
Touchscreen position 2D Position
Touchscreen display Video
Voice recognition Text

Table 1: Excerpt of the capabilities of a smartphone.
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Figure 2: By introducing requirements and capabilities,
the basic model decouples applications from devices.
Both sides are associated with the corresponding inter-
action event types. In this example, moving the mouse
can be used to pan the dataset. Since the swipe gesture
is associated with the same interaction event type, these
two interaction techniques can be exchanged.

d-pad

rotate
stickrotate 
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2D Motion

1D Rotation
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merge
2D Rotation

3D Rotation

event type devicecap.req.app

ImageVis3D  

Figure 3: Adding the novel split, merge, and cast opera-
tors allows the transformation of generated interaction
events and combination of different devices to perform
a task. Hence, rotating the dataset can be achieved by a
combination of the directional pad (d-pad) of a gamepad
and the stick rotation of a joystick.

given in Table 1. A Zoom Event can also be regarded
as an event of type 1D Motion. However, the pinch
gesture capability of a smartphone is tailored to accom-
plish the very specific task of zooming in or out, which is
why we associate it with that higher-level event type. As
explained in the next section, such a fuzzy specification
is not an issue since event types can be transformed into
other types if certain criteria are met.

Analogous to capabilities of devices, applications have
requirements for specific user tasks. Each one is tied to
an event type. Viewing devices and applications in this
way allows the exchange of devices if their capabilities
cover the requirements of the application as shown in
Figure 2. We call an admissible connection between
a capability and a requirement a wiring. Since an ap-
plication usually consists of multiple requirements, the
complete user interface can be formally defined as a set
of wirings.

Another aspect to be mentioned regarding the user ex-
perience is the I/O data sensitivity and range. These
additional properties can be provided on both the appli-
cation and device sides to enable automated unification
inside the framework that internally uses a unit hyper-
cube, which often results in improved interaction com-
pared to raw input that might differ significantly across
devices.

3.1.2 Dynamic Event Modification

In addition to panning, we now want to rotate our dataset,
which requires a 3D Rotation event. One might use
a gyroscope in a smartphone to generate the necessary

input. However, one also could combine, i.e., merge, dif-
ferent lower-dimensional input capabilities. Hence, the
definition of a wiring must be extended to also include
connections between one requirement and multiple ca-
pabilities. The latter have to generate interaction events
that can be transformed to yield a single event matching
the application requirement.

We suggest three types of operations on interaction
events that allow such transformations: cast, split, and
merge. The cast operator transforms the semantics of
an interaction event if possible. In the case of a Zoom
Event, one is able to cast it to 1D Motion. The split
operator splits one event into multiple, in most cases
lower-dimensional, events. Hence, a 3D gyro sensor
can be used for panning a picture in 2D by splitting the
underlying 3D Motion capability into 1D Motion
and 2D Motion. The merge operator is its inverse
and merges multiple interaction events into one. An ex-
ample transformation pipeline for the 3D Rotation
requirement is depicted in Figure 3.

3.2 Graph
Being able to transform device I/O according to the three
introduced operators clearly enhances the UI design
space. This section tackles the issue of computing such
wirings. First, a number of different representations for
the interaction event types and their interconnection are
discussed. Second, we present an iterative algorithm that
proposes admissible wirings for a given requirement.

Taking interaction events as input, the operators execute
a certain transfer function and return the corresponding
interaction event (or events, in the case of a split opera-
tion) as a result. From the point of view of an interaction
event, operators are perceived as incoming, if that event
is the result, or outgoing, if that event is the input.

One way to project this model onto a data structure is
to use trees with the event types as vertices and opera-
tors as edges. Another approach is to use context-free
grammars with event types as symbols and operators
as production trees. Intuitively, both approaches share
the same computational logic: one starts at the type of
the application requirement and examines all possible
decompositions. At this point, two major drawbacks can
already be observed. First, both representations contain
duplicates of event types since each one can have mul-
tiple outgoing and incoming operators. As a result, the
representation is difficult to maintain since one has to
care about all production rules or trees if a type or oper-
ator is added or removed. Second, the need to account
for all possible decompositions leads to an exponential
runtime of the algorithm, which is a problem in cases
with a mentionable number of devices and operators.

We design a hypergraph with event types as vertices and
operators as hyperedges. Informally, this generalized
graph form is needed because the split and merge opera-
tors represent a 1-to-N connection and involve more than
two vertices. Hyperedges allow N-to-M connections and
are a feasible data structure for our task. One additional
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Figure 4: A subset of the established hypergraph. Event types are captured as vertices whereas hyperedges represent
the operators. To maintain clarity, a number of edges and vertices are omitted. The proposed iterative algorithm
uses device tokens that traverse the hypergraph until the requirement vertex is reached. The result is a subgraph
representing the wiring between device capabilities and a requirement. One example of a wiring is highlighted.

concept based on the work in [12] is utilized, the so-
called backward and forward arcs. Both are special
types of directed hyperedges, either 1-to-N (forward) or
N-to-1 (backward). Hence, a forward arc precisely ex-
presses the layout of the split operator, and a backward
arc represents a merge operation. Thus, the task of com-
puting admissible UIs can be completed by computing
a sub-graph connecting the vertex associated with the
application requirement to one or more vertices repre-
senting device capabilities as depicted in Figure 4.
Note that the length of a path between two vertices di-
rectly corresponds to the resulting transfer function ap-
plied on the I/O data. Thus, a large distance, i.e., a large
number of required operators, corresponds to a less di-
rect mapping. The distance aligns with one’s intuition
since using three 1D Motion events to accomplish
a 3D Motion task is less direct than using a single
3D Motion event. Based on that property, an itera-
tive algorithm that presents possible wirings ordered
by ascending distance between requirement and device
capabilities is beneficial. Hence, a user would first re-
ceive a number of adjacent solutions and demand further
solutions if needed.
Our key idea is to use tokens commonly known from
Petri Nets. Each token represents a device and is initially
placed at the corresponding vertex. For example, a to-
ken for the swipe gesture will start in the 2D Motion
vertex. Tokens can be moved over edges to adjacent
vertices if the traversal requirements outlined in Table 2
are met.
Possible traversals are executed sequentially, ordered by
their cost. Similar to Dijkstra’s shortest path algorithm,
the cheapest traversal is estimated by computing the
distance we already traveled as formalized in Table 2.
The approach is summarized in Algorithm 1. Tokens
arriving at the vertex corresponding to the requirement
carry a valid wiring since the token history stores the
sequence of executed traversals. In this way, solutions

are presented to the user step by step. Again, later pro-
posals indicate a less direct transfer function is needed
to transform the I/O data required by the application. To
sum up, the main advantages of the presented approach
include the iterative solution generation, the in-place
search with a data structure without duplicated event
types, and the amortized polynomial time and space of
the algorithm.
Finally, we establish a way to validate external, e.g.,
handcrafted, assignments of device capabilities for a re-
quirement. For this purpose, the same algorithm can be
employed. The corresponding device capability tokens
are inserted, and the algorithm executed until a solution
is found, no further traversals can be executed, or a step
limit is reached. If the algorithm finds a solution, the de-
manded mapping is admissible, and the wiring including
the required operator chain is returned. Note that this
procedure allows for black box proposals consisting of
the endpoints—requirement and capabilities—without
the need to provide the complete operator sequence.

3.3 Implementation of MorphableUI
We addressed the distributed multi-device design issue
by developing an interaction model and a corresponding
algorithm that computes admissible wirings for given
application requirements. In the following, we demon-
strate our implementation of MorphableUI to prove the
established concepts. We introduce three main compo-
nents: Gates that serve as entry points for application
and device developers. A server that maintains the in-
teraction topology and provides external services, and
the MasterUI, a mobile frontend that builds on such a
service and allows users to select and configure UIs.

3.3.1 Gates
A MorphableUI gate is a C-library that allows users to
plug applications and devices into the interaction topol-
ogy spanned by our framework. The gate component
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Algorithm 1 Iterative computation of admissible
wirings. The algorithm returns tokens that arrive at
the requirement vertex. The corresponding sequence
of operators can be extracted from hist(t). Traversal
rules and definitions can be found in Table 2. The algo-
rithm sequentially executes the next cheapest traversal.
After an execution and the resulting token movement,
traversals of the affected vertices have to be updated.

Input:
application requirement r
device capabilities c1, ...,cn

Initialization:
for all ci do

insert new t into corresponding v
end for
create empty TraversalList
mark requirement vertex as vr
for all e do

compute cheapest trav V→W on e (see R)
add trav V→W to TraversalList

end for

Iteration:
repeat

exec. cheapest trav V→W in TraversalList (see R)
for all v ∈V,W do

for all e, e incident to v do
remove trav V→W associated with e from
TraversalList
compute cheapest trav′V→W on e
add trav′V→W to TraversalList

end for
end for

until new t arrives in vr
return t

comes with a simple API that allows users to send and
receive interaction events as shown in the Listing 1. An
application that demands 3D Rotation only has to
call such a receive function or register a callback to ob-
tain incoming events. On the other side of the pipeline,
e.g., the gyro sensor of a smartphone constantly pushes
its captured rotation events via a send function.

Gates gather the information about application require-
ments and device capabilities from a developer-provided
json file. Our implementation in plain C allows the use
of the same gate implementation on desktops, mobile
(iOS, Android), and other platforms such as Raspberry
Pi. To faciliate the integration into modern software, a
set of wrappers in other languages is available. The wrap-
pers expose the same API and are available in languages
such as Python, JavaScript, Java, C++, Objective-C, and
Go. In terms of interaction event streaming performance,
we point out that the gate-to-gate streaming is executed
directly, i.e., without routing data over the server com-
ponent presented in the next section.

Traversal rules R

Definitions and notation
• v,w : vertices, e : edge, V,W : sets of vertices
• trav V→W traversal on edge connecting V and W
• traversal types: split v→W , cast v→w, merge V→w
• t a token with history hist(t) of executed traversals
• t associated with one or more (after merging)
device capabilities c
• cost(t) = |hist(t)|

Candidate tokens for a traversal trav V→W
• all t in v ∈V not yet visited any w ∈W
• merge constraint: one t from each v ∈V required
and selected tokens must not be associated with
the same c (prevents merging a capability with itself)
• cheapest trav V→W (not necessarily unique)
defined as: min(∑ cost(t) | t participating in trav V→W )

Executing a traversal trav V→W
• split v→W : ∀w ∈W : insert duplicate td of tsrc in w
• cast v→w: insert duplicate td of tsrc in w
• merge V→w: insert new tn in w,
∀tsrc : add hist(tsrc) to hist(tn)
• ∀t(td or tn) add trav V→W to hist(t)
• ∀tsrc : if visited all adjacent v and 6 ∃ outgoing
merge edge: delete(tsrc)
• note: the second condition is needed since a
potential merge candidate might arrive later

Table 2: Our Algorithm 1 operates on tokens. They
initially represent device capabilities and are moved in
a hypergraph on edges standing for operators between
vertices representing the interaction event types.

3.3.2 Server

While gates are spread over the network, their oper-
ability depends on a central server that is responsible
for the environment coordination. Precisely, the server
contains a memory-efficient C++ implementation of Al-
gorithm 1, maintains user sessions, and keeps track of
available gates. The server behaves as a broker between
the gates and the users. It exposes necessary informa-
tion about available applications and devices gathered
from the gates to the users and configures gate stream-
ing pipelines according to the user-definded interfaces.
Apart from this UI configuration functionality, further
explained in the next section, the server exposes a set of
external services available for developers. For instance,

// initialization
Gate gate("ImageVis3D.json");
gate.start();
// runtime
Event evt = gate.receiveEvent("Pan dataset");
// something inside the target software
translate(glm::vec3(evt.x, evt.y, 0), data);

Listing 1: Example integration in C++. The gate
is initialized with a json file containing a list of
requirements or capabilities. During runtime, the target
software polls or sends interaction events.
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Figure 5: The MasterUI is a mobile frontend for our
system that allows to select and customize UIs. The
application selection screen already prototypes the role
feature addressed in future work. The right image dis-
plays possible assignments for a given requirement.

REST interfaces are provided for both UI generation
and interaction environment monitoring.
Assume that the server received a UI configured by a
user via our frontend. According to our model, the UI
consists of one wiring for each application requirement,
while each wiring represents an I/O processing pipeline
with a sequence of operators. This information is sent
to all participating gates that then dynamically set up
the necessary gate-to-gate streaming connections. The
operator chain is always placed on the receiving side
since data might be incomplete prior to that point. Hence,
in the case of an input requirement, the operator chain
resides in the application gate and vice versa.

3.3.3 UI Configuration App
One of the services provided by the server is to allow
configuration and launch of user-defined interfaces. To
deliver a user- and developer-friendly contribution, Mor-
phableUI comes with a default mobile frontend, the
MasterUI, depicted in Figure 5. This app guides users
through the UI generation pipeline and allows on-the-
fly customization during runtime, which is beneficial
for, e.g., rapid prototyping tasks. This component is
designed as a personal assistant that behaves according
to the bring-your-own-device paradigm. Hence, every-
one is able to use their private smartphone to create and
apply desired UIs.
An example configuration process is depicted in Figure 5.
First, the user has to choose the application he or she
wants to control. In a second step, the UI is assembled.

The straightforward way is to configure each application
requirement manually. Hereby, wirings are requested
from the hypergraph algorithm in an iterative way until
the user sees a satisfying device assignment.
Remember that the proposal ordering corresponds to the
length of the involved operator chain and thus reflects
the number of needed event transformations between the
capabilites and the application requirement. Instead of
manually configuring each wiring, users are also able
to request automated proposals for complete UIs and
choose between or reconfigure them.
The ability to obtain automated UI proposals is based on
stored information about previous usage, i.e., on what
the user already designed for this or similar applications.
Similarity, then, is defined by the percentage of equal
requirement types. Intuitively, there is a chance that re-
quirements associated with the same type of interaction
event behave analogously. Thus, we implicitly port UIs
across applications by generating such proposals. This
approach also accounts for interfaces designed by others
since it turned out to be a good starting point compared
to blank initialization. One of our future goals is to en-
hance this automated proposal and learning ability to
anticipate users’ needs and minimize the UI configura-
tion efforts.

4 INTEGRATING MORPHABLEUI
To demonstrate how the theoretical model and its realiza-
tion behave in the real world, we have added support for
a set of devices and applications and evaluated the inte-
gration efforts of our framework in external projects. A
few lines of code suffice to enable full access to the Mor-
phableUI interaction features. The Listing 1 provides an
overview of the necessary steps including setup and run-
time. Note that the appications does not need to know
the available devices at all nor to restart or recompile if
a new device becomes available.

4.1 Sample Devices and Applications
4.1.1 Device Support
Our prototype covers conventional desktop environ-
ments, joysticks, gamepads, Kinects, Leap Motions,
monitors and mobile displays for mono video output,
and head-mounted displays for stereo video output. The
underlying video streaming relies on a JPEG-encoded
frame transmission, i.e., each frame is packed into an
interaction event and transported to the output device.
Furthermore, MorphableUI supports iOS and Android
smartphones and tablets. These devices expose capabil-
ities such as swipe and pinch gestures, gyroscope and
accelerometer sensors, speech input, and widgets such as
sliders and virtual joysticks. To demonstrate the range of
possible use-cases, smart home sensors for temperature,
wind speed, and air pressure were also integrated.

4.1.2 Application Example: ImageVis3D
The volume rendering software ImageVis3D [8] scales
to very large biomedical datasets. It already accounts
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Requirement Interaction event type
Rotate dataset 3D Rotation
Pan dataset 2D Motion
Resize dataset Zoom
Toggle between 1D-TF and Iso Toggle
Rotate clipping plane 3D Rotation
Set smoothstep function for TF 2D Position

Table 3: A set of ImageVis3D requirements. The one-
dimensional transfer function is denoted by 1D-TF and
isosurface rendering by Iso.

for heterogeneous environments by being able to run
on everything from mobile devices to high-end graph-
ics workstations. To allow such flexibility on the I/O
side, we have connected the software to our framework
by capturing a set of basic functionalities as shown in
Table 3.

From the captured interaction tasks, manipulating the
transfer function was of increased interest for the de-
velopers of ImageVis3D. One surprisingly intuitive in-
terface was moving the hand over the leap motion and
changing the inflection point of the smoothstep function
by lifting or lowering the hand. Alternatively, rotating
one’s hand was also rated as intuitive for changing the
slope of the smoothstep function.

4.2 Developer Survey
To gain feedback on our approach, we asked nine appli-
cation developers (all male) interested in MorphableUI
to fill out a questionnaire after the first successful in-
tegration of our system into their target software, in-
cluding both academic and industrial collaborations to
cover a wide sample range. The questions included
both subjective topics (difficulty of integrating the soft-
ware, required support) and objective topics (needed
development time for integrating the libraries into their
software including glue code, time for defining the re-
quirements/capabilities). The subjective questions were
answered via a 7-point Likert scale, with 1 meaning
very easy/none and 7 indicating very hard/always. The
objective questions used minutes as a scale, since they
targeted development efforts. Complementary questions
about the programming experience and age of the par-
ticipants were designed to provide hints about possible
side effects for inexperienced users.

Our results show that the integration of MorphableUI
could be done in less than one hour in all cases, but most
participants required less than 30 minutes. The design
time for capabilities/requirements fluctuated more, lin-
early depending on the amount and complexity of the
targeted interaction. For the question regarding the diffi-
culty of integrating MorphableUI into existing software,
we see a mean value of 2.0 with a standard deviation
(SD) of σ = 0.71. Hence, the developers found the pro-
cess easy and encountered no major difficulties. This
result is further strengthened with the outcome for the
question concerning the required support for integrating
the software: it shows a mean value of 2.0 with a SD of

Difficulty of
Integration

Needed
Help

Time for
Integration

Time for
Requirements Exp.

P1 2 2 20 min 30 min 3 yr.
P2 3 3 40 min 30 min 1 yr.
P3 1 1 5 min 5 min 7 yr.
P4 2 1 15 min 10 min 2 yr.
P5 3 2 30 min 5 min 4 yr.
P6 2 4 40 min 20 min 6 yr.
P7 2 2 20 min 5 min 4 yr.
P8 2 2 30 min 5 min 4 yr.
P9 1 1 10 min 10 min 3 yr.

mean 2.0 2.0 23.3 min 13.3 min 3.7 yr.
sd 1 1 12.5 min 10.61 min 1.86 yr.

Table 4: P1 to P7 were integrations of MorphableUI into
existing applications, P8 and P9 added new interaction
devices to our system. In detail, P1-P4 were interactive
3D visualization tools, P5 an interactive physical sim-
ulation, P6 a connection to the FMI standard, P7 the
integration into OgreVR, P8 connected the Community
Core Vision, and P9 added support for the Leap Motion.

σ = 1.0, meaning the developers only needed little sup-
port. We cannot conclude that the developer experience
had a direct impact on the integration or requirement/-
capabilities design time. Hence, the complexity of the
target software seems to be a more prominent factor.

5 BENEFITS AND LIMITATIONS
A common question is whether MorphableUI is bene-
ficial for a particular application. Despite that results
from preliminary user studies indicate high acceptance,
this topic requires further discussion. On the one hand,
mapping a complex software such as Photoshop with
hundreds of different tasks does not seem feasible with
the proposed technique. First, the UI generation process
will generally consume more time, and reassigning cer-
tain controls will often result in scrolling through large
lists compared to, for example, browsing well-structured
settings menus. Second, applications that are tightly
coupled to a specific environment or device setup often
cannot take advantage of the offered I/O exchangeability.
On the other hand, applications often have a set of basic
functionalities that are accessible in different environ-
ments and can be controlled in multiple ways depending
on the use-case. In the Photoshop example, users still
might want to control panning and zooming via a tablet
with the non-dominant hand.
Hence, we recommend combining MorphableUI with
traditional hard-wired interfaces. That is, we suggest
using our system to cover only a small subset of require-
ments where device exchangeability is expected to be
important. In the case of our ImageVis3D scenario, we
recommend users stick to a traditional UI for tasks such
as opening a file and rely on MorphableUI for object ma-
nipulation or the streaming of the video output. During
development, prototyping tasks benefit massively from
the effortless integration, as the system allows to try out
a plethora of I/O devices out of the box.

6 SUMMARY AND FUTURE WORK
The paper established a requirement- and capability-
based model for distributed, multimodal interaction. We
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introduced a classification building upon interaction
event types and expressed their relations by three op-
erators: split, merge, and cast. This formalization allows
higher-order I/O data transformation and enhances the
exchangeability compared to other approaches. The
problem of computing admissible UIs by generating
wirings for each requirement is tackled by a token-based,
iterative algorithm working on a hypergraph. The ver-
tices correspond to the interaction event types, and edges
represent the operators. The generated wiring proposals
are ordered by the length of the resulting operator chain.
Hence, the order expresses the amount of performed I/O
data transformation.
The implementation consists of three main components.
The gate is a library that serves as an entry point for
applications and devices. During runtime, I/O data is
streamed directly between the gates over the network.
The server monitors the devices and applications and
exposes services such as the UI configuration. MasterUI
is a mobile frontend built upon such a service. It al-
lows users to dynamically configure their interfaces and
receive notifications about changes in the interaction
topology. Finally, support was added for a set of sample
devices and applications to showcase the effortless inte-
gration of our system which particularly enhances the
area of rapid prototyping of multimodal interfaces.
There are a number of different issues to be targeted in
the future. One goal is to increase the number of sup-
ported devices such as the Microsoft HoloLens, which
is mainly an engineering task. At this point, it might
be of interest to extend the existing model by hardware
characteristics of the input devices. Considering widgets
as I/O capabilities, a sophisticated arrangement would
be beneficial. For now, the system does not have any
hierarchical concepts and places the widgets, such as vir-
tual joysticks, at predefined positions. To fully support
that kind of interaction, the UI configuration pipeline
has to be extended to deal with layout settings.
Another idea is to arrange requirements into roles on the
application side as already prototyped in Figure 5. In our
brain stimulation example, one would differ between the
doctor and patient. The latter role has limited interaction
requirements allowing, for example, only to panning and
rotating the dataset. Another user-related feature that
will be included in future work is security and authen-
tication. One use-case is to prevent unauthorized I/O
device access to a set of private devices limited to one
particular user.
In this paper, we mainly focused on I/O exchangeabil-
ity and enabled a novel approach for multimodal, dis-
tributed interaction and rapid prototyping. One of our
next goals is to measure and enhance user experience in
MorphableUI by conducting usability studies. Clearly,
our framework can also be used to provide interfaces
that are not very user-friendly. For this reason, we plan
to combine the UI generation with a sophisticated on-
line learning algorithm to further improve the UIs being
proposed automatically based on prior knowledge. In
addition, multi-user setups will be focused more since

the framework does not impose any limitations on the
number of users for one application.
The set of interaction events that we used for the capa-
bility and requirement classification does not pretend to
be complete. Further refinement is needed depending
on the application area and the use-case. To tackle this
issue, we are developing a MorphableUI tool chain. The
chain will include a GUI-based hypergraph modification
tool that allows the addition of new types of events with-
out the need to touch or (re-)compile code. Also, a web
application that facilitates monitoring the interaction
environment and assists developers and administrators
would further enhance the framework. The main issue,
therefore, is to find a compact and meaningful graphi-
cal representation of the environment including device
locations, active user interfaces and the corresponding
wirings between devices and applications.
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ABSTRACT
This paper proposes a novel facial expression recognition method composed of two main steps: offline step and
online step. The offline step selects the most salient facial patches using mutual information technique. The online
step relies on the already selected patches to identify the facial expression using an SVM classifier. In both steps,
the LBP operator was used to extract facial expressions features. Through an extensive experiments on the JAFFE
and KANADE databases, we have shown that our method, thanks to the salient selected patches, has the advantage
of being much faster with a significant gain in recognition performance.

Keywords
machine vision, facial expression recognition, Mutual Information, LBP

1 INTRODUCTION
In recent years, there has been an increasing interest on
facial expressions recognition as it is one of the most
important cues to our emotional state [VTG+15]. In
fact, by analysing the emotional state of one person,
we can easily extract information about its mood,
feeling and personality. Therefore, facial expressions
recognition has been involved in many computer
vision applications, like surveillance systems, human-
machine interaction, gaming and remote monitoring
of patients [SGA09]. Although the continued research
interest on facial expressions topic, recognizing facial
expression with a high accuracy remains a challenging
task due to the variation of facial expressions across
human culture and to the context-dependent variation
even for the same person.

Developing an efficient facial representation from face
images is a key step to succeed facial expression recog-
nition task. Actually, facial expression recognition
includes two main stages: the facial feature extraction
and the classification strategy. Facial feature extraction
consists of deriving features which maximize between
class variations whereas minimize within class varia-
tion of facial expressions. Hence, facial expressions
recognition performance depends heavily on the choice

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

of features used by the classifier. Relying on the way
how facial features are extracted for classification,
previous methods for facial expression recognition
can be classified into two main approaches: geometric
approach and global approach.

Geometric approach is based on the shape and locations
of facial components such as the mouth, the nose, the
eyes and the eyebrows. Then, the different distances
between feature points and the relative sizes of the
major face components are computed to form a feature
vector. For instance, in [LBA99b] [GD03], the authors
applied a geometric position of 34 manually selected
points and a set of Gabor wavelet coefficients at these
points. Some other authors [Ham06] compute relative
distances to encode the geometric distance variations.
Other [SJD08] used the geometric feature extracted by
Active Appearance Model to perform facial expression
recognition. Geometry approach is more robust to
scale, size, head orientation variation. However, it
requires reliable facial feature detection, which is
a challenging task. Thus, most of the above cited
methods, mainly [LBA99b] [GD03], require a manual
selection of facial points which is not suitable for
the autonomy aspect of the method. Moreover, facial
features are unable to encode facial texture change
such as wrinkles and furrows which are important for
facial expression modeling.
In contrast, global approach encodes the appearance
texture of the whole face which includes wrinkles,
bulges and furrows. In this context, image filters
are applied to the whole face so as to extract fa-
cial appearance variation which usually generates a
high-dimensional feature vector. Accordingly, some
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subspace learning methods such as principal compo-
nent analysis (PCA) [DC99] and its independent form
(PCI) [DGG06] are frequently performed to build new
low subspace representation of the original face image.
Then, matching is performed within the new subspace.

To sum up, we notice that geometric methods provide
good perceptive justification for facial expression
recognition. However, they depend on the accurate
detection of facial features and require space costs for
computation. Nonetheless, global methods inspect the
appearance face variations which make them powerful
to extract the discriminative information. Taking
all this into account, we introduce in this paper a
new method for facial expressions recognition which
belongs to the global approach.

The remaining parts of the paper are organized as fol-
lows: in section 2, we introduce the proposed method,
then we discuss the experiments in section 3 and con-
clude this paper in section 4.

2 PROPOSED WORK
The proposed method is based on psychological studies
[Mag07] which show that some facial muscles are
responsible of facial expressions appearance. These
facial muscles are mainly located around some facial
features such as the mouth, the nose and the eyes.
The proposed method aims to define automatically
the salient facial patches responsible of the local
facial appearance variations. The proposed method
is composed of two steps: offline step and online
step. Both steps are performed after locating the face
region using Viola and Jones Face detector [VJ04].
The offline step selects the most salient facial patches
using mutual information technique. The online step
relies on the already selected patches to identify the
facial expression using an SVM classifier. In both
steps, the extraction of the feature vector is carried out
by LBP operator. The choice of such an operator is
motivated by the fact that the face can be perceived as a
combination of micro-models (patches). Such process
allows managing the local variations of the face mainly
due to illumination variation. Figure 1 describes the
proposed method.

Our main contributions are:

• Automatic selection of the most salient face patches
including the most discriminant descriptors to rec-
ognize facial expressions. Unlike the existing works
which used manual and unpresice regions selection
methods [FJJ09] [ST08] [LP12], we introduced a
new algorithm based on Mutual Information tech-
nique to select automatically the descriptive patches.

The identification of such patches reduces the com-
plexity of the proposed method and thus accelerates
the recognition process.

• Genericity of the selected facial patches. In fact,
these patches are independent from the face images
database and the used descriptor.

2.1 The off-line Step
This step seeks to select the active salient patches
which are responsible of the facial expression defor-
mation and appearance. Thus, we computed the facial
feature vector using LBP operator. Then, we adapted
the mutual information technique to select the most
discriminant patches.

To extract facial expression features, we used the
texture information by applying the LBP operator
[OPH96]. We choose this operator thanks to its
simplicity of computation which allows analysing
images in real time as well as its invariance to rotation
and illuminations variations. The LBP features are fast
derived in a single scan through the raw image, whilst
still including enough facial information in a compact
representation.
After detecting the face region, we converted it to a
grayscale image and applied an elliptical mask to get
rid of hair, neck and all the noise that can appear jointly
with the face. Thereafter, for a 64× 64 pixels face
region [LFCY06], we divided it into 64 patches each
one is sized of 8 ×8 pixels. Finally, we coded each
patch with an LBP histogram of 256 bins.
The choice of the number of patches is discussed in the
experimental section. Figure 2 shows the process of
feature vector extraction.

The selection of the optimal actives patches is the key
point in our solution as it defines the quality and the
performance of our method. The assumption here is
that some patches may be insignificant, correlated or
irrelevant and consequently, it would be interesting to
remove them from the recognition process.
We have adapted the mutual information technique to
select patches involving the most discriminant infor-
mation for facial expressions recognition task. The
mutual information (also called cross-entropy or gain-
information) is a method of features selection widely
used to measure the stochastic dependence of two dis-
crete and random features [Soo00]. The mutual infor-
mation between two variables x and y is defined based
on their joint probabilistic distribution p(x,y) and the
respective marginal probabilities p(x) and p(y) as fol-
low:

I(X ,Y ) =
∫

ΩY

∫
ΩX

p(x,y)log2
( p(x,y)

p(x)p(y)

)
dxdy (1)
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Figure 1: The proposed method for facial expression recognition

Figure 2: The process of feature vector extraction

Where ΩX and ΩY are respectively the sample space
of X and Y . Regarding p(x), p(y), and p(x,y), they
are respectively the probability density functions of X ,
Y , and (X ,Y ). In the pattern recognition applications,
we expect a feature set that can remove the uncertainty
of the class variable as much as possible. This can be
achieved by finding a feature set Sm = X1,X2, . . . ,Xm
which jointly have the largest dependency on the tar-
get class c. This large dependency defines the Max-
Dependency which has the following form in Eq.(2)

max D(Sm,c) (2)

Despite the theoretical value of Max-Dependency,
it is often hard to get an accurate estimation for the
multivariate density p(x1, . . . ,xm) and p(x1, . . . ,xm,c),
because of the high-dimensional space. The high-
dimensional space is due to the number of samples
which is often insufficient and the multivariate density
estimation which involves computing the inverse
of the high-dimensional covariance matrix that is
usually an ill-posed problem [PLD05]. So as the
Max-Dependency criterion is hard to implement, an
alternative is to select features based on maximal
relevance criterion.
Actually, the max-Relevance creterion aims to select
features that approximate with the mean value of all
mutual information values between the individual

features xi and a class c. In fact, it searches features
satisfying Eq.(3) which approximate D(Sm,C) in Eq.(2)
with the mean value of all mutual information values
between the individual features xi and the class c.

max D(Sm,C), D =
1
|S| ∑

xi∈S
I(xi,c) (3)

Our goal is to adapt the mutual information technique
to select the most relevant patches. Thus, we calculated
the relevance score of each facial feature using the cri-
terion of maximum relevance. Based on the relevance
score of each facial feature, we calculated the relevance
score of each patch by summing up the relevance score
of the patch features averaged by the number of fea-
tures. This average score presents a measure of the
patch pertinence. Finally, we sorted the relevance of
patches relaying on their relevance score. An overview
of Mutual Information adapted algorithm for regions
selection is detailed below.

2.2 The on-line step
After the determination of the salient patches, this
step is dedicated to the online-identification of facial
expressions.
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Algorithm 1 Relevent patches selection using Max-
Relevance criterion

Variables:
N = Number of features
M = Number of patches
NFPatch = Number of features per patch
FeatRel[] = Table of relevance per feature
PatchRel[] = Table of relevance per Patch
PatchRelSort[] = Sorted table of patches relevance
Sum = Sum of features relevance score per patch
1-Compute the relevance score for every feature.
for i = 1, . . . , N
FeatRel[i] = MaxRel(Feati)
End_For
2-Compute the relevance score for every patch.
for k = 1, . . . , M
for j = 1, . . . , NFPatch
Sum = Sum + FeatRel[j + (NFPatch × k)]
End_For
PatchRel[k] = Sum / NFPatch
End_For
3-Sort the RegRel table according to the patch rele-
vance score.
PatchRelSort[] = sort(PatchRel);

Unlike the existing work [SG08] [SGM05] [FC15]
which extract the feature vector from the whole image,
we applied the LBP operator only the most discriminat-
ing patches to compute the LBP histogram. Thereafter,
we concatenated the different LBP histograms to
a single LBP histogram describing the overall ap-
pearance of the displayed expression as well as the
spatial relationships between the selected patches. This
LBP histogram involves information about the local
distribution of the salient patches, such as the edges,
the spots and the flat areas, to statistically describe the
facial expression. Figure 3 describes the extraction of
the feature vector from the relevant patches.

The generated LBP histogram provides a description of
facial expression in three levels: the histogram labels
involve information on a pixel-level, the summed la-
bels of each patch describe the information on a region-
level, and the concatenated histograms of each patch
includes a description of the observed facial expression
on a global-level.
In our work, we used the seven common classes of fa-
cial expressions: the neutral expression and the Ekman
basic six expressions [Ekm72] : Neutral, Happiness,
Fear, Disgust, Anger, Sadness and Surprise (cf. figure
4)

To build the facial expressions classifier, we processed
with the SVM classifier [Vap98] as it allows a non-
linear classification and it is independent from the size
of the data space. Moreover, the robustness of the SVM

classifier has already been proven in several studies
of facial expressions recognition [BLFM03] [LBF+04].
As the SVM classifier takes binary decisions, a multi-
class classification is performed by a cascading of bi-
nary classifiers with a scenario of vote. Thus, we de-
scribed each face with a feature vector describing the
preselected salient patches. Finally, the SVM classifier
is applied to find out the optimal separation plan be-
tween facial expressions classes, and hence identify the
corresponding facial expression class.

3 EXPERIMENTAL STUDY
Before presenting the results of the proposed method,
we briefly describe the corpus and the used validation
techniques.

3.1 Description of the corpus
The evaluation of the proposed method for facial ex-
pression recognition was performed on two databases:

• The JAFFE database (The Japanese Female Facial
Expression) [LBA99a]: is widely used in the facial
expressions research community. It is composed of
213 images of 10 Japanese women displaying seven
facial expressions: the six basic expressions and the
neutral one. Each subject has two to four examples
for each facial expression.

• The KANADE database [KCT00]: is composed of
486 video sequences of people displaying 23 facial
expressions within the six basic facial expressions.
Each sequence begins by a neutral expression and
finish with the maximum intensity of the expression.
For fair comparison between KANADE and JAFFE
databases, we selected from the KANADE database
the first image (neutral expression) and the last three
images (with the maximum intensity of the expres-
sion) of 10 people chosen randomly. Moreover, we
selected the six basic facial expressions and the neu-
tral one.

3.2 Techniques of validation
As a measure of validation, we used the Correct Classi-
fication Rate (CCR) of an expression defined as follow:

CCR =
Number of samples correctly classified as expression (E)

Number of total samples with the expression (E)
(4)

The CCR is computed using the K-cross validation,
with K = 10. Therefore, we segmented both of the im-
age databases (JAFFE, KANADE) to 10 sets, and each
time we use 9 sets for learning and keep the remaining
set (not learned) for the test. We calculate the CCR for
each test set and then we averaged these rates.
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Figure 3: Feature vector extraction from the salient patches

Figure 4: The six basic expressions, from left to right : Anger, Disgust, Fear, Happiness, Sadness and Surprise.

3.3 Results of the proposed method
The experiments described in this section are justified
by three reasons: (1) validate the choice of the number
of division of the face image into patches , (2) validate
the convenience of selecting the discriminant patches,
and finally (3) compare the performance of our method
with the most known works in literature.

3.3.1 First series of experiments
Through this experiment, we determine the number
of the most appropriate division. Therefore, we tested
different number of face divisions. Table 3.3.1 presents
this experimental study.

The obtained results show that dividing the face
image into 8*8 or 9*9 patches leads to the same CCR
(93.89%). We opted for 8*8 divisions since it has the
smallest dimension feature vector.

3.3.2 Second series of experiments
To select the most salient patches for facial expression
recognition, we examined the evolution of the CCR
through the number of the selected patches. Figure 5
shows this evolution.

Based on this assessment, we perceive how the CCR
increases rapidly with the patches having the highest
relevance score. In fact, we achieved the best CCR
(93.89%) using only 21 patches. These patches are
mainly located around the areas of the mouth, the eyes,

the eyebrows and the nose (cf. figure 6) which validates
the psychologists studies [Mag07].

To validate the relevance of the selected patches, we
examined their independency from the database and
the used descriptor. Therefore, we first applied our
method of salient patches selection on a second im-
ages database: The KANADE database. The selected
patches are shown in Figure 7 (b).

As shown in Figure 7, our method of patches selection
produced 25 patches. Among the 25 selected patches,
21 are the same as those selected in the JAFFE database
(cf. Figure 7 (a)). These results show an important
overlap between the selected patches in JAFFE and
KANADE databases. This proves the independency of
the selected patches from the database and hence the
genericity of our facial expression recognition method.

Besides, to study the independency of the selected
patches from the used descriptor, we applied our
method of salient patches selection on JAFFE database
using the DWT (Discrete Wavelet Transform) descrip-
tor. The choice of DWT operator rely on its several
advantages mainly its simplicity of computation which
allows analyzing real-time images as well as its invari-
ance to illumination variations. Such an operator has
been widely exploited in the context of facial expres-
sion recognition [ZZG04] [CW02] [MS00]. In fact, the
DWT analyzes the image in different resolution levels
using a low-pass and a high-pass filters. By applying

ISSN 2464-4617 (print)
ISSN 2464-4625 (CD-ROM)

WSCG 2016 - 24th Conference on Computer Graphics, Visualization and Computer Vision 2016

Short Papers Proceedings 313 ISBN 978-80-86943-58-9



Number of patches 5×5 6×6 7×7 8×8 9×9

Feature vector size 12800 18432 25088 32768 41472

CCR 88.73% 90.61% 92.95% 93.89% 93.89%

Table 1: CCR based on the number of the patches

Figure 5: Evolution of the CCR through the number of the selected patches

Figure 6: The selected patches

Figure 7: The selected patches from the JAFFE
database (a) and the KANADE database (b)

the DWT operator on JAFFE database, 25 patches were
selected (Figure 8 (b)).

According to Figure 8, we find out that among the 25
selected patches, 21 are the same as those selected
with the LBP operator (cf. Figure 8 (a)). This overlap
between the selected patches shows the independency
of the selected patches from the used descriptor and
thus the genericity of the proposed recognition method.

In order to attest the contribution of selecting the dis-
criminating patches in the proposed method, we com-

Figure 8: The selected patches using the LBP operator
(a) and the DWT operator (b)

pared the facial expression recognition performance
with those without selection and with selection. This
comparison concerns not only the recognition rate, but
also the size of the feature vector and the time execu-
tion. Table 3.3.2 shows this assessment.
Relying on the obtained results, three conclusions are
drawn. The first is the contribution of selecting dis-
criminative patches in terms of performance: a gain of
0.47% in facial expression recognition rate. The second
is the contribution in terms of space memory: a gain of
more than 3 times in the size of the feature vector. The
third is the contribution in terms of speed: a gain in time
execution of almost 5 time, which is very important for
real-time applications.

3.3.3 Third series of experiments
This series of experiments aims to compare the pro-
posed method performance with the most known works
in the literature [SO04] [ZZ11] [LBA99b] [ZLSA98].
For fair comparison, we selected the methods which
performed their experiments on JAFFE database with
a 10-cross-validation evaluation technique. Table 3.3.3
shows this comparative study.
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Without selection With selection

Number of patches 64 21

Feature vector size 16384 5376

Time execution per image (ms) 19 ms 04 ms

CCR 93.42 % 93.89 %

Table 2: The contribution of patches selection in terms of CCR and time execution

Methods [LBA99b] [ZLSA98] [SO04] [ZZ11] The proposed method

CCR 92.00% 90.10% 69.40% 81.59% 93. 89%

Table 3: Comparative study between the proposed method and some previous works on JAFFE database

From Table 3.3.3, the proposed method affords the
best recognition rate (93.89%), whereas the highest rate
recorded by the studied methods is 92.00%.
Besides the satisfied results in terms of the recognition
rate and the required memory space, we have shown
through this series of experiments that our method has
the advantage of being much faster with a significant
gain in the execution time.

4 CONCLUSION
This paper introduces a new method for facial expres-
sion recognition using the most discriminant facial
patches. These patches were selected automatically
using the mutual information technique. Facial feature
extraction was performed using the LBP operator
applied only on the preselected facial patches. The
experimental study showed the improvement while
using only salient patches. In fact, we succeed not only
to improve facial expression recognition performance
but also to speed up the recognition task which is a
very important gain for real time applications.
As future work, we intend to experiment our method
with more different facial expression databases.
Furthermore, we aim to include the temporal informa-
tion of facial expressions which may provides more
accurate classification results.
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ABSTRACT
Navigation of autonomous vehicles in natural environments based on image processing is certainly a complex
problem due to the dynamic characteristics of aquatic surfaces, such as brightness and color saturation. This
paper presents a new approach to identify turbid water surfaces based on their optical properties, aiming to allow
automatic navigation of autonomous vehicles regarding inspection, mitigation and management of aquatic natural
disasters. More specifically, computer vision techniques were employed in conjunction to artificial neural networks
(ANNs), in order to build a classifier designed to generate a navigation map that is interpreted by a state machine
for decision making. To do so, a study on the use of different features based on color and texture of such turbid
surfaces was conducted. In order to compress the extracted information, Principal Component Analysis (PCA)
was performed and its results were used as inputs to ANN. The whole developed approach was embedded in an
aquatic vehicle, and results and assessments were validated in real environments and different scenarios.

Keywords
Computer Vision, Surface Vehicle, Principal Component Analysis, Artificial Neural Network.

1 INTRODUCTION
With recent technological advances, several areas of
knowledge have been benefited from techniques of dig-
ital image processing and computer vision. The area
of robotics, mainly, stands out by the wide use of com-
puter vision, in order to acquire necessary knowledge
for agents from the universe around them. In addition
to the use of sensors, computer vision can provide more
information to increase and analyse the amount of data
that can be supplied [IMM09a]. Navigation in natural
environments based on image processing is certainly
a complex problem. The main difficulties are the dy-
namic characteristics that aquatic surfaces can present,
due to variation of image features such as brightness
and color saturation. Physical factors such as light in-
tensity, shadows, reflections, diffraction and refraction
effects also influence the identification process for nav-
igation [IMM09a].

International organizations related to risk reduction
show statistics stating that the impact of floods affects
over 500 million people, with a cost of $ 50 million

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

annually, and it accounts for the highest number of
deaths registered in natural disasters [Kro15a]. The
effects of these disasters are even more drastic in
developing countries, due to lack of early warning
systems, flood control and emergency response infras-
tructure [SKV11a]. Considering this context, we are
interested in developing an approach to assist in the
navigation of an autonomous vehicle in a post-disaster
environment, both for gathering data and identifying
its real dimension. Some solutions for the navigation
of surface vehicles using computer vision have already
been developed. However, there are still some open
problems, as the availability of a method to navigate in
turbid water surfaces in adverse environments, which
could run in a hardware with computational limitations
and could be adapted to several autonomous vehicles.

The main goal of this paper is to present an approach for
automatic identification of navigable turbid water sur-
faces, based on computer vision techniques. We focus
on the key subproblem of automatically segmenting tur-
bid aquatic surfaces for autonomous navigation. The re-
sult of this process is the generation of a navigation map
to guide the direction to be taken by the autonomous
vehicle. Seeking to improve accuracy, two ANNs were
trained: the first one to recognize turbid water regions
without reflection and the second one to identify those
regions with reflection [GSW07a, ASN11a]. These
ANNs, as well as all the algorithms of this approach,
run independently in an embedded hardware. A naviga-
tion map is built and, then, a finite state machine guides
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the direction to be taken by the autonomous vehicle,
which can be a boat, a navigable platform or a smaller
device.

The main contributions of the presented approach are:

• Proposal of a method to estimate navigable turbid
water surfaces from images captured by a monocular
camera positioned on an aquatic vehicle;

• Generation of a navigation map that determines the
limits of navigable regions and that can be inter-
preted by other algorithms for navigation;

• Presentation and development of an algorithm for
decision making related to autonomous navigation,
based on the generated navigation map;

• Embedding the developed approach in an aquatic
vehicle.

The remainder of this paper is organized as follows.
Section 2 presents some related works. We briefly de-
scribe the developed approach in Section 3. In Sec-
tion 4 we present some experiments and results. Fi-
nally, the last section presents closing comments and
future works.

2 RELATED WORK
Some solutions of locomotion for surface vehicles
using computer vision have already been devel-
oped [SMB12a, SMH04a, GSW07a, HS11a, ASN11a,
RMB11a]. A detailed description of consequences,
influences and variations in variable values, as well
as the challenges that effect the ability to detect water
surfaces by optical means, is presented by Iqbal et
al. [IMM09a]. They focus on difficulties involved in
the detection of water bodies, along with state of the
art techniques that deal with this topic. Andrew et
al. [CAN11a] also emphasize that aquatic environments
present several problems, such as the reflection of other
objects on the water surface, currents and waves that
distort the aspect of water, or the presence of debris or
sediment, which changes the color of water or causes
movement on its surface.

According to Huntsberger et al. [HAH11a] and Yao et
al. [YXL07a], a vehicle equipped with a water detec-
tor based on computer vision has a higher probability
to navigate safely and efficiently. This is particularly
emphasized when the vehicle is in an unknown envi-
ronment. The image acquisition in this case can be done
by a set of cameras [SMH04a] or just a monocular cam-
era [SMB12a, CAN11a, YRC11a].

For example, Santana et.al. [SMB12a] propose a model
for water detection with segmentation guided by dy-
namic texture recognition. From an input video, they
defined that the region of water has a signature, based

on the measure of entropy over the trajectories obtained
from optical flow trackers. In order to classify regions
with a higher degree of reliability in surfaces of little
ripple, a segmentation method based on appearance is
applied. Then, every image is labeled in segments with
water if they cover a certain percentage of pixels classi-
fied as water by the method based on entropy and tex-
ture. It presented a good true positive rate; however,
this model does not adapt to mobile cameras due to its
constant movement. According to the authors, track-
ing stabilization techniques would help in reducing the
inertial optical flow induced by camera moving.

Rankin and Matthies [RM10a] proposed the detection
of water bodies and ponds through the behavior model-
ing of these surfaces. They used intensity data based on
the variation of color spaces RGB and HSB to estimate
the contribution of the reflection coefficient, consider-
ing the reflection surface and a combination of other
factors such as saturation and brightness. According to
the authors, the developed method for detecting water
bodies in open areas proved to be sensitive to any re-
flection, both vegetation and objects on the aquatic sur-
face. One way to deal with possible exceptions could
make this method more robust and less limited.

Other works [GSW07a, ASN11a, HS11a] use a robust
descriptor with the analysis and combination of features
to build a classifier with supervised learning. According
to the authors, the use of a set of training data allows
to build a good classifier to distinguish water surfaces,
since natural environments suffer variations, as physical
factors.

Gong et al. [GSW07a] present a two-stage algorithm
to find the margin between water and land. Images
are collected and classified into two types: Reflection-
identifiable and Reflection-unidentifiable. After, the
images are segmented into smaller regions based on
their color and uniformity, which are classified into ar-
eas of land or water according to features such as sym-
metry and brightness. Then, the algorithm traces a
border to separate water from land regions by means
of a classifier using an adaptive threshold segmenta-
tion. Frames with 320 x 240 pixels with reflection-
identifiable processing take 2 seconds to be processed,
and frames with reflection-unidentifiable take 27 sec-
onds. Besides being a computationally expensive al-
gorithm, it also seems hard to be implemented in au-
tonomous video capture application.

Achar et al. [ASN11a] propose a self-supervised
method to segment images into "sky", "river" and
"shore" regions. It uses assumptions about river scene
structure to learn about appearance models based on
features as color, texture and image location, con-
sidering the horizon line to automatically specify the
correlation among features. It extracts features of color
spaces RGB, Lab and HSV individually and in various

ISSN 2464-4617 (print)
ISSN 2464-4625 (CD-ROM)

WSCG 2016 - 24th Conference on Computer Graphics, Visualization and Computer Vision 2016

Short Papers Proceedings 318 ISBN 978-80-86943-58-9



combinations to train the classifier. Thus, it allows
to label each part of the image with the probability
of being water. Each labeled region is used to train
a support vector machine (SVM) model generating
the output for each image segment. This method
presents good results, but each frame of 640 x 360
pixels takes around 2.32 seconds to be processed in
a high-performance computer. Thus, it is difficult to
embed it in medium and small vehicles.

Considering the methods described in several
works [RM10a, ASN11a, IMM09a], we have adopted
the use of several features (see Section 3.2) for
the development of our approach. This is because
the aquatic surface not only changes its optical
property such as saturation and brightness, but it
is also not uniform, causing color variation. Some
techniques are robust to distinguish, segment and
identify aquatic surfaces based on color analysis,
and by using several color spaces, it states that a
color descriptor associated with a vector of features
becomes robust using statistical measurements to form
classifiers [RM10a, ASN11a, HS11a, GSW07a].

3 APPROACH DESCRIPTION
This section presents the proposed approach for the au-
tomatic identification of navigable turbid water surfaces
and automatic navigation of aquatic vehicles. It starts
with an overview of the developed methodology, fol-
lowed by an explanation about each implemented step.

3.1 Methodology Overview
The developed approach has several steps, as presented
in Figure 1. Initially, sequences of images are col-
lected by a monocular camera coupled to the prototype
of the autonomous aquatic vehicle shown in Figure 11-
(b). Then, the first step consists in the subdivision of
each input frame I into blocks of r× s pixels. The val-
ues of r and s should be set to ensure good compu-
tational performance and classification granularity. In
our experiments, we set r = s = 10 pixels, since our in-
put frames have 320× 240 pixels. Thereafter, for each
block B, a set of 32 colors and texture features is ex-
tracted (see Section 3.2). We standardized these fea-
tures and changed the coordinates of z-scores, by pro-
jecting them into the subspace of k principal compo-
nents obtained through Principal Component Analysis
(PCA) for the training phase described in Section 3.3,
hence reducing data dimensionality. The values ob-
tained are submitted to the classifiers, modeled as mul-
tilayer perceptron Artificial Neural Networks (ANN).
As output for the ANNs, each image block B is classi-
fied as a "navigable" or "non navigable" region, inde-
pendently. This procedure allows us to classify each
block in different threads, which increases computa-
tional performance. Once all image blocks have been

classified, we built a navigability map for each frame.
This map is then submitted to a Finite State Machine
(FSM), that interprets it and defines the actions to be
performed by the vehicle. The following sections de-
scribe this methodology.

3.2 Extraction of image features
Each image block B is processed individually as fol-
lows: Firstly, we convert it to HSV and YUV color
spaces, keeping the original RGB block image; after-
wards, it is split into 8 color channels (red, green, blue,
hue, saturation, value, luminance and chrominance).
Then, we compute a series of statistics for each one,
as described below.
Initially, we computed the normalized histogram of in-
tensities for each channel c. Hereafter, these histograms
will be denoted as Hc, with c∈ { Red, Green, Blue, Hue,
Saturation, Value, Y(luminance), U(chrominance) }.
The value of element hci from the histogram Hc is given
by:

hci =
ni

n
, (1)

where i ∈ [0,M], ni is the number of pixels with inten-
sity i in each channel c of a given image block, n = r×s
and M is the maximum intensity value of the color
channel, i.e., M = 255 considering a color depth of 8
bits per pixel.
Given the eight normalized histograms Hc, the follow-
ing statistics are computed:

• Average:

υc =
M−1

∑
i=0

i∗hci . (2)

• Entropy:

Ec =−
M−1

∑
i=0

hci log2 hci . (3)

• Variance:

σ
2
c =

M−1

∑
i=0

(i−υc)
2 ∗hci , (4)

• Energy:

εc =
M−1

∑
i=0

(hci)
2 . (5)

After all these statistical measurements have been com-
puted, 32 features per image block were generated (av-
erage, entropy, variance and energy of the 8 color chan-
nels). Next sections explain how these features are used
to train ANNs and, subsequently, as inputs for turbid
water recognition.
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Figure 1: Diagram showing the steps of the proposed methodology.

3.3 Preprocessing and Training
In order to accomplish the proposed goals, we used a
supervised approach, i.e., we trained our classifiers us-
ing labelled features. Thus, for our experiment, we
used a video made in the scenario presented in Fig-
ure 10 as a training environment. We selected a set of
15 frames randomly chosen to cover different condi-
tions of luminosity and water turbidity. The acquisition
was performed through a monocular camera attached
to the prototype vehicle described in Section 4.3. These
images were then divided into blocks as previously ex-
plained, and the 32 features were extracted.

Next, we performed the manual annotation of image
blocks. To this end, an interactive tool was built, in
which users were asked to paint in green all navigable
regions from the input images, through mouse interac-
tions. Users were supposed to paint disjoint regions,
according to the presence of water or not. Figure 2
presents two annotated frames, where blocks marked in
red are "not navigable" and the blocks marked in green
are "navigable".

Figure 2: Annotation process of training frames.

A common procedure to avoid data over-fitting and to
increase the generality and convergence speed of pat-
tern recognition methods is to employ a dimensionality
reduction technique [Bis06a]. We chose to apply Prin-
cipal Component Analysis of features to accomplish
this goal.

First of all, we performed the standardization of the fea-
tures from the samples. For this, for each image block,
the 32 previously described features were computed.
We normalized every feature f j with respect to their
range of values, as follows:

f̂ j =
f j− fmin

fmax− fmin
, (6)

where f̂ j is the normalized value of each feature, f j is
the original value of the feature, j = 1,2, ...,32, fmin is
the minimum value of feature j, and fmax is the maxi-
mum value of feature j, considering all training blocks.
Given the normalized values, we computed, for each
feature j, the average µ j and the standard deviation σ j,
considering all samples. Then, each extracted feature
f̂ j was standardized, according to the equation:

z j =
f̂ j−µ j

σ j
. (7)

The z-scores of the features computed through Equation
7 of every training block were finally submitted to PCA.
The use of PCA as a preprocessing step for a machine
learning method can accelerate its convergence, since
it allows dimensionality reduction and the correlation
among features [YZL06a]. Figure 3 shows the labeled
z-scores projected in the sub-space defined by the three
principal components, achieved through PCA. We can
notice a visible separation of the blocks classified as
navigable (red) from the non-navigable ones (blue). We
can also observe that this separation is non-linear. Due
to this fact, an artificial neural network was employed
as a classifier.

The values of µ j, σ j and the matrix of the sorted eigen-
vector from the covariance matrix M obtained in PCA
are stored to be used to compute features from images
acquired during the experiments conducted in real en-
vironments described in Section 4.3. The eigenvectors
are sorted according to crescent order of eigenvalues.

We defined the ideal dimension of principal compo-
nents based on the work by Ian [Jol02a] to minimize the
complexity subject to a limit on the fidelity of the prob-
lem. According to the author, the set of components
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Figure 3: Standardized features from training blocks
projected into the subspace defined by the three princi-
pal components from PCA.

for analysis of values is above a threshold r̂ eigenval-
ues ≥ 1. In our experiments we verified that 81,25%
of data variability are incorporated by projecting stan-
dardized features into the subspace of the six principal
components. Due to this fact, the data coordinates in
the subspace of dimension k = 6 are then used as in-
put for training the ANN. Thus, the data dimensionality
was reduced to k = 6. The values µ j and σ j are kept
and used to standardize the features extracted from new
image blocks that must be classified when the vehicle is
operational. Next section details the architecture, train-
ing and performance of ANNs.

3.4 Classifier
This subsection presents the two ANN classifiers de-
veloped for the turbid water surface identification. The
purpose of ANN classifiers is to determine if an image
block corresponds or not to a navigable surface. The
classifier can be defined as follows: B is a block of an
image to be classified and CP = { CP1,CP2, · · ·CPk }
is the set of coordinates of the extracted features in the
subspace of k principal components, computed as ex-
plained in the previous section. Thus, the ANN classi-
fier receives the CP’s scores as input and returns a value
V ∈ [0,1]. The smaller the value of V , less likely it is for
a block to correspond to a navigable surface; whereas
the greater the value of V , the greater the probability of
being a block that corresponds to a navigable surface.
We trained two ANNs: the first one described in Sec-
tion 3.4.1, aims to recognize turbid water surfaces, and
the second one aims to recognize regions of reflection
on these surfaces, as explained in Section 3.4.2. Fig-
ure 4 shows the scheme for the classifiers’ modelling
(a) and their final architecture (b).

3.4.1 Navigable Surface Identification

In order to solve the problem stated in this approach, we
adopted a 3-layer Multilayer Perceptron topology for
ANNs [Bha10a]. The input layer has k neurons since

(a) Classifier modeling

(b) Architecture of classifiers

Figure 4: (a) shows how each classifier is built and (b)
shows the architecture of our classifiers.

the input data are the set of scores of the training im-
age blocks (in our case, k = 6). The intermediate layer
has k

2 neurons. The output layer has only one neuron
since the output is a scalar value V ∈ [0,1]. Figure 4-
(a) shows the modeled classifier. If V < 0.5, the output
means that the image block belongs to a non naviga-
ble region; if V >= 0.5, that block will be considered
as navigable. Intermediate values indicate a low confi-
dence in the classification. Figure 5 shows the values
of V for image blocks from the input image on the left,
mapped to greyscale images.

We use the resilient propagation algorithm for training
our multilayer feedforward network [KNS99a]. Ac-
cording to Svozil et al. [SKP97a], it increases the res-
olution capability for non-linear problems and ANN
becomes very robust, i.e., their performance degrades
gracefully in the presence of increasing amounts of
noise. In this algorithm, synaptic weights of the net-
work are adjusted according to signal error propaga-
tion [Hay98a]. In order to plan an assessment of the
convergence of ANNs in the training phase, we used
the method developed by Shinzato at al. [SGOW12a].
This method assigns a weight to the classification er-
ror for a given ANN, by computing a score S. For the
sake of exemplification in this method, a greater weight
is assigned to an ANN output with error of 0.1 than an
output with error of 0.2. Through this weighted score,
there is a tendency to "reward" ANNs with fewer large
errors or several small errors and "punish" the other
ones. Equation 8 shows how to calculate the score:

S =

1
N.p(0)

(
hmax
∑

i=0
h(i).p(i)

)
+1

2.0
,

(8)
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where N is the number of classes (N = 2), h(i) is the
number of errors ranging from i

hmax to i+1
hmax and hmax is

the number of intervals to be considered for discretiza-
tion in the error counting process. The value of hmax
determines the precision for interpretation of the output
from the ANN. In other words, e.g., if hmax = 10, then
the output that has a real value ranging from 0 to 1 is
divided into 10 intervals of errors: an error interval for
values between 0.0 and 0.1, other error interval for val-
ues between 0.1 and 0.2, and so on. After the training
phase, the network is executed for each block.

The training of ANNs is repeated until the convergence
is reached. In the proposed implementation, the stop
criteria adopted is S = 95% or a limit of 5.000 epochs.
Our first ANN reached 95.52% in 1.730 epochs, and the
second ANN 95.29% in 460 epochs. After this process,
we kept the best ANN, to be used in real time for image
blocks’ classification.

3.4.2 Reflection Zone Identification

In our experiments, we learnt from the classification re-
sults of the ANN described in the previous section that
a high number of false negatives occur in regions with
high reflectance on the water surface. In order to ad-
dress this problem and enhance performance, a second
ANN was trained. The goal of this second ANN is to
correctly classify blocks belonging to reflection zones
on the water surface as navigable. The topology of this
second ANN is the same as described in Section 3.4.
The input for the training step consists of features ex-
tracted from image blocks manually classified as "re-
flection zone" (therefore, "navigable") and "non reflec-
tion zone". These features are extracted following the
same procedures described on Section 3.3.

Due to similarities of reflection zone features and other
non navigable zone features, we only applied this sec-
ond ANN to image blocks below an automatically com-
puted horizon line L1 (shown in Figure 5). This line is
defined by the upper row of blocks that have at least
25% of classification as "navigable" by the first ANN.
Only features extracted from blocks classified as "non
navigable" by the first ANN and below the horizon line
are submitted to the second ANN. Figure 4-b illustrates
this flow. Images in Figure 5 exemplify inputs and out-
puts from both ANNs. On the left side images, one
can note reflection zones on the turbid water surface.
The output of the classification computed by the first
ANN is shown in the central images, where values of
V are mapped to greyscale values (brighter blocks in-
dicate navigable regions). The red ellipses in Figure 5
indicate false negative zones due to reflection and L1 in-
dicates the horizon line. Then, the images with blocks
classified as "non navigable" by the first ANN that are
below L1 are submitted to the second ANN.

Figure 5: On the left are the two input images; the im-
ages of the middle show the results from the classifica-
tion of the first ANN, with reflection zones marked by
the ellipses; the images on the right side show the result
with the combination of both ANN classifiers.

3.4.3 Classifying New Images
The model described in previous sections was embed-
ded in an aquatic vehicle, as a prototype. More details
on this prototype can be found in Section 4.3. Once the
vehicle is on the water surface, new images are acquired
by the coupled camera. These images are converted to
HSV and YUV space colors, split into 8 color chan-
nels, divided into blocks and, for each block, statistics
defined in Equations 2 to 5 are computed. This fea-
tures are then normalised and standardized, according
to Equations 6 and 7, which lead us to z-score values.

Given the set of z-scores of new image blocks, we must
project them into coordinates of the PCA space. To this
end, we used the autovector matrix M for the change of
basis of the extracted features:

PC = M.Z. (9)

where M is the matrix of sorted eigenvectors obtained
by PCA, and Z is the vector of normalized and stan-
dardized features extracted from each block.

The scores of k’s principal components corresponding
to each block are then submitted to the first ANN. The
horizon line L1 is then determined. Blocks with value
V < 0.5 assigned by the first ANN below the horizon
line are submitted to the second ANN. The output of
these procedures is a matrix, whose elements corre-
spond to an image block. From now on, this matrix
will be addressed as map of navigability. This map
will guide the decision-making about the direction the
vehicle must follow. Next section explains how the
decision-making process was implemented.

3.5 Navigation algorithm
Given the navigation map composed by the output from
blocks’ classification, a decision making process must
be employed to guide the navigation of the aquatic ve-
hicle. This process begins with the subdivision of the
navigation map into four regions, as shown in Figure 6-
(a). For each navigation map, the regions SP1, SP2,
SP3 and SP4 are defined by lines L1, L2 and L3. L1 is
the horizon line that also appears in in Figure 5.
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Figure 6: (a) Definition of areas for decision making;
(b) search of classifications based on predefined areas;
(c) combination of predefined areas with the navigation
map.

Lines L2 and L3 of Figure 6(a) are defined, respectively,
according to:

y2 =
1
3 nr+ x2,

y3 =
1
3 nr+nc− x3,

(10)

where nr is the number of rows of blocks, nc is the num-
ber of columns of blocks, y2 and y3 are the rows, x2 and
x3 are the columns of lines L2 and L3, respectively. The
origin is in the upper left corner of the navigation map
and y is oriented top down.
Once the areas are delimited, an FSM defines if the ve-
hicle must remain in the same direction, turn left, turn
right or stop. First of all, we computed the number of
blocks classified as "navigable" in each region. The de-
cision process can be summarised as follows: (1) if the
row of the horizon line L1 is higher than 2

3 .nr, the ve-
hicle should stop. This occurs mainly when there is
few or no navigable blocks ahead of the vehicle; (2)if
the number of blocks classified as "navigable" in SP2 is
higher than in SP3 and SP4, the vehicle should turn left;
(3) if the number of blocks classified as "navigable" in
SP3 is higher than in SP2 and SP4, the vehicle should
keep forward; (4) if the number of blocks classified as
"navigable" in SP4 is higher than in SP2 and SP3, the
vehicle should turn right.
Figure 7 illustrates this FSM, with the diagram of ac-
tions to be taken according to analysis carried out on
the navigation map and the predefined areas.

Figure 7: Decision diagram for FSM actions.

The approach to decision making is a proof of concept,
developed to ensure fast performance when embedded

in the aquatic vehicle. We use FSM because we can
easily describe a sequence of states considering differ-
ent contexts for each input image. Then, it is easy to
change from one state to another, defining a specific ac-
tion to be taken for each state. Next section presents
and discusses the results achieved by our approach.

4 RESULTS AND DISCUSSION
This section presents some obtained results, aiming
to validate the presented approach. Subsection 4.1
presents the scenarios where the images were collected.
The performance metrics evaluated and the results of
the tests in real environments are presented in subsec-
tion 4.2. In subsection 4.3 we describe our prototype.

4.1 Images and environment
We chose three different environments for extracting
the images used to evaluate the developed approach.
All images were collected from these environments un-
der different timetables and after a heavy period of
rain, in order to achieve the characteristic of turbid wa-
ter surface. Thus, we tried to approximate as close
as possible to the conditions of a real situation where
an autonomous vehicle can assist navigation in a post-
disaster environment. Figure11-(c) shows our proto-
type in action, and some of these frames of each evalu-
ated scenario are presented in Figure 8. Each scenario
with its peculiarities will be further described.

4.1.1 Scenarios’ description
Scenario I corresponds to a rural environment, made up
entirely of vegetation, with many trees, rocks and grass
on the slope. Figure 8-(a) exemplifies some frames of
this scenario. It is possible to notice on these images
that the aquatic surface presents large incidence of re-
flection of the sky, changing the optical property of the
turbid water surface.

Scenario II is also a rural environment, but it presents
less vegetation and some houses, some of which even
working as a form of obstacle to the boat. Figure 8-(b)
presents some frames of scenario II. In these images,
it is possible to see that there was little incidence of
sky reflection on the water surface, showing a subtle
reflection of vegetation and houses.

Scenario III corresponds to an urban environment, de-
picting a real situation of natural disaster. This envi-
ronment is more complex, since it presents heteroge-
neous situations. As shown in Figure 8-(c), the images
extracted from this scenario can contain, for example,
people, cars, animals, and buildings.

4.2 Approach evaluation
Considering the ROC (Receiver Operating Characteris-
tics) analysis [Faw06a], the evaluation was performed
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(a) Frames of scenario I

(b) Frames of scenario II

(c) Frames of scenario III

Figure 8: Some examples of frames illustrating each
environment used to evaluate the developed approach.

in terms of accuracy, sensitivity and precision, as de-
fined in Equations 11, 12, and 13, respectively.

Accuracy =
T P+T N

T P+T N +FP+FN
, (11)

Sensitivity =
T P

T P+FN
, (12)

Precision =
T P

T P+FP
, (13)

where TP, TN, FP, and FN refer to True Positive, True
Negative, False Positive and False Negative, respec-
tively.

We consider that the proposed approach had a satis-
factory accuracy rate in our experiments (Figure 9). It
achieved an average accuracy of 95.85% with standard
error of 0.924 for scenario I, an average accuracy of
93.35% with standard error of 0.882 for scenario II, and
an average accuracy of 91.21% with standard error of
0.980 for scenario III. Figure 10 shows the results for
some random frames classified in each scenario.

By analyzing the generated average values for each sce-
nario, it is possible to verify better results of the evalu-
ated metrics for the first scenario. One reason for this
may be due to the fact that some images acquired in this
scenario were used for training the ANN. Scenario II is
quite similar to the first one used for training. Thus,

Figure 9: Evaluation results for each scenario.

although it is an unknown scenario, a good result was
obtained with an average of 90% among the evaluated
metrics. Scenario III corresponds to an adverse envi-
ronment with a lot of diversity, such as people, houses,
cars and objects floating on the water surface. Even so,
the approach proved to be efficient, since it has a good
sensitivity evaluation, which demonstrates a good per-
formance in identifying the surface with a high rate of
true positive values. On the other hand, lower values for
precision are due to high rate of false positive values.

4.3 Embedded approach
In order to evaluate the developed approach for au-
tonomous navigation in a real environment, it was em-
bedded in an aquatic vehicle. We build and develop our
approach using the programming language C, with sup-
port of OpenCV library, OpenMP for multiprocessing
programming, and Fast Artificial Neural Network Li-
brary (FANN), a free library that implements an ANN
multilayer in language C [Nis05a]. The hardware used
was a Raspberry Pi board (RPI) model 2 and a Rasp-
berry camera. Figure 11-(b) shows the prototype of
the aquatic vehicle with the RPI board and camera con-
nected. Its advantage is the processing totally made on
the boat, without the need of having communication or
sending commands through an external computer.

Results achieved with the RPI 2 board were: 46% of
processor usage, 308.9 MB of memory for execution
and 2.5 frames per second (FPS). Figure 11-(a) shows
our approach running on the operating system RPI 2.
Analyzing the performance of obtained results and con-
sidering the usual speed of aquatic vehicles it’s possible
to say that 2.5 FPS is an acceptable performance.

We used our prototype to evaluate the navigation al-
gorithm, which is based on the generated navigation
map. For this evaluation, we collected 48 frames of
the described scenarios, with twelve frames for each
possible action command defined in our FSM (four for
each scenario). Then, we analysed each frame to define
the best action or the expected command considering
the aquatic surface and its obstacles, and we compared
them with the executed command. Table1 presents the
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Figure 10: Results obtained for each scenario: (a) input frame; (b) map of generated navigability, and (c) overlay
to indicate the navigable region.

(a)

(b) (c)

Figure 11: (a) Performance evaluation of the approach
on the RPI 2 board; (b) Prototype built for approach
evaluation; (c) Prototype running our approach to col-
lect obtained results in a real environment.

expected commands for these selected frames and the
executed commands by our algorithm.

For the obtained average of 66.25%, we considered
only the expected values as correct, even though other
commands could also be suitable. The low value for
the "stop" command is because the vehicle was pro-
grammed to stop just when there were few or no navi-
gable blocks ahead of it.

5 CONCLUSION
In this work we proposed an approach for automatic
identification of navigable turbid water surfaces, based

Table 1: Comparison of expected and executed com-
mands by the developed FSM.

Set of commands
defined

Expected
Commands

Commands
Executed

Forward 12 8
Turn right 12 9
Turn left 12 10
Stop 12 5
Hit average movement 66,25%

on computer vision techniques. Artificial neural net-
works (ANNs) were also used to build a classifier de-
signed to generate a navigation map, and principal com-
ponent analysis (PCA) was performed to compress the
extracted information used as input to ANN.

The proposed approach was quantitatively evaluated
using a dataset containing images extracted from three
different scenarios. Experimental results indicated that
the approach effectively identified navigable region
achieving between 91.21% and 95.85% of accuracy.
For testing and evaluation of our approach, we built
a prototype used in three real environments in order
to demonstrate the adaptability and viability of our
approach to autonomy of aquatic vehicles. Thus,
we believe it can be used to assist navigation of an
autonomous vehicle in a post-disaster environment.

For future work we intend to use pre and post-
processing techniques in the navigability map, mainly
to improve false positive results. We would also like to
improve our navigation algorithm, in order to develop
better search directives on the navigability map and,
consequently, execute more precise commands in
our FSM. Furthermore, we also want to use other
sensors such as laser or distance sensors to increase the
capacity of performance in navigation.
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ABSTRACT
We propose a new 3D mesh segmentation method based on the HMRF-EM framework. The clustering method
relies on the curvature attribute and considers the spatial information encoded by the mutual influences of neighbor-
ing mesh elements. A region growing process is then carried out in order to extract connected regions followed by
a merging procedure. The purpose of this latter process is to only preserve meaningful regions. Experiments con-
ducted on different meshes are encouraging and show that the proposed method gives satisfying results compared
with classical statistical ones such as kmeans and EM algorithms.

Keywords
HMRF-EM algorithm, region growing, region merging, mesh segmentation.

1 INTRODUCTION
3D mesh segmentation has been an important 3D
shape analysis topic, essential for a wide range of
applications such as part-based shape recognition
or retrieval, Sketch-based Shape Retrieval [Cha15],
texture mapping, reverse engineering applications that
deals with CAD models and component-shape based
synthesis that provides new models by combinations of
parts from existing models [Kal12].

3D mesh segmentation consists in partionning the mesh
into disjoint sub-meshes according to some specific cri-
teria. Many segmentation algorithms have been pro-
posed in the litterature. They could be classified into
part-type ones that decomposes the mesh into semantic
and meaningful part and patch-type ones based on the
mesh geometry attributes such as curvatures, convexity,
roughness, etc.

Many 3D mesh segmentation methods have been pro-
posed such as clustering ones, region-growing ones
and spectral methods [Sha08]. In this work we fo-
cus on clustering methods that aim to associate an ap-

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

propriate cluster label to each mesh element accord-
ing to some attribute values. Most of them are 3D
extensions of well known 2D classification algorithms
[Sha08, Lav08, Tsu14]. Curvature based descriptors
are widely used attribute since curvature is a very sig-
nificant criterion that describes the shape structure vari-
ation. However, clustering methods based on curvature
attribute generate many isolated fragments as curvature
is very sensitive to noise. So a post-treatment step is
always needed to deal with such problem.
In [Lav08], a clustering method based on the Markov
Random Fields (MRF) schema has been proposed. Au-
thors initialise their proposed method by a K-means al-
gorithm, the resulting labeled mesh is then median fil-
tered and used for the prior and observation parameters
estimation. The simulated annealing is subsequently
applied for the resolution of the maximun a posteri-
ori estimate (MAP) which is known to be a very time
consuming algorithm. It’s important to notice that few
work dealt with the MRF extension to 3D mesh pro-
cessing [And07, Wil04, Lav08].
In this work, we propose a new 3D mesh segmenta-
tion method based on the HMRF-EM clustering frame-
work [Zan01]. This framework incorporates the HMRF
model with the Estimation-Maximization (EM) algo-
rithm. Unlike [Lav08], the iterated conditional mode
is adopted for the optimization step that seeks the MAP
estimate and for the prior model estimation an adap-
tive weighted cost function is also defined based on
the dihedral angles of neighboring faces. This method
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takes into account both spatial and attribute information
which yields to be robust to noisy data. In fact, the mesh
geometry is encoded through the mutual influences of
their neighboring sites. A post treatment based on a
region growing method is then carried out in order to
generate only connected components.

This reminder of the paper is organised as follows : in
section 2, we describe the proposed method overview
while section 3 details the HMRF-EM framework
adapted for the 3D mesh dual graph. Section 4 deals
with the post treatment that aims to extract connected
regions from the resulting labled mesh. Finaly, some
experiments and results on different meshes are shown
in section 5.

2 METHOD OVERVIEW
Figure 1 shows the main steps of the proposed mesh
segmentation method. First, the curvature attribute of
the input triangular mesh, denoted by M (V,F) where
V is the set of vertices and F the set of triangles, is com-
puted. Then, we carry out a facet-based clustering algo-
rithm that combines HMRF model with EM algorithm.
To deal with facet-based clustering we consider the dual
graph M ∗ of M that is defined as follows : Each vertex
of the dual graph corresponds to a triangle of M and
two vertices of M ∗ are neighbors if and only if their
corresponding triangles in M share an edge. The cur-
vature attribute associated to each facet gravity center is
the mean curvature values computed on their vertices.
It’s important to notice that the proposed method could
deal with many others attributes rather than curvature
ones. Finally a connected region extraction step is per-
formed in order to eliminate isolated parts.

3 THE HMRF-EM FRAMEWORK
3.1 Neighborhood and contextual rela-

tionship
In this work, we deal with the irrugular dual graph
M ∗(V∗,E∗) and we consider V∗ as the set of sites de-
noted S. The MRF theory assumes that the sites are re-
lated to each other via a neighborhood system defined
as Ns = {t ∈ S, t 6= s et s ∈Nt}
In addition, a clique system is defined on S describ-
ing the configuration of all mutually neighboring sites
or the site itself. In this work, we consider single-site
clique and pair-site clique denoted respectively by C1
and C2 (see figure 2).

3.2 The Hidden Markov Random Field
Let X = {Xs;s ∈ S} and Y = {Ys;s ∈ S} be two random
fields corresponding respectively to labels and observa-
tions. The label field takes values in a discrete set L and
the observation one in D.

Figure 1: Method overview.

Figure 2: clique system.

In the segmentation context, we aim to estimate x a con-
figuration of X based only on an observation y of Y . The
underlying field X is non-observable, therefore the ap-
propriate model is the Hidden Markov Random Field
(HMRF).

A random field X is called a MRF on S with respect
to the neighborhood system N if and only if P(x) > 0
and P(xs|xS−{s}) = P(xs|xNs), where Ns is the neigh-
borhood of the site s. This last property expresses the
behavior of the random variable on a site is determined
by the neighboring random variables realisation and we
can model practically all random variables whose mu-
tual interdependence is resulting only from the combi-
nation of local interactions.

The Hammersley-Clifford’s theorem [Bes74] estab-
lishes equivalence between MRF and Gibbs field. The
distribution of X is given then by :

P(x) =
1
Z

exp(
−U(x)

T
) (1)
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Where Z is the normalizing constant and U(x) the en-
ergy function which is the sum of clique potentials
Uc(x) over all possible cliques C:

U(x) = ∑
c∈C

Uc(x) (2)

The energy U could be written as follows:

U(xi = `|xNi) = ∑
j∈Ni

φi, jδ (xi,x j) (3)

Where δ (i, j) =
{
−1 i f i = j
1 else

and φi, j =
∥∥ei j

∥∥∣∣αi j
∣∣

Where
∥∥ei j

∥∥ is the length of the shared edge and
∣∣αi j

∣∣
is the absolute of the angle between the normals of the
two faces sharing an edge (figure 3) :

αi, j = arccos
nv1v2v3 ·nv2v4v3∥∥nv1v2v3

∥∥∥∥nv2v4v3

∥∥ (4)

Where nv1v2v3 et nv2v4v3 are the normals of the two faces
and · is the scalar product of vectors. The normal nv1v2v3
is given by :

nv1v2v3 =
(v2− v1)× (v3− v1)

‖(v2− v1)× (v3− v1)‖
(5)

Where × is the vector product of two vectors.

Figure 3: Dihedral angle: angle between the normals.

In a Bayesian context, we seek the solution of the max-
imum a posteriori expressing the most probable realiza-
tion of the hidden variables given the observed one,

P(x|y) = P(x)P(y|x)
P(y)

(6)

Assuming that {ys}s∈S are conditionally independent

P(Y = y|X = x) = ∏
s

P(Ys = ys|Xs = xs) (7)

The a posteriori probability became a function of the so
called a posteriori energy

P(X = x|Y = y)∝ exp(LogP(Y |X)−U(x))∝ exp(U(x|y))
(8)

Where

U(x|y) = ∑
s∈S
−LogP(ys|xs)+ ∑

c∈C
Uc(x) (9)

And the maximum a posteriori estimator giving the la-
beling x̂ is equivalent to

x̂MAP = argminx(U(x|y)) (10)

The observation model is a multi-variate Gaussian one.
In this work, we consider a 2 dimensional observation
(maximum and minimun curvature). Thus the a poste-
riori energy is given by :

U(x|y) = ∑s∈S(− 1
2 (ys−µxs)

T Σ−1(ys−µxs)+Log(2π |Σxs |
1/2))

+β ∑(s,t)∈C2
φs,tδ (xs,xt)

(11)

where µxs and Σxs are, respectively, the mean vector and
the covariance matrix of class xs.

To find the classification map x̂ by the maximum a
posteriori estimator corresponding to a minimization
of the energy function U(X |Y ), a global optimization
algorithm can be used such as simulated annealing.
This algorithm was initiated by Kirkpatrick [Kir84] and
adopted by Geman and Geman [Gem84] in the image
processing context. The simulated annealing aims to
find the global minimum of the energy that may have
several local minimum. With analogy to thermodynam-
ics, this algorithm incorporates a decreasing tempera-
ture parameter into the minimization procedure. For
each temperature, it iteratively updates the energy func-
tion that will be accepted or rejected according to its
probability which depends on the temperature param-
eter. This process is repeated until equilibrium state
is reached. The simulated annealing algorithm ensures
convergence to a global minimum energy but generates
a large number of configurations as the temperature de-
creases which makes it a very time consuming algo-
rithm. To overcome this disadvantage, we often use
local algorithms such as the iterated conditional modes
(ICM). This algorithm was proposed by Besag [Bes86],
its principle is to iteratively update the sites labels based
on the observation y and the current neighbors configu-
ration of the each site. The new value x̂s is obtained by
maximizing the local probability P(xs|xNs ,y).

Since we are in a parametric context, an estimation of
the Gaussian distribution parameters is required. In this
work, we use an unsupervised algorithm of the maxi-
mum likelihood, the Expectation- Maximization (EM)
algorithm.
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3.3 The HMRF-EM algorithm
The combination of the ICM algorithm aiming to es-
timate the MAP resulting from the MRF theory and
the EM algorithm gives an iterative algorithm called
HMRF-EM and it can be resumed as follows:

In an iteration t:

• estimation of x̂ by ICM

• estimation of θ`(µ`,Σ`)

µ̂
(t)
` =

∑i∈S P(t)(`|yi)yi

∑i∈S P(t)(`|yi)
(12)

Σ̂
(t)
` =

∑i∈S P(t)(`|yi)(yi− µ̂
(t)
` )T (yi− µ̂

(t)
` )

∑i∈S P(t)(`|yi)
(13)

where

P(t)(`|yi) =
P(t)(yi|x`,θ`)P(t)(`|x̂Ni)

P(yi)
(14)

The spatial information is encoded in the prior distribu-
tion P(t)(`|x̂Ni) given by :

P(`|x̂Ni) =
exp(−U(`|Vi))

∑ξ∈L exp(−U(ξ |Vi))
(15)

4 CONNECTED REGION EXTRAC-
TION

Once faces have been classified, a labeling operation is
performed in order to extract connected significant re-
gions. This procedure consists of a region growing step
that produces a large set of connected regions which
will be reduced with the following merging step (fig-
ure 4). In fact this latter one aims to merge similar
neighbor regions according to a region distance mea-
sure [Lav05, Lav04]. In what follows, we briefly de-
scribe the region growing-region merging procedure.

Figure 4: The region growing-merging process.

4.1 Region growing
Starting from seed triangles corresponding to faces
which its neighbors belong to the same cluster, we
iteratively expand the regions with new labels (each
identified seed triangle is considered as a new region).
Each triangle Ti that it is not yet labeled and has
the same cluster as the seed triangle of the region

that aggregate its neighbors joins this latter region.
The growing step normally leads to holes between
the identified connected regions (the triangles in the
boundary of two regions are not labeled). In order to
fulfill those holes, we assign a not labeled triangle to
the most represented region in its neighbors and we
repeat this process until every triangle is labeled. This
step is called crack filling.

4.2 Region merging
The number of connected region produced by the grow-
ing step depends on the number of the clusters from the
faces classification performed by the HMRF-EM algo-
rithm. Generally, numerous small regions are identified
and need to be merged with similar ones in order to have
significant areas and for that a region adjacency graph
(RAG) is used. The nodes on this graph represent the
connected regions and the edges represent an adjacency
between two regions. Edges are weighted with a simi-
larity distance between the two corresponding regions.
The region distance measure Di j between two adjacent
regions Ri and R j is given by:

Di, j = DCi j×Ni j×Si j (16)

Where DCi j is the curvature distance between Ri and R j
and equal to

∥∥Ci−Ci j
∥∥+∥∥C j−Ci j

∥∥, Ci and C j are re-
spectively the curvature values of Ri and R j correspond-
ing to the mean of the faces curvature of each region,
and Ci j is the mean curvature of vertices on the bound-
ary between Ri and R j. The Ni j coefficient measures the
nesting between the two corresponding regions which
describes the spatial disposition of the regions and the
Si j coefficient allows to accelerate the merging of the
smallest regions.
The processing of the graph reduction is as follows: at
each iteration, the edge that has the smallest weight
is eliminated and hence the corresponding regions are
merged. Since the regions number is decreased by one,
the graph is then updated and the process is repeated un-
til the weight of the smallest edge is larger than a given
threshold or a fixed number of regions is reached.

5 EXPERIMENTAL RESULTS
In figure 5, we compare our segmentation method with
the Kmeans and EM clustering algorithm using 4 ob-
jects. In this experiment we set the number of clus-
ters to 2 for the octopus and the dinosaur objects and
to 4 for the vase and the eyeglass objects. Similar re-
sults are obtained for the octopus object identifying 9
regions (the head and the 8 arms). For the vase object
the kmeans algorithm seems to provide finer decompo-
sition than the EM and the HMRF-EM algorithm. In
fact it allows to distinguish 6 regions rather than 3. We
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can note that both partitions (3 or 6 region decomposi-
tion) correspond to meaningful parts of the object. Con-
sidering the eyeglass object, our method overperforms
the kmeans and the EM algorithm since it enables to
extract the two temples and the frame. In the case of
the dinosaur object, the head was extracted only by the
HMRF-EM method.

In order to show the efficiency of the proposed method
for meshes that presents different curvature variations,
we conducted experiments for 6 models (see figure 6).
Our method provides good results for objects present-
ing low and medium curvature changes (first row in Fig-
ure 6). It generates non meaningful regions otherwise.
In table 1, we measured the computational time for
meshes presented in figure 6. The most time consum-
ing step of the HMRF-EM algorithm is the classifica-
tion step by the ICM algorithm where the prior energy
is computed using neighboring triangles. Its complex-
ity is equal to O(`×K×N) = O(N), with ` is the upper
bounds of the iterations number, K is the clusters num-
ber and N is the triangles number. Thus the complexity
of the HMRF-EM algorithm is linearly dependent of
the triangles number to be classified. As we can clearly
notice in the table 1, for too dense meshes, the com-
putation time is much higher than the one for simple
meshes. The HMRF-EM algorithm was implemented
with MATLAB. All experiments were performed on a
PC with an Intel Core i7, CPU 2.5GHz and 8GB RAM.

3D Model N K Processing time(s)
Mushroom 448 8 3.87
Octopus 2682 4 11.24
Bearing 7227 7 54.11
Fish 15142 4 71.31
Cup 30254 6 227.35
Bust 50456 10 645.25

Table 1: The computing time for different meshes

6 CONCLUSION
In this paper, a new 3D mesh segmentation based on the
HMRF-EM framework has been proposed. The markov
random field modelization is combined with the EM al-
gorithm for parameters estimation. The definition of the
prior model for this extended algorithm is based on di-
hedral angles which favorise the grouping of triangles
having similar curvature values. After this clustering
step, a region growing-merging process is applied in or-
der to extract connected regions. Results show the effi-
ciency of this extended framework. In a future work, we
propose to use different type of attributes such as local
mesh descriptors to improve segmentation results for
more complex objects. In particular we aim to consider
the 3D spectral information where the low frequencies
correspond to the global shape while the hight frequen-
cies contribute to the geometric details.

7 REFERENCES

[And07] Andersen, V. Smoothing 3D Meshes using
Markov Random Fields. Master’s thesis, IT Uni-
versity of Copenhagen, 2007.

[Bes74] Besag, J. Spatial interaction and the statistical
analysis of lattice systems. Journal of the Royal
Statistical Society. Series B (Methodological),
vol. 36, No. 2, pp. 192-236, 1974.

[Bes86] Besag, J. On the statistical analysis of dirty
pictures. Journal of the Royal Statistical Society,
vol. 48, No. 3, pp. 259-302, 1986.

[Cha15] Changqing, Z., and Zhe, H., and Rynson,
W., H., L., and Jianzhuang, L., and Hongbo, F.
Sketch-based Shape Retrieval using Pyramid-of-
Parts. CoRR abs/1502.04232,2015.

[Gem84] Geman, S., and Geman, D. Stochastic re-
laxation, gibbs distributions, and the bayesian
restoration of images. Pattern Analysis and Ma-
chine Intelligence, IEEE Transactions on, PAMI
vol. 6, No. 6, pp. 721-741, 1984.

[Kal12] Kalogerakis, E., and Chaudhuri, S., and
Koller, D., and Koltun, V. A Probabilistic Model
for Component-based Shape Synthesis. ACM
Trans. Graph., vol.31, No.4, pp.55:1-55:11, 2012.

[Kir84] Kirkpatrick, S. Optimization by simulated an-
nealing : Quantitative studies. Journal of Statisti-
cal Physics, vol. 34, No. 5-6, pp. 975-986, 1984.
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Figure 5: (a) K-Means and region growing, (b) the 2-dimensionnal EM and region growing, (c) the HMRF-EM
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Figure 6: Segmentation results for objects with different curvature variations.
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ABSTRACT
In this work we present a simple and robust method to create 3D building models from a set of architectural plans.
Such plans are created for human readability and thus pose some problem in automatic creation of a 3D model. We
suggest a semi-automated approach for plan cleaning and provide an algorithm for alignment and stacking of the
plans followed by generation of 3D building model. We show results of our method on floor plans that generate
complex 3D models in near real-time.

Keywords
Architectural plans, 3D model creation.

1 INTRODUCTION
3D architectural models find applications in a number
of fields including virtual reality, scientific simulations,
military training simulations to name a few. Efficient
and accurate creation of 3D building models is there-
fore very important for a large scale model creation
process. In this paper we propose a fast and robust
method to combine architectural floor plans and gen-
erate a complete 3D building model.

Starting with a set of 2D architectural floor plans, man-
ual construction of a 3D model is tedious and involves
a multitude of steps including creation of individual
building levels, constructing various floors, interior and
exterior walls, and pillars. Various building levels need
to be aligned so that they can then be stacked up to
create the basic building structure and lastly operations
such as slicing and bridging need to be performed to
place separately created windows and doors. In this
paper we reduce the manual labor and time required
to create 3D building models by automating the pro-
cess to a major extent. Our system allows the user to
semi-automatically generate 3D building models from
2D plans resulting in significant reduction of the time
required to create models.

2 BACKGROUND
The fundamental basis for generation of 3D models of
a building are the 2D architectural floor plans. These

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

plans contain enough information about the architec-
tural design and geometry of the building. Usually
the architectural plans exist in two formats: vector and
raster (scan of hand drawn floor prints). For computer
assisted 3D model creation of buildings, most exist-
ing approaches use vector form of the floor plans as in
Lewis and Séquin [5] and Zhu et al. [13], while some
use the scanned images of the floor plans, by first con-
verting them into vector form using image processing
algorithms (for example, Xuetao et al. [11] includes
both types of systems).

Many systems make use of scanned floor plans/raster
images and convert them into CAD files or vector im-
ages using various pattern recognition and image pro-
cessing techniques in order to retrieve architectural in-
formation. An extensive survey by Xuetao et al. [11]
provides a detailed description of converting raster im-
ages as performed by various systems. Approaches
(like ours) that use a vector format, allow the system to
recognise basic information about the plan since most
of the plan geometry is grouped and labeled uniquely.
Easier storage, data processing and layered structure of
vector formats (like AutoCAD DWG/DFX) have made
their use more popular in construction of architectural
floor plans.

So et al. [10] proposed one of the first automated sys-
tem for generation of 3D buildings. The system auto-
mated wall extrusion along with ceiling and floor con-
struction. However, the constructed models require
manual intervention in order to get usable results. The
automation process was only able to reduce the time
required to construct the final 3D building to some de-
gree.

Moloo et al. [8] developed a software that uses a 3-
phase recognition approach to generate 3D building
from 2D floor plans. In their approach the authors rep-
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resented a wall by grouping lines into bounding boxes.
They aimed at automating the process of 3D building
generation by analysing the 2D floor plan.

Or et al. [9] proposed a highly automated approach
to generate 3D model from 2D floor plans. The sys-
tem takes as input a set of raster images of floor plans
and converts these into a set of vector images. Sym-
bol recognition is used to identity symbols for doors
and windows. Once Symbol recognition is completed,
the system generates 3D buildings and imports these
in Genesis 3D game engine. The system generates 3D
buildings by analysing relationship of connected seg-
ments, that are created by parsing floor plans into con-
nected segments.

Dosch et al. [3] presented a complete system that aims
to reconstruct 3D buildings by analyzing scanned 2D
architectural drawings. The system is divided into two
steps, 2D modeling step in which they describe a robust
graphics recognition algorithm that is used by the sys-
tem for image processing and feature extraction. They
describe this by dividing the raster 2D image into tiles,
processing them individually and finally merging them
after vectorization. For feature extraction the system
makes use of a skeleton based approach, where ex-
tracted lines are represented as segments using polygon
approximation technique. Next they propose a 3D mod-
eling process that is used to match the reconstructed
floors. Also the system also provides a user interface
that is flexible and capable for human interaction.

Horna et al. [4] described a system that presents a
four phase construction method. Their algorithm starts
with removing geometrical inconsistencies by process-
ing 2D edges. This is followed by topology generation
using semantic information, and extrusion for 3D build-
ing construction. Lastly the floor is superimposed cor-
responding to upper and lower ceilings that are linked
by stairways to construct the final model. The com-
plete topological model constructed by the system ex-
presses incidence and adjacency relations between el-
ements. Further, the system also associates semantic
information with all volumes for specifying structures
like rooms and walls. The system takes the semantic
information into account during extrusion to 3D.

Ahmed et al. [1] proposed a complete system for auto-
mated floor plan analysis. The system helps to apply
and improve the present processing methods, further
it also introduces preprocessing methods that improve
the performance of the system. Some of the techniques
used is the differentiation between thick, medium and
thin lines and removing components that lie outside the
convex hull of the outer walls.

The Berkeley WALKTHRU system , developed by
Lewis and Séquin [5], is a semi-automatic system
capable of generating 3D polyhedral buildings from
AutoCAD DXF format with minimal user interaction.

This system uses the concept of portals and spaces
for stacking of floors in a multi-storey building. The
models generated are a solid representation of the
real buildings that can be used to develop a virtual
walkthroughs and computer rendering. According to
Zhu et al. [13], even though this approach involves
minimal human intervention, it takes days to create a
complex 3D model.
Zhu et al. [13] proposed a system to construct 3D build-
ing models automatically from vector floor plans by
analysing semantic information and geometry from the
plans. Their system made use of defined axes in each
floor plan for stacking. The basic idea was to align ev-
ery floor to the first floor plan by matching/equating
their respective axes. Two axes are equal when they
are of the same type and have the same label. The
complexity of this algorithm is O(n2). The authors de-
scribe several interesting 3D building creation methods.
The one by Zhi et al. [12] automatically creates a fire
evacuation building simulator model, while the one by
Domínguez et al. [2] introduces an interesting semi-
automatic approach that detects the topology of build-
ing floors. Lastly the ones by Lu et al. [6, 7] indicate
component types by making use of architectural draw-
ings without labels and computer drawn construction
structural drawings.
In this paper we present a system that allows the user to
create 3D architectural models. Our novel contribution
to the state-of-the-art is a robust algorithm for align-
ment and stacking of floor plans in absence of a com-
mon 2D coordinate system across plans. We provide
a semi-automated end-to-end approach for creating us-
able 3D building models.

3 APPROACH
Our 3D model construction approach takes 2D archi-
tectural plans in a CAD vector format. The algorithm
performs plan cleaning based on object attributes. The
cleaned floor plans are then aligned and stacked by the
system at their respective heights in the building. The
building level heights are input parameters to our sys-
tem. This is followed by generation of 3D model of
the building by extruding the floor horizontally and the
walls and other entities in the building vertically. Fi-
nally the process ends by performing a slicing opera-
tion that is used for placement of doors and windows.
Algorithm 1 summarises our four-step approach to 3D
building creation.
Next we describe steps of our proposed approach. The
system is supplied with raw architecture vector plans.
The process for generation of the 3D model in our sys-
tem is divided into four basic steps.

3.1 Plan cleaning
The first step of the approach is to clean the raw vector
plans so that they can be supplied to the system for fur-
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Input: 2D floor plans, building parameters
Output: 3D building model
PLAN CLEANING

Removal of text, and annotation tags
Detailing identification and removal

PLAN ALIGNMENT AND STACKING
Creation of tree of architectural elements
Alignment using elements of structural stability

FLOOR GENERATION AND EXTRUSION
Floor generation by horiozontal filling
Vertical extrusion of walls

SLICING AND WINDOW PLACEMENT
Creation of space for windows and doors

Algorithm 1: 3D building generation approach.

ther processing. An architectural plan consists of multi-
ple elements required in a building design. Apart from
these, the plans also contain text and supportive layout
elements (like icons, grid lines, and guides). Only a
subset of these elements is required for 3D model cre-
ation. Such elements include exterior and interior walls,
columns, and elevator spaces. Plan cleaning is a com-
plicated task and an automated approach requires ma-
chine recognition of these elements (see [1, 2, 3]). As
a result, a complete analysis and recognition is not pos-
sible in all scenarios, and some geometrical elements
needs user intervention to be removed in the cleaning
process. We adopt a semi-automated approach to clean-
ing plans by combining geometric analysis with mini-
mal user interaction. Earlier works have also resorted
to processing raster 2D plans, which in our opinion is
not only difficult but also leads to inaccuracies in final
3D reconstruction. We operate on vector 2D plans and
assume that various elements have been tagged in some
way by the architect who authored the plans.

Our plan cleaning follows a two step procedure. In the
first step, we identify relevant elements within a plan
by analysing the tags attached to each one of these and
grouping similar elements together. Similarity of ele-
ments in this context refers to elements/objects falling
under the same category such as doors and window, lifts
(defined as portals in [2, 5]), and walls. Such an analy-
sis is carried out by means of string matching with reg-
ular expressions on element text attributes. The system
tries to extract element type attributes automatically
with this analysis and presents it to the user for veri-
fication. The user can quickly correct attribute names
or reject erroneous results. The system then removes
unnecessary attributes and renames required attributes
consistently.

Once the attributes are processed and elements are
grouped, the system performs a geometric analysis to
clean individual elements. This step is similar to the
processing proposed in [2, 5], and primarily looks at

geometric integrity of various elements required for
extrusion in a subsequent step. Figure 1 shows result
of cleaning on one of the plans.

(a)

(b)
Figure 1: Result of cleaning on a highly detailed floor
plan.

3.2 Plan alignment and stacking
Aligning plans of multi-floored models poses a chal-
lenge in generation of 3D building models [5, 13]. The
process is complicated by the fact that floor plans are
designed separately for multi floor buildings, thus each
floor plan is designed with its own local 2D coordinate
system. In our experience, these local coordinate sys-
tems do not always align with each other and thus it
is not straightforward to stack up these plans for ex-
trusion. Our system resolves the alignment problem
by creating a hierarchical parent-child relationship be-
tween elements of the floor plan, which is the pivotal
part of the algorithm.

The system prompts the user to identify architectural
elements that identify structural stability and use those
to align all floor plans. Such elements will always be
aligned in any given building to satisfy structural sta-
bility (these include load bearing pillars, lift spaces and
stairs). Such elements are grouped together as root el-
ement of the hierarchy in a plan and other elements are
arranged below these. In our tree hierarchy, the stabil-
ity element that is identified, acts as a pivot to which all
other layers are attached. Consider this as a tree with
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one root and the remaining layers of the floor plan as its
child nodes. The only property this parent-child rela-
tionship follows is that whenever the parent moves the
child nodes move relative to it, thus not changing their
respective positions among themselves, but if the user
moves any child node, the parent or other nodes remain
unaffected. The system iteratively aligns all floor plans
by estimating a rigid transformation (including trans-
lation and rotation) between root elements from two
plans at a time. All elements within a plan are trans-
formed to a common coordinate system where all plans
are aligned to each other. This gives us a robust ap-
proach to align plans under any circumstance. Many-a-
times the floor plans are complex and asymmetric, but
with our approach those are handled very well.
The floor plans are stacked once they are aligned. In
our system we again use the tree root to stack the floor
plans. The system is supplied the respective heights of
all the floor plans from which each plan is transformed
and placed at its respective height.

3.3 Floor generation and extrusion
We assume that geometric elements in a 3D building
model are composed of extruded elements. Extrusion
is a process of creating a cylindrical or planar element
from its 2D footprint (a circle or a line segment) by
extending it in the third dimension. For creation of a
3D model from stacked 2D floor plans, two types of
geometries are required: horizontal floors and vertical
walls. We utilise region fill and extrusion for creation
of these.
Our system first generates floor polygons from wall
boundaries by creating planar horizontal faces. Exte-
rior and interior walls (and load bearing pillars) are then
extruded vertically. This is performed completely auto-
matically and creates a 3D model with solid faces. The
system is capable of creating planar and cylindrical ge-
ometry by extrusion. Walls, floors and ceilings gener-
ated by our system have finite width (and are not merely
thin planar geometry). In special cases, it can also han-
dle surfaces of revolution by minimal modification (e.g.
spherical geometry for tombs). Roof of a building is
generated by replicating the plan of the top floor and
placing it at the required height. A simple hipped roof,
as seen in contemporary European-style buildings, may
be generated by creating slanted planes guided by the
top floor elevation. Figure 2 shows a complete extruded
3D model from stacked floor plans (the roof is removed
to improve visualization).
Complicated elements like staircases require special
treatment. These can be generated by combining in-
formation from both the plan and the elevation of a
floor. A floor plan usually depicts steps in a staircase,
while the elevation contains information about the slope
and stride. Staircase generation is not currently imple-
mented in our system.

(a)

(b)
Figure 2: Creation of extruded 3D building model. (a)
aligned and Stacked 2D floor plans in 3D space, (b) ex-
truded 3D building model.

3.4 Slicing and window placement

The 3D model constructed so far comprises of solid
walls with no windows and doors. For a complete build-
ing creation, these structural elements are important.
Our system handles window and door creation by slic-
ing the 3D extruded model horizontally at various levels
and creating placeholders for windows and doors. Input
parameter to slicing is heights of door and window ele-
ments. The system extracts the width from the respec-
tive floor plan and creates a placeholder geometry for
the window/door element. Detailed window and door
3D models can then be easily added to these models by
the user.
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4 RESULTS
We show results of our system with a set of complex
floor plans of various campus buildings. We imple-
mented our system completely in Autodesk 3ds Max
using the MAXScript programming interface. All of
our result are produced on an Intel Core i7 2.4 GHz
processor with 6 GB memory (on a laptop computer).

In the results shown below, we purposefully omitted the
building roofs for better visualisation of results and to
highlight complexity of our models. Figure 3 shows
two views of the 3D model of Academic block that
consists of three distinct wings arranged at an angle to
each other. Other reconstructions include a horseshoe
shaped hostel building (see Figure 4) and the student
center (see Figure 5). Figure 2(b) illustrates reconstruc-
tion of a 11-storey residence building.

Table 1 shows runtime information in seconds for gen-
eration of full 3D model using available floor plans. We
note that these numbers depend on the complexity and
number of the floor plans. These numbers show that
our system is capable of generating highly detailed 3D
models in near real-time on commodity mobile com-
puter hardware.

Various tasks in 3D model creation can be automated to
various degrees. We achieve a high automation in sev-
eral intermediate steps. This is summarised in Table 2
along with comparison across existing methods.

5 CONCLUSION
In this paper, we presented a simple and robust system
for 3D model generation from a set of unaligned 2D ar-
chitectural floor plans. We illustrated our alignment al-
gorithm that is a pivotal part of our system and allows us
to align the floor plans and thus proceed with more gen-
eral operations like extrusion to construct the 3D mod-
els. Currently our algorithm cannot identify the stabil-
ity element on its own, which we would like to address
in future. Also we plan to provide texture support in
next version of our system. Generation of non-vertical
complex structures is challenging. Such architectural
geometries need to be handled on a case-by-case ba-
sis. In general, these may be split into multiple parts
which may either be extruded along a non-standard axis
or modelled by minimal surfaces. We would like to ad-
dress these challenges in future.
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(a) (b)
Figure 3: Reconstructed Academic block model (a) front view, (b) back view.

(a) (b)
Figure 4: Reconstructed Hostel building (a) front view, (b) back view.

(a) (b)
Figure 5: Reconstructed Student center (a) front view, (b) back view.
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Building # Input plans # Output triangles Without With
slicing (sec.) slicing (sec.)

Faculty residence 13 130,498 15.280 29.160
Student center 5 41,166 7.083 10.183
Hostel 6 110,312 6.810 13.342
Academic block 6 86,984 7.302 14.784

Table 1: Construction times for entire model generation.

Process Lewis and
Séquin [5]

So et al.
[10]

Lu et al. [7] Dosch et al.
[3]

Or et al. [9] Ours

Vector plan input Yes Yes Yes No No Yes
Plan cleaning Semi-

Automatic
No Manual Manual No Semi-

automatic
Plan alignment
and stacking

Semi-
automatic

No No Automatic No Semi-
automatic

Floor generation
and extrusion

Automatic Semi-
automatic

Automatic Semi-
automatic

Automatic Automatic

Slicing and win-
dow placement

Automatic Manual Automatic Automatic Automatic Automatic

Overall automa-
tion

High Low Medium High Medium High

Table 2: Comparison of degree of automation with various approaches.

vector floor plan. Computer-Aided Design and
Applications, 11(6):704–714, 2014.
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ABSTRACT 
In the context of medical diagnosis by image analysis, segmentation is the most critical step in image processing. 

The problem of image segmentation has been studied for years and many methods have been suggested in the 

literature. However, there is not yet any automatic method able to correctly process any type of image. In this 

work, we present an automated method for cell segmentation in Pap smear images. The automatic analysis of 

Pap smear images is one of the most interesting fields in medical image processing. The object of this paper is to 

present the strategy of the first part of the system segmentation. It is based on a segmentation of color images  

tested with different classical color spaces, namely RGB, L*a*b, HSV, and YCbCr, to select the best color space 

using k-means clustering to separate groups of objects. The k means clustering treats each object as having a 

location in space. The method is aimed at developing an automated Pap smear analysis system which can help 

cytotechnologists reduce examination time in pap screening process. 

Keywords 
Pap smear, medical image, processing, cervical cancer detection, cytologic screening, K-means clustring 

 

1. INTRODUCTION 
The Pap smear is a technique of cervical screening 

used to detect pre-cancerous changes of the uterine 

cervix. It is not designed to find cancer or any 

abnormalities of any organs. These changes are 

called cervical intraepithelial neoplasia (CIN) [O14]. 

They are obtained by opening the vaginal canal with 

a speculum and scraping the cervix with a wooden 

stick and a tiny brush, which are scratched on a glass 

slide in order to collect the cells. The collected cells 

are then examined by a cytotechnologist. 

At present slide examination of cervical cytology 

image is performed manually. The cyto-technologist 

looks at a glass smear under the microscope and 

analyses the full image in order to determine the 

presence of disease.  He / She is involved in the 

diagnosis of cancer, pre-cancerous lesion, benign 

tumors and infections from various body sites. 

Cytotechnologists work under the direction of a 

physician called a pathologist, a medical doctor who 

specializes in the study of diseases and determines 

the nature and cause of the problem.  

Most patients never meet the pathologist or the 

cytotechnologist who evaluates their samples, yet the 

treatment of their illness may depend on the work of 

the  

pathologist- cytotechnologist team. Screening 

consists in locating and visually assessing all the 

present cells on a slide. This mainly aimed at 

detecting abnormal or suspicious cells to reach a 

diagnosis. This is of a major interest for the 

cytotechnologist whose diagnosis will depend on the 

good recognition of the abnormal or suspicious cells 

during screening. This cytological manual screening 

is described as intense and complex.  The results are 

based on the point of view of a human being.  It is 

often tiring to screen for relatively small and 

abnormal cells, which is time-consuming and 

requires   high concentration. [B03].For all these 

factors, some errors appeared and can cause false 

negatives [NAH97]. These errors are considered as 
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being inseparable of the process of   manual 

screening. A promising approach is to help the cyto-

pathologist in his / her search for abnormal cells on a 

glass. An automatic system could contribute to the 

detection of screening errors and thus allow a better 

reliability of the diagnosis. Such a system is 

programmed to verify the results of conventional 

screening and possible false negatives. This would 

prevent delays allow considerable time gain.  

The automatic segmentation system of cervical cells 

in Pap smear images is the most crucial step for any 

system.  Segmentation is aimed at detecting the cells 

along with their nuclei and cytoplasms (see figure1) 

[LEC+98]. The shape and report area of the 

cytoplasm and nucleus are two important factors in 

detecting pre-cancerous changes in the uterine cervix 

[CHL+13]. Due to the complexities of cells many 

studies have focused on segmentation of 

cytopathological images [PN12] [DUK08].In the 

literature, some methods used thresholding 

techniques [KSW07] [LN07]. Many methods of 

segmentation of the nucleus and the cytoplasm 

focused on edge detection [LCC09], CHL+13]. For 

example [RNRT12][PN11] adapted the mathematical 

morphology to segment both the nucleus and the 

cytoplasm of a single cell. Other works utilized the 

genetic algorithm[LH03] and the deformable 

template [GP00]. A watershed transform has been 

applied in [MKI]. Recently Sajeena T A  and Jereesh 

A S proposed a framework for automatic analysis of 

single cellular pap smear slides[SJ15].Fuzzy C-

means (FCM) clustering technique is proposed for 

single cell segmentation[KSN15]. 

In this paper, we propose a method of 2D color 

cytological image segmentation   using the color 

information as a priori information. The full image is 

segmented into 3 regions: the nuclei, the cytoplasm 

and the background. When we consider color image 

segmentation, choosing a proper color space becomes 

the most important issue.  In this work, a 

segmentation of color images is tested with different 

classical color spaces: RGB, HSV, L*a*b, and 

YCbCr, to select the best color space for the 

considered kind of images. The segmentation process 

is based on the K-means segmentation technique  

 
Figure 1 Macroscopic image of cytology 

2. Method 
The slides are examined by a microscope to which a 

color camera is fixed. The obtained images are color 

images of 1030X1300 pixels. It is necessary for us to 

isolate their cytoplasm and nuclei at the same time: 

the cytoplasm to obtain information to characterize 

isolated cells and the nuclei to characterize the cell 

and estimate the wickedness. The cytoplasms and the 

nuclei will help the recognition of different cells. To 

carry out the segmentation step we should know the 

nature and the context of the images. Our color 

images present cells from the cytology of the cervical 

sample colored by the international coloration 

standard of Papanicolaou[GK96][MCL91]. Cells 

have a blue nuclei and a green cytoplasm with the 

exception of the red blood cells which are totally 

colored in red. The spatial configuration of the cells 

and their color are extremely variable. There can be 

isolated, attached but also heap cells which can 

overlap (nuclei or cytoplasm). The color of the nuclei 

can vary from very pale blue to very dark blue. This 

big variety in the spatial configuration and the color 

of cells raises problems of segmentation and requires 

a method of fine and strong segmentation at the same 

time 

2.1 General presentation of the method 
The strategy of segmentation which we organized is 

the segmentation of color images by the k-means 

method.   

 
Figure 2 the color image segmentation strategy 

Pap smear cytology 

2.2 Conversion in different spaces of 

colors  
A color space combines numbers to the visible 

colors. Generally, it represents a color by a triplet of 

values. The visible colors can be seen as belonging to 

a three-dimensional space. There are many color 

spaces, each with its properties. The conversion of 

the image in different spaces of colors is the 

preliminary step to the achievement of the 

segmentation. Each color space has interesting 

properties and presents an interest for such an 

application. Generally the choice of the color space is 

done when the segmentation method is established. 

Several works were focused on comparing different 

color spaces [KEHT14] [LEC+98][LEC03]. Others 

chose to use multiple color spaces at the same time 

[MK12] [BA12] [M08]. 

Read Image 

Conversion of different color 
spaces  

Cassify the objects using K-
means  

segmented image 

Cytoplasm 

Nuclei 
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2.1.1 RGB color space 
Many color spaces are in use today. For pictures 

captured by digital cameras,  the most popular one is 

the RGB model. This is an additive color model in 

which the colors red, green, and blue are combined 

together in different manners to reproduce a broad 

array of colors. This color space-based segmentation 

is not accurate for computer vision applications. The 

RGB color is device-dependent i.e  the same signal 

or image can be viewed differently with different 

devices, Nunobiki and all reported the usefulness of 

RGB color specification in analyzing the variation of 

color properties for Papnicolaou-stained cervical 

smears.  [NST+02]. 

 

2.1.2  HSV color space 
The HSV color space (Hue, saturation, Value) define 

a model in terms of its components. The space has 

the ability to separate the intensity of the color 

information hue and saturation. For this reason it has 

been adopted for processing images having 

brightness variation characteristics. Many works use 

this space [OTDC02]. The conversion from RGB to      

HSV  
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2.1.3 L*a*b color space 
A L*a*b color space is a color opponent space with 

dimension L for lightness, the a* layer indicates 

where the color falls along the red green axis, and b* 

layer indicates where the color falls along the blue-

yellow axis. The L*a*b* color space includes all 

perceivable colors, which means that its gamut 

exceeds those of the RGB and CMYK color models 

(for example, ProPhoto RGB includes about 90% all 

perceivable colors). The most important feature of 

this color space is that it ,is device-independent, that 

is to say  provides us with the opportunity to 

communicate different colors across different devices 

[RKV12]. The solution to convert images from the 

RGB space to the L*a*b* color space is given by the 

following formula. The conversion from RGB to 

XYZ is: 
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The transformation from XYZ to Lab is performed 

with the following equations: 
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2.1.4 YCbCr color space  

The YCbCr color space is used in digital 

video image processing. It represents colors 

in terms of one luminance component (Y) 

and two chrominance components ( Cb and 

Cr). The Cb component is the difference 

between the blue component and a value, 

where Cr is the chrominance red 

component. In contrast to RGB, the YCbCr 

color space is luminance- independent, that 

is why it gives better performance.[BTP+11]The 

transformation used to convert from RGB to YCbCr 

color space is shown in equation (4):  
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Figure 3 (a) Image RGB (b) Image HSV (c) Image 

L*a*b (d) Image YCbCr 

2.3  Image Segmentation Using K-means 
Clustering is a process to separate groups of objects. 

The algorithm k-means is the algorithm of the most 

known and most used clustering, because of its 

simplicity of implementation [MK12]. K-means 

clustering treats each object as having a location in 

space. It allows to partition the data of an image K 

clusters. Contrary to other hierarchical methods, 

which create a structure in “tree of clusters “to 

describe the groupings, the k-means creates only a 

single level of clusters. The algorithm sends back a 

partition of the data, in which similar objects are 

placed as close as possible to each other in the same 

cluster, and the different ones are placed as far as 

possible in another cluster. The k-means is an 

iterative algorithm which minimizes the sum of the 

distances between every object and the centroid of its 

(c) (d) 

(a) (b) 
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cluster. The final result depends on the centroids’ 

initial position. Therefore, the centroids must be 

placed as far as possible from each other so as to 

optimize the algorithm. K-means changes the objects 

of cluster until the sum cannot decrease anymore. 

The result is a set of clusters that are compact and 

clearly separated provided that the best K value of 

the number of clusters is chosen. The main stages of 

the algorithm k-means are (see figure 4) : 

1. Random choice of the initial position of K clusters. 

2.  Allocate objects to a cluster following a criterion 

of minimization of the distances (generally according 

to a measure of Euclidian distance).  

3. Once all the objects are placed, recalculate K - 

centroids. 

4. Repeat stages 2 and 3 until no more reallocations 

are made. 

We are going to look at each of the color spaces 

according to their influence on the algorithm of k- 

average and then we will present a method for 

choosing a color space. 

Since the color information exists in the different 

color space our objects are pixels with channels 

values. Use k-means to place the objects into three 

clusters using the Euclidean distance metric. For 

every object in the input, k-means returns an index 

corresponding to a cluster.  Label every pixel in the 

image with its cluster index figure 5. 

 

 

 

 
 

 
 

 

 

 

Figure 4 Steps of the k-means algorithm 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4 Example of Kmeans segmentation with 

different color space YCbCr,L*a*b, HSV and 

RGB. 

3. Results and discussion  
The automatic K-means technique was 

experimentally tested using a dataset of 9 different 

images. It was applied with different color space 

models, including 𝑅𝐺𝐵, HSV, L*a*b and YCbCr. The 

features that identify each image pixel are only the 

values of its three components in the selected color 

space. We took the k values (number of clusters) as 3 

for the K-means algorithm and the distance metric 

chosen is cosine. For every object in input, k means 

returns an index corresponding to a cluster. Label 

every pixel in the image with its cluster index. We 

can separate objects in an image by color, which will 

result in three images (color background, color 

cytoplasm and color nuclei) see figure 6. 

For evaluation, a mathematic expression -described 

in (4) and (5) is proposed  to obtain the percentage of 

amount of cells that are in the input image. The 

percentage nuclei and cytoplasm segmentation are 

calculated as the fraction of pixels with 

segmentations of K-means technique divided by the 

total number of pixels in ground truth. The results 

obtained are shown in tables 1 and 2. The color space 

The initial position of K 
clusters. 

Generate initial centroid  

Calculate distance between 
object and centroid 

Clustring of object 

(a) 

No object 

To move 

yes 

Start 

End  

no 

  

Image RGB Kmeans RGB 

Image HSV Kmeans HSV 

Image L*a*b 

Image YCbCr KmeansYCbCr 

Kmeans L*a*b 
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RGB arises as giving the highest one (see Table 1). 

This color space is therefore more suitable for the 

segmentation of the nuclei. The color space RGB is 

done on representative images of the nuclei of the 

cells. The nuclei of the cells have an extremely 

variable color. We can see also that the RGB space is 

the one that obtains better results for the 

segmentation of the cytoplasm table 2 

 

         
                 

                        
     (4) 

 

            
                      

                            
      (5) 

Table 1: Experimental nuclei segmentation results 

on different color spaces using K-means. 

 

Table 2 Experimental cytoplasm segmentation 

results on different color spaces using K-means 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Image cell percentage % 

 RGB HSV L*a*b YCbCr 

1 98.43 34.43 99.06 53.94 

2 40.63 36.27 36.21 53.79 

3 79.70 68.31 65.25 97.20 

4 14.72 14.50 14.38 12.17 

5 78.92 61.10 79.80 26.63 

6 52.59 45.39 56.38 98.93 

7 93.39 47.51 52.56 70,59 

8 43.67 99.40 40.04 43.51 

9 80.16 37.40 53.64 85.93 

Avg 64.69 49.36 55.25 60.29 

Image cell percentage % 

 RGB HSV L*a*b YCbCr 

1 99.06 40.74 94.83 96.64 

2 61.71 65.21 64.62 99.79 

3 99.02 98.30 99.23 86.32 

4 21.52 25.57 20.65 12.82 

5 99.04 98.2 97.60 98.20 

6 68.17 93.91 62.79 45.34 

7 98.01 92.72 99.04 61.27 

8 97.14 50.00 82.77 77.65 

9 92.45 87.40 97.03 89.51 

Avg 81.79 72.45 79.84 74.17 

Figure 5 Image Obtained After K -Means 

Clustering 

Image L*a*b 

ImageYCbCr 

Image HSV  

Image RGB 

Color nuclei 

Color cytoplasm 

Color background 

Color nuclei 

Color cytoplasm 

Color background 

Color nuclei 

Color cytoplasm 

Color background 

Color nuclei 

Color cytoplasm 

Color background 
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4. Conclusion and Future work 
the performance of the K-means clustering  is 

evaluated using four different color spaces, RGB, 

HSV, L*a*b and YCbCr. The experimental results 

showed that the segmentation results depending on 

the RGB color space provided the best nucleus 

segmentation. The average rate of correct 

segmentation was 64.69% for nucleus segmentation 

in the RGB color space. This was the best result 

compared to other color spaces. The average rate of 

correct cytoplasm segmentation was 81.79%.  The 

present study can be improved by enlarging the 

dataset and including different kinds of images. 

As future work, we will incorporate other heuristics 

such as size to improve the first phase. We will also 

experiment with nucleus and cytoplasm 

classifications using different classifiers. 
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ABSTRACT
This paper studies the problem of the 3D surfaces representation. Our starting point is the extraction of the three-
polar representation from the 3D shapes. It consists on a level curves set of the superposition of the three geodesic
potentials generated from three reference points of the surface. These curves are characterized by their invariance
under the M(3) group of R3 displacements. We intend to make the arc-length reparametrization of each level curve
to ensure its independence to the initial parametrization. The novel representation is materialized by the points of
the arc-length reparametrization of all the level curves. Therefore, we obtain an invariant representation under the
M(3) transformations group and independent to the initial parametrization. In this work, we implement it on 3D
faces since this type of surfaces knows actually a growing interest for the identities determination especially after
the many terrorist acts occurred around the world. We experiment, in this context, the identification scenario on a
part of the BU-3DFE database. The obtained results show the accuracy of the novel representation.

Keywords
Three-polar, geodesic potential, level set, curve, arc-length, shape representation, invariant, approximation, 3D
face, identification.

1 INTRODUCTION
3D shape recognition has become an important issue in
the pattern recognition field. This is due especially to
the growing development of the 3D scanning tools and
the good quality of the obtained 3D data. The pattern
recognition with three dimensional data was proposed
as an alternative to the one with 2D images. In fact, 3D
surfaces permit to overcome the problems of pose and
illumination often encountered in 2D data.
However, 3D surfaces lack of a canonical parametriza-
tion. Indeed, for the same surface, many parameteriza-
tions could exist. They depend on the point of view and
the orientation of the surface. This fact makes hard the
recognition procedure with 3D data. In order to cross
as much as possible these difficulties, the extraction of

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

invariant description from 3D surfaces under some ge-
ometrical transformations is proposed as an efficient al-
ternative.
We intend in this work to construct a novel repre-
sentation of 3D surfaces which is invariant under the
M(3) group of transformations (R3 rotations and trans-
lations). This novel representation could be applied to
all types of 3D objects. We give, here, a special atten-
tion to 3D faces. In fact, this type of surfaces is actually
of a paramount importance. It is a powerful tool for the
persons identities recognition.

1.1 Related works
We present in this part, an overview of some 3D sur-
faces description methods including several ones that
were implemented on 3D faces. In the literature, the 3D
shape description methods can be classified into four
main families: the view based methods, the graph based
approaches, the global ones and those considered as lo-
cal.
In the view based approach, a 3D object is character-
ized by its 2D projections on canonical directions. In
fact two objects are assumed to be similar if they are
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similar from the same point of view. 2D invariant de-
scriptors could be, then, applied on this set of 2D im-
ages in order to extract an accurate representation of the
3D object. The 2D Zernike moments [Che03] and the
Fourier descriptors [Vra04] are among of the most used
descriptors in this context.
For the graph based methods, we try to represent a 3D
object as a graph showing how shape components are
linked together. These methods can be classified into
two major categories: the Reeb graph one [Tun05] and
the Skeleton method [Sun03]. The Reeb graph is a
topological structure. It is obtained according to the
Morse theory [Shi91] that characterizes a closed 3D
surface. In the case of the Skeleton graph, a 3D ob-
ject is represented by its Skeleton often obtained by the
median axis of the used 3D surface.
In the construction of a 3D global shape description
method, the representation of a 3D surface is obtained
by the geometrical characteristics of the whole object.
Several 3D global surfaces description methods were
performed in the literature. Osada et al. [Osa02] pro-
posed the 3D distribution forms method. It consists on a
novel signature of a 3D object obtained by a probability
distribution of a shape function. Paquet et al. [Paq99]
were among the first who proposed the famous cords
histogram method. It is based on the extraction of the
statistical characteristics from the cords of the 3D ob-
ject. Here, we denote by cords, all segments connecting
the gravity center of a 3D object and its triangles cen-
ters. The famous 3D Hough Descriptor (3DHD) pro-
posed by Zaharia et al. [Zah01a] is a global descriptor
that accumulates the parameters of the representative
planes defined by the triangles in a given 3D mesh.
In the fourth approaches category, a local 3D represen-
tation is extracted from a 3D surface. Several past 3D
local shape description methods were proposed. We
mention the pioneer work of Faugeras et al. [Fau86]
that characterizes a 3D surface by its high curvature val-
ues zones. Zaharia et al. [Zah01b] used the high curva-
ture values surface points or the inflexion ones to extract
a statistical description from histograms. Their descrip-
tor is called the shape index histogram. Bannour et al.
[Ban00] generalized the idea of the 3D surface descrip-
tion by only the high curvature zones to a method that
describes a 3D surface by a set of invariant points cor-
responding to the levels of the curvature values areas.
In the context of 3D faces description with curvatures,
Shu-wei et al. [Shu12] used the gaussian curvature to
characterize the 3D faces. Here, a 3D face is described
by a feature vector of gaussian curvature. The distance
between pair of 3D faces is obtained via the distance
between their feature vectors. Ganguly et al. [Gan14]
proposed to describe a 3D face by a two pairwise curva-
tures analysis. The first one is the mean, and the maxi-
mum curvatures and the second pair corresponds to the
gaussian and the minimum curvatures. 3D faces are,

then, compared and matched using this description. In
order to compare between 3D faces, several methods
based on a curvature computation were used to to ex-
tract interest points from this type of 3D surfaces. De
Giorgis et al. [Deg15] identified fiducial points from
3D faces using a multi-scale curvature analysis. Berreti
et al. [Ber13] proposed to use the meshDOG algo-
rithm (Difference Of Gaussian) based on a mean curva-
ture computation to determinate accurate interest points
from 3D faces. Another kind of local 3D surface de-
scription is based on the geodesic computing around
feature points. Many authors [Sam06, Sri08, Gad12]
proposed to compute the unipolar representation that
consists on the geodesic level curves around a refer-
ence point of the 3D shape. They impose, therefore,
a coordinates system to the 3D surface. They apply
these representations in the context of 3D faces descrip-
tion. Other works, used many unipolar representations
around many reference points to locally describe a 3D
surface [Maa11]. In order to ensure a more stability of
the unipolar representation in the case of error on ref-
erence point, Ghorbel et al. [Gho13] proposed a novel
representation called the bipolar one. It consists on the
invariant set of points corresponding to the levels of the
sum of the two geodesic potentials generated from two
reference points of the surface. Here, the geodesic in-
formation coming from each reference point are com-
bined and not used each one lonely like the representa-
tion with many unipolar representations [Maa11]. Jribi
et al. [Jri13, Jri14] proposed a novel representation
qualified by the three-polar one. It is defined by the
invariant points of the surface corresponding to the lev-
els of the sum of the three geodesic potentials gener-
ated from three reference points. The same authors pro-
posed an ordered version of the three-polar representa-
tion obtained by the intersection between the last one
and the radial lines levels representation obtained with
the same angular separation [Jri15]. The last represen-
tations (bipolar and three-polar) were implemented and
tested on some 3D faces.

1.2 Our approach
We propose here a novel 3D surfaces representation.
The base of this work is the three-polar one. This
last one corresponds to a set of invariant curves under
the group of R3 rotations and translations(M(3) group).
Once a 3D surface is described by these curves, it be-
comes more easy to extract an accurate representation
from a 3D surface. In fact, the problem of 3D sur-
faces description is transformed to a problem of 3D
curves description. In this context, we try to describe
these curves independently to their first parametriza-
tions. We, therefore, characterize them by their arc-
length reparametrization. The obtained points from all
the curves consist the proposed novel representation.
We apply the proposed approach for the description of
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3D faces. We use the Hausdorff shape distance as a
similarity metric to compare between different shapes.
The reminder of this paper is organized as follows: We
detail in the second section all the steps of the novel rep-
resentation construction. In the third section, we expose
the used similarity metric that corresponds to the Haus-
dorff Shape distance. We apply, finally, in the fourth
section the novel representation for the description of
3D faces. The obtained results for the identification sce-
nario on a part of the BU-3DFE database [Lij06] of 3D
faces are exposed.

2 CONSTRUCTION OF THE NOVEL
3D SURFACES REPRESENTATION

We intend in this work to describe a 3D surface by an
accurate, finite and invariant set of points under the ge-
ometrical transformations of the M(3) group. We sup-
pose here that a 3D object is a continuous surface. It
is considered as a 2D-differential manifold that we de-
note by S. The three-polar representation, known by its
stability under the errors on the reference points extrac-
tion [Jri14] is used as a starting representation. This
last one corresponds to a set of invariant curves under
the same group of transformations. Finite and accu-
rate points are obtained by the discretization of each
curve. The discretization procedure has a major impor-
tance for the construction of the novel representation.
In fact, an accurate discrete representation of the level
curves leads to an efficient novel representation. There-
fore, the steps of the novel 3D representation can be
summarized as follows: (i) The first step consists on
the three-polar representation construction. (ii) In the
second step, an accurate description of each three-polar
level curve should be performed.
We use the following mathematical considerations for
the construction of the novel representation. Let P1 and
P2 be two points of S. We denote by:

• γ(P1,P2): the geodesic curve joining P1 and P2. It is
the curve having the minimum of distance between
P1 and P2 and belonging to the surface S.

• γ̃(P1,P2): the length of the geodesic curve computed
between P1 and P2

• Ur(P): the geodesic potential generated from a point
r of S. It is the function that computes for each point
P of S the length of the geodesic curve joining it to
the point r.
We describe in the rest of the section the two steps
cited above.

2.1 Brief recall of the three-polar repre-
sentation

The three-polar representation is constructed from three
reference points of a 3D surface S. It is built in order to

ensure a more stability in the case of extraction errors
on the reference points [Jri14]. This 3D representation
consists on a set of curves extracted from the 3D object
assumed to be, here, a 2D-differential manifold. These
curves correspond to the levels of the sum of the three
geodesic potentials generated from the used three ref-
erence points of the surface. It is easy to see that these
level curves are invariant under the geometrical trans-
formations of the M(3) group since the geodesic com-
putation is invariant under the same transformations.
Therefore, let denote by P1, P2 and P3 three refer-
ence points of S, UP1, UP2 and UP3 their corresponding
geodesic potential functions and U3 the sum of these
three geodesic potentials.
The three-polar representation composed by a set of K
level curves can be formulated as follows:

Mk(S) = {Cλi}i=1..k (1)

where Cλi is the level curve with the value λi of the sum
U3 of the three geodesic potentials generated from the
used three reference points. Therefore:

Cλi = {p ∈ S,U3(p) = λi} (2)

We note here that the curves{Cλi}i=1..k are extracted
from the 3D surface with the same step of the sum of
the three geodesic potentials.

2.2 Accurate description of the level
curves

A 3D object is assumed to be a 2D-differential man-
ifold. It is represented by a collection of indexed 3D
curves {Cλi}i=1..k of the three-polar representation. A
level curve Cλi parametrization denoted by Cλi(t) is a
1-periodic function of a continuous parameter t defined
by:

Cλi(t) : [0,1]→ R3 (3)

t 7→ [x(t),y(t),z(t)]t

It is important to note that for the same curve we can
find many parametrizations. They depend on the posi-
tion and the orientation of the used curve and the speed
we go over it. This fact makes hard the comparison be-
tween curves. In order to overcome this problem, we
propose to use a G-invariant reparametrization of each
curve. G is group of the geometrical transformations
applied to a curve. A reparametrization of Cλi(t), noted
Cλi (̂t), is defined as follows :

Cλi (̂t)=Cλi(τ(t))= [x(τ(t)),y(τ(t)),z(τ(t))]t , t ∈ [0,1]
(4)

where τ is an increasing function defined on [0,1].
Let consider Cλi

1 (t1) and Cλi
2 (t2) two parameterizations

of a curve Cλi and its image by the geometrical transfor-
mation g ∈G. After the G-invariant reparametrization,
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we obtain:

Cλi
2 (̂t) = g(Cλi

1 (̂t + t0)) (5)

where t0 ∈ Z, g ∈ G and t0 is the starting points differ-
ence between the curves.
In our context, G corresponds to the M(3) group formed
by the R3 rotations and translations. This transforma-
tions group preserves the length of curves. The speed
we go over a curve will affect the parametrization. We
perform, therefore, the arc-length reparametrization of
this curve. This implies that it is covered with a con-
stant speed. The arc-length reparametrization of a 3D
curve Cλi is defined as follows:

S(t) = 1/L
∫ t

0

√
x(t)′2 + y(t)′2 + z(t)′2dt, t ∈ [0,T ]

(6)
Here, L denotes the length of the level curve Cλi .

3 SIMILARITY METRIC
In order to compare between 3D shapes, we use the
novel 3D representation as a signature. The well known
Hausdorff shape distance introduced by Ghorbel et al.
[Gho98, Gho12] is used as a similarity metric. Let G be
the group of all possible parameterizations of surfaces.
It can be the R2 plane for the open surface or the S2 for
the closed ones. In the context of 3D surfaces pieces
diffeomorphic to G, on which act the M(3) group, the
Hausdorff shape distance can be defined for two sur-
faces pieces S1 and S2 and two displacements g1 and g2
as follows:

4(S1,S2) = max(ρ(S1,S2),ρ(S2,S1)) (7)

where:

ρ(S1,S2) = sup
g1∈M(3)

inf
g2∈M(3)

‖g1S1−g2S2‖2
L2 (8)

Since the M(3) displacement group preserves this
norm, the Hausdorff shape distance can be reduced to
the following quantity:

4(S1,S2) = inf
h∈M(3)

‖S1−hS2‖2
L2 (9)

In order to compute the Hausdorff shape distance value
between two surfaces, the optimal transformation be-
tween these two objects should be determined. We use
in this context, The Iterative Closest Point (ICP) algo-
rithm [Bes92] to estimate this transformation and thus
to reach the real value of this distance.

4 DESCRIPTION OF 3D FACES WITH
THE NOVEL REPRESENTATION

Actually, human recognition via biometric traits is of a
paramount importance especially with the many terror-
ist acts occurred around the world. The face is one of

the most used biometric traits since it does not require
the cooperation of the subjects. The 3D faces descrip-
tion is becoming actually an area of growing interest
especially with the rapid development of 3D scanning
tools. We try, in this context, to apply the novel repre-
sentation for the description of 3D faces. We present
in the rest of this section the used database and we de-
tail the construction steps of the novel representation on
this special type of 3D surface.

4.1 The used database
In order to study the performance of the novel 3D rep-
resentation for the description of 3D faces, we use the
BU-3DFE database [Lij06] which contains 100 subjects
(56 females and 44 males) from different ethnicities.
Seven facial expressions (neutral, disgust, happiness,
angry, surprise, sadness and fear) are available for each
subject. Each facial expression is presented by four lev-
els of magnitude.

4.2 The used three reference points
The selection of the reference points is the first step of
the three-polar representation construction. The nose
tip which is used in the unipolar representation based
on only one reference point [Sam06, Sri08, Gad12] will
be also used as a reference point for the three-polar rep-
resentation. The two outer corners of eyes will be se-
lected as candidate reference points. For the automatic
extraction of the reference points, we use the approach
proposed by Szeptycki et al. [Sze09a] which is based
on a curvature analysis of a 3D face.

4.3 Geodesic computation
We have assumed in the construction of the three-polar
representation that a 3D surface is a 2D-differential
manifold. In practice, this surface is represented by a
3D mesh composed by a set of vertices and edges.
In order to compute the geodesic potentials from the
reference points, we should be able to compute the
geodesic curves between pairs of points of the 3D dis-
crete mesh. We use in our work the fast marching algo-
rithm [Set96] to compute geodesic paths between pairs
of points and subsequently the geodesic potentials.

4.4 Extraction of the level curves of the
three-polar representation

Since the 3D face corresponds to a discrete object, its
level curves of the three geodesic potentials sum are
also discrete. Each level curve will be composed by
a set of points from the 3D face. In practice a level
curve of value λ can be seen as a trip. It is formulated
as follows:

Cλ = {P ∈ S,λ − ε ≤U3(P)≤ λ + ε} (10)

where ε is a real positive value chosen according to
the resolution of the mesh to avoid the intersections be-
tween successive level curves.
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Figure 1: Different kinds of level curves from the three-polar representation. (a): A closed level curve. (b): An
open level curve with two separated parts. (c): An open level curve composed by one part.

4.5 Arc-length reparametrization of the
discrete level curves

After the extraction of the discrete level curves from a
3D face, we proceed to their arc-length reparametriza-
tion. In the context of 3D faces study, the 3D surfaces
are open. Therefore, it is naturally to obtain some open
level curves since we reach the surface border. Fig. 1
illustrates many kinds of obtained level curves from the
three-polar representation. Fig. 1(a) shows an example
of a closed level curves. Fig. 1(b) illustrates an open
level curves composed by two separated parts. The
curve of the Fig. 1(c) corresponds to an open curve with
only one part.
In order to make all curves closed for the computa-
tion of the arc-length reparametrization, we propose
in this work to complete the empty parts of the open
level curves by some border points. Fig. 2 illustrates
some open curves that were completed by the used
border points of the 3D surface. Once all the level
curves are closed, before we perform their arc-length
reparametrization, we approximate each one of them by
the B-spline function. Let {pi,λ}i=0..Nλ

be the set of the
Nλ discrete points of a curve Cλ of level value equal
to λ . The approximated curve by the B-spline function
denoted by Cλ (t) can be formulated as follows:

Cλ (t)=
Nλ

∑
i=1

Bi,k−1(t)×((1−
t− ti

ti+k− ti
)Pi−1,λ +

t− ti
ti+k− ti

Pi,λ )

(11)
where Bi,k(t) is the B-spline basic functions.
We apply, then, the arc-length reparametrization of each

Figure 2: Illustration of two open level curves com-
pleted by the border points.(a): A curve with two sepa-
rated parts. (b): A curve with one part.

approximated level curve. We obtain equidistant points
on each curve since we go over it with the same speed.

Fig. 3(a) represents a level curve of the three-polar
representation extracted from a 3D face. Fig. 3(b)
shows the approximation of the same curve by the B-
spline function and Fig. 3 (c) illustrates the arc-length
reparametrization of this curve.
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Figure 3: The steps of the description of a level curve from the extraction to the arc-length reparametrization. (a):
A discrete level curve of the three-polar representation. (b): Approximation with the B-spline function. (c): The
obtained points after the arc-length reparametrization.

4.6 Accuracy of the novel representation
for the description of 3D faces

We test, here, the performance of the novel represen-
tation for the description of the 3D faces. We use for
the experimentation a part of the database BU-3DFE
[Lij06]. This portion is composed by the first magni-
tude level of each facial expression and the neutral face
of all the database subjects (100 persons). A total of
700 faces are, then, used for the experimentation.
Fig. 4 presents all the steps of the novel representation
construction for two faces with different facial expres-
sions going from the three-polar representation extrac-
tion (Fig. 4(a)) to the construction of the novel repre-
sentation (Fig. 4(d)).
We focus our study on the identification scenario. In
this case, a person is compared to all the individuals
of the used database and matched to the most similar
ones. We run the experiments with the protocol All vs
All which consists on the comparison of each face of
the database to all the others. Here, the gallery subset
and the probes set corresponds to the all 700 faces.

Fig. 5 shows the Cumulative Matching Curve of the
proposed 3D representation under the protocol All vs.
All. The obtained results are about 92.68% for the rank
one recognition rate. This significant recognition rate
proves the accuracy of the novel 3D surfaces represen-
tation for the description of 3D faces.

5 CONCLUSION

We introduced in this work a novel 3D surfaces descrip-
tion, which is based on the three-polar representation.
This last one consists on a set of invariant curves under
the M(3) group of R3 rotations and translations. These
curves correspond to the levels of the superposition
of the three geodesic potentials generated from three
reference points of the surface. The novelty of this
work lies on the arc-length reparametrization of each
curve of the three-polar representation. This fact
makes them independent to the initial parametrization.
We apply the novel representation for the description
of 3D faces knowing actually a growing interest for
the determination of persons identities. To illustrate
the performance of the proposed representation for
3D faces description, we implement, in this context,
the identification scenario on a part of the BU-3DFE
database. We obtain a rank one recognition rate of
about 92.68% .
We propose in future work to experiment the novel
representation on the standard database of 3D faces
FRGC V2. An important perspective is to make a study
for the best choice of the three reference points for the
three-polar representation. We intend also to compare
the proposed representation with some works of the
state of the arts using the standard protocols.
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Figure 4: (a): The level curves of the three-polar representation. (b): Approximation of the level curves with the
B-spline function. (c): The arc-length reparametrization of the level curves. (d) The obtained points of the novel
3D representation.

Figure 5: The CMC curve of the proposed approach for the scenario: All vs. All.
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ABSTRACT 
This paper describes a new method based on Active Shape Model (ASM) and statistical spatial relations. It 

combines three types of a priori knowledge: the structures shapes, the distance and the angle variability between 

them. This knowledge is estimated during a training step. Then, the obtained models are used to guide the 

evolution of initial shapes during the segmentation step. The proposed method is applied to extract the striatum 

(Caudate nucleus and Putamen) on MR images of the brain. The obtained results are promising and show the 

performance of the proposed method. 

Keywords 
Statistical a prior knowledge, spatial relations, active shape model, MRI. 

1. INTRODUCTION 
Segmentation of medical images is a major issue and 

one of the most challenging topics. However, it is a 

hard task because of many factors. Indeed, medical 

images (scintigraphy, MRI, scanner...) are often 

characterized by low contrast, low resolution and the 

presence of noise. Moreover, the anatomical 

structures to be extracted are always complex and 

variable.  

The conventional methods based only on the low-

level characteristics of the image are not reliable, 

because the intensity of a pixel cannot guarantee an 

effective segmentation. To overcome these limits, 

many recent methods are proposed. They are taking 

into account high-level a priori knowledge, related to 

the anatomical structures during segmentation such 

as shape, texture, position, etc. These methods 

provide a powerful solution for a robust 

segmentation.  

Among a priori knowledge, we can cite the spatial 

relations between structures which are often more 

stable than the appearance characteristics of the 

structures themselves. In this context, we proposed to 

integrate spatial relations into active shape model-

ASM [Coo95]. The main idea is to exploit a priori 

knowledge of shape that exists in ASM and introduce 

new a priori knowledge about distance and angle 

variation between structures to be segment.  

The aim is to define a new robust method well 

adapted for the segmentation of two structures, using 

three types of statistical a priori knowledge: the 

shape of each structure, the distance and the 

orientation variability between them. This knowledge 

is modeled during a training step, then, the obtained 

models are used to guide the segmentation process 

and guarantee the preservation of the distance and 

angle between shapes in the authorized intervals.  

The proposed method is validated on a clinical 

application, where the problem consists in 

segmenting two structures of interest: caudate 

nucleus and putamen on MRI slices of the brain.  

This paper is organized as follows: Section 2 reviews 

briefly related work. Section 3 is devoted to the 

integration of statistical spatial relations to guide the 

segmentation process. Finally, in Section 4, the 

proposed model is applied to localize two internal 

brain structures on MRI slices (caudate nucleus and 

putamen). The work is concluded in Section 5. 

2. RELATED WORK  
Many approaches for medical images segmentation 

have been developed over the years based on several 

techniques. First, conventional methods do not use 

any a priori knowledge and are fully based on low-

level features mainly pixels intensities. The main 

drawback of these methods is being not robust 

enough because sometimes intensities in the same 

tissue are heterogeneous.  
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Such methods are highly sensitive to noise and 

produce satisfactory results unless if the contrast 

between structures is sufficiently marked.  

To overcome these limits, new approaches based on a 

priori knowledge have been proposed. Among these 

methods, deformable models are widespread. They 

based on a priori knowledge of shape. They consist 

to put a curve close to the structure to be extracted 

that will be moved progressively to coincide to the 

edges of the region of interest while minimizing an 

energy term.  

In this work, we are interested to these approaches 

because their principle is general and flexible making 

possible the integration a priori knowledge such as 

the spatial relations. Indeed, in literature, three basic 

types of spatial relations can exist between objects in 

an image: topological relations and metric relations 

who are in turn are partitioned to distance relations 

and direction relations [Hud08]. The topological 

relations represent the adjacency between structures. 

They show how an object partially or completely 

covers another object ("is adjacent to", "crosses ", "is 

included"). The distance relations describe the 

distance between structures ("close", "far", "to a 

distance of ") and the direction relations based on the 

six usual directions. 

In the medical context, among the first remarkable 

work using spatial relations, we find that of Perchant 

[Per02]. He proposes a brain structures recognition 

procedure based on the matching of graphs: a graph 

derived from a reference image manually segmented 

by an expert and a graph of the image to be 

recognized. In [Gér00] Géraud et al. have proposed a 

sequential method of recognition of brain structures, 

where each structure is recognized through the 

structural information resulted from previously 

recognized structures. This information is generated 

from relations of distance and direction defined with 

respect to the already segmented structures. 

However, in these works, spatial relations are always 

used in the recognition step, whereas the 

segmentation was achieved with conventional 

methods. To relieve these drawbacks, Colliot [Col04] 

invented a new methodology, which consists to 

directly introduce spatial relations in segmentation 

step. The segmentation is realized from the beginning 

in a region of interest defined by spatial relations. 

The spatial relations (direction, distance and 

adjacency) are represented by fuzzy sets and 

incorporated into the evolution equation of the active 

contour [Kas87a] as an external force. For the 

segmentation of a given structure, this force attracts 

the curve to the image areas where the spatial 

relationships are considered verified. The 

segmentation process is sequential. It is based on a 

graph that describes, in a hierarchical manner, the 

spatial relationships of brain anatomy. 

Other recent works are published [Nem09, Fou10] 

where spatial relations are used either in the 

recognition step or in the segmentation step.  

However, few works have opted for the integration of 

spatial knowledge into active shape models. One 

example is the work of Barhoumi et al. [Bar15] who 

proposed to incorporate a spatial relation of direction 

into an active shape model for the detection of 

Region of Interest in medical images. This spatial 

relation is modeled using fuzzy membership 

functions in order to model the uncertainty and the 

ambiguity of the spatial representation. In the same 

context, in [Jaa11], the authors have introduced a 

method that consists to add a spatial relation of 

distance to the active shape model. The a priori 

knowledge of spatial relation stems from a fuzzy 

logic modeling phase. In [Ett14], Ettaïeb et al. 

introduced a new statistical model of shape and 

spatial relation based on a priori knowledge of shape 

and a priori knowledge about the variation of a 

spatial distance relation. 

The above methods have remarkably performed the 

medical images segmentation. Nevertheless, they 

have some known limitations. Indeed, the majority of 

them have combined a priori knowledge of shape 

which exists in the active shape model with one extra 

constraint either of distance or direction. In the 

present work, we propose to integrate two types of 

spatial relations into active shape model: spatial 

distance relation "A is at a distance of B" and spatial 

orientation relation based on the angle variation 

between two structures. These relations will be 

modeled statistically in a training step and used 

directly in the segmentation procedure.  

3. ACTIVE SHAPE MODEL 

INTEGRATING STATISTICAL 

DISTANCE AND ORIENTATION 

MODELS 
The basic idea of our contribution is to exploit a 

priori knowledge of shape that exists in ASM and 

introduce new a priori knowledge about distance and 

angle variation between the structures to be segment. 

This new knowledge will be estimated during a 

training step by two models: a distance model and an 

orientation model. These models will be then used to 

constrain the evolution of the shapes to the target 

structures and ensure maintenance of the distance and 

the angle between structures in the allowed intervals.  

Thus, the proposed method requires two main steps: 

• A training step, which aims to deduce, from a set of 

sample images, four basic models: a statistical shape 

model for each structure, a statistical distance model 

and a statistical orientation model. 

• A segmentation step, based on the obtained models 

to guide the evolution of two initial shapes to the 

target structures. 
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Training Step  
This step consists in collecting at first a set of 

samples of images reflecting the possible variations 

of two structures to be segmented. Then, we extract, 

from each image, the shape of each structure by 

placing a sufficient number of landmarks on the 

target contours. Considering that n and m are 

respectively the number of landmarks required to 

represent the details of the first and the second 

structure and N is the number of images in the 

training set, each structure can be represented by a 

matrix of points defined as follows: 

 

  

 

 

 

 

 

 

 

  

 

 

 

 

 

 

   

 

 

 

 

 

With vij is the vector of points which models the 

structure j on the image i. (𝑥𝑖𝑗𝑘 , 𝑦𝑖𝑗𝑘) are the 

coordinates of the point k placed in the image i on the 

contour of the structure j. From these two matrices, 

the shape model of each structure and the 

corresponding distance and orientation models can be 

constructed. Indeed, from two matrices of points 

obtained, we can calculate the mean shape relative to 

each structure [Ham98]: 

 

                     �̅�1 =
1

𝑁
∑ 𝑣𝑖1

𝑁
𝑖=1                                (1)                                                                                                                                                                                                  

                       �̅�2 =
1

𝑁
∑ 𝑣𝑖2

𝑁
𝑖=1                                 (2) 

 

Then, we can determine the modes and the 

amplitudes of deformation of every shape by 

applying the PCA on aligned shapes. Each structure 

can be represented by a shape model that describes 

its geometry and deformation modes. These models 

can be respectively defined by Equations (3) and (4). 

They represent a priori knowledge of shape of each 

structure.      

                                 𝑉1 = �̅�1 + 𝑃1𝑏1,                    (3) 

                                 𝑉2 = �̅�2 + 𝑃2𝑏2,                    (4) 

With: 𝑃1 and 𝑃2 are respectively the matrices of the 

main deformation modes of the first and the second 

structure. 𝑏1 and 𝑏2 are two weight matrices which 

represent respectively the projection of the shape 𝑉1 

in the base 𝑃1 and the shape 𝑉2 in the base 𝑃2 

3.1.1 Construction of the Statistical Distance 

Model 
The statistical distance model is made at the same 

time as that of the shape’s models. It first consists in 

computing the distances between both structures of 

interest from the training images and then trying to 

deduce a compact and precise formulation, which 

describes the authorized distances.  Given an image i 

of the training set where both structures of interest 

are modeled respectively by the two following 

vectors: 

𝑣𝑖1 = (𝑥𝑖11, 𝑦𝑖11, … , 𝑥𝑖1𝑗 , 𝑦𝑖1𝑗 , … , 𝑥𝑖1𝑛, 𝑦𝑖1𝑛)  (5)                

𝑣𝑖2 = (𝑥𝑖21, 𝑦𝑖21 … , 𝑥𝑖2𝑘 , 𝑦𝑖2𝑘 , … , 𝑥𝑖2𝑚, 𝑦𝑖2𝑚)         (6)                                    

First, we proceed to calculate the centers of gravity 

of two structures:  𝐵 𝑖1(𝐺𝑥𝑖1, 𝐺𝑦𝑖1) and  𝐵 𝑖2 (𝐺𝑥𝑖2, 𝐺𝑦𝑖2).  

For example, the calculation of center of gravity of a 

structure modeled by a vector 𝑣𝑖1 is as follows 

[Bou88]: 

• Surface of the structure:  

               𝐴 =
1

2
∑ (𝑥𝑖𝑦𝑖+1 − 𝑥𝑖+1𝑦𝑖

𝑛−1
𝑖=0 )                  (7) 

• Coordinates of center of gravity: 

   𝐺𝑥 =
1

6𝐴
∑ (𝑥𝑖 + 𝑥𝑖+1)(𝑥𝑖𝑦𝑖+1 − 𝑥𝑖+1𝑦𝑖)𝑛−1

𝑖=0          (8) 

  𝐺𝑦 =
1

6𝐴
∑ (𝑦𝑖 + 𝑦𝑖+1)(𝑥𝑖𝑦𝑖+1 − 𝑥𝑖+1𝑦𝑖)𝑛−1

𝑖=0           (9) 

Then, the Euclidean distance between  𝐵𝑖1  and 𝐵 𝑖2 is 

defined by: 

𝑑(𝐵 𝑖1,  𝐵 𝑖2 ) = √(𝐺𝑥𝑖1 − 𝐺𝑥𝑖2)2 + (𝐺𝑦𝑖1 − 𝐺𝑦𝑖2)2    (10) 

Therefore, the elementary distance 𝑑𝑖 between the 

two structures of interest in an image i can be defined 

by: 

   𝑑𝑖(𝑣𝑖1, 𝑣𝑖2 ) = 𝑑𝑖(𝑣𝑖2, 𝑣𝑖1 ) = 𝑑(𝐵𝑖1,  𝐵𝑖2)        (11)       

With the same principle, we can calculate the 

distances between the two structures of interest 

through all the images of the training set. Thereby 

obtaining a vector of distances of dimension N: 

                  𝑣𝑑 = (𝑑1, 𝑑2, … , 𝑑𝑖 , … , 𝑑𝑁)              (12) 

The objective now is to deduce a compact 

formulation that describes authorized distances. 

Indeed, from the vector  𝑣𝑑, we can calculate the 

following basic statistical parameters: 

- The mean distance between two structures of 

interest: 

                         𝑑𝑚 =
1

𝑁
  ∑ 𝑑𝑖

𝑁
𝑖=1                        (13) 

𝒗𝟏𝟏 𝒗𝟐𝟏 …𝒗𝒊𝟏… 𝒗𝑵𝟏 

𝑥111 𝑥211 …. 𝑥𝑁11 

𝑦111 𝑦211 …. 𝑦𝑁11 

…
. 

…
. …. 

…
. 

𝑥11𝑛 𝑥21𝑛 …. 𝑥𝑁1𝑛 

𝑦11𝑛 𝑦21𝑛 …. 𝑦𝑁1𝑛 

𝒗𝟏𝟐 𝒗𝟐𝟐 …𝒗𝒊𝟐... 𝒗𝑵𝟐 

𝑥121 𝑥221 …. 𝑥𝑁21 

𝑦121 𝑦221 …. 𝑦𝑁21 

…
. 

…
. …. 

…
. 

𝑥12𝑚 𝑥22𝑚 …. 𝑥𝑁2𝑚 

𝑦12𝑚 𝑦22𝑚 …. 𝑦𝑁2𝑚  

𝑀𝑠𝑡1
(𝟐𝒏, 𝑁) = 

𝑀𝑠𝑡𝑟2
(𝟐𝒎, 𝑁) = 
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- The variance which measures the dispersion of 

elementary distances  𝑑𝑖 around the mean distance: 

                𝑉(𝑣𝑑) =
1

𝑁
  ∑ (𝑑𝑖 − 𝑑𝑚)2𝑁

𝑖=1                (14) 

- The standard deviation, which represents the mean 

of all the elementary distances around the mean 

distance: 

                             𝜎 = √𝑉(𝑣𝑑)                          (15)                            

- The confidence interval around the mean distance 

can be defined using these parameters. This interval 

includes a large percentage of the initial elementary 

distances. Usually, the most adopted degree of 

confidence is equal to 95.4%. This degree leads to a 

confidence interval, limited as follows: 

                     [𝑑𝑚 − 2𝜎,   𝑑𝑚 + 2𝜎]                       (16)       

This means that if we consider a new image to be 

segmented, the distance between both structures of 

interest belongs to the interval at 95.4%.  A compact 

formulation of the distance between structures can be 

defined by: 

                             𝑑 = 𝑑𝑚 + 2𝜑𝜎,                       (17) 

With φ is a real parameter in the interval[−1, 1]. The 

Equation 17 defines then the statistical distance 

model. This model represents thus a priori 

knowledge based on the variation of the distance 

between structures. It can be effectively used in the 

localization phase, to constrain the evolution of the 

initial shapes. For that purpose, we should calculate 

at each iteration, the parameter φ as a function of the 

current distance 𝑑𝑐 (distance between the two shapes 

in the current iteration). Defined as follows: 

                            𝜑 =
𝑑𝑐−𝑑𝑚

2𝜎
                                (18) 

There are then three possible cases: 

                               

{

 If 𝜑 ∈ [−1,1]   then valid distance 
𝐼𝑓  φ > 1  then   𝜑 ← 1  

𝐼𝑓  φ < −1  then  φ ← −1
                 (19)  

In this way, we can require that the distance between 

shapes will always be in the authorized interval.  

3.1.2 Construction of the Statistical Orientation 

Model 
Likewise, the statistical orientation model is 

calculated at the same time as the shapes and distance 

models. This model is based on the angle variation 

between both structures to be segment. It consists to 

calculate the angles between both structures from the 

training images and try to deduce a compact 

formulation, which describes the allowed angles.              

First, we will calculate the centers of gravity of the 

studied structures 𝐵 𝑖1  (𝐺𝑥𝑖1 , 𝐺𝑦𝑖1)  and  𝐵 𝑖2  

(𝐺𝑥𝑖2, 𝐺𝑦𝑖2), as described in the previous section.  

Then, to calculate the angle 𝜃 between both 

structures (that is the angle formed by the 

intersection of the line passing through the two 

centers of gravity 𝐵 𝑖1  and  𝐵 𝑖2   and the horizontal 

axis ox, Figure 1) we proceed as follows: 

𝑎 =
𝐺𝑦𝑖2−𝐺𝑦𝑖1

𝐺𝑥𝑖2−𝐺𝑥𝑖1
= tan(𝑜𝑥, 𝐵1𝑖 𝐵2𝑖) = tan ,         (20) 

with 𝑎 is the slope of the line (𝐵𝑖1 𝐵𝑖2)  

                           = tan−1(𝑎)                             (21) 

 

 
Figure 1: Representation of the angle  between 

the reference object (right) and the target object 

(left) 

Similarly, we can calculate the angles between both 

structures of interest through all the images of the 

training set. Thereby obtaining an N-dimensional 

vector angles: 

                     𝑣𝜃 = (𝜃1, 𝜃2, … , 𝜃𝑖 , … , 𝜃𝑁)            (22) 

The aim now is to deduce a compact formulation that 

describes authorized angles. Indeed, from the vector  

𝑣𝜃  , we can calculate the following basic statistical 

parameters: 

- The mean angle between two structures of interest: 

                        m =
1

𝑁
  ∑ 𝑖

𝑁
𝑖=1  ,                         (23) 

The variance which measures the dispersion of 

elementary angles i around the mean angle: 

                𝑉(𝑣) =
1

𝑁
  ∑ (𝑖 − m)2𝑁

𝑖=1               (24)                              

- The standard deviation, which represents the mean 

of all the elementary angles around the mean angle: 

                          𝜎1 = √𝑉(𝑣)                              (25)                    

The confidence interval around the mean angle can 

be defined using these parameters. This interval 

includes a large percentage of the initial elementary 

angles. Usually, the most adopted degree of 

confidence is equal to 95.4%. This degree leads to a 

confidence interval, limited as follows: 

                       [m − 2𝜎1, m + 2𝜎1]                 (26)                        

This means that if we consider a new image to be 

segmented, the angle between both structures of 

interest belongs to the interval at 95.4%.   
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Finally, a compact formulation of the angle between 

structures can be defined by: 

                           = m + 2𝜑1𝜎1,                       (27)                       

With 𝜑1 is a real parameter in the interval [−1, 1]. 
The Equation 27 defines then the statistical 

orientation model. This model represents thus a priori 

knowledge based on the variation of the angle 

between structures. It can be effectively used in the 

localization phase, to constrain the evolution of the 

initial shapes. For that purpose, we should calculate 

at each iteration, the parameter 𝜑1 as a function of 

the current angle c (angle between both shapes in 

the current iteration), defined as follows: 

                                𝜑1 =
𝑐−𝑚

2𝜎1
                         (28) 

There are then three possible cases:  

                                  

{

 If 𝜑1  ∈ [−1,1]   then valid angle 
𝐼𝑓  𝜑1  > 1  then   𝜑1  ← 1  

𝐼𝑓  𝜑1  < −1  then 𝜑1  ← −1
                  (29)     

In this way, we can require that the angle between 

shapes will always be in the authorized interval. This 

allows avoiding the divergence and the collision of 

shapes during the evolution and increasing the 

accuracy of results. 

Segmentation Guided by Shape, Distance 

and Orientation Models 

The segmentation procedure is sequential. Indeed, 

the easiest structure to be obtained is segmented first 

using the standard ASM. The result will then be used 

as a reference for the segmentation of other 

structures, based on a priori knowledge of shape, 

distance and orientation. Thus, the segmentation 

process can be simulated by the algorithm 1. 

 

Algorithm 1 Segmentation guided by shape, distance 

and orientation models 

 
�̅�𝑟: mean_shape_reference_structure 

𝐹𝑟 : Result_localisation_reference _structure 

�̅�𝑐𝑖𝑏𝑙  : mean_shape_target_structure 

𝐹𝑐𝑖𝑏𝑙_𝑖 : Result_localisation _target_iteration_i 

𝐹𝑐𝑖𝑏𝑙_𝑖 ′ : Result_ intermediate _iteration_i 

𝑑𝑐  : current Distance  

𝜃𝑐 : current Angle  

%%%%Segmentation to the reference structure  

  𝐹𝑟=procedure_segmentation_ASM (�̅�𝑟, 𝑉𝑟 = �̅�𝑟 + 𝑃𝑟𝑏𝑟)  

%%%% Segmentation target structure 

 𝑖=0 

While (convergence==no and  𝑖 < nbr_max_iterations) 

           1. 𝐹𝑐𝑖𝑏𝑙_𝑖 ′ =procedure_segmentation_ASM 

                              (𝐹𝑐𝑖𝑏𝑙_𝑖 ,  𝑉𝑐𝑖𝑏𝑙 = �̅�𝑐𝑖𝑏𝑙 + 𝑃𝑐𝑖𝑏𝑙𝑏𝑐𝑖𝑏𝑙)  

         2.  𝑑𝑐 = distance (𝐹𝑟  , 𝐹𝑐𝑖𝑏𝑙_𝑖′) 

         3.  𝜃𝑐 = angle (𝐹𝑟  , 𝐹𝑐𝑖𝑏𝑙_𝑖 ′) 

        4.(  𝐹𝑐𝑖𝑏𝑙_(𝑖+1))=limitation_distance_angle(𝑑𝑐 ,

𝜃𝑐 , 𝐹𝑟 , 𝐹𝑐𝑖𝑏𝑙_𝑖
′ , 𝑑 = 𝑑𝑚 + 2𝜑𝜎,  =  m + 2𝜑1𝜎1) 

       5. Convergence=compare (𝐹𝑐𝑖𝑏𝑙_𝑖 ,  𝐹𝑐𝑖𝑏𝑙_(𝑖+1))  

       6.  i=i+1      

End  

 

The limitation by distance and orientation constraint 

can be simulated by algorithm 2. 

 

Algorithm 2 limitation by distance and orientation 

constraint 

 
𝑣, 𝑤 ∶ real variables 

 𝐹𝑥 : coordinate of the target shape,  𝐹𝑦 : ordinate of the 

target shape,  𝐹′𝑥: new coordinate of the target shape,  𝐹′𝑦: 

n ordinate of the target shape 

 𝑑𝑚 : mean distance, 𝜎 : standard deviation_distance, 𝑑𝑐  : 

current distance,  𝜑 : real parameter_distance,  𝑑𝑚𝑖𝑛 : 

minimum distance,  𝑑𝑚𝑎𝑥 : maximum distance 

𝑚 : mean angle, 𝜎1 ∶ standard deviation_angle, 

𝑐: current angle, 𝜑1 :real parameter_angle, 𝑚𝑖𝑛 : 

minimum angle, 𝑚𝑎𝑥 : maximum angle 

If   𝜑 < −1   then  # ( 𝑑𝑐 < 𝑑𝑚𝑖𝑛)      

                      𝑣 = 𝑑𝑚𝑖𝑛 − 𝑑𝑐  

                If  𝜑1 < −1  then  # (𝑐  < 𝑚𝑖𝑛)                          

                          w = 𝑚𝑖𝑛 − 𝑐  
                          𝐹′𝑥 =  𝐹𝑥 𝑐𝑜𝑠(𝑤) −  𝐹𝑦 𝑠𝑖𝑛(𝑤) − 𝑣 

                          𝐹′𝑦 =  𝐹𝑥  𝑠𝑖𝑛(𝑤) +  𝐹𝑦 𝑐𝑜𝑠(𝑤) − 𝑣 

                       If    𝜑1 > 1  then  # (𝑐  > 𝑚𝑎𝑥) 

                         w = 𝑐 − 𝑚𝑎𝑥  
                          𝐹′𝑥 =  𝐹𝑥 𝑐𝑜𝑠(𝑤) +  𝐹𝑦 𝑠𝑖𝑛(𝑤) − 𝑣 

                          𝐹′𝑦 = −𝐹𝑥   𝑠𝑖𝑛(𝑤) +  𝐹𝑦 𝑐𝑜𝑠(𝑤) − 𝑣 

                     Else 

                         𝐹′𝑥 =  𝐹𝑥 − 𝑣 

                         𝐹′𝑦 =  𝐹𝑦 −  𝑣 

If  𝜑 > 1   then  # (𝑑𝑐 > 𝑑𝑚𝑎𝑥) 

                        𝑣 = 𝑑𝑐 − 𝑑𝑚𝑎𝑥 

                         If    𝜑1 < −1  then  # (𝑐  < 𝑚𝑖𝑛) 

                        w = 𝑚𝑖𝑛 − 𝑐   
                        𝐹′𝑥 =  𝐹𝑥 𝑐𝑜𝑠(𝑤) −  𝐹𝑦 𝑠𝑖𝑛(𝑤) + 𝑣 

                        𝐹′𝑦 =  𝐹𝑥  𝑠𝑖𝑛(𝑤) +  𝐹𝑦 𝑐𝑜𝑠(𝑤) + 𝑣 

                     If  𝜑1 > 1  then  # (𝑐  > 𝑚𝑎𝑥) 

                       w = 𝑐 − 𝑚𝑎𝑥 

                        𝐹′𝑥 =  𝐹𝑥 𝑐𝑜𝑠(𝑤) +  𝐹𝑦 𝑠𝑖𝑛(𝑤) + 𝑣 

                        𝐹′𝑦 = −𝐹𝑥   𝑠𝑖𝑛(𝑤) +  𝐹𝑦 𝑐𝑜𝑠(𝑤) + 𝑣 

                  Else 

                        𝐹′𝑥 =  𝐹𝑥 + 𝑣 

                        𝐹′𝑦 =  𝐹𝑦 + 𝑣 

Else 

                    If    𝜑1 < −1  then  # (𝑐  < 𝑚𝑖𝑛) 

                       w = 𝑚𝑖𝑛 − 𝑐  
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                       𝐹′𝑥 =  𝐹𝑥 𝑐𝑜𝑠(𝑤) −  𝐹𝑦 𝑠𝑖𝑛(𝑤) 

                       𝐹′𝑦 =  𝐹𝑥  𝑠𝑖𝑛(𝑤) +  𝐹𝑦 𝑐𝑜𝑠(𝑤) 

                    If  𝜑1 > 1  then  # (𝑐  > 𝑚𝑎𝑥)        

                     w = 𝑐 − 𝑚𝑎𝑥 

                     𝐹′𝑥 =  𝐹𝑥 𝑐𝑜𝑠(𝑤) +  𝐹𝑦 𝑠𝑖𝑛(𝑤) 

                     𝐹′𝑦 = −𝐹𝑥   𝑠𝑖𝑛(𝑤) +  𝐹𝑦 𝑐𝑜𝑠(𝑤) 

                   Else 

                       𝐹′𝑥 =  𝐹𝑥 

                       𝐹′𝑦 =  𝐹𝑦  

  End 

 End 

End 

4. APPLICATION TO STRIATUM 

SEGMENTATION IN MRI 
The striatum is a nervous subcortical structure which 

consists of the caudate nucleus and putamen. It is a 

pair structure. This structure is responsible for many 

functions such as the execution of our movements 

(voluntary or automatic) and pain management. It is 

involved in several neurological diseases including 

Huntington’s disease which causes the degeneration 

of neurons in the striatum in the first place, causing a 

strongly disturbed motility. In clinical practice, an 

early diagnosis of Huntington’s disease is based, 

necessarily, on the detection of atrophy of striatum 

structures. Many segmentation methods have been 

proposed to contribute to the quantification of 

striatum atrophy. These models are derived from a 

statistical learning database [Yan04]. Other works are 

based on deformable models [Col04]. In [Bab08], the 

authors present an interesting qualitative and 

quantitative comparison of the four methods [Alj07, 

Bab07, Mur07, Pat07] applied for segmentation of 

internal brain structures on the MRI images, 

including the caudate nucleus and putamen. The 

difficulties faced in these applications come mainly 

from poor definition of these anatomical structures 

and boundaries. The extraction of these structures is 

thus often a laborious task. 

In this context, we propose a contribution to segment 

internal brain structures, particularly the caudate 

nucleus and putamen based on three types of 

statistical a priori knowledge: the shape of each 

structure, the distance and the orientation variability 

between them. 

Training step 
To model the shapes of the studied structures, we 

used a training set of 40 brain MRI images (size 256 

* 256) from ten different volumes. From each 

volume, we selected four T1-weighted axial images 

with the target structures. Then, a labeling step is 

applied to extract the shapes of both structures: 14 

points are used to extract the caudate nucleus and 16 

points to extract the putamen.  

In the training step, the variability percentage of the 

original data is fixed at 95% and the length of the 

grey levels profile is 7 pixels.  

As a result, we ended up building a shape model for 

each structure (the reference structure is presented by 

the caudate nucleus and the target structure is 

presented by the putamen), a distance model and an 

orientation model, which describes the variation of 

the distance and the angle between them. The 

parameters of the obtained models are shown in 

Table 1. 

 
 Caudate nucleus Putamen 

Shapes 

models 

5  principal 

variation modes 

3 principal 

variation modes 

 Distance 

model 

Mean distance 𝑑𝑚 = 19.57   standard 

deviation_distance 𝜎 = 1.66 

Orientation 

model 

Mean angle  m = 50.64    

 standard deviation_angle  𝜎1 = 3.34 

Table 1: Parameters of shapes models, distance 

model and orientation model 

Segmentation Step  
The segmentation procedure is sequential. First, we 

start with the segmentation of the reference structure 

based only on the original model (ASM). In this 

application, after series of tests, we chose the caudate 

nucleus as a reference structure (the simplest 

structure to segment). The initialization is the mean 

shape of the caudate nucleus obtained during training 

step (figure2.intialization). The segmentation result is 

illustrated by following figure:   

 

     

 

 

 

 

 

      

 

 

 

         

          Initialization             Segmentation result       

Figure 2: Segmentation of the reference structure 

(caudate nucleus) with ASM  

Then, we proceed to the putamen segmentation, 

based on the ASM and spatial relations “ASM+SR”. 

In the various tests, the used initializations are 

calculated, each time, according to the mean shapes 

of the putamen obtained during the training step. The 

maximum number of iterations is set to 60 iterations 

and the length of the search profile is equal to 21 

pixels. In the following, figure 3 shows an example 

of the segmentation result of the putamen based on 

ASM+SR, with a good initialization.  
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Figure 3. Example of segmentation of the target 

structure (putamen) based on ASM with spatial 

relations ASM+SR  

 

It is observed that the evolution is performed at a 

very close neighbor of the target structure. This can  

I 

           (a)                       (b)                        (c) 

Figure 3: segmentation of the putamen based on 

ASM+SR. (a) initialization of the mean shape. (b) 

deformation of the contour. (c) final segmentation 

result 

It is observed that the evolution is performed at a 

very close neighbor of the target structure. This can 

provide information on the positive impact of a priori 

knowledge (shape, distance and orientation) used in 

the segmentation process. 

Qualitative evolution  
In order to study the behavior of the curve in the 

evolution process, with and without the constraint of 

spatial relations, we made a comparison between the 

proposed method ASM+SR and the original model 

ASM. The comparison is performed, in each case, on 

the same image with the same propagation conditions 

and by adopting different initializations: 

- Case 1: close initializations 

 

 

 

 

 

 

 

                                      (a) 

           

 

 

 

 

 

 

 

 

                                      (b) 

Figure 4: Examples of obtained results with close 

initializations. The first column shows the 

initializations, the second column shows the 

deformation of the contour and the third column 

shows corresponding results. (a) Obtained result 

with ASM. (b) Obtained result with ASM+SR 

 

- Case 2: far initializations 

 

 

 

 

 

 

 

                                       (a) 

 

 

 

 

 

 

 

 

                                         (b) 

Figure 5: Examples of obtained results with far 

initializations. The first column shows the 

initializations, the second column shows the 

deformation of the contour and the third column 

shows corresponding results. (a) Obtained result 

with ASM. (b) Obtained result with ASM+SR 

Looking at figure 4.a, we can see that if the 

initialization of the putamen is close to the reference 

structure, and using original model ASM, the final 

shape cannot properly define the target structure. 

There is also a collision between the results. 

However, in figure 4.b, using the ASM+RS 

(assuming of course the same initialization), we find 

that the final shape correctly converged towards the 

target structure. We can also observe that during 

evolution, the application of spatial relations make 

shape gradually pushed towards the target structure. 

What explains the significant difference between the 

accuracy of the final result by the ASM+RS and that 

obtained by ignoring the spatial constraints.  

Similarly, by examining figure 5.a and figure 5.b, we 

see that when ignoring spatial constraints, the final 

shape diverges to an area where the image intensity is 

similar to that of Putamen. But the use of spatial 

constraints helped to push the shape to the target 

structure and thus obtain a satisfactory result. 

    In conclusion, these results can provide 

information on the positive contribution of integrated 

spatial relationships. Indeed, the application of 

spatial constraints (distance and orientation) during 

the evolution has limited the distortion of the initial 

shape in an authorized zone and thus prevents the 

divergence to neighboring areas of similar intensity. 
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However, it must be said that these results can be 

enhanced to include more examples in the validation 

process. We must also think about a quantitative 

evolution in these results 

5. CONCLUSION 
We have attempted to validate the proposed model 

"ASM+RS" on a clinical application: segmentation 

of the caudate nucleus and putamen in MRI cuts of 

the brain. The obtained results are promising and 

show good performance of the proposed model. 

Indeed, the use of an additional constraint of spatial 

relations (distance and orientation) in the localization 

step can constrain the development in the regions of 

interest and achieve satisfactory results. In most of 

the tests, the proposed model showed its robustness 

and stability. However, there are limits and a number 

of perspectives. Indeed, we have not managed to test 

our model on pathological subjects, thus the precise 

quantification of the studied pathologies remains 

incomplete. This is due to the lack of sufficient data 

in the problem studied. In addition, we treated the 

case of segmentation of two objects and the proposed 

method can be easily extended to locate n structures, 

which will be addressed in future work. Moreover, 

this method can be improved by adding other spatial 

constraints to the active shape model e.g., symmetry, 

which is an important feature of the medical images. 
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ABSTRACT
Handwritten digit recognition is an important but very hard practical problem. This is a classification problem
for which support vector machines are very successfully used. Determining optimal support vector machine is
another hard optimization problem that involves tuning of the soft margin and kernel function parameters. For this
optimization we adjusted recent swarm intelligence bat algorithm. We intentionally used weak set of features, four
histogram projections, to prove that even under unfavorable conditions our algorithm would achieve acceptable
results. We tested our approach on standard MNIST benchmark datasets and compared the results with other recent
approaches from literature where our proposed algorithm achieved better results i.e. higher correct classification
percentage.

Keywords
Handwritten digit recognition, swarm intelligence, bat algorithm, support vector machine, parameter tuning.

1 INTRODUCTION
Nowadays many different applications need some
object recognition and because of that it represents
an active research field. Object recognition is a part
of computer vision, which refers to the problem of
recognition of specific object in digital image or digital
video. Optical character recognition (OCR) is one
subfield of object recognition while digit recognition
is the widely studied part of OCR. Digit recognition
is used in post offices for sorting the mail [NS12],
in banks for reading checks [MAK10], for license
plate recognition [CGA08], street number recognition
[SCL12], etc.

Task of digit recognition can be divided into two
groups, printed digit recognition and handwritten digit
recognition. Recognition of printed digits is easier
compared to the handwritten digit recognition because
printed digits have regular shape and difference
between images of the same number are just in the
angle of view, size, color, etc. On the other hand,
there are numerous handwriting styles which mean that

Permission to make digital or hard copies of all or part of this
work for personal or classroom use is granted without fee
provided that copies are not made or distributed for profit or
commercial advantage and that copies bear this notice and the
full citation on the first page. To copy otherwise, or republish,
to post on servers or to redistribute to lists, requires prior
specific permission and/or a fee.

the same digit can be written in many different ways,
hence more effort is required to find similarity between
instances of the same digit.
One of the oldest techniques for object recognition
is template matching. This technique is not suitable
for handwritten digit recognition due to numerous
variants in writing style, angle of writing, etc.
In general, nowadays digit recognition contains
three parts, preprocessing, feature extraction and
classification. Preprocessing prepares image for feature
extraction. Some of the common preprocessing steps
are binarization, centering, morphological operations
and more. Feature extraction is very important step
and success of the classification strongly depends
on it. Many different features were proposed in
literature. In [JSDK13] horizontal and vertical
projection with dynamic thresholding was proposed.
Projection histograms are usually used for printed
digit recognition and combined with other feature
sets. Invariant moments such as geometric moments,
affine invariant moments, Legendre moments, Zernike
moments, Hu moments, etc. are the common choices
for features [SSN16].
One of the most important parts of object recognition
algorithms and handwritten digit recognition
algorithms is classification. Classification in computer
science represents prediction of class or label for an
object based on its similarity with previous objects. In
machine learning, each object or instance is represented
with same set of features. Based on the learning
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algorithm, classifiers can be divided to unsupervised
and supervised classifiers. Supervised learning uses
knowledge of labels for instances used for building
the model while instances for unsupervised learning
are unlabeled. Today, many techniques for building
a classification model are used. One of the simplest
machine learning algorithms is k-nearest neighbors
(KNN). KNN is nonparametric technique that classifies
instances by a majority vote of its neighbors. Instances
will be assigned to the class most common amongst
its K nearest neighbors measured by a distance
function such as Euclidean distance, Manhattan
distance, Hamming distance, etc. Decision tree
represents rule based classifier widely used in different
applications [ZWPJ14]. Some of the classifiers work
with probability model and use statistical learning
algorithms. These classifiers calculate probability that
an instance belongs to each class. Linear combination
of features that best describes difference between
classes was found with these classifiers [CLY+11].
One of the recent proposed and widely used perception
based classifier is artificial neural network (ANN).
ANN is also used for prediction and pattern recognition
[MLW+13b], [KPB08]. In the past few years one of
the most used and most successful classifiers is support
vector machine (SVM) [CV95]. Many applications use
SVM for solving the classification problem, especially
these for handwritten digit recognition. In [MUS08],
SVM was used to improve classification accuracy for
the OCR of mathematical documents. In [LMPS+15]
it was used for classification of brain metastasis and
radiation necrosis. In [GC04] support vector machines
and neural network were combined for classification of
handwritten digit recognition.

In this paper we propose using SVM for handwritten
digits recognition. Support vector machine has a few
parameters that should be adjusted. First parameter is
parameter of soft margin C that allows outliers to be
misclassified. In real life data, outliers are common
and also data usually are not linearly separable. In
that case some kernel functions need to be used and
parameter of this functions also need to be tuned. One
of the common kernel functions is Gaussian radial basis
function with parameter γ . Tuning parameters of SVM
is a hard optimization problem.

Bio-inspired algorithms such as swarm intelligence
algorithms are widely researched and used for
hard optimization problems. In swarm intelligence
algorithms behavior of collectives of simple agents
were simulated. Particle swarm optimization (PSO) is
one of the oldest algorithm in this class of algorithms
[KE95]. Today many different algorithms were
proposed and used such as ant colony algorithm,
artificial bee colony, cuckoo search, firefly algorithm
and others.

Swarm intelligence algorithms have been used for
SVM parameters tuning. In [BHX13] memetic
algorithm based on PSO and pattern search was
used for SVM parameters tuning. Modified PSO
that uses chaotic mapping was introduced in [Wu11]
for parameter optimization of SVM variant called
wavelet v-support vector machine and in [LZ15] for
improving classification accuracy of linear square
SVM. In [MYK14] artificial bee colony was used
for parameter tuning for linear square SVM. In
[XBH14] firefly algorithm was used for optimization
of multi-output support vector machine. A parallel
time variant particle swarm optimization algorithm to
simultaneously perform the parameter optimization and
feature selection for SVM was proposed in [CYW+14].

In this paper we propose using SVM optimized
by bat algorithm for handwritten digit recognition
using intentionally weak features with which other
approaches would not give good results. We propose
usage of recent swarm intelligence algorithm,
bat algorithm, for SVM parameter tuning. Our
proposed algorithm was tested on standard MNIST
[LBBH98] dataset for handwritten digit recognition
and performance was better than other approaches
from literature [MLW+13b], [KDB+13].

The rest of the paper is organized as follows. In Section
2 mathematical model for SVM is described. Section
3 then describes the bat algorithm. Explanation of our
proposed algorithm for SVM parameter tuning is given
in Section 4. Experimental results and comparison with
other approaches from literature are given in Section 5.
At the end conclusion along with proposed future work
are presented in Section 6.

2 SUPPORT VECTOR MACHINE
Support vector machine was proposed by Vapnik
as binary classifier [CV95]. It represents one of
the latest supervised learning classifiers and it was
used in numerous applications. SVM discovers a
hyperplane that separates data from different classes.
Each instance is labeled with one of existing classes
and they are represented as points in space. SVM
builds a model based on instances from training set and
further classification of unknown instances is done by
that model.

Hyperplane that separates labeled instances from the
training set is defined by the next equation:

yi(w · xi +b)≥ 1 for 1≤ i≤ n. (1)

where xi ∈ Rd are instances represented as vectors in
d-dimensional space, n is the number of instances,
yi ∈ {−1,1} are classes of corresponding instances
and w and b are parameters of the hyperplane. This
hyperplane is determined by the nearest instances that
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are called support vectors. Hyperplane should be as
far as possible from instances of both classes. The
distance that should be maximized is 2

||w|| .

The described model has a problem to classify real
life data, because all instances must be on the correct
side of the hyperplane. Real world data contains
some noise and usually a few outliers. The previous
model is not able to separate such data. As a solution
for this problem, using of soft margin was proposed.
Soft margin is used instead of Eq. (1). The idea
is to introduce a slack variable ε that allows some
instances to be misclassified i.e. to be on the wrong
side of the hyperplane. This is defined by the following
expression:

yi(w · xi +b)≥ 1− εi, εi ≥ 0, 1≤ i≤ n (2)

Finding this hyperplane is done by solving the
following quadric programming problem:

min
1
2
||w||2 +C

n

∑
i=1

εi, (3)

where C is the soft margin parameter. Increasing the
value of parameter C asymptotically leads to the model
with hard margin. Selecting appropriate value for
this parameter has major influence on classification
accuracy [Wan05].

Another problem with this model, when it comes to real
world data, is the assumption that instances are linearly
separable. In order to make SVM suitable for non-
linearly separable data kernel function is used instead
of dot product. Theoretically, any function that satisfies
Mercer’s condition can be used as kernel function. In
practice, usually Gaussian radial basis function (RBF),
polynomial function and sigmoid function are used.
Kernel function projects data into higher dimensional
space in order to make it linearly separable. In this
paper we used RBF as kernel function. RBF is defined
by the next equation:

K(xi,x j) = exp(−γ||xi− x j||2). (4)

where γ is the parameter of kernel function. This
parameter has influence on the quality of classifier, so
tuning the value of it is an important task. Too large
value of γ will reduce benefits gained by introducing the
kernel function and too small value will make decision
boundary sensitive to the noise in training data.

Selecting optimal values for SVM’s parameters is very
important task. In [HCL10] most common technique
for parameters tuning, grid search with cross validation,
was described. Grid search builds models for different
values of parameters and checks the accuracy of these
models. Cross validation is used for determination of

the model’s accuracy. Training set is divided into v
distinct subsets. For training v− 1 subsets were used
and the accuracy was checked on the remaining subset.
All subsets are used as test set once and the accuracy is
the average value of v obtained accuracies. This method
requires huge computational time and the search for
optimal pair of values for (C,γ) is limited to predefined
set of values.

Instead of the grid search, different stochastic
optimization algorithms were successfully used
[BHX13], [Wu11], [CYW+14], [MYK14].

3 BAT ALGORITHM
Bat algorithm is one of the recent swarm intelligence
algorithm introduced by Yang [Yan10]. The algorithm
was inspired with echolocation of bats which they use
to detect pray and avoid obstacles. Bats emit sound
pulses and navigate by using the time delay from
emission to reflection.

Bat algorithm was widely used and studied in the
past few years. In [YG12] it is used for multi-
objective optimization and in [GYAT12] constrained
optimization. In [HZL13] global engineering
optimization and large-scale optimization problems
were solved by bat algorithm. As a result of wide
research of algorithm many improvements and
hybridizations were developed [AT14], [FJFY13].
Numerous applications use bat algorithm for some
real world hard optimization problems such as image
processing [ZW12], RFID network planing [TB15],
training neural networks [TAB15], etc.

Bat algorithm starts with initialization of the population
that is performed randomly. Each bat from the
population is represented by its location xt

i , velocity vt
i ,

frequency f t
i , loudness At

i and the emission pulse rate rt
i

in a D-dimensional search space. Location and velocity
are updated at each iteration based on the previous
solution. The new solution is calculated according to
the following equations [Yan10]:

fi = fmin +( fmax− fmin)β (5)
vt

i = vt−1
i +(x∗− xt−1

i ) fi (6)

xt
i = xt−1

i + vt
i (7)

where β is a random vector generated from uniform
distribution from the closed range [0, 1] and x∗
represents the current global best location which is
found after comparing all the solutions among all the
bats. At the beginning each bat is randomly assigned a
frequency which is drawn uniformly from the interval
[ fmin, fmax].

Every swarm intelligence algorithm has two important
operations, exploration and exploitation. In the bat
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algorithm for local search (exploitation) random walk
with direct exploitation is used. It is defined by the
following equation:

xnew = x∗+ ε ∗At (8)

where At =< At
i > represents the average loudness of

all bats at the time step t and ε is random number from
the range [−1,1]. Parameter ε defines intensity and
direction of random walk. The local search depends on
the rate ri of pulse emission for the i-th bat. When bat
approaches to its pray, bat becomes more silent, so the
loudness decreases, but the pulse rate increases. For the
purpose of the algorithm, the pulse rate can be defined
in the range from 0 to 1, where 0 means that there is no
emission at all and 1 means that the bat is emitting at
their maximum [Yan10]. It can be formally represented
by the next equations:

At
i = αAt−1

i (9)

rt
i = r0

i (1− e−γt) (10)

where α and γ represent constants defined according to
the problem that is solved by the bat algorithm.

Bat algorithm is summarized in Algorithm 1.

Algorithm 1 Pseudo-code for the original bat algorithm
[Yan10]

Define the objective function f (x), x = (x1,x2, ...,xd)
T

Initialize the population of bats xi, (i = 1,2, ...n) i vi
Define pulse frequency fi at the position xi
Initialize pulse rates emission ri and sound loudness Ai
while t < IN do

Generate new solutions by adjusting frequency and updating
velocities and locations
solutions
by using equations (5) - (7)
if rand > ri then

Select the best solution from the population
Generate new solution in the neighborhood of chosen
solution

end if
Generate new solution by flying randomly (random walk)
if rand < Ai and f (xi)< f (x∗) then

Accept new solutions
Increase ri and decrease Ai

end if
Rank all the bats in the population and find the current best
solution x∗

end while
Post-process results and visualization

4 OUR PROPOSED ALGORITHM
In this paper we proposed using projection histograms
as the feature set for handwritten digits. Projection
histograms were usually used for typed digit
recognition (e.g. license plate recognition). For

handwritten digits recognition projection histograms
were not much used, especially without another set
of features. We intentionally used this weak set of
features to test our SVM classifier under unfavorable
conditions. Fig. 1 shows example of projection
histograms on x-axis for all 10 digits.

Figure 1: Projection histogram on x-axis (y = 0)

Because of various writing styles, thickness of pen,
angle, etc., projection histograms can be very different
for the same digit and on the other hand they can be
very similar for different digits so projection on one
axis cannot be sufficient. Fig. 2 shows example of
histograms for digits 0, 3 and 8.

(a) (b)

Figure 2: Example of histograms for numbers 0, 8 and
3 on (a) x and (b) y axis

It can be noticed that projection histograms on x axis
for digits 8 and 3 are very similar, they have peak in the
middle, but projections on y axis are different. Number
3 has three peaks, while number 8 has little dent in the
middle. On the other hand projection histograms for
digits 8 and 0 on y axis are similar, but difference is
clear at projection histograms on x axis.

Besides these two projection histograms, in our
algorithm we used two more projections, on lines y = x
and y = −x, thus each digit was represented with four
different projection histograms. Fig. 3 and Fig. 4 show
examples of all four histograms for different samples
of digit 3. It can be seen that projection histograms
on one axis can be very different, but with the same
characteristics, and combination of four histograms
helps to differentiate between different digits.

Described feature set was used as input for support
vector machine. For handwritten digit recognition,
ten different classes are needed, one class for each
digit. SVM is binary classifier while for this task
multi-classification is needed. Two main techniques
are used in cases like this. First, known as one-against-
all, makes one model for each class. Each model
separates one class from all others. This method is
more suitable for classifiers that produce real valued
probabilities that instance belongs to class. Second
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(a)

(b)

Figure 3: Number 3 histograms on (a) x and (b) y axis

(a)

(b)

Figure 4: Number 3 histograms on (a) y = x and (b)
y =−x

method that is used for multi-classification with binary
classifiers is one-against-one. If there are n classes
then n(n−1)

2 models need to be made, one model for
each pair of classes. Class of an unknown instance
can be determined by counting the votes. Each model
produces result and class that was determined most
times represents the class of unknown instance. In the
case when two or more classes have the same number
of votes, different methods can be used for making the
final decision.

In this paper we proposed combination of the two
mentioned techniques for multi-classification. Initially,
classes were predicted by 10 different models (one-
against-all). If the class was not determined uniquely
or was not determined at all, we used one-against-one
technique.

Important part of classification procedure is scaling.
Feature values of training and test data should be scaled
to range [0,1] or [−1,1]. Scaling values have significant
influence on classification accuracy. Without scaling
data in greater numerical range would dominate over
data in smaller range. Also training and test data should
be scaled with same factor.

Parameters of the SVM were tuned by bat algorithm.
Dimension of search space was 2, search for optimal
pair of values for C and γ . Objective function was
to maximize accuracy of the SVM models. Accuracy
was calculated with 10-fold cross validation as it was
described in Section 2.

For different problems, parameters of the bat algorithm
should be adjusted. Besides parameter adjustment,
some other modifications may be needed. Pulse rate
r and loudness A can be static for each bat or they
can be changed according to Eq. 9 and Eq. 10.
Speed of convergence of these two parameters is
determined by the values of α and γ . If pulse rate
increases too fast, probability of random walk will
be low. In order to ensure random walk, initial pulse
rate should be closer to 1, so random walk would be
performed in at least 1− r0 fraction of cases. Random
walk will be performed even in the later cycles
of the algorithm. Low values of loudness provide
exploration. If loudness increases too fast it is possible
to be trapped in local optima. Based on loudness,
solution can be accepted even if it is not better than
the current solution. This provides exploration and
decreases the possibility of being trapped in local
optimum. Loudness will increase with number of
iteration, thus in later iterations in less cases generated
solution would be accepted if it is not better. Another
important parameter is frequency. Based on the range
for frequency, new solution will be generated in some
space around the global best position. For frequency
value 1, new solution will be generated at the same
point as the best solution. Large range for frequency
allows wider space around the best solution for new
solution. Depending on problem different frequency
ranges should be used.

5 EXPERIMENTAL RESULTS
Quality of our proposed algorithm for handwritten digit
recognition was tested on standard MNIST database
[LBBH98]. In this database images were preprocessed
so in this paper preprocessing was not included. All
images were centered in a 28×28 image. This database
contains 60,000 images for training and 10,000 images
for testing. We tested our algorithm on limited set of
digits. Fig. 5 shows example of images from MNIST
database.

Figure 5: Example of digits from MNIST dataset

Proposed algorithm was implemented in Matlab
R2015a and for classification LIBSVM (Version
3.21) [CL11] was used. Experiments were performed
on the platform with the following features: Intel
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0 1 2 3 4 5 6 7 8 9
0 99 0 0 0 0 0 0 0 1 0
1 0 99 0 0 0 0 0 0 1 0
2 0 0 97 1 1 0 0 0 1 0
3 0 0 3 89 0 1 0 1 6 0
4 0 0 0 0 98 1 0 0 0 1
5 0 0 1 7 0 91 0 0 1 0
6 0 0 0 0 0 0 100 0 0 0
7 0 0 0 0 0 1 0 93 0 6
8 0 0 1 0 0 1 2 1 95 0
9 1 0 0 0 2 0 0 1 1 95

Table 1: Accuracy of classification for our proposed method (%)

R© CoreTMi7-3770K CPU at 4GHz, 8GB RAM,
Windows 10 Professional OS.

Parameters for bat algorithm were determined
empirically, using theoretical insight from Section
4. Initial value of pulse rate was set to γ=0.92 and
loudness was α=0.993. Frequency range was [−8,10].

Dimension of images are 28 by 28, so projection
histograms on x and y axis contain 28 elements.
Projection histograms on y = x and y = x have 55
elements. Using combination of all four histograms as
input vectors means that each instance contains 166
elements.

Search space for exponents of parameters of SVM
were [0,20] for C and for γ was [−15,5] so the search
space for parameters were [20,220] and [2−15,25] since
log scaling was used. Computational times were few
minutes for each model but they are not very important
since the model is constructed only once and offline.

Table 1 shows the results of classification. The best
accuracy was achieved for digit 6 where all samples
were recognized correctly. Drastically worse accuracy
compared to other digits was achieved for recognition
of digit 3. Digit 3 was recognized as 8 in 6% of cases
and it was classified as 2 in 3% of cases. Only 89% of
samples of digit 3 were recognized correctly.

Additionally, we compared our results with other stat-
of-the-art algorithms. In [KDB+13] use of multilayer
neural network (MLNN) was proposed and dilatation
algorithm combined with zoning techniques was
used. Table 2 shows comparison of results reported in
[KDB+13] and the results obtained with our proposed
method.

In [KDB+13] the worst results were achieved for
recognition of digit 9, while the best result was for
digit 1. Our proposed model achieved significantly
better results for each digit, thus the global accuracy
was better as well. Our proposed feature set does not
require any zoning technique so it is simpler to extract
the features compared to [KDB+13] and the accuracy
of classification is better.

Digit MLNN SVM-BAT
0 86.45 99.00
1 94.39 99.00
2 88.73 97.00
3 77.02 89.00
4 76.12 98.00
5 84.10 91.00
6 78.81 100.00
7 77.12 93.00
8 79.03 95.00
9 49.64 95.00
Global 79.14 95.60

Table 2: Accuracy of classification reported in
[KDB+13] and our proposed method (%)

Another recent algorithm from literature was
[MLW+13b] where three machine learning algorithms
were proposed for handwritten digit recognition,
extreme learning machine (ELM), regularized extreme
learning machine (REML) and optimal weight learning
machine (OWLM). Neural networks with different
number of nodes were tested and compared. The best
results were achieved by OWLM with 150 nodes.
Man et al. in [MLW+13b] reported 85.16% as the
best global accuracy, which is significantly less than
accuracy of 95.60% achieved with our proposed
method. With ELM learning algorithm and 150 nodes
accuracy was 82.83% and with REML the highest
accuracy that was achieved was 82.96%. Our proposed
method produced better results compared to all results
presented in [MLW+13b].

6 CONCLUSION
In this paper we proposed a novel algorithm for
handwritten digit recognition. The goal was to use
simple feature set as input for support vector machine
that was used for classification. Optimal SVM
models were determined by recent swarm intelligence
algorithm, bat algorithm. Bat algorithm was adjusted
and used for parameter tuning of the support vector
machine. We tested our proposed method on standard
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MNIST dataset and achieved global accuracy of
95.60%. We compared our method with other methods
proposed in literature [KDB+13], [MLW+13b] and
our proposed method obtained better accuracy with
rather simple feature set. This establishes this approach
as very robust and by using more complex features
the results could be further improved. Additional
validation can be done using other databases, for
example USPS.
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ABSTRACT
Abstract. Robust real-time face tracking is an important and challenging task in computer vision applications. In
this paper, we propose a novel particle filter algorithm to robustly track faces. Particle observations are computed
by considering cue and appearance feature. Cue feature is used to identify skin regions, e.i. face and hands, while
appearance is used to directly label targets. Normalized Cross Correlation (NCC) between an image template and
particle samples is computed to robustly find the face among other skin regions. In other words, the image template
is registered to a frame using particle filter to perform the optimization. Real-time is achieved by using integral
images to compute image features. Evaluation results show the advantages and limitation of our approach.

Keywords
Face Tracking, Particule filter, Real-time, Robust tracking, Occlusions, Color and appearance particles model

1 INTRODUCTION

Face tracking is a necessary step in many computer
vision applications such as gesture recognition, human
computer interaction, surveillance systems and sign
language analysis [Gia09a][Gre05a][Mit07a]. The
presence of noise, occlusions, fast dynamic changes
and background complexity make face tracking a hard
task. We focus our research in the domain of sign
language analysis, and more specificaly sign language
corpora automatic annotation. Sign languages are
visuo-gestural languages used by deaf community as
natural mean of communication. They are studied
by linguists and computer scientists mainly through
videos corpora of persons (signers) in spontaneous
expressions or dialogs. One activity of these research
consists in annotating the videos with relevant infor-
mations like basically, the glosses associated to signs
(words in spoken language associated to the meaning
of each sign). In order to facilitate and speed up
this task we propose computer vision algorithm to
automaticaly track pertinent component of the signer,
e.g. hands and head. In the present paper we focus on

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

head tracking which is quite straightforward knowing
that there is only one person to track in the video. But
sign language expression leads the hands to move very
fast, in a rather erratic way and very often to occlude
the face. Head tracking makes it easier to track hands
in the same time and it allows to segment the hand
region of that of the head [Gon11a]. In this context, we
don’t necessarily care about the head pose or the facial
features tracking. The solutions like Active Appear-
ance Model (AAM) with 2D video [Zho10a][Pia10a]
or video associated with depth camera [Smo14a], or
landmark tracker [Uri15a], are not suitable and they do
not handle well occlusions. More complex methods
can handle occlusions but needs to be initialised by
hand and are resource intensive [Zha13a].

Many tracking algorithms have been proposed to
deal with these problems. Deterministic methods are
based on a similarity cost function between a template
and the current image incorporating, then, a priori
information [Bra98a][Bir98a][Hag02a]. On the other
hand stochastic methods are based on a dynamic model
of the system. In the case of linear-Gaussian model, a
Kalman filter estimates the posterior probability density
function [Ste01a][Jan02a][Kir02a]. For non-Linear or
non-Gaussian multi-modal distributions, the particle
filter algorithm [Isa98a] has become very popular since
it solves the limitation imposed by Kalman Filter.

Particle filter tracking algorithms usually use con-
tours, colour features and appearance models
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[Num03a][Mic04a][Gia09a][You10a]. Colour based
algorithms have the inconvenient that same model
could be used to represent different objects, e.g. skin
blobs represent head and hands. Other solutions
propose the fusion of several cues [Rad06a][Zha07a].
Particle observations are computed using a linear com-
bination of various features, e.g. colour geometrical
features. However it is becomes dependent on the
coefficients used in the linear combination.

In this paper, we propose to combine a priori informa-
tion with a dynamic model of the system. The proposed
method includes global appearance information, an
image template, and colour feature while performing
particle filtering. The contributions of our work lie
mainly in the fact that (i) multiple features are directly
integrated on the computation of particle weights
instead of a linear combination of the observation
likelihood, (ii) geometric information is implicitly
considered by the proposed model while computing
colour cue likelihood and (iii) the registration of the
template model represents an approach on pattern
matching that can be described as image registration
with particle filter optimization.

The remainder of this paper is organized as follows.
Section 2 describes particle filter principle. Section
3 details the proposed model to combine colour and
shape. Section 4 presents the proposed observation
model to take into account multiple features. Section
5 shows the evaluation performed and last Section 6
presents our main conclusions.

2 PARTICLE FILTER
Visual tracking intends to estimates the state of the sys-
tem that changes over time by using a sequence of noisy
measurements. Bayes filter compute the posterior prob-
ability density function p(xt |z1:t) of the current state xt
conditioned on all observations z1:t = z1 . . .zt with zt to
the observation vector obtained at time t. For a first-
order Markov process, i.e. the state xt depends only
on xt−1 , the probability density function p(xt |z1:t) can
be obtained in two stages: prediction and update. It is
derived as

p(xt | z1:t) = k · p(zt | xt) · p(xt | z1:t−1) (1)

p(xt | z1:t−1) =
�

p(xt | xt−1) · p(xt−1 | z1:t−1)dxt−1

(2)

where k corresponds to a normalization term indepen-
dent of xt . Eq.1 represents the update stage where
the posterior probability density is computed using
the observation likelihood p(zt |xt) and the temporal
prior distribution, p(xt |z1:t−1), over xt given past

observations. Eq.2 corresponds to the prediction stage
where the prior distribution for t +1 is estimated by the
convolution of the posterior distribution p(xt−1|z1:t−1)
and the transition probability distribution p(xt |xt−1),
i.e. the dynamic model of the system.

Particle filter (PF) [Bla98a] presents a good solution
framework for tracking stochastic movements. It se-
quentially estimates, using random sampling to approx-
imate the optimal solution, the states xt of the system
by implementing a recursive Bayesian filter by Monte
Carlo simulations. The posterior probability density
p(xt |zt) of the current state xt is approximated by a
weighted particle sample set, sn

t ,πn
t

N
n=1. PF maintain

multiple hypothesis, i.e. each particle is a hypotheti-
cal state of the object, weighted by a discrete sampling
probability πn

t ∝ p(zt | xt = sn
t ). Particle weights cor-

respond to the observation generated by the hypotheti-
cal state and reflects the image feature relevance asso-
ciated to each particle, see Section 4. The state xt is
finally estimated using the particle set and the associ-
ated weights.

The algorithm consists essentially of the following
steps:

input : The particle set at time t −1 : {sn
t−1,π

n
t−1}N

n=1

output : The expectation result at time t : E[xt ]

1. Resample N particles from the set {sn
t−1,π

n
t−1}N

n=1
to {s� n

t ,
1
N }N

n=1

2. Propagate each particle using the dynamic model
sn

t ∼ p(xt | xt−1 = s� n
t−1) to obtain {sn

t ,
1
N }N

n=1

3. Weight particles with the image feature zt
as πn

t ∝ p(zt | xt = sn
t ) and normalize so that

∑N
n=1 πn

t = 1

4. Estimate the tracking result of the object at time t
by E[xt ] = ∑N

n=1 πn
t sn

t

In this work each hypothetical state sn
t = xn

t ,yn
t corre-

sponds to a state propagated through a first order auto-
regressive process model, xt = xt−1 +η , where η is a
zero-mean Gaussian random variable and xn

t ,yn
t are the

the coordinates of particle n at time t.

3 OBJECT MODEL
Many methods combine shape and colour information
[Ima98a][Mic04a][You10a] to robustly track face
and hands. Face is modelled as a rectangular skin
blob. These methods handle skin region occlusions by
merging and separating blobs. However when hands
fully occludes another skin object, one blob may be
lost. Other methods use more complex shapes, but they
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(a) (b) (c)

Figure 1: (a) Illustrates the proposed face model. (b) shows the rectangular model lying over the skin
probability map when ρRT is maximal and (c) represents the best matching position for the template
registration.

are computationally expensive and time-consuming
[Bir98a]. Gianni et al. [Gia09a] model each skin
body part as a cloud of points where each particle
corresponds to a pixel. Occlusions between similarly
coloured objects are handled using the exclusion prin-
ciple [Due00a]. This method penalizes the particles
when the objects are close, so that filters do not track
the same skin object. The lack of shape information
make this algorithm unstable since face and hands
filters can be exchanged during the tracking.

In order to address these problems, we propose to use
an image template of the subject in addition to shaped
model, i.e. a rectangle RT divided in two regions of
equal area (Figure 1(a)). Rint and Rext define the sign of
the pixel colour probability. Thus the weighted sum of
skin probabilities inside RT ,

ρRT = ∑
∀(x,y)∈R

RT (x,y) · p(c(x,y)|skin) (3)

is minimal when most of the pixels with high probabil-
ity are inside Rint , Figure 1(b). This representation of
the face seems to be a fair trade-off between robustness
and speed. In addition, considering an image template
of the face, updated up to time, make the face tracking
more robust to occlusions between similarly coloured
objects. Objects are directly labelled using a similarity

Cr0

3σCb

3σCr

µCb

µCr

Figure 2: Bivariate normal distribution CbCr

measure to avoid any exchange between the face filter
and any other similarly coloured objects present in the
frame, e.g. hands, other people, etc.

A face detection technique using Haar-like features
[Vio02a] is used in this work to initialize the model
size and the face template. This technique has shown
robustness against illumination changes, scale and vari-
ation on facial expression for frontal faces. However as
soon as the face is fully or partially occluded, detection
tends to fail.

The skin model used to compute the skin probability
map is built by using the pixels belonging to the face.
First we use Kovac et al [Kov03a] explicitly defined
model in the RGB colour space to extract a rough skin
sample region from face. Then we transfom sample
pixels into the YCbCr colour space and we use them to
estimate the mean vector µS and the covariance matrix
ΣS Eq.4, of the bivariate normal distribution CbCr (Fig-
ure 2) that will be used to generate the skin probability
map in the next frames.

µS =

�
µCb
µCr

�
, ΣS =

�
σ2

Cb
σCbCr

σCbCr σ2
Cr

�
(4)

4 OBSERVATION MODEL
The entire set of visible features can be used as ob-
servation to compute weights. However, it is wiser to
select few features that characterize the target among
other objects in the frame. We propose to use multiple
cues; colour, shape and appearance. Face model gives
two measurements for weights computation. Firstly the
weighted sum of skin probabilities ρ inside RT and
secondly the NCC between the template and the im-
age. The smallest ρn

t and the largest NCCn
t leads to the

largest likelihood function between the object model
and the observation at the hypothetical state n.

4.1 Colour and Shape Features
The first observation measurement takes into account
a rectangular shaped skin blob. First a specific model is
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(a) (b) (c)
Figure 3: Tracking results before occlusion (a), during occlusion (b) and after occlusion (c). Big circles represent tracking
results of our approach and small circles results of a single feature tracking.

built using the pixels samples from the model initializa-
tion step. Colorspace YCbCr is used to compute the skin
probability map S by only considering the chrominance
components and avoid illumination changes influence.
Let c(x,y) be the colour vector of the pixel at the coordi-
nates (x,y) and p(c(x,y)|skin) the probability of c(x,y)
to belong to the skin colour class. Thus the first mea-
sure ρn

t for a particle sample sn
t = x,y is expressed as

ρn
t = ∑

(x�,y�)∈R
fs(x+ x�,y+ y�)p(c(x+ x�,y+ y�)|skin)

(5)

fs(x,y) =
�

−1 if (x,y) ∈ Rint
1 if (x,y) ∈ Rext

(6)

In order to speed up the algorithm and achieve real time,
ρn

t is computed using integral images [Vio02a] of the
skin probability map. An integral image is an inter-
mediate image representation allowing fast rectangular
feature computation. Let S(x,y) be the pixel intensity in
the skin probability map S at the coordinates (x,y). The
value of the integral image II at (x,y) corresponds to
the sum of S(x,y) and all pixels above and to the left. It
is expressed as

II(x,y) =
x

∑
i=0

y

∑
j=0

S(i, j) (7)

Using this representation any rectangular region can be
easily computed performing basic mathematical oper-
ations. Let Ri be a rectangle defined by (x1,y1) and
(x2,y2), the sum of the pixels inside the rectangle is
computed using Eq.8 and ρn

t is easily computed for
each particle, Eq.9.

Ri = II(x2,y2) + II(x1,y1)− II(x2,y1)− II(x1,y2) (8)

ρn
t = Rext −Rint (9)

This measurement implicitly considers geometric
information since the best hypothetical state (parti-
cle) correspond to a maximum of skin pixels inside Rint .

4.2 Appearance Feature
The second measurement introduces spacial distribu-
tion information that is not considered before. This al-
lows to determine where the face is when several skin
objects are in the frame. Several measurements can be
used to determine similarity between two objects. In
this work, we use the Normalized Cross Correlation
(NCC) for each hypothetical state (x,y). It is defined
as

NCCn
t (x,y) =

∑x�,y� T (x�,y�)I(x+ x�,y+ y�)�
∑x�,y� T (x�,y�)2 ∑x�,y� I(x+ x�,y+ y�)2

(10)
where I represents the image and T the face template.
When NCC is closer to 1 the best correspondence
between I and T is achieved.

4.3 Multiple Features Observation
Using colour cue to track face and hands has shown
good results in a controlled environment. However
additional work is required to label each object, e.g.
anatomical models. On the other hand tracking by
matching a template might be time-consuming de-
pending on the way of optimization. In this paper we
propose to combine both features directly in particle
filter weight computation. This has as advantage that
the skin object is directly labelled by matching the
template and no further work is required to distinguish
face from hands and vice versa. In addition using the
NCC in particle filter is explained, in other words, as
an image registration with particle filter optimization
which is not time consuming, also integral image
representation is used to speed up the algorithm.

Considering colour and appearance measurements, par-
ticle weights are defined as

πn
t =

1√
2πσ

e−
(k−ρn

t /NCCn
t )

2σ2 (11)

where the parameter σ ensures the effectiveness and di-
versity of particle resampling and k corresponds to a
normalization term.
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Figure 4: Tracking results of our method (big circle) and tracking results considering a single feature (small circles).

Figure 5: Tracking results of our method (big circle) and tracking results considering a single cue (small circles).

5 EXPERIMENTAL RESULTS
In this section we present the conducted experiments
in order to show the robustness of our tracker. A data
set containing difficult tracking cases is composed of
4500 frames. It shows several occlusions between the
head and the hands, another person and other objects.
Firstly we compare our contribution against a model
considering only colour cue. Secondly we implement
our head tracker in the tracking system proposed in
[Gia09a] to show the improvements that our tracker
offers to the system.

In the first evaluation framework three experiments
are conducted to show difficult tracking cases. The
first scenario (Exp. 1) shows a subject holding a city
map. The subject fully occludes the face with the map.
Figure 3 shows tracking results for the first scenario.
Before the first occlusion both methods show similar
results. When the head is completely occluded by the
map both methods try to reach another skin coloured

Method Exp. 1 Exp. 2 Exp. 3
Single feature approach 32.9 74.1 34.3
Proposed method 86.89 96.73 76.6

Table 1: GTR(%) for three experiments. Exp. 1: the subject
fully occludes the face with a city map. Exp. 2: the sub-
ject passes his hands over the head in several directions and
various speeds. Exp. 3: other person passes in front of the
subject.

region. When the head is visible again our method
returns to track the head while the other method stays
in a local maximum.

The second scenario (Exp. 2) shows the same subject
passing his hands over the face. The proposed method
gives good results as long as a part of the face is still
visible. For example when both hands fully occludes
the face, the results is influenced by the low similarity
measurement. The lack of shape information make the
other algorithm less robust and track the hands instead
the face. Figure 4 shows tracking results of series of
occlusion.

The third scenario (Exp. 3) shows a person walking
through the scene and fully occluding the head of
the subject. The proposed tracker follows the subject
face whereas the colour based tracks the other person
(Figure 5). This case show the robustness of the
tracking by adding an image template against similar
objects tracking.

Table 1 shows quantitative results of Good Tracking
Rate (GTR) for the three experiments described above.
The low rate of the colour based method is due to the
attachment of the filter to local maximum during or
after occlusions. Our filter achieves better results since
the local maximum are avoid by considering subject
information in addition to colour and shape.
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Figure 6: Tracking results of Gianni et al. [Gia09a] (top line) and our method (bottom line). Red circle stands for head trackers,
blue and green ones for hands.

In the second evaluation framework we have imple-
mented our head tracker in the system proposed by
Gianni et al. in [Gia09a]. They models each body part
(head and both hands) as a cloud of points and allows
filters to interact between them to avoid tracking the
same skin object. The same principle is considered
in our case but we replace the filter that tracks the
head with the proposed method. We conducted the
evaluation using a corpus where native signers perform
deaf sign language, LS-COLIN corpus [Bra01a], to
evaluate the robustness of the proposed approach
against occlusions and high dynamics within a real
context.

The evaluation has been performed using videos of
size 320x240 and 720x576. The number of particles
for Gianni et al. tracker depends on the size of the skin
region to track thus to the size of the video. We have
chosen for the first video 1750 particles for each hand
filter and 3500 particles for the head and the double
number of particles for the second video sequence. For
the proposed tracker we have chosen 3500 particles for
the hands and 1500 particles for the head for both video
sizes. Figure 6 shows tracking results of sequences
with complex occlusions; two hands occluding the face.

Results from our tracker for this sequence show better
performances that the tracker in [Gia09a] since head

Seq.1 Seq.2
Method Head Hands Head Hands
Gianni et al. 90.78 88.3 74.2 79.4
Proposed method 99.9 96.65 99.6 96.7

Table 2: Tracking evaluation. Tracking the face robustly
arises the quality of the results also for hands tracking.

tracker do not exchange with any hand filter. Table 2
shows the evaluation results for head and hand for two
sequences of about 3500 frames. Robust head tracking
gives already better results for hands tracking.

We conducted our experiments in a laptop Intel Core
i7-5500U CPU, 2.4 GHz and 16 GB of RAM. The first
evaluation with only the head tracker runs at 30 frames
per second, and the second with the hands and head
trackers runs at 3.3 frames per second with full resolu-
tion images. Hand tracker doesn’t have any particulare
code optimization, that is why it takes lots more time
to process frames beside the high number of particules
used per hand (3500×2). The overall evaluation frame-
work validates the proposed method, shows the robust-
ness of the approach and the improvements of imple-
menting it in a tracking system.

6 CONCLUSION AND PERSPEC-
TIVES

In this paper we have addressed real-time head tracking
by integrating global information from an image tem-
plate into particle filtering. We propose an improved
particle filter based algorithm for efficient and robust
head tracking. Stability is increased when other skin
regions are present in the frame. The tracking is per-
formed using the colour and the similarity measure be-
tween a template belonging to the model and each par-
ticle sample. Since the method uses colour cue and im-
age template of the object to track, the proposed algo-
rithm can be used in many tracking applications. How-
ever when head rotation is out-of-plane the similarity
measure may by low even at the optimal position.
In future works we intend to make our method template
adaptive so that the template can be updated on time.
This method will be integrated in our semi-automatic
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annotation framework for sign language corpora to en-
hance sign temporal segmentation and glossing.

7 REFERENCES
[Bir98a] Birchfield,S. Elliptical head tracking using

intensity gradients and color histograms. In 1998
IEEE Computer Society Conference on Com-
puter Vision and Pattern Recognition. Proceed-
ings. pp.232-237, 1998.

[Bla98a] Black,M., and Jepson,A. A probabilistic
framework for matching temporal trajectories:
Condensation-based recognition of gestures and
expressions. In Computer Vision ECCV’98,
pp.909-924, 1998.

[Bra01a] Braffort,A., Cuxac,C., Choisier,A., Collet,C.,
Dalle,P., Fusellier,I., Gherbi,R., Jausions,G.,
Jirou,G., Lejeune,F., et al. Projet LS-Colin. Quel
outil de notation pour quelle analyse de la LS ?
In Journées Recherches sur la langue des signes.
UTM, Le Mirail, Toulouse, 2001.

[Bra98a] Bradski.G. Real time face and object track-
ing as a component of a perceptual user inter-
face. In Fourth IEEE Workshop on Applications
of Computer Vision, 1998. WACV’1998, pages
pp.214-219.1998 .

[Due00a] Duetscher,J., Blake,A., and Reid,I. Artic-
ulated body motion capture by annealed particle
filtering. In IEEE Computer Society Computer Vi-
sion and Pattern Recognition, vol.2, pp. 126-133.
2000.

[Gia09a] Gianni,F., Collet,C., and Dalle,P. Robust
tracking for processing of videos of commu-
nications gestures. In Gesture-Based Human-
Computer Interaction and Simulation, LNAI
5085, Springer-Verlag, pp.93-101, 2009.

[Gon11a] Gonzalez,M., and Collet,C. Robust body
parts tracking using particle filter and dynamic
template. In 18th IEEE International Conference
on Image Processing (ICIP 2011), IEEE, Brus-
sels, Belgium, pp 529–532, 2011

[Gre05a] Greiffenhagen,M., Ramesh,V., and Comani-
ciu,D. Statistical modeling and performance char-
acterization of a real-time dual camera surveil-
lance system. Apr. 22 2005. US Patent App.
11/112, 930.

[Hag02a] Hager,G., and Belhumeur,P. Efficient region
tracking with parametric models of geometry
and illumination. In IEEE Transactions on Pat-
tern Analysis and Machine Intelligence, 20(10):
pp.1025-1039, 2002

[Ima98a] Imagawa,K., Lu,S., and Igi,S. Color-based
hands tracking system for sign language recogni-
tion. In Third IEEE International Conference on

Automatic Face and Gesture Recognition, pp.462-
467. 1998.

[Isa98a] Isard,M., and Blake,A. Condensation-
conditional density propagation for visual track-
ing. In International journal of computer vision
29, pp.5-28, 1998.

[Jan02a] Jang,D., Jang,S., and Choi,H. 2D human
body tracking with structural kalman filter. In Pat-
tern Recognition, 35(10): pp.2041-2049, 2002.

[Kir02a] Kiruluta,A., Eizenman,M., and Pasupathy,S.
Predictive head movement tracking using a
kalman filter. In IEEE Transactions on Systems,
Man, and Cybernetics, Part B: Cybernetics 27,
pp.326-331, 2002.

[Kov03a] Kovac,J., Peer,P., and Solina,F. Human skin
color clustering for face detection. In EUROCON
International Conference on Computer as a Tool,
vol.2, pp.144-148. 2003.

[Mic04a] Micilotta,A., and Bowden,R. View-based
location and tracking of body parts for visual
interaction. In Proc. of British Machine Vision
Conference, volume 2, pp.849-858. 2004.

[Mit07a] Mitra,S., and Acharya,T. Gesture recogni-
tion: A survey. In IEEE Transactions on Systems,
Man, and Cybernetics, Part C: Applications and
Reviews 37, pp.311-324, 2007.

[Num03a] Nummiaro,K., Koller-Meier,E., and Van
Gool,L. An adaptive color-based particle filter. In
Image and Vision Computing, 21(1): pp.99-110,
2003

[Pia10a] Piater,J., Hoyoux,T., and Du,W. Video anal-
ysis for continuous sign language recognition. In
Proceedings of 4th Workshop on the Representa-
tion and Processing of Sign Languages: Corpora
and Sign Language Technologies, pp.22-23. 2010.

[Rad06a] Raducanu,B., and Vitrià,Y. A robust parti-
cle filter-based face tracker using combination of
color and geometric information. In Image Anal-
ysis and Recognition, pp.922-933, 2006.

[Smo14a] Smolyanskiy,N., Huitema,C., Liang,L., and
Anderson,S.E. Real-time 3D face tracking based
on active appearance model constrained by depth
data. In Image and Vision Computing 11, vol.32,
pp.860-869, 2014

[Ste01a] Stenger,B., Mendonça,P., and Cipolla,R.
Model-based hand tracking using an unscented
kalman filter. In Proc. British Machine Vision
Conference, volume 1, pp.63-72. 2001.
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