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ABSTRACT 
The security research domain has recently witnessed tremendous growth with respect to all aspects of 

information access and sharing. There has been notable progress in developing successful approaches to tackle 

the problem of user authentication. Among those approaches, biometric-based authentication has firmly 

established itself as one of the most reliable, efficient, and versatile tools for providing discretionary access 

control to a secure resource or system. While state-of-the art methods for biometric authentication are becoming 

increasingly more powerful and better understood, the same, unfortunately, cannot be said about security of 

users populating on-line communities or cyberworld.  

Ensuring safe and secure communication and interaction among users and their on-line identities presents unique 

challenges to academia as well as industry, government, and the public. Despite the fact that those challenges are 

regularly making headlines in the news, in government reports and in the IT security domain, there is a lack of 

effort to address this urgent problem. The limited efforts that do exist are currently restricted to network security, 

password protection, encryption, database security and policy-making efforts. However, one of the most crucial 

components for ensuring biometric and on-line security: the relationship between communication among users 

and user authentication, has been largely overlooked. This crucial issue requires a systematic study and a 

targeted effort to develop effective machine intelligence security solutions for cyberworlds. 
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ABSTRACT 

Fluorescence imaging has been used to detect fruit surface damage, but has not yet been applied to vegetables, 
such as green pepper. In this report, we extract and identify fluorescent components from the exocarp (skin) of 
green pepper. The fluorescence excitation and emission wavelengths of these extracted compounds were 
determined using a fluorescence spectrophotometer and identified using nuclear magnetic resonance 
spectroscopy and mass spectrometry. Red and blue fluorescent components with excitation and emission 
wavelengths 667 – 685 nm and 400 - 438 nm respectively, were found. In subsequent research, the red 
fluorescent compounds were targeted, as these compounds have a higher fluorescence intensity, around 97 a.u. 
Pheophytin a is one of these red fluorescent compounds, appearing in the mass spectrum at 871 m/z. 
Furthermore, when a fluorescence imaging system was set up, with halogen illumination, it was shown that this 
system could successfully detect surface damage in green pepper.  

Keywords 
Green pepper, fluorescence, excitation, wavelength, damage, machine vision 

1. INTRODUCTION 
Inspection for surface damage in green pepper 
(Capsicum annum L), such as scars, abrasion, cuts, 
bruises, and puncture marks, is an important 
component of grading and quality control. Not only 
does this damage lower the quality of the green 
pepper, but it also reduces shelf life, leading to 
economic losses. For the fresh market, peppers are 
initially sorted according to color and the presence of 
damage; acceptable peppers are then separated out 
for marketing. While grading bell peppers for color 
using machine vision can achieve accuracies of up to 
96%, the detection of damage is more difficult: 
achieving accuracies of only around 63% (Shearer 
and Payne 1990). Finding alternative methods to 
detect surface damage in green peppers is a 
worldwide challenge for researchers. 
Recently, fluorescence imaging techniques have been 

developed for characterizing plant tissues, such as 
leaves, fruit, and vegetables. These techniques have 
the advantage of being both rapid and non-
destructive. Examples of such fluorescence imaging 
systems include: peel defect detection in citrus 
(Momin et al. 2013); orange fruit-grading using a 
machine vision system with a pair of white and UV 
LED lighting devices and a color CCD camera 
(Kurita et al., 2009); and rot detect in citrus (Kondo 
et al., 2009). 
Furthermore, chlorophyll fluorescence technology 
has been used to detect various types of damage in 
agricultural products. Early postharvest studies used 
chlorophyll fluorescence techniques to follow the 
development of chilling injury in banana (Musa 
Group AAA, Subgroup Cavendish); in mango 
Mangifera indica L.) (Smillie et al. 1987); and in 
cucumber and bell pepper (Tijskens et al. 1994; van 
Kooten et al. 1994). Moreover, scald development in 
'Delicious' apples at harvest was evaluated by DeEll 
et a1. (1996) using chlorophyll fluorescence. Such an 
approach for the detection of surface damage in 
green pepper, though, has yet to be reported.  

Permission to make digital or hard copies of all or part of 
this work for personal or classroom use is granted without 
fee provided that copies are not made or distributed for 
profit or commercial advantage and that copies bear this 
notice and the full citation on the first page. To copy 
otherwise, or republish, to post on servers or to 
redistribute to lists, requires prior specific permission 
and/or a fee. 
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There is, however, reason to think that such 
chlorophyll fluorescent markers are present in green 
pepper.  It has been reported that the primary 
pigments in green pepper include chlorophylls a and 
b (Deli and Molnar, 2002). Two types of chlorophyll 
exist in higher plants; chlorophyll a and the minor 
components chlorophyll b approximately in a ratio of 
3:1 (Lichtentaler and Babani 2004). As isolated 
pigments in an organic solution, both chlorophyll 
types exhibit typical fluorescence emission spectra 
with a high maximum in the red region and a 
shoulder in the far-red, with an emission range near 
690 nm in the red region and near 730-740 nm in the 
far-red region (Da-wen sun, 2009).  
Thus, the objectives of this paper are to identify in-
vitro fluorescence components in the exocarp of 
green pepper. Then to focus on identifying the strong 
red fluorescence compounds in the exocarp of green 
pepper. By so doing, we will be able to identify 
appropriate excitation wavelengths for these 
components in order to construct an efficient light 
excitation and detection system. Once the light 
excitation properties are determined, an imaging 
system will be set in order to validate the detection of 
surface damage in green pepper based on 
fluorescence emission characteristics.   
      

2. MATERIAL AND METHOD 
 
2.1. Sample preparation, extraction and spectra 
measurements 
Green peppers (Capsicum annum L; variety Miogi) 
were collected from a farmer in Kochi Prefecture, 
Japan to be used in this experiment. Prior to 
experimentation, the green peppers were stored at 25 
0C for a day to acclimate to room (laboratory) 
temperature. One kilogram of green pepper exocarp 
was taken and mixed with 1000 mL methanol and 
2000 mL chloroform, crushed finely using a 
centrifugal mill, and then soaked for a day to extract 
the fluorescence components. The chloroform and 
methanol layer of the extract was filtered (Ø125 mm) 
and then concentrated using a rotary vacuum 
evaporator (Evaporator Type N-1, EYELA). One 
hundred ninety four milligram of extract sample from 
resulted extract was then purified through SiO2 
column chromatography with solvent (40 mL 
Hexane:40 mL CHCL3 ; 60 mL Hexane:20 mL 
CHCL3 ; 80 mL CHCL3 ; 47.5 mL CHCL3:2.5 mL 
MeOH ; 45 mL CHCL3:5 mL MeOH ; 40 mL 
CHCL3:10 mL MeOH ; 100 mL MeOH) 
respectively. Approximately 25 test tube fractions 
were acquired and then checked under UV-A (black 
light blue lamp) illumination. Two fluorescence 
patterns were observed, a blue fluorescence was 
observed in fraction tubes 15 and 16; and a red 

fluorescence was observed in fraction tubes 20 
through to 23. The active blue and red fluorescence 
fractions were then concentrated using a rotary 
evaporator to remove all the solvent. The dried active 
fractions were then dissolved in chloroform and 
placed in a measuring cell (quartz fluorometer cell, 4 
clear windows, Teflon stopper, with pathlengths 10 
mm) for UV and fluorescence spectra measurements. 
A fluoro-spectrophotometer (F-4500, Hitachi, Ltd., 
Tokyo, Japan) was used to measure excitation and 
fluorescence spectra. A UV-VIS-NIR spectrometer 
(U-4000, Hitachi, Ltd., Tokyo, Japan) was used to 
measure the UV absorbance spectra. Nuclear 
Magnetic Resonance (NMR) analysis with deuterated 
chloroform solvent was performed. The 1H NMR 
spectra were recorded at 500 MHz frequency and a 
temperature of 23 0C, using a Bruker AVANCE III 
NMR instrument. Mass Spectrometry (MS) was also 
performed, 1 mg of dried sample was dissolved in 
1mL of organic methanol as solvent, 10 µL of 
solution was mixed with matrix (glycerol). The 
mixed solution was set on the target MS and 
measured using (JEOL JMS-700 Mass 
Spectrometer). 
 
2.2. Fluorescence image acquisition 
Fluorescence images were taken from intact green 
pepper to compare with spectrum information, which 
were obtained during the identification procedure. 
The system consisted of a CCD camera (FC1450, 
Takex, Japan), tunable filter (VariSpec, Cambridge 
Research & Instrumentation, Inc., USA). The 
spectrum was measured over the 400-720 nm range 
with a resolution of 10 nm. The camera with a 8 mm 
focus lens (iris set at 1.2 opening) was adjusted as 
follows; gain: 255; offset: 255; and shutter speed: 
66.76 ms. Four halogen lamps (12V50W-AKW, 
Philips, Japan), equipped with wide band C-PL (W) 
62 mm filters, were used. The images were obtained 
at a light intensity of 15.540 lx, at a 5 nm interval 
over the 400-720 nm range.  
 

 
Figure 1a. Image acquisition system (schematic 

layout picture) 
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Figure 1b. Real system picture  

 
To detect fluorescence associated with damage, the 
surface of the green pepper was artificially damaged 
by knife. The target object was manually placed in 
the view area of the camera, an image of the target 
captured and displayed on a computer monitor. The 
resulting image was processed using programming 
software MATLAB 2013b (windows platform). The 
set-up of the image acquisition system is shown in 
Figure 1 a to b. 

 
3. Result and Discussion 
 
3.1. Spectra of extracts 
Fluorescence spectra at specific excitation 
wavelengths are shown in Figure 2 and 3. There 
were two broad peaks in fluorescence, a blue and a 
red one. The blue fluorescence had an emission range 
from 400-550 nm, with a maximum peak at 438 nm 
when excited at 250 nm. The red fluorescence had an 
emission range from 610-740 nm, with a maximum 
peak at 685 nm when excited at 667 nm. Blue-green 
fluorescence in plants mostly originates from the 
covalently bound blue-green fluorophore ferulic acid 
present in all plant cell walls; as has been shown by 
detailed chemical analysis of hydrolyzed cell walls 
(Harris and Hartley 1976; Lichtenthaler and 
Schweiger 1998). Blue-green fluorescence is 
characterized by maximum peaks between 420-430 
nm, and a much lower shoulder in the green 
wavelength region near 520 nm. Our results show a 
similar pattern. However, it was not confirmed that 
the blue fluorescence compound of green pepper 
actually originates from ferulic acid. Further 
chemical analysis will be necessary to ascertain this.   

 
Figure 2. Fluorescence Spectra of Blue 

Fluorescent 
 

Since the intensity of the red fluorescence was 
significantly higher than that of blue fluorescence in 
green pepper: 64 a.u for blue fluorescent and 97 a.u 
for red fluorescent; we focused on identifying the red 
fluorescence compound.  

 
Figure 3. Fluorescence Spectra of Red Fluorescent 
 

3.2. Identification of targeted red fluorescence 
components  
Analysis of fluorescence components was performed 
using a Nuclear Magnetic Resonance (1HNMR), and 
Mass Spectroscopy (MS) in order to identify their 
chemical structures. Results of a NMR and MS 
spectrum is shown in Figure 4. From the NMR 
spectrum we identified a 1H chemical shift (shown in 
Figure 4a) of Pheophytin a red fluorescence, which is 
in agreement with what has been reported by Smith 
et al. (1984). The chemical structure of this is shown 
in Figure 5.  
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Figure 5. Pheophytin a 

 
Further analysis of Pheophytin a as the red 
fluorescence component in green pepper was done by 
Mass Spectroscopy.  
The initial Mass Spectrum of Pheophytin a was 
conducted by Jackson (1979). A removal of Mg-atom 
from chlorophyll fraction was confirmed by a peak 
appearing at m/z 871, which is in agreement with 
Lim (2009). This leads to the identification of the 
molecular ion as Pheophytin a. The mass spectrum 
shows that the two most abundant fragments–ions 
were observed: at m/z 533  corresponding to (M-
CH3COOC20H39)+ = (M-338)+; and 593 
corresponding to (M-C20H38)+ = (M-278)+, a result 
that is in agreement with Sanja et al (2012).  
 
3.3. Fluorescence Image 
A prototype image acquisition system was set-up 
using a tunable filter set at 685 nm, in accordance 
with the identified optimal wavelength for red 
fluorescent emission, to detect damage in green 
pepper. The resulting image captured by this system 
is shown in Figure 6. By using image segmentation 
the damaged part can be clearly distinguished.  

 

 
Figure 6. Image resulted from the system, 685 nm 
wavelength image (a). Processed image threshold 
minimum 4 and threshold maximum 114 (b). 
Thus, it can be seen that a 685 nm wavelength image 
can successfully identify fluorescence of a different 
intensity from the damaged part of the green pepper. 
An explanation for this phenomenon may include 
reflected light from the surface of the undamaged 
part of the green pepper, or it could also originate 
from the red fluorescence of the chlorophyll in green 
pepper. Further study is necessary to investigate this 
phenomena. 
 

4. CONCLUSION 
 
We have demonstrated that fluorescence components 
can be extracted from green pepper, and that these 
are associated with blue and red fluorescence. As the 
red fluorescence has a higher emission intensity than 
that of blue fluorescence, the red fluorescent 
component was targeted and determined to be 
Pheophytin a, which has fluorescence emission peak 
at 685 nm (intensity of 97 a.u.) when excited at 667 
nm. Furthermore, a prototype fluorescence imaging 
system based on the above characteristics 
demonstrated that surface damage on a green pepper 
can be successfully identified. Thus, damage on a 
green pepper can be successfully distinguished by 
fluorescence imaging at 685 nm; a result consistent 
with red fluorescence emission from the damaged 
part of the green pepper. 
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Figure 4 a. Nuclear Magnetic Spectrum (1H NMR) of red Fluorescence 

 
 

 
 

Figure 4b. Mass Spectroscopy spectrum of Red Fluorescence 
 

  

1H Chemical Shift 
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ABSTRACT
Current simulations in virtual surgery use three-dimensional representations of organs without any internal struc-
ture. For some applications, however, there is a need to represent also the organs internal anatomical structures,
such as blood vessels. We present, in this paper, a technique that allows arbitrarily oriented cuts through objects,
particularly anatomical structures, reconstructing the mesh surface in the cutting zone. In the process, all internal
structures participate in the final rendering of the generated surface. As a case study, we selected a human liver
model with vessels and present the internal visualization of the liver in real time for arbitrary cutting planes. Our
work has applications, for instance, in improving current state-of-the-art surgery simulators for training of students
and medical doctors. Simulations present many advantages over other training since they reduce time and cost
spent by professionals, offering less risk to the patients. Besides, studies show that the amount of realism seen in
the simulators is positively correlated to the engaging of students in learning.

Keywords
Computer graphics, visualization system, solid textures, cuts in objects

1 INTRODUCTION
For many applications in Computer Graphics, geomet-
ric representations using only the surface of objects
(boundary representation) is enough. However, there
are some applications that require visualization and
possibly interaction with the interior of the objects. Sur-
gical simulators are an example. Surgical operations
such as hepatectomy [Clavien et al., 2007] for instance,
require cutting the liver in distinct regions depending
on the condition of each patient. Furthermore, this
possibility is missing from current research on virtual
simulators [Delingette and Ayache, 2005] [Echegaray
et al., 2014] [Endo et al., 2014] which have focused
their work on other aspects of the simulation.

Current solid texturing techniques generate seamless
textures inside objects. However, they cannot deal with
cases when there are other objects inside the surface
geometry, such as blood vessels inside the liver. This

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

Figure 1: Result from our technique. A liver with a cut
showing the blood-vessels as empty shapes. Informa-
tion about this result as cut 1 in Table 2.

paper proposes a new technique that allows arbitrary
cuts in objects, particularly anatomical structures. The
technique allows not only the reconstruction of the sur-
face’s texture in the cutting zone, but also takes into
account the object’s internal structures. Our approach
considers the geometric object as a whole, composed
by surface and inside, and reconstructs the mesh in the
cutting zone. Finally, it renders an internal texture on
the cutting surface. In Fig. 1 we show an example of a
result from our approach. Next generation surgical sim-
ulators, for instance, can benefit from this approach in
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order to improve realism, and, therefore, skills develop-
ment.

2 RELATED WORK
In this section, we discuss selected related work in the
field of solid texturing.
The idea of solid texturing or 3D texturing was intro-
duced in 1985 [Perlin, 1985] [Peachey, 1985] and has
evolved much since. Solid textures are defined as a
process in which a texture generating function is eval-
uated directly on IR3. This function defines a volume,
and the object looks as if it was carved from this vol-
ume. A survey published by Pietroni and colleagues
[Pietroni et al., 2010] presents a detailed review of sev-
eral techniques for solid texturing and texture synthesis.
From the original papers, other researchers [Ghazanfar-
pour and Dischler, 1995] [Ghazanfarpour and Dischler,
1996] extended the idea using spectral analysis and tex-
ture synthesis applied to 2D orthogonal views [Dis-
chler et al., 1998]. Another method adapted a texture
synthesis process called optimization-based with his-
togram matching, globally minimizing its energy func-
tion [Kopf et al., 2007]. In the following year, a proce-
dure introduced a new technique to synthesize solid tex-
tures restraining them to a voxel subset, forcing spatial
determinism [Dong et al., 2008]. Recently, a new ap-
proach tried to deal particularly with regular and semi-
regular patterns [Du et al., 2013].
Cutler et al. [2002] presented a scripting language in
order to define internal layers for objects. Two years
later, [Owada et al., 2004] proposed a new method that
consists in specifying the interior of an object by using
a browsing and modeling interface, controlled by the
user. Pietroni et al. [2007] used few images represent-
ing cross sections of an object in order to render any
point inside it. Takayama’s research [Takayama et al.,
2008] extended the concept of lapped textures [Praun
et al., 2000] to solid textures, covering the whole ob-
ject’s volume instead of only its surface. In the same
year, a new system called volume painter [Owada et al.,
2008] projected volumes from sketches defined by the
user. In 2010, a new concept called diffusion surfaces
[Takayama et al., 2010] was able to render structures
that have a smooth color variation in its internal struc-
tures, like fruits and vegetables.
From the above review, it can be understood that, in the
current state-of-the-art on solid texturing, no technique
deals with objects with internal structures. Our tech-
nique considers internal structures and allows visually
and geometrically consistent arbitrary cuts on the ob-
jects, extending, in this way, the state-of-the-art in solid
texturing.

3 OUR TECHNIQUE
This section presents our technique for dealing with ar-
bitrary cuts in objects with internal structures. Overall,

our algorithm receives two 3D meshes and a set of three
images as input. The two meshes represent respectively
an object’s surface and the content in its interior. The
three images are orthogonal samples of the 3D internal
texture of the object.

Then, for any given cutting plane, our technique returns
a consistent geometry – object’s surface plus interior –
and a texture to be mapped on the region defined by
the cut. We generate the final solid texture by an inter-
polation function applied at each point on the cutting
plane. If the plane intersects with the internal structure,
the triangles in the overlap area are defined as holes and
thus are not rendered. Figure 3 presents the pipeline of
our technique with the two primary processes labeled:
A-Remeshing the Objects, detailed in Section 3.1; and
B-Texturing the Object, detailed in Section 3.2.

3.1 Remeshing the Objects
This section describes the sequence of steps for remesh-
ing the input objects, surface and interior, according to
the cutting plane. Our algorithm works for any trian-
gular mesh, even concave and with disconnected parts.
At the end of process A, each object is sectioned at the
intersection of the model with the cutting plane, the sur-
face model is retriangulated, and the internal parts are
flagged as holes.

Case 1 Case 2

Case 3 Case 4

Before the cut After the cut Before the cut After the cut

λ≤0 λ>0

λ=0

λ≤0 λ>0

λ=0

λ≤0 λ>0 λ≤0 λ>0

Before the cut After the cut Before the cut After the cut

λ≤0 λ>0 λ≤0 λ>0 λ≤0 λ>0 λ≤0 λ>0

λ=0 λ=0

λ=0 λ=0 λ=0 λ=0

Figure 2: Possible cases of cuts applied to each triangle
of the mesh in 2D view.

3.1.1 Cutting the Models
The first step consists of sectioning the object’s trian-
gles according to the cutting plane. Depending on the
spatial location of the vertices with respect to the plane,
defined by the λ value, different solutions are applied.
We calculate λ by applying the coordinates of each tri-
angle vertex on the equation of the cutting plane, pro-
ducing the possible cases seen in Figure 2.

For all cases, the three vertices of each triangle are
tested. In case 1, if λ of all vertices satisfy λ ≤ 0, they
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Final Result

B. Texturing the Object

Final Result

A. Remeshing the Objects

Figure 3: Overview of our technique. Given two 3D meshes, a set of three images and a cutting plane as input, our
technique calculates the resulting geometry (A) and a texture to be mapped on the cutting zone (B).

remain the same because they are in the side of the ob-
ject that remains. In Case 2, if λ of all vertices satisfies
λ > 0, the triangle is removed from the object, since it
is on the side which will be eliminated. In Case 3, if
only one of the three λ values satisfies λ ≤ 0, then the
remaining two vertices are repositioned to the intersec-
tion point of the plane with the triangle. In the last case,
if two λ satisfy λ ≤ 0, the remaining vertex is moved
to one of the intersection points and another triangle is
created connecting the two intersection points with the
generated triangle. At the end of this step, the results
are consistent new meshes taking into account the cut-
ting plane, as shown in Figure 4.

a b

Figure 4: Example of a sphere model before (a) and
after (b) the cut.

3.1.2 Segmentation in Topologically Connected
Sets

The result of the previous step is the two original ob-
jects modified by the cut. Now we need to group sets of
vertices into topologically connected sets, called seg-
ments. This step classifies in separate groups all the
connected vertices on the cutting plane and allows our
solution to work with geometries where a cut will split
the original object into two disjoint parts. The key idea
is to make a depth search along the vertices which were
cut in the previous step, searching for the neighboring
ones under the same conditions until the first vertex is
reached again, forming a topologically connected set
and their respective order. Figure 5 shows an example
where two connected sets are detected.

a b

Figure 5: Example of a torus mesh before (a) and after
(b) being cut by a plane. In (b) two distinct connected
sets can be observed.

3.1.3 Transforming the vertices to 2D
All the vertices in the cut area already segmented in
connected sets are defined in world coordinates. In
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order to apply two-dimensional algorithms in the next
steps, these vertices are transformed to a new basis de-
termined by u, v and n, with n being the cutting plane’s
normal vector.

3.1.4 Computing the Holes for each Segment
The triangulation algorithm, presented in the next step,
needs information about which parts are of the surface
object and which parts are of the interior of the object,
to triangulate only the parts which are part of the ob-
ject’s surface. We need therefore to identify these parts.
We call h a 2D point located inside a two-dimensional
segment which will not be triangulated (a hole). We
compute h by calculating the average of the first two
ordered intersection points found between a line con-
necting one of the diagonals from the hole’s bounding
box and the intersected edges (Figure 6).

a b

h

•

•

•

•

•

•

•

h

•

•

•

•

•

•

•

Figure 6: Examples of holes. h marks the point inside
the hole. It is computed as the average of the two inter-
section points with one of the diagonals.

After, we apply a point-in-polygon algorithm to check
if h is inside the hole. Otherwise, we repeat the process
with the remaining diagonal, as seen in Figure 7.

a b

h •

•
•

•

•

•

• •

•

h•

•
•

•

•

• •

•

• •

Figure 7: A case when the average of the intersection
points is outside the hole (a). In this case we use the
other diagonal to compute h (b).

3.1.5 Triangulation
Once we have all the segments and holes identified, we
can compute a triangulation of the segments; holes are
not triangulated. We use the Triangle library presented
by Shewchuk [1996] to triangulate the vertices that de-
fine a segment. This library correctly creates a set of
triangles leaving the holes without triangles. Figure 8

shows an example for two disconnected segments, one
of them containing a hole, marked in gray in the figure.

3.1.6 Removal of External Triangles

In this step, we remove all the triangles that are outside
the original segments by calculating the barycenter of
each one followed by a point-in-polygon technique, as
shown in Figure 8. Since we decided to compute the
triangulation algorithm only once due to its cost instead
of for each segment separately, this simple procedure
correctly eliminates all triangles which are not part of
the mesh.

a b c

Figure 8: A set of vertices grouped in two segments
with a hole in the second one (hatched) (a). Respective
triangulation of the set in red lines before (b) and after
(c) the removal of external triangles.

3.1.7 Mapping back to 3D

Since the next step, texturing, requires the points in
world coordinates, we transform the computed trian-
gles back to world coordinates. This is the last step in
remeshing the original objects according to the cutting
plane, resulting in a new cut object, triangulated at the
defined plane.

3.2 Texturing the Object
This section describes the steps comprising the process
B of Figure 3, Texturing the Object. At the end of this
process, we will obtain a rendering for the cutting plane
taking into account the holes. We use a simple solid tex-
turing technique based on the interpolation of images.
Although this solution can be used on its own as a tex-
turing technique, we will explain it as a continuation of
the previous section. Given the triangles on the plane al-
ready computed and three images defining the object’s
internal texture, we apply a function that interpolates
the images, returning a color for each point according
to its spatial location.

3.2.1 Color Sampling

Let I be an image formed by a matrix Iw · Ih of pix-
els, each pixel accessed by Ii, j with i as rows and j
as columns. The three input images denoted by Ik,
k ∈ {1,2,3} are set in the orthogonal planes z = 0,
y = 0 and x = 0, respectively. Also, they are centered
at the origin of the surface object and limited accord-
ing to the object’s bounding box defined by max =
(maxx,maxy,maxz) and min = (minx,miny,minz).
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Our color sampling technique can compute a color for
any point inside this domain although we are only in-
terested in the cutting plane’s triangles. Figure 9 shows
a graphical representation of the images on the three-
dimensional space.

a b

Figure 9: Color sampling for a point p from three im-
ages arranged in the 3D space (a) and their respective
color contributions ck (b).

Let ck, k ∈ {1,2,3} be the color related to a given pixel
for each of the input images Ik and p a point defined
inside the object’s bounding box. The positions Iki and
Ik j of each pixel corresponding to each of the images
associated with the point p can be calculated as:

I1i, j =

{⌊
(maxy− py)

(maxy−miny)
· I1h

⌉
,

⌊
(maxx− px)

(maxx−minx)
· I1w

⌉}

I2i, j =

{⌊
(maxx− px)

(maxx−minx)
· I2h

⌉
,

⌊
(maxz− pz)

(maxz−minz)
· I2w

⌉}

I3i, j =

{⌊
(maxy− py)

(maxy−miny)
· I3h

⌉
,

⌊
(maxz− pz)

(maxz−minz)
· I3w

⌉}
Therefore, each one of the colors associated with the
point p can be computed as ck = Iki, j .

3.2.2 Calculating the Weight Factors
In this step, we interpolate the three colors computed in
the previous step in order to generate a unique color for
the point p. This interpolation is based on the distance
between p and the images, where each ck has an asso-
ciated weight factor when computing the final color.

Let f be a weight factor corresponding to a contribution
percentage of an image I on a point p. We calculate the
auxiliary factors fq as:

fq = 1−
∣∣∣∣1− (maxq− pq)

maxq−minq
2

∣∣∣∣,
where q indicates the axes z, y and x, respectively.

Given the factors fk related to the images Ik, as in Figure
9, then:

fk =
fq

fx + fy + fz

3.2.3 Rendering by Texture Mapping
This step has two main goals: the first shows how to
obtain the final color of the point p and the second ex-
plains how to render the triangles on the cut plane using
texture mapping.

We generate the final color c for a given point p as:

c = ∑
k=1,2,3

ck fk (1)

In order to obtain the final texture for the triangles that
define the cutting plane, we use a two-dimensional reg-
ular grid on the plane to sample the texture and cre-
ate a texture map. We set this grid with n lines and m
columns on the two-dimensional bounding box defined
according to the triangles to be rendered in the plane
space.

We compute the colors of these points with equation
(1), assigning these colors directly onto a new image
I. Further, we define this image as a texture and nor-
malized (u,v) coordinates for the vertices on the plane.
Finally, we map the created texture on the triangles and
render the image. This process is illustrated in Figure
10.

a b

c d

Figure 10: Rendering and texture mapping process.
Given a triangulation and the points on the grid in the
plane space (a), the points are represented in the world
space (b). Then, the colors are calculated, producing a
new texture image (c) that is mapped on the triangles to
be rendered (d).

4 RESULTS AND DISCUSSION
We used OpenGL for the graphics API and the tests ran
on an Intel Core i7-4770 CPU 3.40 GHz with 16GB
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RAM, Windows 8 64 bits and NVIDIA GeForce GTX
770 for graphics. We choose a liver model with blood
vessels as a case study to test our solution. We con-
structed the models from CT images of the SLIVER07
project [Heimann et al., 2009]. We used the Training
data - part 1 pack containing about 300 images with
resolution 512x512 from the abdominal region already
with binary masks to segment the liver. Then we used
MeVisLab to obtain the geometric models (Figures 11-
a and 11-b) as detailed in Table 1.

Model Vertices Triangles
Liver 3350 6673

Vessels 11216 22662
Table 1: Details of the input models.

We used the textures for the liver from Xue-mei et al.
[2009] where they addressed texture synthesis for
surgery simulators and the texture for the vessels from
ElHelw et al. [2004]. We used the same image for the
three textures to represent the inner liver. Ideally, three
different images should be used. These results can be
seen in Figure 11-c. The textured models separately
and superimposed are illustrated in Figures 11-d, 11-e
and 11-f, respectively.
Next we show several results from the inputs, as a set
of cuts generated by our system. Table 2 presents in-
formation related to these cuts, including the number of
intersection surface points (IP), number of triangles on
the plane (TP), plane texture grid resolution (GR) and
execution time (ET) in milliseconds.
The cuts are organized into different groups to illustrate
our technique for various goals. The first cut is shown
with full texture (Figure 1) and in wireframe (Figure
12) to illustrate a plane containing several intersections
with vessels.
Cuts 2 to 7 (Figure 13) present six cuts maintaining the
same cutting direction. As the grid resolution remains
constant, its related execution time increases according
to the number of triangles intersecting with the vessels.
Cuts 8 to 13, shown in Figure 14, use the same cutting
plane but with increasing resolution of the grid, zoomed
in on the right of each cut. In this sequence, we also see
an increase in the rendering time, due to the increasing
resolutions of the grid. Also, we can barely see differ-
ences in the final rendering with resolutions above 256.
For a video illustrating our technique in action, please
visit https://vimeo.com/128415963. This
video was captured directly from the screen.

5 CONCLUSIONS
We presented a technique for cuts in objects with inter-
nal structures with possible application on surgery sim-
ulators. In general, research related to surgical simu-
lators does not deal with internal structures of organs,
lacking information that could increase visual realism.

Although we presented our technique focusing on
organs, it can also deal with other types of three-
dimensional models that have an internal structure.
For the sake of generalization, we tested our approach
using a watermelon model. Results are presented in
Figure 15. The seeds are geometrically modeled as
internal objects. The watermelon texture at the cutting
plane looks plausible, and the seeds are correctly cut.
After this paper, a number of new avenues can be ex-
plored. First, other image combinations can be tested
besides the trilinear approach we presented here. Then,
validation studies should be planned to, using pho-
tographs of real objects, assess the outcome produced
by the different texturing interpolations. For the cut-
ting, we aim to extend our approach to support arbi-
trary cutting surfaces, such as those defined by im-
plicit equations or 3D meshes, instead of a single planar
surface. Further, as those improvements will require
higher computation power, we intend to explore paral-
lel implementations on the GPU before integrating our
solution into an operational surgery simulator.
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ABSTRACT
This work presents a fast streaming unit for computing a 3-D discrete wavelet transform. The unit can continuously
consume source data and instantly produce resulting coefficients. Considering this approach, every input as well
as output sample is visited only once. The streaming unit can be further improved by exploiting suitable SIMD
instruction set. Depending on the platform, the proposed method reaches speedup 11× and 8× compared to the
naive implementation. The measurements presented in the paper confirm the linear theoretical complexity of the
transform. Our method requires a constant amount of time to transform a sample independently of the data size.

Keywords
wavelet transform, volumetric data, real-time processing

1 INTRODUCTION
Discrete wavelet transform (DWT) is mathematical
tool that uses discretely sampled wavelets to de-
compose input data into several scales. Regarding
multi-dimensional signals, every such scale is also
split into several directionally selective subbands. The
transform is used as the basis of many sophisticated
algorithms and applications. A forward direction
of the transform is composed of several consecutive
levels of signal decompositions. These can be briefly
understood as convolutions with two complementary
FIR filters – low-pass and high-pass one. An inverse
direction of the transform has a symmetric nature to
the forward one.

Considering the number of arithmetic operations, a lift-
ing scheme [12] is often the most efficient way for com-
puting the discrete wavelet transform. The entire cal-
culation consists of several lifting steps. These steps
alternately update odd and even intermediate results.

This paper focuses on the Cohen-Daubechies-Feauveau
(CDF) 9/7 wavelet [11], which is often used for image
compression (e.g., JPEG 2000 standard). The resulting
coefficients using this wavelet can be computed by the
convolution with two FIR filters, one with 7 and the
other with 9 real-valued coefficients. Daubechies et al.

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

demonstrated that the transform employing this wavelet
can be computed in four successive lifting steps.

The 1-D discrete wavelet transform can be straightfor-
wardly extended to transform 3-D signals. A separated
decomposition along each axis is commonly used. The
applications of 3-D DWT include video coding, medi-
cal data compression, video watermarking, medical im-
age enhancement, or segmentation of medical volumes.

This paper presents SIMD-accelerated single-loop al-
gorithm for 3-D discrete wavelet transform computa-
tion. Considering this proposed algorithm, every source
memory element is visited only once while the resulting
output coefficients are instantly produced.

This paper discusses implementation of 3-D DWT im-
plemented over single-precision floating-point format
(referred to as binary32 in IEEE 754 standard). As indi-
cated above, the CDF 9/7 wavelet was employed. Only
a single level of the transform is considered wherein
subband coefficients (LLL, LLH, LHL, LHH, HLL,
HLH, HHL, HHH) are kept interlaced in an output
memory area. All the methods presented in this pa-
per are evaluated using mainstream PCs with Intel x86
CPUs. The SIMD-accelerated methods was coded us-
ing the Streaming SIMD Extensions (SSE) instruction
set. Intel Core2 Quad Q9000 running at 2.0 GHz and
AMD Opteron 2380 running at 2.5 GHz were used in
the tests below. Intel CPU has 32 KiB of level 1 data
cache and 3 MiB of level 2 shared cache (two cores
share one cache unit). In contrast, AMD CPU has
64 KiB of level 1 data, 512 KiB of level 2 cache per core
and 6 MiB of level 3 shared cache (all four cores share
one unit). All the algorithms below were implemented
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in the C language, using the SSE compiler intrinsics.1

In all cases, a 64-bit code compiled using GCC 4.8.1
with -O3 flag was used.

The rest of the paper is organized as follows. Section
2 discusses the state of the art. Especially, the lifting
scheme and the single-loop approach is described here.
Section 3 proposes a novel SIMD-accelerated single-
loop algorithm for computing the discrete wavelet
transform in 3-D. Finally, Section 4 summarizes the
paper and outlines the future work.

2 RELATED WORK
On conventional architectures, the lifting scheme [20,
12] is the most efficient scheme for computing the dis-
crete wavelet transform. Any discrete wavelet trans-
form can be factorized into a sequence of N pairs of
lifting steps. These steps are denoted as the predict Pn
and update Un convolution operators where each Pn cor-
responds to an FIR filter p(n)i and each Un to a filter u(n)i .
The lifting factorization is not generally unique. This
non-uniqueness can be exploited to maintain the sym-
metry of lifting steps in case of symmetric DWT filters.

α

β

γ

δ

Figure 1: Lifting scheme of CDF 9/7 wavelet. Areas
between dashed green lines represent the vertical and
dotted blue lines the diagonal vectorization.

In [12], Daubechies et al. demonstrated an example of
CDF 9/7 transform factorization. This lifting scheme
consists of four lifting steps (two pairs). After these
steps, an additional scaling of the coefficients is per-
formed. The individual lifting steps use 2-tap sym-
metric filters. When evaluating this lifting scheme,
some intermediate results can be appropriately shared
between neighbouring coefficients. The original cal-
culation is presented as an in-place algorithm, which
means the transform might be calculated in a place of
the input signal. However, this formulation is not ad-
vantageous especially due to a) a complicated border
treatment (e.g., symmetric extension), b) a tendency to
evicting the intermediate results from the CPU cache.

The entire calculation of CDF 9/7 DWT (without scal-
ing) is depicted in Figure 1. In this figure, the α,β ,γ,δ
are real constants specific to CDF 9/7 transform. For-

1 http://www.fit.vutbr.cz/research/prod/?id=211

mally, the forward transform in the referred figure can
be expressed by the dual polyphase matrix

P̃(z) =
[

1 α
(
1+ z−1

)
0 1

][
1 0

β (1+ z) 1

]
[

1 γ
(
1+ z−1

)
0 1

][
1 0

δ (1+ z) 1

][
ζ 0
0 1/ζ

]. (1)

The ζ is called the scaling constant.
A naive approach of the lifting scheme evaluation can
directly follow the lifting steps. Using this strategy, an
entire input signal is updated several times using the
predict Pn and update Un convolution operators. This
method will hereinafter be referred to as a horizontal
vectorization. Chrysafis et al. [10] addressed the prob-
lem of online (pipelined, line-based) implementations
of the lifting scheme. However, their approach was very
general and it is not focused on a real implementation.
In contrast, Kutil [16] presented an useful implementa-
tion of CDF 9/7 lifting employing SSE instruction set.
He splits the lifting scheme into vertical areas (see Fig-
ure 1). Thus, his method is below referred to as a ver-
tical vectorization. Due to data dependencies between
adjacent vertical areas, the vertical vectorization cannot
be directly parallelized. For this reason, we have pre-
sented a diagonal vectorization (Figure 1) of the scheme
in [1]. This vectorization allows the use of SIMD in-
structions directly without buffering of the coefficients
into blocks.
In the image processing, a fast implementation of 2-D
DWT is a widely examined area. At this place, we will
briefly revise important works. Chatterjee et al. [7]
proposed two techniques intended for an optimization
of the 2-D transform. The first one interleaves the oper-
ations of several 1-D transforms on multiple columns.
The second one modifies the memory layout so that
each sub-band is situated there contiguously. Chaver et
al. [8] pipelined computation in a vertical direction on
subsequent rows. This is similar to pipelined strategies
mentioned above in case of 1-D transform. Other sim-
ilar approaches can be found in [8] and [9], where the
authors vectorized a transform using an approach sim-
ilar to the one described in [16]. Considering the CPU
cache, the authors of [18] as well as [19] proposed sev-
eral techniques for reducing cache misses.
However, the most important work was done by Kutil in
[16]. The author fused vertical and horizontal 1-D fil-
terings into a single loop (from here the single-loop ap-
proach). This was partly done in the pipelined 2-D ap-
proaches above, although not performed on the whole
image at once. Let us revise the Kutil’s work in more
detail. The original single-loop approach is based on
the vertical vectorization. One step of this vectorization
requires two values to perform a single iteration. Con-
sequently, the approach needs to perform two filterings
on two consecutive rows at once. For each row, two
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coefficients are produced, which makes four values in
total. The vertical vectorization algorithm passes four
values from one iteration into the other for each row.
Finally, the Kutil’s approach needs to pass four rows
between merged iterations. Moreover, using the prime
stride between subsequent rows of the image was sug-
gested in his paper.

In [2], we have extracted the minimal core of the origi-
nal single-loop approach leading to a novel single-loop
core approach. This core can be built over the verti-
cal as well as the diagonal vectorization. Several such
cores can be further fused together in order to exploit
a suitable SIMD instruction set. The core approach
completely eliminated the problems of a complicated
border treatment used by the original approach. This
fact is caused by the separation of data accesses from
the intrinsic transform. The influence of CPU caches
on the 2-D transform was also studies in this work.
In the end, we have proposed a parallelization of the
SIMD-vectorized core approach that led to additional
speedups.

Furthermore, many papers exist in the field of an ef-
ficient 3-D DWT implementation. Let us to mention
the most significant works. In [4], Bernabe et al. pre-
sented two methods reducing the 3-D transform exe-
cution time. However, in both of these methods, they
employed the convolution scheme that does not take ad-
vantage from benefits of the lifting scheme. In their first
method, they split the original 3-D volume into several
independent sub-volumes. Thus, they have performed
several independent transforms2 which is different and
much easier task comparing to what we are dealing with
in this paper. On the other hand, such method bene-
fits from a small working set of the transformed data.
The independent transforms can be further applied in
an overlapped and non-overlapped manner. The sec-
ond method is just a modification of the first one where
the independent transforms are applied on cuboid sub-
volumes instead of cubes. The method should better
exploit the memory locality occurred due to their par-
ticular memory layout. The authors also exploited a
fine-grained parallelism by vectorizing loops using the
SSE instructions. Unfortunately, their methods are far
away from the single-loop and also the single-loop core
approaches. Finally, the authors reported 5× speedup
compared to the non-tuned implementation. In [5],
Bernabe et al. published a subsequent work. They ex-
ploited advantages of a parallel processing using mul-
tiple threads. The work is closely focused on hyper-
threading (HT) technology. However, the principles of
the methods employed remained the same as in previ-
ous paper.

2 introducing a block effect

In [17], Lopez et al. introduced a fast frame-based 3-D
DWT video encoder with low memory usage. The au-
thors used the convolution scheme. In their approach,
the video frames are continuously consumed by the 2-D
DWT algorithm. Then, this transformed frame is stored
in a buffer. Unfortunately, this buffer must be able to
hold as many frames as the number of taps for the FIR
filter in the temporal direction. Although their encoder
reduced memory as well as computational requirements
compared to the original 3D-SPIHT algorithm, it is still
far away from the true 3-D pipelined transform.

In another two papers [15, 3], the authors applied sep-
aratelly 2-D spatial and 1-D temporal transform. Both
of the works deal with a video compression. As in the
previous case, their approaches still need several input
frames to be accumulated in a buffer in order to filter
the frames along the third dimension.

The implementation of 3-D DWT was also studied on
modern programmable graphics cards (GPUs). For in-
stance, the authors of [14] and [6] used the convolution
scheme keeping transforms along three dimensions sep-
arated.

As it can be seen, the problem of the efficient 3-D
discrete wavelet transform implementation on conven-
tional PCs was studied to some extent. However, we see
several gaps which can allow for additional speedups.

3 PROPOSED METHOD
In this section, several 3-D transform techniques are
proposed. At the beginning, we discuss a problem of
appropriate choice of row and slice strides (steps be-
tween consecutive rows or slices). Then, we gradually
extend the single-loop core approach to three dimen-
sions.

3.1 Naive Approaches
Several works, e.g. [16], studied a performance degra-
dation of 2-D transform in the vertical filtering caused
by poor choice of the row stride. This degradation is
especially significant when the stride is a power of two.
The same problem occurs in 3-D. Fortunately, the prob-
lem is eliminated by using the single-loop approach in
which there is no separated horizontal and vertical fil-
tering.

Based on our previous works [1, 2], we have imple-
mented the 3-D transforms in two naive ways. Firstly,
a volume was transformed using the horizontal vector-
ization separately along each dimension. This is the
most naive method employing the lifting scheme. Sec-
ondly, we have implemented this transform using the
vertical vectorization. This method suffers from fewer
CPU cache related problems than the one employing
the horizontal vectorization. However, both of them ex-
hibit huge amount of cache misses as soon as a size of
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Figure 2: Address structure in relation to the CPU
cache. The sizes of the individual parts depend on the
particular architecture.

the data exceeds a size of the CPU cache. In both imple-
mentations, the transform in the first dimension is com-
puted coupled with copying the data into a destination
area. This is followed by a real in-place computation
for the remaining two dimensions.
The cache of the considered CPUs consists of many 64-
bytes buckets called cache lines. They are divided into
several sets according to a associativity of the cache
(e.g., four sets for 4-way associativity). Considering
such CPU cache, a virtual address is split into three
parts. Low six bits specify offset in a cache line. Few
upper bits specify the associativity set of the cache. The
rest of bits represent a tag stored for each individual
cache line. Such address structure is outlined in Fig-
ure 2. The details can be found in [13].
We have measured the performance for both of the de-
scribed naive methods in combination with unchanged
as well as modified strides. Note that we are talking
about the row stride as well as the slice stride. The un-
changed stride means that rows and slices are placed
without gaps densely one by one. In relation to the sec-
ond choice, we have modified the strides in the follow-
ing way. Low six bits of the addresses correspond to
offsets in cache lines and thus do not directly influence
the selection of the cache set. These are set to zero. The
other bits are changed to the next highest prime number
(the "set" and "tag" in Figure 2). Although a choice of
the next highest odd number is sufficient since any odd
number is coprime with any power of two. The perfor-
mance comparison is shown in Figure 5.
As it can be seen, the performance of unchanged stride
is unstable. It exhibits poor properties especially on the
power-of-two strides. However, the data has smaller
memory footprint. So, if the stride length does not hit
the inappropriate value, the entire transform runs faster
than in the case with modified stride. In the rest of this
paper, we will continue using the modified stride (i.e.
prime stride).
As an intermediate step towards the full 3-D single-
loop transform, we have experimented with highly op-
timized 2-D transforms followed by a separated filter-
ing in the third dimension. The implementation of the
optimized 2-D transform is described in our previous
paper [2]. Essentially, this transform is computed "out
of place" in the single loop by a single-threaded SIMD-
optimized 4× 4 core. Afterwards, the transform in the
third dimension is computed "in place" using the verti-
cal vectorization. For 4×4 core approach, the auxiliary
buffer of a slice edge size times four has to be allocated.

The buffer is used to transfer information between steps
of the vertical vectorization along y axis direction. The
comparison with the previous two methods is shown in
Figure 6. We have plot only the implementations using
the modified (stable) strides. The transform performed
in the slices outperforms the two naive implementations
practically for all sizes on the x axis.

3.2 True 3-D Approaches
Based on our work in [2], we have created two base-
line implementations transforming the entire volume
in the single loop. These implementations employing
23 cores – first built over the vertical and the second
over the diagonal vectorization. Both of them process
the data out of a place. The implementation with the
diagonal core is inherently accelerated by SIMD in-
structions. The vertical implementation does not allow
SIMD-optimizations at this stage.

In more detail, both 23 cores are composed from three
parts. The first part loads the input data from a source
memory area. The inner part performs a fragment of
the transform computation. Finally, the last part stores
the resulting coefficients into a destination area. The
first and last parts treat data borders using the symmet-
ric extensions.

Figure 3: Illustration of 23 cubic core. Portions of aux-
iliary buffers to update are shown on each side.

Access to three auxiliary buffers is required during the
inner part of the computation. See Figure 3. This
most important part consists of three blocks perform-
ing calculations corresponding to the three dimensions.
Each block updates the necessary intermediate results
in the corresponding auxiliary buffer. This is followed
by scaling of the output coefficients.

In the most generic variant, each 2-D auxiliary buffer
has the same size like the corresponding volume side.
The depth of each auxiliary buffer is 4 coefficients for
the vertical vectorization or 12 coefficients for the diag-
onal one. See Figure 4. This memory consumption can
be reduced using a appropriate processing order. When
using the horizontal3 order, it is not necessary to allo-
cate the full side size buffers. It is sufficient to allocate
only the following sizes. One full side size buffer for
the first dimension. One edge size buffer for the second
dimension. Finally, one point size buffer for the third

3 raster scan
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Figure 4: Complete processing of the volumetric data
by the 3-D single-loop core. Auxiliary buffer for each
dimension is shown on the sides of the volume.

dimension. For instance, considering the vertical vec-
torization and 23 core, it is sufficient to allocate buffers
of total size 4 · (sx · sy + sx · 2+ 2 · 2) elements, where
sx,sy are sizes of the volume in first two dimensions.

Now, we take a closer look on the conjoined scaling.
With the scaling constant ζ , the scaling of one pair of
coefficients can be written as element-wise multiplica-
tion by a scaling vector

Z1(x) =
[
ζ−1 ζ

]
, (2)

where the coordinate x ∈ {0,1}.
In 2-D case, the scaling of one 2× 2 block of coeffi-
cients can be written as element-wise multiplication by
a scaling matrix

Z2(x,y) = Z1(x) ·Z1(y), (3)

where the coordinates x,y ∈ {0,1}, giving

Z2(x,y) =
[

ζ−2 1
1 ζ 2

]
. (4)

Finally, in 3-D case, the scaling of one 23 box of coeffi-
cients can be written as element-wise multiplication by
a scaling cube

Z3(x,y,z) = Z1(x) ·Z1(y) ·Z1(z), (5)

where x,y,z ∈ {0,1}. For better understanding, the
slices through the z axis look like

Z3(x,y,0) =

[
ζ−2 1

1 ζ 2

]
·ζ−1 =

[
ζ−3 ζ−1

ζ−1 ζ

]
Z3(x,y,1) =

[
ζ−2 1

1 ζ 2

]
·ζ =

[
ζ−1 ζ

ζ ζ 3

] .

(6)

We have compared the performance of the two 3-D core
approaches to the previous methods. The result can be

Intel Core2 AMD Opteron
method time speedup time speedup

naive horiz. 159.8 1.0 105.7 1.0
naive vert. 100.1 1.6 73.5 1.4
vert. slice 42 53.8 2.9 41.0 2.5
vertical 23 23.3 6.8 21.7 4.7
diagonal 23 22.8 6.9 21.1 4.9
vertical 43 13.5 11.7 12.9 8.0

Table 1: Performance evaluation for large data. Best
results are in bold.

seen in Figure 7. Apparently, the 3-D approaches ap-
proximately above 1 megavoxel outperform all the pre-
vious methods.

Within the context of the vertical vectorization, utiliza-
tion of SIMD instruction set is straightforward. In first
two dimensions, 2× 2 small 23 cores are merged to-
gether in analogous manner as in [2]. In the third di-
mension, there is no reason to increase the size of the
core as SIMD can be used directly. In all three dimen-
sions, the basic building block of the transform is 2×4
core. In this 2× 4 core, four steps of the vertical vec-
torization are computed in parallel using SIMD instruc-
tions. The scaling of coefficients is performed together
as the last step of the calculation. As a result, 4×4×2
SIMD-vectorized core was formed.

Although there is no reasonable justification, it can be
tempting to build a compact 43 core as an analogy to the
well-performing 42 counterpart. Such core is internally
composed of two dependent 4×4×2 sub-cores. How-
ever, such a connection may be slightly advantageous
due to prefetching of intermediate results. Moreover,
the implementation is more regular.

The final comparison is shown in Figure 8. The SIMD-
optimized 3-D cores exhibit the best results. The 43

core slightly outperforms the baseline 4× 4× 2 one.
Above initial transients, all the single-loop approaches
confirm the linear asymptotic complexity of the discrete
wavelet transform.

Based on [2], the single-loop core method can be fur-
ther accelerated utilizing the multi-threading. Table 1
summarizes performances and speedups for a volume
of 238 megavoxels. The testing platforms are described
in Section 1. The speedups are given against the sep-
arable method using the horizontal vectorization and
the prime stride. The achieved processing time 13
nanoseconds per sample is roughly equivalent to pro-
cess 37 frames per second with Full HD resolution
(1920× 1080 per frame). For 4× 4× 2 core and any
infinite video sequence, only two frames (the currently
coded and the immediately preceding) have to be held
in memory. The summarizing comparison of all signif-
icant approaches is shown in Figure 9.
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Figure 5: Performance comparison of naive approaches with unchanged and prime strides.
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Figure 6: Performance comparison of slicing 42 and naive approaches under the prime stride.
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Figure 7: Performance comparison of two baseline 3-D approaches with previous ones.
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Figure 8: Performance comparison of all 3-D approaches.
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Figure 9: Summarizing performance comparison of all approaches under the prime stride.

4 CONCLUSIONS
We have presented a true single-loop approach designed
to transform 3-D data. The proposed method can be
understood as a streaming unit which visits every in-
put as well as output data element only once. The core
can further be improved by exploiting suitable SIMD
instruction set. The best of proposed methods reaches
speedup 11× on Intel and 8× on AMD compared to the
naive implementation. The measurements confirm the
linear theoretical complexity of the transform in 3-D. In
absolute numbers, the best method can transform a data
sample in 13 nanoseconds what is roughly equivalent to
transform 37 frames per second in Full HD.

As a future work, our methods can be parallelized by
multithreading. For real applications, it can be neces-
sary to perform several levels of such decomposition.
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ABSTRACT
We present an improvement of a unified topological-physical model which permits topological modifications dur-
ing physical simulation of soft tissues. Our improvement makes the model more generic, efficient and simpler to
update. The main principle of our improvement is to associate information to elements of the model, depending on
the underlying physical model. Our modification of the architecture enables to easily integrate different physical
models. Moreover, topological operations and physical simulations can be factorized between the different physi-
cal models. Our solution is more efficient as it leads to simpler modification algorithms after topological alterations
with less changes to apply. In this paper, we present our new solution and illustrate its new properties thanks to
several experiments performed on two well-known physical models: Mass-Spring System and Tensor-Mass model.
The results present a comparison of our solution with the previous one for the cutting topological operation. More-
over, as our model permits to easily compare several physical models, we performed some simulations to reproduce
experiments made on real tissues.

Keywords
Physical Simulation; Mass-Spring System; Tensor-Mass Model; Combinatorial Maps.

1 INTRODUCTION
In medical applications, the actual challenge is to pro-
pose physical models which provide interactive simula-
tions with topological modifications (such as cutting).
The goal is to simulate surgical operations for training.
In computer graphics, the field of soft bodies simula-
tion covers many methods [NMK+06]. The two main
approaches, namely Finite Element Method (FEM) and
Mass-Spring System (MSS), focus either on accuracy
or on the performance of the system with visually sat-
isfactory results. MSS is faster and easier to implement
than FEM, but provides less accurate results. However,
some papers focus to improve the MSS model by in-
tegrating some mechanical properties (such as Young’s
modulus and Poisson’s ratio) in the computation of the
springs properties [BSSH04, LSH07, BBJ+09].

Furthermore, as an alternative to the classic FEM, the
Tensor-Mass (TM) approach has been introduced by

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

Delingette, Cotin and Picinbono [DCA99] and ex-
tended by Schwartz [SDR+05]. This approach is based
on another way to solve the mechanical equations of
the objects, with a direct computation of the forces
applied on each node considering the evaluation of the
strain energy density. This approach allows to compute
elements’ information regardless of the neighborhood
of this element.

In this context, this paper proposes an extension of the
work of Flechon [FZDJ13, FZDJ14] who proposed a
unified topological-physical model (called LCC+MSS)
adapted for a mass-spring simulation that handles cut-
ting or piercing simulated objects. Only one model is
used to define the topology, the geometry and the phys-
ical properties of the simulated object, enabling topo-
logical modifications during its simulation by updating
on the fly. In this paper, our contributions are:

• The improvement of the efficiency of the
topological-physical model for cutting by changing
the architecture of the model.

• The improvement of the topological-physical model
to manage several physical models. We illustrate
this issue by integrating the mass-spring system and
tensor-mass model which both naturally allow dy-
namical topological modifications thanks to a local
formulation of the strain.
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• The use of the topological-physical model to sim-
ulate realistic and accurate experiments on soft tis-
sues.

The paper is organized as follows. Section 2 presents
the two physical models used. Section 3 presents
the unified topological-physical model proposed by
Flechon. Section 4 presents our extension of this
unified model with discussion in Section 4.3. Section 5
presents some experiments showing that the perfor-
mances of the LCC+MSS model have been improved
by the new architecture of the topological-physical
model. Moreover, Section 6 shows that our model
can be used to conduce real experiments made on soft
tissues and to compare physical models.

2 PHYSICAL MODELS
Mass-Spring System. In computer graphics, mass-
spring systems have largely been used to simulate the
behavior of deformable objects [TPF91, BFA02]. This
physical model is based on the discretization of the ob-
ject into a set of masses (also called particles) inter-
connected by springs. Then at each time step, the fol-
lowing main steps are performed for each particle:
(1) Computation of the forces applied on the particle

due to springs and external forces. Remember that
the force involved by a spring connecting particles
i and j, with stiffness constant ki j and initial length
li j, is defined at time t by Fi j(t) = Fe

i j(t)+Fv
i j(t).

• Fe
i j(t) is the elasticity force of this spring with{

Fe
i j(t) = ki j

(
‖Pj(t)−Pi(t)‖− li j

)
ui j(t),

Fe
ji(t) =−Fe

i j(t),

where Pi(t),Pj(t) are the positions of i, j and
ui j(t) = (Pj(t)−Pi(t))/‖Pj(t)−Pi(t)‖.

• Fv
i j(t) is the viscosity force of this spring with

Fv
i j(t) = γi j (Vj(t)−Vi(t)) ·ui j(t) ui j(t),

where Vi(t),Vj(t) are the velocities of i, j and
γi j = 2

√
ki j(mi +m j)/2 the spring’s viscosity

coefficient where mi,m j are the masses of i, j.

(2) Computation of the acceleration according to New-
ton’s second law with d2

dt2 Pi(t) = Fi(t)/mi where
Fi(t) represents the forces applied on particle i.

(3) Computation of the velocity and position accord-
ing to the acceleration using a numerical integration
scheme (for instance the semi-implicit Euler one).

Tensor-Mass model. The TM approach is based on
the discretization of the object into several elements
as for the FEM, but then the equations are solved lo-
cally, making this approach more suitable for topologi-
cal modifications of the object. To account for various

mechanical behaviours, several formulations have been
presented: linear Hooke’s model [CDA00], non-linear
geometrical model based on Saint Venant-Kirchhoff’s
elasticity model [PDA00], anisotropic material [Pic03]
and non-linear visco-elastic deformations [SDR+05]
with some pre-computations to accelerate the process.

The simulation’s loop of the MT approach involves the
following main steps for each element E of the object:

(1) Computation of the displacement of a point X in-
side E with

UE(X)'
n−1

∑
j=0

Λ j(X)U j,

where n is the number of 3D nodes Pj defining the
element, U j the displacement of each node Pj from
its initial position, and Λ j(X) some interpolation
functions defined according to the type of element
used for the discretization.

(2) Computation of the deformation energy according
to the displacement of the element’s nodes. In our
work, we consider a non-linear elasticity behavior
using the Green-Saint Venant strain-tensor

ε(X) =
1
2
(
∇UT (X)+∇U(X)+∇UT (X) ∇U(X)

)
.

The associated strain energy density is defined by

W (X) =
λ

2
(tr ε(X))2 +µ tr ε(X)2,

where λ and µ are the Lamé coefficients character-
izing material stiffness.

(3) Computation of the elasticity force on any node
Pj ∈ E for j ∈ [0,n−1] with

FE(Pj) =−
∂WE(Pj)

∂U j
,

where WE(Pj) is the energy density of deformation
of the considered element evaluated at node Pj.

(4) Computation of the acceleration according to New-
ton’s second law (in the same way that for MSS).

(5) Computation of the deformation and displacement
of the object using a numerical integration scheme
(in the same way that for MSS).

In this paper, we used the approach proposed by
Faure [FZJM12]. The formulation of the forces applied
on each node of the elements was generated thanks
to symbolic computation. Thus, the steps (1), (2) and
(3) of the simulation loop were replaced by the direct
formulation of the force applied on the nodes.
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3 LCC+MSS MODEL
3D Linear Cell Complex. The unified topological-
physical model (called LCC+MSS) proposed by
Flechon [FZDJ13, FZDJ14] used as underlying data
structure the 3D Linear Cell Complex (LCC) [Dam12]
from the CGAL Open Source geometric algorithms
library [The12]. With this topological structure, an
orientable object is represented using 3D combinatorial
maps (called 3-maps) [Lie94, DL14] as a subdivision
of 0-cells (vertices), 1-cells (edges), 2-cells (faces)
and 3-cells (volumes). The cells are described by
darts, a generalization of half-edges [Män87] to higher
dimension, plus pointers between these darts called βi
with i ∈ {0,1,2,3}. The 3D linear cell complex data
structure is then obtained by associating to 0-cells the
coordinates in R3 of corresponding points.
Fig. 1 represents two adjacent cubes described by a 3-
map. Darts are displayed as arrows. β1(d) is the next
dart following dart d in the same face and the same vol-
ume. β0(d) is the previous dart in the same face and
volume. β2(d) gives the other dart from d belonging to
the same edge, the same volume but not the same face.
β3(d) gives the other dart from d belonging to the same
edge, the same face but not the same volume.

3
β

2
β0

β
1β

Figure 1: Two adjacent cubes described by a 3-map.
Each cube has 6× 4 darts. Purple disks represent ver-
tices associated with points to obtain a 3D LCC.

This representation using darts and pointers describes
the cells of an object as well as all the incidence and
adjacency relationships. If two i-cells share a common
(i−1)-cell, they are adjacent (for example two volumes
sharing a common face). If one cell belongs to the
boundary of another cell, these two cells are incident
(for example a vertex belonging to the boundary of a
face). This information is very useful to allow topolog-
ical modifications during the simulation.
Lastly, any information can be associated with cells
thanks to the attribute notion (e.g. a length to edges
or a color to faces). We denote by i-attribute(d) the
attribute associated with the i-cell containing dart d.

3D LCC for MSS. Flechon added information to a 3D
LCC to construct the LCC+MSS model which is suit-
able for a MSS based on the Baudet formulation for
hexahedral mesh [BBJ+09]. This formulation is avail-
able for basic hexahedra including four inner springs.

In the LCC+MSS model, a data structure Particle
is associated to each 0-cell thanks to a 0-attribute and
a data structure Spring is associated to each 1-cell
thanks to a 1-attribute. Four additional springs inside
each hexahedron are also described by the Spring
data structure. But contrary to particles and springs pre-
viously described, these inner springs are not associated
with any cells of the 3-map, but directly associated to
the object.

• The Particle structure stores information related
to a particle: its mass, velocity, acceleration and the
sum of the forces applied to it. Moreover, it stores
the list of the inner springs attached to it.

• The Spring structure stores the physical proper-
ties of a spring: its initial length, its stiffness and its
two extremities (thanks to two pointers to the two
Particle connected by the considered spring).

Fig. 2 illustrates an example of a LCC+MSS model for
two adjacent cubes.

Spring

s

ds

d’s

Particle

Figure 2: Two adjacent cubes described by the LCC-
MSS model which is a 3D LCC associated with parti-
cles (purple disks), springs (in black) and inner springs
(in blue).

Interest of using topological model for physical sim-
ulation. The classical data-structure used in MSS simu-
lations is a graph where vertices correspond to particles
and edges correspond to springs. This simple model al-
lows to directly and easily compute the forces resulting
from the springs and to accumulate these forces on the
particles. However, the treatment becomes more diffi-
cult for topological modifications. Indeed, it is not pos-
sible with such a graph, to directly retrieve the elements
of the object, nor all the neighborhood relations be-
tween the elements, the springs and the particles when
these relations are necessary to implement topological
modifications.

For example, to cut an object between two adjacent hex-
ahedra (i.e. two hexahedra sharing a face), particles of
the face could need to be duplicated (as we will see
later with Fig. 4). To detect if a particle needs to be
duplicated or not, we need to search for existence of a
path of adjacent elements joining the two cut hexahe-
dra. This is not possible directly in the graph. Thus, a
data-structure has to be added to represent elements by
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storing indices of its particles and indices of its adjacent
elements. Then, we also need to add to each particle
the indices of its incident elements. These additional
data-structure and links need to be initialized and up-
dated coherently after each operation. Moreover, other
data-structures and links will be required to implement
another topological modification.

The main interest of using a topological model is that
we are sure that all the topological relations are de-
scribed and can be retrieved directly. Existing topo-
logical constraints ensure the topological validity of the
described objects and can be used to test the consis-
tency of implemented operations. Moreover, we can
use many existing and proved topological operations
that can serve as basic tool to implement high level op-
eration in our physical simulation.

4 OUR NEW SOLUTION
In this paper, we propose an improvement of the
LCC+MSS model. At this time, we consider only
hexahedral elements due to the physical models used,
but the structure is suitable for any topology. Our
model follows two new principles: (1) to store the darts
of each element in 3-cells of the 3-map; (2) to associate
the physical information directly in the corresponding
cells of the 3-map.

4.1 Storing of the darts in their element
For the first principle, we add in each element an ar-
ray called dart containing all the darts of the element
grouped by faces i.e. an array dart[6][4] is asso-
ciated to each hexahedron. The initialization of these
arrays is performed at the construction of the 3-map
using the convention given in Fig. 3. With this struc-
ture, all points of a given hexahedron can be retrieved
thanks to the stored darts. For example, point X0 is
obtained from dart[0][3] and point X1 is obtained
from dart[4][2]. Moreover, each point of an hexa-
hedron can be retrieved by three different darts. For ex-
ample X0 can also be retrieved thanks to dart[1][0]
and dart[4][1].

f
5

f
3

f
2f

1

f
40

X

5
X

7
X

2
X

1
X

3
X

f
0

6
X

4
X

Figure 3: Convention used to store darts of a hexahe-
dron composed of points Xi with i ∈ {0, . . . ,7}. f j =
dart[j][0] with j ∈ {0, . . . ,5} correspond to the
first darts of each face (the bolded arrows).

One major interest of our proposal is to provide a direct
access to all the incidence relations between cells, al-
lowing a direct access in O(1) to information required
by the different physical models. This direct access is
done either by using the relations given by the 3-map or
by the relations given by the dart array.

4.2 Storing of physical information in the
corresponding cells

The second principle is based on the fact that the
physical information associated to the i-cells (with
i ∈ {0,1,2,3}) of the 3-map is depending on the physi-
cal model chosen. Consequently, the direct association
of the physical information to the corresponding cells
allows to consider easily different physical models. In
this subsection, we present the use of our proposal for
a mass-spring system and a tensor-mass model, but any
physical model can be envisaged. We terminate this
subsection by showing the generic computation of the
forces accumulation thanks to this second principle.
Naturally, the computation of the acceleration of the
object and its integration in order to obtain its velocity
and its position is the same for all physical objects who
are based on the newtonian dynamics.

Mass-Spring System. For a mass-spring system based
on the Baudet formulation [BBJ+09], particles are asso-
ciated to 0-cells thanks to 0-attributes, springs are asso-
ciated to 1-cells thanks to 1-attributes, and inner springs
are associated to 3-cells thanks to 3-attributes. Indeed,
we remember that in the considered MSS, each hexahe-
dron includes 4 inner springs si with i ∈ {0,1,2,3}. By
convention, we fix spring s0 (resp. s1, s2, s3) between
particles (P0,P7) (resp. (P0,P7), (P1,P6), (P2,P5) and
(P3,P4)) where particles Pi correspond to point Xi with
i ∈ {0, . . . ,7} presented in Fig. 3.

To compute the forces involved by springs (supported
both by 1-cells and 3-cells), each spring needs to know
its two extremity particles which are the parameters of
the addForce() function used for this purpose. This
can be retrieved thanks to the 3-map and to the dart ar-
ray, without storing explicitly the link between springs
and particles.

• For each spring s associated to a 1-cell, one dart ds
of the edge is directly known thanks to the 3-map
(see Fig. 2). The first particle extremity of the spring
is given by 0-attribute(ds). The second particle ex-
tremity of the spring is given by 0-attribute(d′s) with
d′s =other_extremity(ds) the dart associated
with the second extremity of the edge.

• For any inner spring si associated to a 3-cell, its two
particles extremity are directly retrieved by our con-
vention and the dart array. For example for s0, its
first extremity is 0-attribute(dart[1][0]) and its
second extremity is 0-attribute(dart[3][1]).
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Tensor-Mass model. For the tensor-mass model, nodes
are associated to 0-cells thanks to 0-attributes, and the
formulation of the forces applied on each node of an
element are associated to 3-cells thanks to 3-attributes.
In this paper, we only consider hexahedral mesh with
a non-linear behavior using the Green-Saint Venant
strain-tensor, but it could easily be extended to any
topology or physical behavior thanks to the formulation
of the forces proposed by Faure [FZJM12].

To compute the forces applied on each element inside
the addForce() function, each element starts by
computing the displacement of their nodes using their
current and initial position. Thanks to the dart array,
each node of a 3-cell is retrieved in constant time.
Then, the force applied on each node of an element
is directly computed using the formulation of forces
generated by symbolic computation.

Generic forces accumulation. Thanks to this new way
to associate physical information to a LCC, the forces
applied on the object are easily computed by perform-
ing a loop on all the relevant i-cells, that is the i-cells
affected by the force computation (e.g. the 1-cells and
3-cells for MSS; the 3-cells for MT) and calling the
appropriate addForce() function on the associated
physical information. In practice, it consists to iterate
through all the enabled i-attributes (i.e. the attributes
which are associated to cells of the 3-map).

4.3 Comparison with previous solution
As recalled in Section 3, the initial definition of the
LCC+MSS topological-physical model [FZDJ13]
associates physical entities to cells (similarly than
in our new solution), except for inner springs which
are not associated with elements. Moreover, each
spring stores its two extremity particles to be able to
accumulate the force of this spring to the particles.

Improvement for cutting. With this previous solution,
extremity particles of springs may have to be updated
after a cutting. For example in Fig. 4, the cut of the two
top hexahedra leads to the split of particles v1 and v2
into four particles v1,v′1,v2, v′2. But after this cutting,
springs of the top-right hexahedra are still associated
with original particles v1 and v2 instead of particles v′1
and v′2 (see Fig. 4(a)). To solve this problem after the
cutting, a post-processing is applied to update the in-
correct extremities of springs (see Fig. 4(b)).

The solution proposed [FZDJ13] is to update all the
springs having as extremity the particles involved in the
cutting. This requires to store in each particle the list of
the springs touching it. Then, when a particle is dupli-
cated due to a cutting, an iteration is performed through
this list to update the extremities of the springs to point
to the new particles. Moreover, the list of springs is

split in two parts: the first part for springs incident to v1
and the second one for springs incident to v′1 (the new
particle). This treatment requires a complex and time
consuming processing.
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Figure 4: In the LCC+MSS model (pictures
from [FZDJ13]), the cutting involves the updating of
the spring extremities. (a) The bold segments represent
the inner springs wrongly attached to particle v1 after
the cutting. (b) The same springs updated after a post-
processing step.

With our new solution, as the darts of an element are
constant whatever the topological modification applied
on its neighbor elements, no change is required for
cutting. For example, the darts of the two hexahedra
split in Fig. 4 are still valid after the cutting. Moreover,
as springs and inner springs extremities are only de-
fined by using the darts of the hexahedra, they are still
valid after the cutting without any updating. Thus our
algorithms with topological modifications are simpler
than Flechon and our method is faster (as shown in our
experiments in Section 5) than Flechon.

Improvement for any physical models. Another ad-
vantage of our proposal concerns the ease to consider
several physical models as presented in previous sub-
section. Indeed, as physical information are associ-
ated with cells thanks to the 3-map, the same algorithm
is used to accumulate forces regardless of the physi-
cal model used (in our actual implementation, for both
mass-spring system and tensor mass model).
Moreover, the 3-map and the dart array are up to date
after cutting without any need of post-processing. Thus,
only physical properties concerning by the cutting (like
the mass) have to be updated. This simplifies the inte-
gration of new physical models in our system.

5 RESULTS
In this section, we present results obtained in a
Intel R©i5 4690 CPU, 4 cores @3.50 GHz with 16 Go
RAM. For the following tests, we consider a gravity
put to g = −9.8 m.s−2 and beams with a density
ρ = 1000 Kg.m−3, a Young’s modulus E = 400 KPa
and a Poisson’s ratio ν = 0.3.

Time for cutting. We start by a comparison in
time for cutting between our approach and that of
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Flechon [FZDJ13]. In Fig. 5, the curves represent the
time in secondes involved to cut a beam compared
to the number of faces disconnected. We consider
beams discretized in 200× 200× 2, 400× 400× 2,
600 × 600 × 2 and 800 × 800 × 2 elements of size
1×1×1 m with a cutting according to the Z axis.
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Figure 5: Comparison for the time involved for cutting.

In Table 1, more complex meshes are used for the com-
parison in time (in ms) for cutting: a frog (2,354 ele-
ments), an elephant (125,754 elements), a mushroom
(27,000 elements) and a giraffe (85,405 elements).

Mesh # faces cut Flechon Our model
Frog 112 4.0 2.0
Elephant 592 14.5 7.6
Mushroom 987 32.2 17.7
Giraffe 5210 176.3 91.6

Table 1: Comparison of time (in ms) for cutting.

We observe that our method is nearby twice as fast than
the LCC+MSS model as less information has to be up-
dated in our approach to take into account a topological
modification of the object.
Precision. Fig. 6 presents a comparison for the trac-
tion test between the results obtained using the MSS
and the MT approach compared to the analytic solution
with beams discretized in 5× 5× 20 and 10× 10× 40
elements. We consider the analytic solution given by

y =
ρglh

24 E I
(4Lx3−6L2x2− x4)

with L = 1 m the length, h = 0.25 m the height, l =
0.25 m the thickness of the beams and I = lh3/12 the
inertia moment. Fig. 7 presents a visual comparison
of the equilibrium state obtained with the 10×10×40
MSS beam and the 10×10×40 MT beam.
As expected, we observe that the MT simulation is clos-
est to the analytic solution than MSS simulation. This
experiment shows the interest of having several phys-
ical models in a same software to simply comparisons
between different simulations.
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Figure 6: Comparison between the MSS, the MT and
the analytic solution for a traction test.

Figure 7: Comparison between the MSS (left) and the
MT (right) for a traction test performed on beams dis-
cretized in 10×10×40 elements.

Time of execution. Fig. 8 presents a comparison in
time for the traction test performed on beams with sev-
eral discretization. The aim was to vary the number of
elements of size 0.025× 0.025× 0.025 m. We present
sequential and parallel time with a parallelization of
the simulation’s loop performed using the Intel R©TBB
(Threading Building Blocks) C++ template library for
task parallelism. Four threads were involved for the par-
allel time. We obtained an average speedup of 1.45 for
the MSS and 2.73 for the MT.

The MT simulation is slower than the MSS simulation
due to the more complex physical equations. However
its parallelization has a better speedup than the MSS
one. This is due to the fact that MT uses only once type
of attribute for the physical information (associated
with 3-cells), while MSS uses two different types of
attributes (1-cells for springs and 3-cells for inner
springs) requiring two different loops.
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ulation performed in sequential or in parallel with TBB.

Illustrations of cutting. Fig. 9 and 10 show cutting
made during a MT or a MSS simulation of meshes sub-
ject to the gravity. These pictures show that our model
allows topological modifications of the objects during
their physical simulation.

Figure 9: Cutting made during a MT simulation of a
beam (subject to gravity) fixed to its two extremities.

Figure 10: Cutting made during a MSS simulation.
Some particles were fixed and the gravity was applied.
The density of the letters was put to ρ = 200 Kg.m−3.

Fig. 11 shows several cuts applied on a giraffe mesh
(with no simulation) that contains 85,405 elements.
The different parts were separated by hand to obtain a
proper visualization.

Figure 11: Ten successive cuts on a giraffe mesh.

6 REPRODUCE REAL EXPERIMENTS

In this section, we present the use of our model to sim-
ulate experiments performed on real tissues. Firstly,
we explain the original experiments made on porcine
tissues [NNP12]. Secondly we present our simulation
and the preliminary results obtained with the MSS and
the MT model. Note that the comparison between two
physical models in this simulation is possible thanks to
our improvement of the physical-topological model.

Experiment. The original experiments were performed
on a porcine liver disks of 2− 3.7 mm thickness and
diameter of approximately 15 mm. Fig. 12 presents
a schematic picture of the experiment. The disks of
porcine tissues were glued between the plates of a rota-
tional rheometer. Then, the top plate was rotating at a
frequency varied from 0.1 Hz to 2 Hz, while the bottom
one was constrained. This experiment is equivalent to a
local deformation of the porcine disks.

Figure 12: Schematic representation of the experiments
made on porcine tissues [NNP12].
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The authors [NNP12] of the original experiments de-
rived a non-linear model from the results obtained with
the experiments. However, since we only consider the
linear case, the following equations are modified ac-
cordingly.

The model is represented by the relaxation modulus
G(t) and the stress-strain relationship σ [ε(t)]. We have:

G(t) =
K

Γ(1−n)
t−n

with K the consistency, n the linear constitutive index
and t the time [KM09, NVP10]. The Gamma function
is defined by

Γ(x) =
∫

∞

0
tx−1e−tdt.

Considering the experiments made on liver tissues, we
used as values K = 861 Pa.sn and n = 0.1138 [NNP12].
The stress-strain relationship is defined for the linear
case by

σ [ε(t)] =
∫ t

0
G(t− t ′)ε̇(t ′)dt ′,

where σ represents the stress, ε(t) the strain and
ε̇ a constant strain rate. We considered the same
three strain rates as the authors [NNP12] with
ε̇ ∈ {0.0151 s−1,0.133 s−1,0.67 s−1}.

Simulation. We used our model to reproduce the ex-
periments by simulation. We assumed that locally the
tissue is represented by a rectangular block of infinitely
long plates. The bottom of the tissue did not move and
the top of the tissue only moved on the abscissa X . For
this, we applied a direct displacement to the top parti-
cles and studied the response of the tissue. The simu-
lated tissue consists of 3,751 particles with 10×10×30
volumes (see Fig. 13). The unit of a cube is 1 mm.

Figure 13: MSS composed of 10× 10× 30 hexahedra
to reproduce the experiments made on tissues.

As in the LCC+MSS model of Flechon, the formulation
of Baudet [BBJ+09] is used to compute the stiffness
constant according to Poisson’s ratio and Young’s
modulus to integrate physical parameters into the MSS.

Results. We considered porcine liver which is a non-
compressible tissue with E = 1000 Pa, ν = 0.499 and
ρ = 1000 Kg/m3. The gravity force is set to zero as it
is negligible in the real experiment. As we performed
a shear experiment in the linear case, the strain is small
enough to be negligible. For this reason, we consider
the stress-time relationship to analyse our simulations.

Fig. 14 shows the stress according the time obtained for
the MT model and the MSS model. For the simulations,
the stress is computed by dividing the force applied on
the object by the area of the top plate of the tested tissue
(in our case 300 mm2).
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Figure 14: Evolution of stress in time for respectively
the MT model (top) and the MSS model (bottom) for
three different strain rates.

As expected, we observe that MT and MSS have a lin-
ear behavior for small deformations.

In the future work, we will improve the MSS solu-
tions by implementing volume preservation and apply-
ing some correction forces. We also want to implement
a new damping solution to ensure the correctness of the
model for linear case.
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7 CONCLUSION AND PERSPECTIVE
In this paper, we presented an improvement of the
LCC+MSS model proposed by Flechon [FZDJ13]. Our
improvement is based on two new principles: (1) to
store the darts of each element in the 3-cells of the 3-
map; (2) to associate the physical information directly
in the corresponding cells of the 3-map.
Thanks to these two new principles, our model allows
simpler algorithms since no more modifications are re-
quired for topological modification operations. Sec-
ondly, our model gives better results since less opera-
tions are required. Lastly, our model is more generic
since it is now easier to add a new physical model
while keeping all the existing operations. We have illus-
trated these improvements in our experiments with bet-
ter results obtained for cutting than the previous model.
Moreover, two different physical models (namely the
mass-spring system and the tensor-mass model) have
been presented who are both based on the same unified
topological model. With these two physical models, we
have illustrated the generic computation of the accumu-
lation of the forces thanks to our two new principles.
In future work, we are considering adding others physi-
cal models to easily compare the results of simulations.
The most interesting would be to implement the Finite
Element Method and give thought to the Position Based
Dynamics approach, like the one of Müller [MHHR07].
According to the MSS, we plan to include the volume
preservation constraint in order to improve its precision.
We plan to study the work of Aubert [AB97] which
created a space deformation model (called DOGME),
to deal with the volume preservation, and the more re-
cent article of Duan [DHC+14] who treats about pre-
serving volume by position corrections. Furthermore,
to improve the precision of our simulations, it is also
important to take a deeper look into constraining the
particles to distribute correctly the acting forces. Lastly,
we want to extend our simulation of soft tissues to the
case of non-linear mechanical behavior to consider big-
ger deformations. All these future work will benefit
of our new solution of the LCC+MSS model allowing
to define simpler and more efficient algorithms to per-
form topological modifications during simulation for
any kind of physical objects.
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ABSTRACT
One of the commonly used techniques in hole filling and mesh joining is the construction of connecting meshes
between meshes to generate a new mesh model consisting of the composite subdivision meshes. One problem
in subdivision meshes is how to further subdivide this reconstructed mesh model or these composite subdivision
meshes to enhance the quality of the surface as needed. In this paper, we propose a new local subdivision method
of the composite subdivision meshes. Our method does not alter the surrounding mesh areas, and guarantees that
the discrete continuity between these meshes is preserved without the occurrence of cracks or holes between them.
We specifically address a local subdivision scheme on a connecting mesh (the mesh area covering hole or crack)
suitable for refining only the connecting mesh or the selected mesh areas. Our method can produce a smooth mesh
model with a natural shape, and allows approximation or interpolation of surfaces. We implement our method for
various triangular meshes and present our experimental results.

Keywords
Subdivision surfaces, Adaptive scheme, Triangular mesh.

1 INTRODUCTION
3D object models with complex shapes are generated
by a set of assembled patches or separate mesh areas
which may be at different resolution levels, even with
different subdivision schemes. Cracks, gaps or holes
may appear along the boundary between these patches
if we further subdivide them at different resolution lev-
els, even with different subdivision schemes. On the
other hand, some research related to mesh connection
such as in [Phan12, Phan13a] often lead to the construc-
tion of a high quality connecting mesh CM (the mesh
area covering hole or crack) between meshes M1,M2,
and a continuous surface. After the connecting mesh
CM is produced, we can further subdivide CM and/or
M1,M2 of a model to enhance the quality of the sur-
face as needed. Unfortunately, there are two problems
posed for subdivision of CM and/or M1,M2. If we sub-
divide M1,M2 and CM separately by different subdivi-
sion schemes, i.e global subdivision schemes in But-
terfly [Dyn90], Loop [Loop87], Kobbelt [Kobbelt96],
cracks or holes can also reappear on the surface af-
ter subdivision. This prevents some further processing
of the mesh and high quality rendering. Therefore, it
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is not ideal to apply a global scheme for this subdi-
vision. But if we use adaptive subdivision methods,
i.e methods available in [Amresh02, Liu04, Pakdel04,
Pakdel07, Husain10, Husain11], the neighboring faces
around the subdivided area are also subdivided to avoid
cracks. Thus, it changes the connectivity and valence
of vertices around the subdivided area, produces some
extraordinary vertices and long faces that are unavoid-
able in most adaptive subdivision algorithms. This will
not only alter the shape of the limit surfaces, but also
reduce its smoothness. Consequently, the challenge is
to subdivide the connecting mesh or composite subdi-
vision meshes.

In order to deal with these problems, we have developed
a local subdivision on a connecting mesh or composite
subdivision meshes suitable for refining only the con-
necting mesh or the selected mesh areas so that it does
not change the surrounding mesh areas, and ensures the
surface continuity. Our contributions are as follows:
1) Provide a local subdivision scheme that manages
whether or not a given face in a selected mesh needs
to be subdivided at the next level of subdivision. 2)
Propose an adaptive subdivision method of composite
subdivision meshes defined with subdivision surfaces,
each mesh being at a different subdivision level to gen-
erate a smooth discrete surface with a natural shape and
visually fair connectivity.

The remaining of the paper is organized as follows: We
briefly review previous and related work for subdivision
surfaces in Section 2. Section 3 details the construc-
tion of our adaptive subdivision algorithm. We present
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the continuity of surfaces generated by our method in
Section 4. Then we show and compare implementation
results of our algorithm in Section 5. Finally, we draw
the conclusion in Section 6.

2 PREVIOUS WORK
As mentioned in Section 1, the subdivision schemes
of the whole mesh will be inefficient because if a face
is subdivided in a subdivision step but its neighboring
faces are not, cracks will be created as shown in Fig. 1.

To overcome this problem, incremental adaptive subdi-
vision is sometimes necessary in applications to refine
only selected mesh areas of 3D models. Several adap-
tive subdivision methods [Amresh02, Liu04, Pakdel04,
Pakdel07, Husain10, Husain11] had been proposed to
determine the areas to be subdivided and handle cracks.
These methods refine a subset of the faces of the con-
trol mesh and remove cracks so that the surface can be
further used in applications. On the other hand, many
methods dealing with cracks and holes are introduced
in [Jiang, Cas05]. These methods adopt various criteria
to compute the planar shape from a 3D surface patch.
However, they do not mention the continuity and the
progressive change in resolution between meshes after
dealing with cracks and holes.

Figure 1: Crack on the mesh is caused by subdividing
a face (taken from [Pakdel07]). The numbers represent
the subdivision level.

Although these existing algorithms deal with cracks and
holes, they provide partial or inefficient solutions for
subdivision of a connecting mesh. These methods rec-
ommend refining the areas of interest with the same
subdivision scheme. The area outside the adaptively
subdivided area is also subdivided in the most common
case to handle cracks, and therefore they create more
faces. On the other hand, removing cracks with the in-
sertion of edges makes a change in the connectivity of
vertices. It also modifies the resulting surface of the
subdivision process. Consequently, handling cracks is
complex and expensive in computational time.

In fact, no existing adaptive subdivision method sat-
isfies all desires for a smooth surface consisting of
patches or meshes with different resolutions. In this pa-
per, we introduce a new adaptive subdivision method on
composite subdivision meshes or a connecting mesh be-
tween two meshes of different resolutions. This subdi-
vision method is based on the dead property of vertices

which are boundary vertices between triangular meshes
to consider if the faces should be subdivided or not at
the next subdivision level. It has been designed as an
efficient solution for refining a selected mesh area with-
out handling cracks and altering the original mesh areas
around the adaptively subdivided area while maintain-
ing the continuity between them. Consequently, it can
avoid creating long faces both inside and outside the
subdivided area. It permits to follow the junction be-
tween two initial triangular meshes along the subdivi-
sions of the meshes. In addition, our subdivision al-
gorithm can be easily applied to triangular subdivision
schemes (i.e Butterfly or Loop schemes).

3 OVERVIEW OF THE ALGORITHM
Our method is inspired from the adaptive sub-
division methods for Loop subdivision scheme
[Amresh02, Liu04]. They are based on the angle of
the normal vectors of adjacent faces of a face or a
vertex considered as error estimation to decide whether
the face needs to be subdivided or not at the next
subdivision step. However, the user needs to determine
a good threshold for these angles to set the “flatness”
property of faces. Our adaptive subdivision method is
based on the “boundary vertices” of the selected mesh
area to define the property of each vertex to be dead
or alive as introduced in Section 3.1. Based on the
property of each vertex, our subdivision scheme only
refines the connecting mesh or the selected mesh areas.
In order not to alter the mesh areas around the adap-
tively subdivided mesh area, faces of these areas closest
to the original boundaries between meshes must not be
subdivided and their boundaries are kept to avoid han-
dling cracks. This problem is overcome by a dead ver-
tex based refinement (DVR) scheme. It is designed to
refine faces of the adaptively subdivided mesh such that
the connectivity between meshes is preserved. In the
following, we will first introduce a definition of dead
vertices, edges and faces related to our algorithm.

3.1 Definition of dead vertices, edges and
faces

Given two triangular meshes M1 and M2 joined by CM,
an edge is usually shared by two triangular faces. If it is
shared by only one, it corresponds to a boundary edge
and its end vertices are called boundary vertices. Let us
introduce some items used in our algorithm.

• For vertices: to keep the boundaries of meshes M1,
M2 and CM, we will mark boundary vertices as
dead vertices. In contrast, the remaining vertices
are called alive. Thus, we can classify a vertex de-
pending on its position.

• For edges: to keep boundary edges of meshes M1,
M2 and CM, we must not subdivide these edges and
mark them as dead edges. An edge is called dead,
if its two vertices are dead. In all other cases, the
edge is called alive.
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• For faces: A face is called dead, if its three vertices
are dead. In all other cases, the face is called alive.
Dead faces must not be subdivided.

Let n be the degree of deadness of a triangular face
which equals to its number of dead vertices (0≤ n≤
3). For instance, if n = 3 (all vertices of a face are
classified as dead), the face is called a dead face. In
case n≤ 2, the face is called an alive face. It will be
suitably refined with DVR scheme where the dead
edge connecting two dead vertices must not be sub-
divided to keep the boundaries of meshes. Details
of the refinement are presented in the following sec-
tion. Fig. 2 is an example of dead and alive vertices,
edges and faces.

Figure 2: Definition of dead vertices, edges and faces.

3.2 Dead vertex based refinement scheme
(DVR)

In order to refine a selected mesh area, such as the con-
necting mesh CM, we determine the property of faces
of the model based on dead vertices. Our scheme called
“Dead vertex based refinement scheme” is illustrated in
Fig. 3. The rules of DVR scheme work as follows:

• Classification of vertices: For each vertex, we spec-
ify its property (alive or dead) based on definition in
Section 3.1 and then mark it.

• Adaptive subdivision rules: For each face, we de-
termine n the degree of deadness of a face based on
the dead property of its vertices. Subdivision is then
performed as shown in Fig. 3. There are four cases
for a face F0 = {v1,v2,v3} to create new subfaces
based on the degree of deadness of F0:

- Case n = 0: if all vertices of F0 are alive, F0 is
split into four new subfaces based on the regular
subdivision method as shown in Fig. 3a. In this
case, no new dead face is created while four new
alive faces F1,F2,F3,F4 are created.

- Case n = 1: if one vertex of F0 is a dead ver-
tex, F0 is split into four new subfaces consisting
of one newly created dead face and three newly
created alive faces. This splitting indicates that

Figure 3: Our DVR scheme: adaptive subdivision rules
based on the degree of deadness, where an alive ver-
tex is represented as an empty circle; a dead vertex is
represented as a red circle; an alive face is represented
as an empty triangle; a dead face is represented as a
yellow triangle.

dead faces spread gradually after each subdivi-
sion step. It implies that faces around the bound-
aries of meshes are gradually refined and thus
it progressively changes the resolution between
meshes. In Fig. 3b, one new dead face F2 and
three new alive faces F1,F3,F4 are created.

- Case n = 2: if two vertices of F0 are dead ver-
tices while one remaining vertex of F0 is alive, F0
is split into three new subfaces consisting of two
newly created dead faces and one newly created
alive face. Because we have two dead vertices,
the dead edge connecting these two vertices must
not be split while the remaining edges of F0 are
alive edges, and thus they are split. As a result,
F0 is split into three subfaces. In Fig. 3c, a trian-
gular face is split into three smallest subfaces as
possible. That is, three subfaces are created by
comparing the length d1 of edge v2v31 with the
length d2 of edge v3v12. If d1 < d2, F0 is split into
one new alive face F1 and two new dead faces
F2,F3 to have an optimal split with more com-
pact triangles. Conversely, F0 is split into new
subfaces F1, (v3,v12,v31), and (v3,v12,v2).

- Case n = 3: if all three vertices of F0 are dead
vertices, F0 will not be split and thus no new sub-
face is created (see Fig. 3d).
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The local refinement scheme indicates that faces of CM
(or the subdivided area) close to the boundaries are split
less than faces far to these boundaries leading to a pro-
gressive change in resolution between meshes. It can
be also applied adaptively to generate more details in
needed areas.

3.3 Our proposed adaptive subdivision
method

A process of boundary detection is performed before
applying DVR scheme to have the suitable mesh refine-
ments. The adaptive subdivision is performed in two
phases (Fig. 4).

Figure 4: Framework for our subdivision method.

1. Phase 1. Select mesh area CM and Boundary de-
tection.
In this phase, we first read an input model at subdi-
vision level j including meshes M1 and M2 joined by
a connecting mesh CM (see Fig. 2). Then, we detect
and mark boundary vertices of M1, M2 and CM.

In this work, we join M1 and M2 by CM2D-TPW
method [Phan13a]. CM is constructed by adding tri-
angle strips to each boundaries of M1 and M2 until
they are close enough to be linked based on the dis-
tance between them (smaller than a user specified
threshold). This is done by using a tangent plane
local approximation to create vertices of CM. Then,
a Lifted B-spline wavelet transform is applied for
multiresolution analysis of CM to obtain a progres-
sive change in resolution between meshes after join-
ing them together.

2. Phase 2. Subdivide CM by our DVR scheme.
The adaptive subdivision process on CM at the next
subdivision level j+1 is based on DVR scheme and
described as follows:

• Step 1. Classification of vertices and faces. This
step is to determine the alive or dead property of
vertices and faces. Initially, we can consider the
marked boundary vertices as a list of dead ver-
tices. All the remaining vertices are set to alive.
Based on definition of dead edges and faces in
Section 3.1, we obtain the lists of dead edges and
faces.

• Step 2. Creation and classification of new ver-
tices.
- New vertex creation: The vertex creation im-
proves the smoothness of the mesh and the tran-
sition between M1, M2 and CM. No new vertices
will be created for dead edges. For each alive
edge, a new vertex is created by the odd vertex
masks of the Linear, Butterfly or Loop subdivi-
sion schemes. The choice of these subdivision
schemes to apply for our method does not depend
on the subdivision schemes for initial meshes M1
and M2. Note that in case of the Linear subdivi-
sion scheme, each triangular face is divided into
four new subfaces by adding new vertices in the
middle of each edge. In case of the Loop subdivi-
sion scheme, if we use this scheme to create new
vertices, alive vertices (even vertices) of CM will
be repositioned as a linear combination of their
neighbors by the even vertex mask.
- New vertex classification: a newly created ver-
tex of an alive edge is classified as a dead vertex
if one vertex of the edge is a dead vertex. Oth-
erwise, it is set to be an alive vertex as shown
in Fig. 3. After that, we mark the property of
the newly created vertices. This implementation
is to gradually increase the number of dead ver-
tices after each subdivision step to obtain a pro-
gressive change in resolution.

• Step 3. Creation and classification of new faces.
For each dead face (n = 3), no new subfaces will
be created. For each alive face (0 ≤ n ≤ 2), new
subfaces will be created by adaptive subdivision
rules of DVR scheme (see Fig. 3).

• Step 4. Update a list of dead vertices. We add
the newly created vertices which are marked to
be dead into a list of dead vertices consisting of
existing dead vertices and new dead vertices. Fi-
nally, we repeat steps 2 through 4 up to a user
defined number of iterations.

4 THE CONTINUITY OF SURFACES
GENERATED BY OUR METHOD

Because we concentrate on subdivision of triangular
faces and the new vertices created by our method are
based on triangular subdivision schemes, the conver-
gence of subdivision surfaces built with our method
depends on these schemes. For example, if we apply
our method combined with the Loop scheme to create
new vertices, the convergence analysis of our method
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resides in the convergence of this scheme presented in
[Loop87].

In this work, we implement our subdivision method
on Linear, Butterfly, and Loop schemes, but it can be
applied to other triangular schemes with at least C1

continuity. Obviously, it was shown that a subdivided
mesh converges to a limit surface with C1 or C2 con-
tinuity except at boundary vertices if our method is
applied to the Butterfly or Loop schemes respectively
[Dyn90, Loop87]. A review of the continuity of sur-
faces for these subdivision schemes can be found in
[Loop87, Dyn90, Doo78, Zorin96, Kawa06]. Besides,
our method maintains the connectivity between meshes
M1,M2 and CM because the boundaries of these meshes
are kept unchanged during subdivision. On the other
hand, our method can also be applied to single surfaces.
The experimental results to illustrate our algorithm are
shown in Section 5.

5 APPLICATIONS AND RESULTS
We implement our adaptive subdivision method for var-
ious triangular meshes of 3D object models. In this sec-
tion, we give a number of experimental results. Our
proposed algorithm has been implemented in Matlab.

5.1 Subdivision surfaces
In this section, the purpose of the application is to show
that our method can produce less triangular faces than
the others such as Linear, Butterfly, and Loop meth-
ods while keeping the surface continuity. We apply our
adaptive subdivision method to the Linear, Butterfly or
Loop subdivision schemes for refining the Mannequin
mesh model. We also give some results of our adap-
tive subdivision with three these different subdivision
methods. Fig. 5 shows the comparison of the Linear
subdivision method and our adaptive method using the
Linear scheme at level 1, where dead vertices consist
of original boundary vertices and new dead vertices
which are represented as red points and yellow points
respectively after each subdivision step. It can be seen
that our adaptive subdivision does not alter the origi-
nal boundary of the Mannequin mesh while subdividing
faces. The faces close to the boundary can be kept un-
changed or be split into three subfaces. Moreover, our
method can avoid handling cracks due to a difference in
subdivision resolution of neighboring faces.

Some meshes and Gaussian curvature maps of the Man-
nequin model generated from Butterfly, Loop subdivi-
sion schemes and our method are illustrated in Figs. 6,
7. We can see that the quality of the surfaces subdi-
vided by Butterfly, Loop schemes and our method is
the same except in the boundary area where our method
also applies the Butterfly, Loop schemes to create new
vertices during subdivision process. Indeed, based on
our subdivision rules and the results of our experiment,
if we apply our method to the Butterfly or Loop subdivi-
sion schemes and the list of dead vertices is empty, our

Figure 5: The Mannequin mesh generated by the Lin-
ear subdivision and our adaptive subdivision applied to
the Linear subdivision scheme: a) Coarse mesh; b) Lin-
ear subdivision at level 1; c) Zooms of refined mesh
by Linear subdivision and our method; d) Our adaptive
subdivision at level 1.

adaptive subdivision scheme is the same with the But-
terfly or Loop schemes. However, in our method the
numbers of dead vertices and dead faces increase after
each subdivision step as illustrated by yellow vertices in
Figs. 6, 7. Consequently, it can efficiently decrease the
number of produced faces in every subdivision step as
listed in table 1 while keeping the continuity property
of subdivision surfaces.

We made some comparisons for the basic Linear, But-
terfly, Loop subdivision methods and our method using
these schemes at two subdivision levels. Table 1 shows
the subdivision steps, the number of vertices (V) and
faces (F) of meshes and the mesh reduction rate r for the
Mannequin model, where r = n1−n2

n1
100, n1 is the num-

ber of vertices or faces of meshes subdivided by Linear,
Butterfly, Loop schemes, n2 is the number of vertices or
faces of meshes subdivided by our method. The more
our subdivision process is implemented, the more dead
vertices and faces are created. Consequently, the num-
ber of newly created vertices and faces of the refined
mesh will decrease and thus the reduction ratio will in-
crease.

Based on our results and comparisons, it can be seen
that our proposed method can improve the basic subdi-
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Figure 6: The Mannequin meshes and Gaussian curvature maps are produced by: a) Butterfly subdivision at levels
1 and 2; b) Our adaptive subdivision applied to the Butterfly subdivision scheme at levels 1 and 2; c) Zoom of one
of the interesting parts of meshes in Fig. 6a; d) Zoom of one of the interesting parts of meshes in Fig. 6b.

Figure 7: The Mannequin meshes and Gaussian curvature maps are produced by: a) Loop subdivision at levels 1
and 2; b) Our adaptive subdivision applied to the Loop subdivision scheme at levels 1 and 2; c) Zoom of one of the
interesting parts of meshes in Fig. 7a; d) Zoom of one of the interesting parts of meshes in Fig. 7b.

Subdivision Method Coarse mesh 1 iteration 2 iterations
V F V F V F

1. Linear, Butterfly and Loop 428 839 1694 3356 6743 13424
2.Our adaptive subdivision 428 839 1679 3341 6598 13179
Reduction rate r (%) 0 0 0.89 0.45 2.15 1.83

Table 1: The number of vertices (V) and faces (F) in a Mannequin mesh model refined by Linear, Butterfly, Loop
method and our method at different subdivision steps.

vision methods because it can reduce a number of ver-
tices and faces while it guarantees the continuity, and
locality of subdivision surfaces without causing cracks.

The continuity of surfaces generated by our method de-
pends on the applied subdivision scheme as presented
in Section 4. Consequently, surfaces produced by our
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method are continuous at least C1, except at extraordi-
nary vertices because we implement our method on the
Butterfly or Loop schemes.

5.2 Subdivision of a connecting mesh on a
hole

Next, we introduce another application of our method
for refining a connecting mesh on a hole. To further
subdivide a connecting mesh CM on a hole, we give a
simple example of the Tet model with a hole filled by
HF-RBFC method [Phan13b] using a RBF local inter-
polation and a centroid interpolation of boundary ver-
tices. Then, we apply our adaptive subdivision scheme
for the connecting mesh CM of the reconstructed mesh
model consisting of the original mesh M and CM. Our
method efficiently handles subdivision of these meshes
with different levels of resolution, even with different
subdivision schemes. We show results in Fig. 8 by
applying our method to Loop and Butterfly schemes
where the first row represents meshes and the sec-
ond row represents surfaces. In our method, we de-
signed a locally-controlled subdivision scheme. Thus
it allows different tension in different mesh areas of a
model, where the details of the local tension are given in
[Dyn90]. This is not a disadvantage, because one would
often like to have different tension in different mesh ar-
eas for design flexibility in manipulating real world ob-
jects. For example, if we subdivide many times the two
mesh areas of the Tet model as shown in Fig. 8, the ten-
sion will not be the same since boundary vertices and
edges (also called dead vertices and edges) between
these two meshes are kept. As a result, we will gain
a mesh and surface with different tensions.

We note that the user must control the result and an ad-
ditional criterion of subdivision is required to control
this result when applying our method such that the gen-
erated surface has a natural shape as desired. For in-
stance, we cannot subdivide the meshes too much to
avoid a too large difference in resolution between them
because the resulting surfaces are deformed with unde-
sired shapes as illustrated in Figs.8d-e.

5.3 Incremental subdivision
Another application of our method is incremental sub-
division through refining only some selected areas of
the mesh. Therefore, we can create surfaces that are
densely subdivided in areas of higher curvature or se-
lected areas. As a result, the selected mesh areas be-
come finer while the rest of the mesh is coarse. Further-
more, the refined mesh progressively changes in resolu-
tion between coarse and fine areas as shown in Figs. 9,
and 10. These figures illustrate examples of incremen-
tal subdivision of the right eye area of the Mannequin
mesh. This allows us to gradually increase the reso-
lution of the selected areas while keeping the surface
continuity. We first apply our method to the Loop sub-
division scheme for the right eye area with two resolu-
tion levels as illustrated in Figs. 9a-c. To observe the

quality of produced surfaces, we plot meshes (top row),
zooms of the interest right eye area (middle row), and
surfaces (bottom row). The refined mesh and surface
quality of the right eye area in Fig. 9c are finer than
the ones in Figs. 9a-b because the resolution is higher
while still maintaining the continuity of the surface. We
then incrementally subdivide the right eye area and the
complementary mesh area of the Mannequin model by
applying our method to two subdivision schemes, and
with different resolution levels as plotted in Fig. 10.
Two mesh areas consisting of the right eye area and the
complementary mesh area are incrementally subdivided
by applying our method to the same Loop scheme but
at different subdivision levels as shown in Fig. 10a.
As a result, we obtain the refined right eye area with
higher resolution. We also test our method with Butter-
fly scheme and give a result as plotted in Fig. 10b. Be-
sides, we incrementally subdivide two mesh areas with
different subdivision schemes, such as Loop and But-
terfly schemes, and at different levels as shown in Fig.
10c. We also obtain a finer mesh especially in the right
eye area.

5.4 Subdivision of a connecting mesh be-
tween meshes

We give some examples of subdivision of a connecting
mesh CM generated by our mesh joining method
(CM2D-TPW method [Phan13a]). After joining
meshes M1,M2 by the connecting CM, we can further
subdivide CM and/or M1,M2 by our subdivision
method. Fig. 11 illustrates examples of applying our
method to Butterfly or Loop schemes.
We first join two meshes M1,M2 to generate the con-
necting mesh CM using CM2D-TPW method (see Fig.
11b). From the reconstructed model in Fig. 11b, we
then subdivide CM by our subdivision scheme to gen-
erate a new connecting mesh CM1 while we do not re-
compute M1,M2 (Fig. 11c). Next, we subdivide M1,M2
by our scheme to produce new meshes M′1,M

′
2 while

CM is kept as illustrated in Fig. 11d. Finally, we apply
our method to further subdivide all meshes M1,M2, and
CM. As a result, we obtain new meshes M′1,M

′
2, and

CM2. Fig. 11e shows that the new mesh CM2 remains
properly join with both new meshes M′1,M

′
2.

To see the quality of the resulting meshes easily, Fig. 11
shows the images of the refined meshes and zooms of
the corresponding meshes, where a) two initial meshes
M1,M2 before connecting; b) the connecting mesh CM
produced by CM2D-TPW method; c) CM is subdivided
by applying our subdivision method to Loop scheme at
level 1; d) M1 and M2 are subdivided separately by ap-
plying our method to Loop scheme at level 2 and But-
terfly scheme at level 1, respectively; e) M1, M2, and
CM are subdivided separately by applying our method
to Loop scheme at level 2, Butterfly scheme at level 1,
and Loop scheme at level 2 respectively; f)-h) Zooms
of the corresponding meshes. According to the experi-
mental results, our adaptive subdivision method is ef-
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Figure 8: Zoom of subdividing the connecting mesh CM on a hole of the Tet model. The two meshes M and CM
are subdivided by applying our method to two schemes respectively: a) Coarse mesh; b) Loop-Loop at level 1; c)
Loop-Loop at level 2; d) Butterfly-Butterfly at level 2; e) Loop-Butterfly at level 2.

Figure 9: Incremental subdivision of the right eye area of the Mannequin model by applying our method to Loop
scheme: a) Coarse mesh; b) at level 1; c) at level 2.

ficient to further subdivide the connecting mesh CM
and/or meshes M1,M2. It can keep the boundaries of
meshes and does not alter the surrounding meshes dur-
ing subdivision. Therefore, our method can avoid han-
dling cracks. As already mentioned in Section 5.2, the
user must pay attention to the number of additional sub-
divisions. For instance in this example, a criterion to
check for flatness of the group of triangles sharing the
same vertex could be useful.

6 CONCLUSION
In this paper, we have introduced a new adaptive sub-
division method for triangular meshes. Our method

can be efficiently applied to the Butterfly or Loop sub-
division schemes. It is based on the dead property of
vertices. New vertices are created by these basic sub-
division schemes. Therefore, our adaptive subdivision
method produces C1 and C2 continuous surfaces, ex-
cept at extraordinary vertices and boundary vertices.
Our adaptive subdivision is a good completion work
in filling holes and joining meshes because it can be
applied on the connecting mesh CM and/or selected
meshes M1,M2 so that new CM remains a correct con-
nection with new subdivided meshes M1 and M2. This
method is simple, reliable for adaptive subdivision to
refine some selected mesh areas as needed. It allows us
to separately refine selected mesh areas of a model at
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Figure 10: The right eye area and the complementary mesh area of the Mannequin model are incrementally sub-
divided by applying our method to two subdivision schemes respectively: a) Loop at level 3 for the right eye area
and Loop at level 1 for the complementary area; b) Butterfly at level 2 for the right eye area and Butterfly at level 1
for the complementary area; c) Loop at level 2 for the right eye area and Butterfly at level 1 for the complementary
area.

Figure 11: Two meshes M1,M2 and CM of the Bunny model are further subdivided by our adaptive scheme.
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different resolution levels while maintaining the valid
connectivity between meshes. Our method does not
change the original mesh areas around the adaptively
subdivided mesh during subdivision process. It can be
also a drawback as if the original object is coarsely de-
scribed, the subdivision does not alter these areas and
a difference of density of vertices and faces is cre-
ated. Moreover, our method does not create high va-
lence vertices near the boundaries which can lead to
ripple effects on surfaces as some existing algorithms
[Zorin97, Seeger01, Amresh02]. Additionally, it can
keep the original boundaries between meshes, thus our
adaptive subdivision rules can prevent the appearance
of cracks without needing to handle them.

As the boundaries are not changed in our adaptive sub-
division method, the meshes cannot be subdivided too
much and therefore a reasonable number of adaptive
subdivisions is advised to avoid an important difference
in resolution between meshes. The user must control
the result such that the generated surface has a natural
shape as desired. In addition, although our method can
be applied for meshes CM and/or M1,M2, some slim or
narrow triangular faces may be formed at the bound-
aries between meshes. This case happens because orig-
inal meshes around the adaptively subdivided mesh and
the original boundaries between them are kept. In order
to suppress this drawback, it could be possible to insert
vertices on existing boundary edges and make possible
a local re-triangulation yielding to more regular triangu-
lar faces without modifying the boundaries. As we fo-
cus in the work we presented on keeping the two result-
ing subdivision surfaces unchanged we did not modify
the boundaries. This study will be one of our future
work.
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ABSTRACT
Detecting corner locations in the images plays a significant role in several computer vision applications such as
motion detection, image registration, video tracking, image mosaicing, panorama stitching and object recognition.
In this paper we have analyzed an existing state of art, Chord to Point Distance Accumulation (CPDA) corner
detector and modified this detector in way that it uses a single chord instead of using three different chords. We
named this detector as Single Chord CPDA (SCCPDA). We have also proposed a simple but effective new detector
of detecting robust corner locations against different image transformations using cumulative distance calculation.
The new detector has also used a single chord and we named it as Chord to Cumulative Sum Ratio (CCSR).
A comprehensive performance evaluation has been performed by using Average Repeatability and Localization
Error. We have found that the SCCPDA and CCSR detectors perform better than the original CPDA detector. Our
experimental results show that the CCSR using simple cumulative calculation outperforms eight other existing
contour based corner detectors in terms of repeatability and generates one of the lowest localization errors. In
addition, the CCSR detector is also most efficient corner detector among other contour-based corner detectors.

Keywords
corners, contour-based corner detection, single chord, CPDA

1 INTRODUCTION
Feature detection is a major concern in the field of com-
puter vision and image processing. Among different
types of features, corner is one of the most stable fea-
tures. There are a number of corner detectors have been
proposed so far to detect repeatable corners. In this
paper we concentrate on contour-based corner detec-
tors, in particular, this paper analyses certain properties
of the very popular chord-to-point distance accumula-
tion (CPDA) detector, proposed by [Moh08]. Although
CPDA has been reported to be one of the best corner
detectors [Pen13, Moh10], we found that the CPDA de-
tector uses multiple chord lengths and these chords do
not give extra benefit rather it increases the overhead on
the whole process. We demonstrate in the paper that,
by using a single chord with accumulating distances, it
is possible to get even better performance than CPDA
achieving better efficiency. Finally, we propose another
single chord detector of calculating the curvature values
using cumulative distances among the points of a curve
to detect corner locations. The detector achieves the

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

best repeatability among existing detectors with high-
est efficiency.

This paper is organised as follows. Section 2 reviews
the contour based corner detectors while section 3 ex-
plains particularly about CPDA detector. Section 4
analyses the CPDA detector using a single chord and
introduces a new corner detector using cumulative sum.
The experimental results are presented in section 5. Fi-
nally, section 6 concludes the paper.

2 RELATED WORK

The typical representative among widely used contour
based corner detectors is Curvature Scale Space (CSS)
[Fmo01].The main idea of this approach is to extract
edges using edge detectors, such as canny edge detec-
tor [Can86], then estimate the curvature of each point of
the extracted edge and finally apply gaussian smooth-
ing scale [Dav80] to smooth the planner-curves. Thus
the absolute curvature maxima points obtained using
specific thresholds by removing weak and false corners
which are generally known as pseudo-corners. This de-
tector has some major drawbacks. CSS detector uses
a coarse smoothing scale to identify approximate loca-
tions of the corners and then uses a finer scale to track
locations to improve the localization of these corners.
A coarse scale is robust to noise but it may miss many
potential corners. On the other hand, finer scale is good
to detect spurious corners but it is sensitive to noise.
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To overcome the weakness of CSS detectors, several
detectors have been proposed which use multiple scales
for curvature estimation. To detect corners, Awrangjeb
et al. proposed a three scale-based detector (ARCSS)
[Moh07] which uses affine-length parametrization.
Although ARCSS detects more repeatable corners,
it is computationally very expensive. Zhang et al.
[Xia07] introduced another CSS based detector,
Multi-scale Curvature Product(MSCP), which finds
corners by multiplying curvature values using three
scale to discard noise and false corners. A chord based
detector, CTAR [RMN11a], measure curvature values
based on a triangular theory.This detector is very
efficient compared to CPDA detector. Another corner
detector proposed by [RMN11b], is the combination
of CPDA and efficient high curvature point detector
IPAN [Dmi99]. Although this detector has better re-
peatability, the detector is computationally expensive.
He and Yung [Xia04] modified original CSS detector
in two steps. First, they use an adaptive local threshold
to the curvature of its neighborhood region. Next, they
find the angle of proper region of support to detect the
corner. Eigenvalues of the covariance matrix [Dum99]
and Gradient Correlation Matrix [Zha10] have also
been used to derive contour orientation. Zhang et
al. [Xia09] proposed another detector which applies
multiple levels of Difference of Gaussian (DoG) on
a curve to obtain corresponding planer curves that
are later used to detect corners. This detector is also
relatively expensive to compute.

3 OVERVIEW OF CPDA CORNER DE-
TECTOR AND ITS WEAKNESSES

CPDA detector [Moh08] follows the basic idea of css
detector described in Section 2. After extracting and
smoothing out the curves, three chords of different
length are moved along each curve to measure discrete
curvature value for each location on the curves as Li
where i ε 10, 20, 30. Here the chord Li indicates a
straight line placed i pixels apart on the curve.

Figure 1: Curvature estimation using CPDA with chord

In Fig.1, let P1, P2, P3,...., PN be the N points on the
curve. Now the value i of chord Li defines the number
of points of the curve segment between points Pj and
Pj+i. To estimate the curvature value hLi(q) at point Pq
using a chord which is i pixels apart, the chord is moved

on each side of Pq for at most i points keeping Pq as a
central point and figure out the distances dq, j from Pq to
the chord. In the end, CPDA assembles the curvature
estimation using the Equation 1

hLi(q) =
q−1

∑
j=q−i+1

dq, j (1)

Then the curvature values estimated using each chord,
are normalized using Equation 2.

h′Li(q) =
hLi(q)

max(hLi)
, for 1≤ q≤ N, i ∈ {10,20,30}

(2)

The values calculated for three different chords from
Equation 2 are then multiplied using Equation 3.

H(q) = h′L10
(q)×h′L20

(q)×h′L30
(q), for 1≤ q≤ N (3)

Next, CPDA finds the candidate corners by rejecting
weak corners using local maxima of absolute curvature
and by comparing the curvature values with threshold
Th [0.2]. Then, CPDA calculates angle from a candi-
date corner to its two neighbouring candidate corners.
The computed angle is then compared with the angle
threshold (δ = 157◦) to remove false corners.

CPDA proposes to use big neighbourhood to estimate
the curvature which tends to miss corner locations
which are specially close to each other [RMN11a].
CPDA detector might potentially miss obvious corners
if they were located closely. This is due to using
multiple chords to measure curvature values. Besides
this, CPDA detector fails to detect corners if there
are two or more corners on the same curve and one
of them is very sharp and another is less but should
be considered as corner location. In this scenario
CPDA misses the less sharp corner location. There are
also some scenarios where the multiplication of three
chords’ estimated curvature values is responsible for
losing the extrema on the corner location. In summary,
all the limitations are being created due to using three
different length of chords.

4 PROPOSED CORNER DETECTORS
In this section, we will first propose the single chord
CPDA (SCCPDA) detector and next, we will propose
another approach named Chord to Cumulative Sum Ra-
tio(CCSR) to estimate the curvature value based on cu-
mulative sum analysis. Both of the detectors start with
the basic idea of CSS detector of extracting and smooth-
ing the curves as described in Section 2.
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Single Chord CPDA detector
The original CPDA paper [Moh08] mentions the use
of multiple chords, but does not justify the reason for
doing so with any experimental results. In particular
CPDA uses three chords of length 10, 20 and 30. To
understand whether using multiple chords is superior
to using single chords, we modified the CPDA process
to use a single chord Li, i ε [5, 30], where i has been
decided experimentally from the experimental results
presented in Section 5. The modified CPDA detector
does not need the step shown in Equation 3, as it is only
meaningful when using multiple chords. However, as
described in [Moh08], apart from combining the dis-
tances of multiple chords, Equation 3 also magnifies
the difference between the chord-to-point distances of
weak and strong corners. To achieve a similar goal we
replace the step shown in Equation 1 with Equation 4,
and follow it with the normalisation shown in Equation
2. Rest of the processes of using curvature threshold
and angle threshold are kept same.

hLi(q) =

(
q−1

∑
j=q−i+1

dq, j

)2

(4)

CCSR Detector
Now, we will explain another approach which also use
a single chord to detect corners. One of the basic ways
of finding corner locations is to measure the flatness of
a curve. In other ways, corner is a location where the
slope of the curve changes the direction i.e. the curve
is not flat. According to this hypothesis, if we put a
straight line on the curve touching two ends of the curve
or curve segment, the ratio of the length of the straight
line to the curve length will give the essence of the flat-
ness of the curve. As a result, this ratio value will also
carry the information of the presence of corner loca-
tion on the curve or curve segment if the curve length is
small.

(a) (b) (c)

Figure 2: Three different curves with three different
flatness

Figure 2 (a)-(c) show three different curves of having
different flatness. Now if we measure the ratio of the
straight line to the curve length, we get 0.9232, 0.8039,
0.6706 respectively. The ratio values clearly indicates
that lower value carries more bend characteristics of the
curve. Therefore, if we calculate the ratio on a small
part of the curve this might tell the presence of a corner

in that segment of the curve. Next, the distances from
all the interior locations of the curve segment to the re-
spective straight line are calculated. The location of the
highest distance to the straight line from the curve seg-
ment is then considered as a corner location. This also
helps to localize the corner locations.

Similar to CPDA detector, the new detector also starts
with extracting and smoothing curves from the im-
age. Since the length of the curve segment needs to
be measured, we have used cumulative sum for dis-
tance calculation to calculate the curve length of two
given location on the curve. The cumulative sum of
the distances between each point of the curve gives a
sequence of a partial sum of the distances. For ex-
ample, the cumulative sums of the distances between
each location of the curve from the start d1,d2,d3, ... are
d1,d1 +d2,d1 +d2 +d3, ...... Therefore, the cumulative
distance (CD)can be expressed as follows,

CD(i) =
i

∑di (5)

Let P1,P2, ...,PN be the N points of a curve and a fixed
length chord will be moved along with the curve. Please
note that, the length of the chord in chord based corner
detection means the number of points apart to place the
chord on the curve. For example, if the chord length is
L = 5, the chord is placed from location P1 to P6, next
the chord is placed from P2 to P7 and so on. Each ratio
is assigned to the middle location of the curve segment
as expressed in Equation 6.

R(i+ ceil(L)) =

√
(xpi − xpi+L)

2 +(ypi − ypi+L)
2

CD(i+L)−CD(i)
(6)

Now, we filter out the curve segments based on a thresh-
old against the ratio, which are minima on a curve. Now
the perpendicular distances from each interior points
from the curve segment to the straight line is measured
and the location having the longest distance is consid-
ered as a corner. We named this detector as Chord to
Cumulative Sum Ratio (CCSR).

5 EXPERIMENT
This section presents the experimental setup and the re-
sults to evaluate the performance of the proposed detec-
tors. First, the experimental setup and evaluation pro-
cess have been described. Second, the characteristics
of the SCCPDA detector and CCSR detector have been
shown in term of different parameters.Third, the over-
all performance of these detectors have been compared
with other existing corner detectors from literature. Fi-
nally, the efficiency of the detectors has been presented
based on the time taken to detect corners by the detec-
tors.

WSCG 2015 Conference on Computer Graphics, Visualization and Computer Vision

Full Papers Proceedings 47 ISBN 978-80-86943-65-7



Experimental Setup
To measure the performance of the corner detectors,
the corner locations from the original images detected
by the detectors are considered as the reference cor-
ners and then a known geometric transformation is ap-
plied on the original images to detect the corners again
[Moh08, Moh07, RMN11a]. Now a corner of reference
image is considered as repeated if the corresponding lo-
cation of that corner is at a 3-pixels distance from a de-
tected corner location in transformed image.

Two types of evaluation metrics are used to measure
the robustness of the proposed detectors 1) Average
Repeatability [Fmo01, Moh08] and 2) Average Local-
isation Error [Moh08]. These evaluation metrics have
been used by [Moh08, Moh12] in order to compare the
performances. The average repeatability Ravg measures
the average number of repeated corners between origi-
nal and transformed images. It is defined as,

AverageRepeatability = 100%×
Nm
No

+ Nm
Nt

2
(7)

Where No and Nt are number of corners detected in the
original and transformed images respectively and Nr is
the number of repeated corners. The localization error
Le is defined as the amount of pixel deviation of a re-
peated corner. It is measured from the repeated corner
locations between the original and transformed images,

Le =

√√√√ 1
Nm

Nm

∑
i=1

(xoi− xti)2 +(yoi− yti)2 (8)

Where (xoi,yoi) and (xti, yti) are the positions of i-th re-
peated corner in original and transformed images re-
spectively. Experiments were conducted on a 64 bit
MATLAB R2009 (7.14.0.739) installation, running on
Windows 7. The computer had an Intel Core i3 (2.3
GHz) processor with 4GB ram.

We have used an image dataset of 23 grey scale im-
ages to evaluate the performance of the corner detec-
tors. The same dataset is also used by [Moh08, Moh12].
Seven Different transformations have been applied to
these 23 images-Scaling, Shearing, Rotation, Rotation-
Scale, Non-uniform Scale, JPEG Compression, Gaus-
sian Noise.

Parameter Optimization
In this section, we have produced average repeatabil-
ity of single CPDA detector against a series of chords
from 5 to 30 and threshold from 0.15 to 0.25 with 0.01
apart. Although we have evaluated the performance of
26 chords of different lengths, we would like to show
the results only for the chords from 11 to 20, because
the performance of higher and smaller chords are rela-
tively worse than the selected chords.

Figure 3 (a) - (g) show the average repeatability of SC-
CPDA detector for different chord lengths and different
curvature thresholds against seven different transforma-
tions respectively mentioned in the previous section.
Figure 3 (h) shows the average of average repeatabil-
ity of all the transformations. We have not added the
axis title to any of the graphs as the titles take much
space and make the actual graph smaller. The vertical
axis of the graphs shows the average repeatability and
the horizontal axis shows the threshold values. Each
curve shows the repeatability of a chord for different
thresholds. From the average of the average repeatabil-
ity of all transformations, we can see that chord 15 has
the best average repeatability for threshold 0.22.
Similar to SCCPDA detector, the performance of CCSR
detector has also been evaluated for different chord
lengths and different thresholds against seven differ-
ent transformations. The average repeatability of each
chord is shown in Figure 4 (a)-(g). Figure 4 (h) shows
the average of average repeatability of the seven trans-
formations. The evaluation process has been conducted
for the chords from 5 to 21 with 2 apart and from 0.979
to 0.990 with 0.001 apart. From the average of aver-
age repeatability in Figure 4 (h), we can see that the
chord length 9 has the highest average repeatability for
threshold 0.981.

Performance Evaluation
This section compares the average repeatability and
localization error of proposed detectors with eight
contour based detectors - DoGDetector [Xia09], CTAR
[RMN11a], CPDA [Moh08], He_Yung [Xia04], MSCP
[Xia07], ARCSS [Moh07], Eigenvalues [Dum99],
GCM [Zha10]. Figures 5 and 6 show the average
repatability and localization error respectively. Both of
the figures are showing the result for seven different
transformations along with the average values of the
seven transformations.
In terms of average repeatability, except scale transfor-
mation, CCSR and SCCPDA have consistent better per-
formance against different transformations. However,
CPDA and MSCP have superior results in scale and
shear transformations respectively. Considering all the
transformations, CCSR has the best average of average
repeatability followed by CTAR and SCCPDA.
In terms of Localization Errors, presented in Figure 6,
the CCSR is not the best corner detector. Please note
that, the lower localization error, the better the detector
is. Except the shear transformation and gaussian noise,
the original CPDA detector has the lowest localization
error. However, similar to average repeatability, CCSR
and SCCPDA detectors are always in the first four de-
tectors in all the transformations. In summary, CPDA
has the lowest average localization error against all the
transformation followed by SCCPDA and CCSR detec-
tors.

WSCG 2015 Conference on Computer Graphics, Visualization and Computer Vision

Full Papers Proceedings 48 ISBN 978-80-86943-65-7



(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 3: Average repeatability of SCCPDA detector for different chord lengths and different threshold against
(a) scale transformation (b) rotation transformation (c) JPEG compression (d) Gaussian Noise (e) rotation+scale
transformation (f) nonuniform transformation (g) shear transformation (h) average of all transformations
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 4: Average repeatability of CCSR detector for different chord lengths and different threshold against (a)
scale transformation (b) rotation transformation (c) JPEG compression (d) Gaussian Noise (e) rotation+scale trans-
formation (f) nonuniform transformation (g) shear transformation (h) average of all transformations
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Figure 5: Average repeatability of corner detectors against different transformations

Figure 6: Localization Error of corner detectors against different transformations

Corner Detector
# of detected
corners

% of CPDA
corners

CPDA 922 100
SCCPDA 1000 91.398
CCSR 1264 92.437
DoGDetector 1342 88.152
CTAR 1364 94.557
ARCSS 1402 76.431
He_Yung 1617 88.167
EigenValues 1710 94.757
MSCP 1747 92.646
GCM 2714 94.878

Table 1: Number of corners detected by the detectors

Table 1 shows the number of corners in the base 23
images detected by the corner detectors. We see that
CPDA detects the least number of corners followed by
SCCPDA and CCSR detectors. However, both SC-
CPDA and CCSR detectors have better repeatability
than CPDA detector (Figure 5). Higher repeatability
means more corners from original image been detected
in transformed image irrespective to the number of cor-
ners matched between original and transformed image.

Therefore, a higher number of repeated corners with
same repeatability has more advantages than less cor-
ners. Although other detectors detect more corners than
CCSR, their repeatability is less than CCSR. We have
also shown the percentage of CPDA corners of 23 base
images detected by other corner detectors. Both SC-
CPDA and CCSR detectors are detecting more than
90% of the corners which are detected by CPDA detec-
tors. Therefore, we can claim that the corners detected
by these single chord detectors are qualitative and quan-
titative.

Complexity Comparison
Table 2 tabulates the total time taken to detect all the
corners for the 23 base images by all the corner detec-
tors. We see that CCSR is the most efficient corner de-
tector followed by CTAR. Although SCCPDA detector
is not one of the fastest corner detectors, it performs
faster than the original CPDA detector. Note that, the
process of extracting edges from the images has been
discarded from the total time as this process is same for
all the detectors. The time shown in the Table 2 is taken
only to detect the corners from the extracted curves.
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Corner Detector Time(Sec)
CCSR 0.056090
CTAR 0.057176
Zhang 0.083072
MSCP 0.167033
He & Yung 0.310473
SCCPDA 0.310724
CPDA 0.384464
ARCSS 0.384809
DoGDetector 0.405147
EigenValues 1.078661

Table 2: Total time to detect corners from 23 images

6 CONCLUSION
In this paper, we have analyzed a state of art corner
detector named CPDA and modified this detector in a
way that the modified version not only has better av-
erage repeatability but also better efficiency. We have
also proposed another contour-based corner detector,
named CCSR, that outperforms CPDA and seven other
existing corner detectors in term of average repeatabil-
ity. CCSR also has very comparative average localiza-
tion error. In addition, CCSR also detects more stable
corners than CPDA detector. Another achievement of
CCSR detector is that, CCSR is the fastest detector to
detect corners among all the detectors compared in the
experiments. In summary, discarding the use of mul-
tiple chords in CPDA detector increases not only the
efficiency but also the average repeatability and CCSR,
a single chord detector, is the most efficient corner de-
tector having the best average repeatability.
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ABSTRACT
Spatial relations between geographical entities are typically visualized as a node-link diagram that is depicted over
a geographical layout. The node-link diagram representation is well-suitable for tasks that require the analysis of
the topology and properties of a spatial graph because it is more intuitive with respect to the matrix representation.
However, the readability of node-link diagrams is, especially for large sized graphs, one of the issues studied in
literature. In this paper we describe an interactive technique for virtual globes, called GeoPeels, which uses spatial
deformations to reveal spatial information otherwise hidden behind the geographical layout. The deformed geome-
tries are rendered around the globe, therefore, occupying space that otherwise would be unused. Additionally, our
approach facilitates graph-related tasks by reducing the overall number of actions required to visualize and under-
stand the spatial relations. The evaluation of our approach is based on the analysis of the graphical performance
and on a comparison between virtual globes and 2D flat maps.

Keywords
3D geovisualization, edge congestion, interactive visualization, graph layout, geographical distortion, geo-
referenced data.

1 INTRODUCTION
Large-scale map visualization systems of geographical
datasets retain their traditional role of providing insight
into geospatial patterns and relations, see Figure 1. On
the one hand, they provide geospatial contextualization
for each data point. On the other hand, they can be
used to enrich data points with graphical elements like
straight lines, circular arcs and curves, to give emphasis
to specific spatial relations.

Virtual globes are considered mature visualization sys-
tems for the exploration of geo-referenced networks. In
the past, they were used by Cox et al. [9] to visualize In-
ternet traffic over the NFSNET/ANSnet backbone and
by Munzenr et al. [27] to map the MBone routers. In
climate research domain, the analysis of climate data as
complex network theory is considered a powerful ap-
proach [13]. In such context the globe is commonly
used [35, 29]. Globes are also used in frameworks for
management and monitoring of large scale distributed
systems [23].
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(a) (b)

Figure 1: Geo-referenced network over imposed (a) on
a flat map, and (b) on a virtual globe.

In literature, many approaches have been proposed
to improve the visualization during network analysis.
Brandes et al. [5] minimize clutter at important nodes
by adjusting the angle of edges. A few techniques
[22, 10] were provided to bundle edges around the
globe. Alper et al. [1] present a visual technique to
better understand the relations of the network. The
globe is deformed to place the nodes connected with
each other to appear closer. Debiasi et al. [11] present
3DArcLens, a focus+context technique to reveal areas
occluded by undesired edges.

It is possible, through visual exploration, to interac-
tively browse different portions of a dataset to better
understand the data. On the one hand, visual explo-
ration helps with hypothesis confirmation. On the other
hand, it facilitates the discover of unexpected patterns,
which can raise new questions, without the requirement
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of having a complete knowledge about the data [37].
However, in virtual globes, we can visualize only one
of the hemispheres, i.e. the globe occludes the nodes
and the links that can be considered important for ex-
ploratory tasks.

In this paper, we propose GeoPeels, a distortion-based
technique for the visualization of spatial relations in ge-
ographical data, where such interactive techniques re-
main unexplored. In particular, our technique is op-
timized for graphs-related tasks, such as explore node
connections. Our approach is based on a virtual globe
that automatically deforms the terrain surface to avoid
the occlusion of key data nodes and links, i.e. based on
the camera view position, the focus area, and relevant
nodes and links. The terrain deformation is automati-
cally adjusted to avoid rendering the geometries outside
the screen view. In this way relevant nodes and connec-
tions are always visible.

In the exploration of spatial relations, our technique
can be used in combination to zoom and pan, which
by themselves are considered tedious, potentially dis-
orienting, and often ineffective [16, 17]. Furthermore,
GeoPeels does not require the operator to define visual
node-link attributes, e.g. we do not use attributes like
color and size of a node. Hence, these unused node-
link attributes can be used to encode additional infor-
mation. Consequently, our technique can be combined
with other works that make use of such visual attributes,
for example, to reduce the visual clutter.

This paper is structured as follows. Section 2 describes
previous related work. Section 3 introduces our ap-
proach. Section 4 explains the list of parameters as
well how to use them. Section 5 describes a use case
that uses our technique. Section 6 provides an analysis
of the graphical performance. Section 7 describes the
advantages of our approach and makes a comparison
between virtual globes and 2D flat maps. We conclude
with some remarks about the usability of the proposed
technique and future work in Section 8.

2 RELATED WORK
Visualizations of Geo-referenced Networks. There
are two main visualization techniques to represent geo-
referenced networks: the matrix-based representation
and the node-link layout. Although the first visualiza-
tion is free from occlusion, the latter allows layouts to
encode the geographical information of nodes. Geo-
graphic node-link layouts can be classified in three cat-
egories. In the first category, both data and maps are de-
picted over a flat surface. The first system to automati-
cally generate 2D visualization with arrows imposed on
a map was presented by Tobler et. al. [33]. ArcMap [9]
applies the same concept on a 3D space, where 3D arcs
connect nodes on flat surface. In the second category
everything is projected over a spherical (or ellipsoidal)

surface [9, 27, 6, 23]; and in the third category we have
a combination of the previous ideas depicted in multi-
ple views [4, 8]. VisLink [8] links two or more maps
using straight lines. Flowstrates [4] uses a map for the
origins and another one for the destinations to represent
spatio-temporal data. For an overview of visualizations
used to depict geo-referenced networks see [31, 40].

Navigation to elements occluded by geographical
surface. In all aforementioned categories the nodes
and links may have visibility problems that may affect
the exploration of the network. In 3D visualizations,
where the geographical surface is a volume, graph ele-
ments may be occluded. Different focus+context tech-
niques can be implemented to alleviate this problem.
Magic Lenses [2] are lenses that are able to modify
the rendering of objects seen through them. The use of
these lenses was also extended to 3D graphics [39, 32].
Cignoni et al. [7] presented MagicSphere, a magic lens
metaphor to volumetric lenses. Cut-away viewing [30,
12], is another approach to reveal what is occluded by
volumetric objects. Exploded views have been inves-
tigated in the context of architectural visualization by
Niedauer et al. [28] and for volume visualization by
McGuffin et al. [25]. Their approach facilitates inter-
active browsing of volume data partitioned into several
layers. Tory et al. [36] provide a framework for com-
bined visualization of context and detail in volumet-
ric data sets. For a comprehensive overview of tech-
niques for the occlusion managements see the survey
by Elmqvist et al. [15].

Navigation to Off-screen elements. Large graphs can
not be entirely visualized in the screen view. However,
many approaches are available in literature to overcome
such problem. Pan in 2D layouts and the camera view
relocation in 3D layouts are traditional tools to reveal
off-screen elements. More recent techniques addressed
such problem, both in terms of their visibility [18] and
in navigating to them [19]. They provide visual indi-
cation of locations of off-screen objects using a simple
representation at the viewport’s edge. Also, they pro-
vide mechanisms to select items of interest, and to nav-
igate to them quickly. With Bring Neighbors Lens [34],
when a user moves the lens (using the mouse) towards
a vertex, the neighboring vertices should be brought to
the lens in a continuous fashion. To guarantee the vis-
ibility of multiple focus regions, Elmqvist et al. [14]
provide a distortion technique that folds the intervening
space. The context is preserved of the folds themselves.

Map Projections. The performance of the exploration
of geo-referenced networks is affected by the projec-
tion that is used. The major problem of map projec-
tion is the distortion. For example, the Mercator pro-
jection, which was originally designed to display com-
pass bearings for sea travel, depicts distortions for large
areas. Azimuthal projections allows the directions to
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be correct from the center of the projection to any other
point. Moreover, great circles of the globe are projected
to straight lines. The azimuthal orthographic projection
is mainly used for illustration purposes, since it shows
the Earth as seen from space infinitely far away. The
availability of high-quality imagery of the Earth and
other planets as seen from orbit, has caused a recent
revival of interest for this projection. Virtual globes
use such projection enabling a wide variety of interac-
tive pan and zoom operations. In Azimuthal equidis-
tant projection the distances and the bearing from the
center of the map to any point are correct. The projec-
tion is frequently used to show air-route distances. The
Lambert azimuthal equal-area projection preserves ar-
eas while simultaneously maintaining a true direction
from the center. Recommended to the European Com-
mission for statistical analysis and display. The latter
two projections cover the entire world. Van Wijk pre-
sented Myriahedral projections [38], a class of meth-
ods for mapping the earth on a polyhedron with a large
number of faces. The polyhedron is then cut open and
unfolded. In such way the maps are (almost) conformal
and conserve areas, but they are characterized by a large
number of discontinuities. In literature, different works
change dynamically the map projection [20, 3, 21]. For
navigation purposes, Möser et. al. [26] propose a tech-
nique that blends geo and egocentric perspectives to
combine the advantages of both viewpoints while main-
taining the ease of perception of a single view. Lorenz
et. al. [24] implement an interactive multi-perspective
views for 3D geographic environments. It automati-
cally configures the deformation in a view-dependent
way to maintain the multi-perspective view in an inter-
active environment.

3 PROPOSED APPROACH
In this work we define a deformation-based technique
that enables the interactive exploration of spatial rela-
tions between geographical entities; in particular to fa-
cilitate graph-related tasks, e.g. exploring the node con-
nections.

We propose a technique that enriches the idea of a vir-
tual globe with the following features: a list of impor-
tant nodes, i.e. nodes that are connected to nodes in
focus should be always occlusion-free. We define in fo-
cus the list of nodes that are inside the user-defined area.
Remaining nodes are said to be in context, see Figure 2.

In order to relocate nodes in focus that are occluded
by the globe’s hemisphere, without losing their back-
ground map context, we defined the concept of slice,
which corresponds to a portion of terrain that is oc-
cluded by the globe and that contains at least one im-
portant node.

In the next sections, we use the terminology deformed
slice to describe the geometry of a slice that was peeled

Figure 2: Nodes are classified accordingly with their
position and the position of their connected nodes.

from the globe surface – which is represented as a
continuous concave surface with respect to the camera
view. The concept of deformed slice can be demon-
strated with an orange: we can peel an orange to reveal
its hidden parts, see Figure 3.

This approach keeps the globe’s properties, i.e. nodes
in the hidden hemisphere that are not important are in-
trinsically filtered out, even if located in the deformed
slice.

Figure 3: The orange peel is the metaphor that inspired
this work.

The process to create and deform a slice is transparent
to the operator. It entails the creation of slices for im-
portant nodes that are not visible. The first node that is
added to a slice is called its primary node. Slices are
created only if an occluded important node cannot be
moved into an existent slice, see Figure 4. This strategy
ensures that nodes are never occluded by the globe and
the number of deformed slices is minimized.

The shape of each slice is defined as a rectangular ge-
ometry with the primary node located at the center with
respect to the horizontal axis, and at a fixed position
with respect to the vertical axis. During the interactive
exploration, the deformed slice is bended to ensure the
visibility of the geometry within the screen view, see
Figure 5.

The focus area is represented as a circle in screen space
with a radius r in pixels. The circular element remains
still during the user navigation, e.g. tilt, pan and zoom,

WSCG 2015 Conference on Computer Graphics, Visualization and Computer Vision

Full Papers Proceedings 55 ISBN 978-80-86943-65-7



Figure 4: In this example the deformed slice has three
nodes: the primary node and two nodes assigned to the
existing slice.

hence revealing the hidden information that was ini-
tially covered by the circle. In fact, the circle is snapped
to the terrain to improve the system usability; the cam-
era movement affects the circle position in screen coor-
dinates but not its geographical position.

GeoPeels was developed on top of NASA WorldWind,
an open source virtual globe that approximates the earth
as an ellipsoid. The proposed technique makes use of
a reference system, which is described in Subsection
3.1. The overall procedure of GeoPeels is summarized
in Subsection 3.2. In Subsection 3.3, we describe how
nodes are relocated if there are multiple slices as candi-
dates. Finally, in Subsection 3.4, we describe the func-
tion to manage the surface deformation. The param-
eters introduced in this section are described in Sec-
tion 4.

3.1 Slice Reference System
The algorithm to check whether a node is inside a slice,
to relocate a node, and to create a slice is based on a
reference system RS, specific to a slice S. RS is defined
by the planes Pd and Pα . The first plane, Pd , is identified
by three points: the node n that corresponds to the point
we want to reveal, the center of the earth o, and c that
is the camera view point l projected over the globe, see
Figure 6(a).

For every point p on the globe, γ defines the angle be-
tween the vector l p and the normal of the globe surface
on p. If γ > π/2 then the point p is visible, otherwise
it is occluded by the globe. Thus, we define x as the
point on the great circle, between c and n with angle
γ = (π/2) + 0.4. Consider a second plane, Pα , to be
perpendicular to Pd and to intersect o and x, see Fig-
ure 6(b). Then, we have that the position of p is defined
by RS(α,d), where d is the perpendicular distance be-
tween p and Pd , and α is the angle between the plane
Pα and the plane perpendicular to Pd , which intersects
the points o and p. See, respectively, Figure 6(c) and
Figure 6(d).

3.2 GeoPeels

Our approach can be summarized with the following
procedure, which is executed every frame before the
rendering phase:

procedure GEOPEELS
(1) List< Node > N := getNodesToRelocate();
List< Slice > S := /0;
for each n ∈ N do

(3) bool hasSlice := hasCompatibleSlice(n,S)
if hasSlice = f alse then

(2) Slice s := createSlice(n)
S.add(s)

end if
end for
for each n ∈ N do

(3) Slice s := getChosenCompatibleSlice(n,S)
(4) relocateNode(n,s)

end for
(5) drawArcs()
for each s ∈ S do

(4) de f ormSlice(s)
end for

end procedure

(1) Retrieve the list of important nodes to relocate.
The list of important nodes to relocate, is computed by
checking their angle γ; a node is added to the list if
γ < (π/2)+0.4. The list considers the occluded nodes
together with the nodes that are placed near to the oc-
cluded hemisphere. Afterwards, the list is sorted in de-
scending order accordingly to each node distance to the
camera view projected over the globe. This operation is
useful to minimize the number of slices.

(2) Slice creation procedure. Let RS(α
′,0) be the po-

sition of a primary node, and w and k the parameters
to define respectively the width and the length of its
slice. Then, the slice is simply the set of all the points
RS(α,d) such that d >−w, d < w, α > 0, and α < αS,
where αS = α ′ · k, see Figure 7(a).

(3) Retrieve compatible slices for a given node. A slice
is compatible with a node if the latter is inside the geo-
graphical area over the globe to be deformed, see Fig-
ure 7(b). If we have more than a compatible slice for a
node, then we need to use a strategy to choose the best
slice. Such strategy is described in Subsection 3.3.

(4) Deformation of a slice and relocation of a node.
Each deformed slice is a grid of points where we map
the texture of the globe surface that corresponds to the
area of interest. Both, the nodes and the grid points
are relocated over the globe and consequently in alti-
tude using the relocation function, explained in details
in Subsection 3.4.

(5) Arc creation procedure. Arcs are splines composed
of a sequence of control points along the great circle
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Figure 5: The deformed slice is bended to fit inside the screen view.

(a) (b)

(c) (d)

Figure 6: The planes Pα , Pd are used to define the ref-
erence system for each slice. α ′ and d′ are values arbi-
trarily defined. Red lines are the intersection between
the globe G and the planes.

(a) (b)

Figure 7: (a) Points used to define the slice. (b) n1 is
the primary node of S. S is compatible for n2 but not
for n3.

that connects their two endpoints. Each control point
has the following altitude:

h = 1+hmaxsin(πt) (1)

The parameter t ranges from 0 to 1, along the arc path.
hmax is equal to a quarter of the distance between the
endpoints. Arcs that connect nodes that were relocated
are composed of control points with the following alti-
tudes:

h∗ = h+(hs +(he−hs)t) (2)

The parameters he and hs are respectively the altitudes
of the two endpoints e and s. The altitude is applied
with respect to the normal vector of the globe surface,
in the point along the great circle. As shown in Figure 8,
arcs that connect relocated nodes maintain an aestheti-
cally pleasing shape.

Figure 8: Examples of different arcs: arcs connect-
ing nodes over the globe and arcs connecting relocated
nodes.

3.3 Slice Selection Function
Deformed slices can occlude arcs, nodes and other
slices. It is important to minimize the number of de-
formed slices as well as to ensure that each node is not
occluded by its compatible slices. In this section, we
describe the approach that satisfy these requirements.

(a) (b)

Figure 9: Our strategy to create slices and to choose the
best one for a node.

Figure 9(a) shows our strategy in a projected 2D plane,
for simplicity. The steps are the following:

The nodes are selected in descending order with respect
to the distance with the camera view position projected
over the globe. If the node has a compatible slice then
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it is marked as to relocate. Otherwise, we create the
slice and the node became its primary node, see red
nodes in Figure 9(b). In a second round, we relocate
the nodes. If a node has more than one compatible slice,
then we choose the last created slice, because it is the
most visible.

3.4 Function to Relocate Points
In this section, we describe how we relocate a point
from RS(α,d) to RS(β ,d). Such point can be a node
or a grid point of the deformed slice.

First, we defined the altitude of the point to relocate
with the following formula:

h′ = 1+h′maxsin(π((α−β )/2α)) (3)

where h′max is equal to the great-circle distance between
the original point and the point RS(0,d). Moreover,
for a given point RS(α,d) that is relocated to RS(β ,d),
the corresponding vector to move the point in altitude,
is the normal vector of the surface globe at the point
RS(β ,0), see Figure 10(a). Thus, the deformed slice
maintains the same width for every curvature.

The angle β is calculated with the following formula:

β =−2α f (v)+α (4)

where f (v) ∈ [0,1]. The function f (v) allow us to re-
locate points over a circular arc, see Figure 10(b). v is
defined for each slice. If f (v) is the identity function,
the deformed slices will be created as shown in Fig-
ure 10(c). However, the nodes relocated on the upper
area of the deformed slice may be occluded by the sur-
face itself. For such reason, as shown in Figure 10(d),
we update it as follows:

f (v) = v(α/αS)
2 (5)

The parameter v is initially set to 1. However, if the pri-
mary node is outside a defined sub-region of the screen
view, v is decremented until the primary node is consid-
ered visible (i.e. inside the sub-region), see Figure 11.

4 INPUT PARAMETERS
The list of user customizable parameters is the follow-
ing.

1. r is the radius of the circle, expressed in pixels. We
recommend the use of a small radius if the dataset
contains many nodes in the circumscribed areas, in
order to reduce the number of nodes that have to be
relocated. The default value is 150 pixels, which can
be interactively changed by the user.

(a) (b)

(c) (d)

Figure 10: (a) Red arrows represent normal vectors over
the globe surface. Green arrows represent the vectors
used to move the points. (b) Each point is relocated
over an imaginary arc. (c) The curvatures of a deformed
slice modeled with the identity function, (d) and with
our improved function.

Figure 11: The deformed slice is bended until the pri-
mary node is inside the sub-region of the screen view.

2. X and Y are used to define the number of points
that compose the grid of a slice. We do not need
a dense grid to give the impression of a curved sur-
face. Hence, heuristically we set X ,Y = 7.

3. w defines the half width of the slice. The default
value is 3.500 km that is a good balance between
area to visualize and the possibility to intersect other
slices.

4. k defines the position of the relocated node with re-
spect to the y-axis of the deformed slice. The default
value is 1.2. It allows the near surface of the node to
be visible. However, if the area is too circumscribed,
the cognitive process to identify the location of the
node can be problematic for the operator.
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5. The dimension of the sub-region defines whether a
node is considered visible or not. We set such pa-
rameter to be equal to 200 pixels less than the height
and the width of the screen view. Since our strategy
to decide the visibility of the nodes that are outside
the screen view takes into account only the primary
node of the deformed slice, other solutions can be
adopted. For example, the visibility check can be
performed on the two upper vertices of the geome-
try, and not on the primary node.

5 USE CASE
We used a dataset describing the connections between
the main airports1, composed of 50 nodes and 677
edges. The dataset is composed of groups of near nodes
connected with long distance nodes. Hence, the circle
element is appropriate to explore such dataset, see Fig-
ure 12. Due to the high arcs density, the links connected
with the nodes in focus are colored in red and the re-
maining are colored in semi-transparent white, see Fig-
ure 13. With this combination, the important nodes to-
gether with their connected arcs can be easily identified.

Figure 12: Airport connections dataset explored using
GeoPeels.

6 EVALUATION
To measure the performance of our technique we take
as metric the frame rate. GeoPeels was tested on a sin-
gle processor Intel Xeon 2.26 GHz equipped with an
NVIDIA GeForce GTX 280 with 1024 MB dedicated
video memory.

Table 1 shows the fps (frame rate per second) of
GeoPeels taking into account two datasets respectively
with 154 and 4777 nodes. #def. nodes indicates the
number of nodes that are relocated and #slices indicates
the number of slices that are created. In this benchmark
we used the values defined in Subsection 4.

1 http://openflights.org

Figure 13: GeoPeels in combination with a color tech-
nique.

Our results take into account, for each frame, the time
that is required to generate the grids and to render the
geometries. In our tests we used spheres over the terrain
to represent the nodes.

Table 1: Performance of GeoPeels for different
datasets.

#nodes #def. nodes #slices fps
0 0 120
1 1 54
4 1 50

154 11 2 34
9 3 28
11 3 26
7 4 23
0 0 16
2 1 14
1 1 13

4777 6 2 12
9 3 11
3 3 11
15 2 10
22 5 8

After analyzing the evaluation results, we noticed that
the number of created slices and the number of relo-
cated nodes have a considerable impact on the number
of fps. However, for datasets with hundreds of nodes
our approach gives acceptable performance.

7 DISCUSSION
In this section, we summarize our findings and the over-
all strength and weakness of our technique.

Advantages with respect to other virtual globes. An
advantage of the proposed technique is that nodes that
are considered important for a specific analysis are
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never occluded by the surrounding map, see Figure 14.
Additionally, we present an alternative solution to the
approach of manually moving the camera view, which
is a time consuming operation and may cause the loss
of a previously established visual context.

(a) Virtual Globe. (b) GeoPeels.

Figure 14: Nodes occluded behind the globe.

Advantages with respect to 2D flat maps. The limita-
tion of 2D flat maps is on their spatial boundaries. It is
difficult to get insight about nodes located on the bor-
ders of the map, especially on nodes that connect with
nodes on the opposite side of the map, see Figure 15.
Moreover the zooming out can make difficult the anal-
ysis of the spatial relations; the visual clutter caused
by unoptimized long arcs can cause visualization prob-
lems. On possible solution is a 2D map projected over
an imaginary infinite plan. However, such strategy may
cause redundant information related to the nodes and
the arcs.

Figure 15: Fake sense of distance. These points are in
reality quite close to each other.

Limitations. We identified few elements that require
further investigation. First, some visual elements can
be misleading for the operator because only nodes con-
nected to nodes in the focus area are physically moved.
But, our goal is to put more emphasis on a pre-selected
data property, e.g. set of nodes and links.

Second, it might happen that arcs connecting visible
nodes and nodes occluded by the globe’s hemisphere
intersect the newly deformed surfaces, e.g. when an oc-
cluded node is located behind the surface. Hence, it can
mislead the operator to think that arcs end in the new
deformed surface. However, this aspect can be allevi-
ated by applying a level of transparency on the texture

of each deformed geometry, see Figure 16, or applying
a different color to the arcs that end over the deformed
surface, see Figure 13.
Third, in a classical virtual globe approach, we can look
at the arcs shape to gain insight on the distance between
its endpoints - farther the endpoints are higher the arc is.
In our approach, this property does not hold in general.

Figure 16: A transparent deformed slice. Hence, it is
possible to keep trace of its intersecting arcs.

Four, as far as it concerns other deformation-based ap-
proaches, the main problem is the cognitive process as-
sociated with the identification of the deformed area.
To improve this process, we can relocate together with
the nodes auxiliary information, e.g. map labels.
Finally, GeoPeels is a deformation-based technique that
requires the user to take care of the circle object.
Extensions. To improve the effectiveness of GeoPeels,
it can be redesigned in terms of interaction. For exam-
ple, it introduces an user defined selection of the nodes
in focus as an alternative to the proximity-based selec-
tion of the circle element, see Figure 17.

Figure 17: Extension based on node selection.

8 CONCLUSIONS AND FUTURE
WORK

In this work, we have described an interactive
deformation-based technique that capitalizes on dy-
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namic globe deformations for an effective exploratory
visual analysis of geographic networks.

Our technique provides an alternative approach to relo-
cation of the camera view, which is a time consuming
operation and may cause the loss of a previously estab-
lished visual context. Another advantage of our tech-
nique is that it does not require the operator to define
visual node-link attributes, e.g. we do not use attributes
like color and size of a node, hence, they can be used to
encode additional information.

Consequently, our technique can be combined with
other works that make use of such visual attributes, for
example, to reduce the visual clutter or combined with
focus+context techniques applied on virtual globes, e.g.
important nodes can be colored with red and the rest in
semi-transparent white.

As future work, we plan to empirically measure the per-
formance of the presented technique on a more com-
prehensive set of tasks. Moreover, a comparison has to
be made with other approaches that are able to solve
the raised issues. We also want to extend the orange
peeling metaphor to other contexts such as the visual-
ization of points of interest represented as icons and 3D
models, or even to more complex scenarios such as the
visualization of moving objects in real-time.
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ABSTRACT
Highly detailed models are a requirement for many applications in computer graphics. The necessary level of
detail, however, may vary depending on the application. To provide a tradeoff, mesh simplification is used to
generate approximations of a model which can be used to reduce processing time.
We present a parallel approach to triangle mesh simplification that is designed to allow fast, view-dependent
simplification of manifold triangle meshes. Our approach performs a vertex analysis on every vertex of a given
triangle mesh and selects a set of vertices for removal. Vertex removal is executed using the parallel half edge
collapse. Based on the half edge collapse that replaces an edge with one of its endpoints, we have devised a set of
boundaries that enable parallel application of half edge collapses even on neighbouring vertices.
Since the mesh topology may not allow removal of all vertices marked for removal in one step, we apply multiple
iterations of the parallel half edge collapse, reevaluating remaining vertices marked for removal for further
improvement of results.

Keywords
mesh simplification, level of detail, half edge collapse, computer graphics, view dependent simplification, real-time
rendering

1 INTRODUCTION
Simplification of triangle meshes has been a well
researched area for several decades [Cla76a]. Mesh
simplification is the process of applying a simplifica-
tion operator to a given triangle mesh with the effect of
reducing the number of vertices or triangles that make
up the mesh [Lue02a].
Mesh simplification is widely used as an approach to
reduce the resources needed for processing a mesh by
reducing the stored geometry data.
The disadvantage of simplification is usually a loss of
detail. The triangles of a mesh are used to represent
a surface shape. Removing triangles or vertices from
a triangle mesh therefore means the result cannot
represent the object as accurately as the original.
Simplification algorithms can be aimed either to

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

remove a large amount of vertices or triangles, create a
simplification that represents the original object well or
to provide fast processing times.

Over the years a wide range of algorithms for tri-
angle mesh simplification has been developed with
varying results in terms of performance and quality of
the simplified mesh. The ones most important to this
paper can roughly be classified in three categories:

Vertex clustering This algorithm presented by
Rossignac and Borrell in [Ros92a] is designed
to work on arbitrary polygonal models. First the
bounding box of an object is determined. This
bounding box is then divided into a number of
cells. All vertices within a cell are clustered into a
single vertex and the faces of the model are updated
accordingly. While this approach can be very fast,
it can also cause drastic alterations to the topology
of a model and create low quality simplifications.
Attempting to improve these shortcomings, several
variants to cell generation have been devised
[Sch03a], [Low97a].

Vertex removal Presented in Schroeder et. al.
[Sch92a], the vertex removal approach removes a
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vertex and all its adjacent edges and triangles from
a mesh and then retriangulates the resulting hole.

Edge contraction Edge contraction provides mesh
simplification by removing edges from a mesh and
replacing it with a vertex [Hop93a]. This approach
is usually performed iteratively, selecting one edge
at a time and contracting it.

While many algorithms are designed to generate
a generic simplification of a mesh, some have been
devised for generating a view-dependent simplification.
The latter take a current camera position into account
and aim to minimize the visible differences between
the simplification and the original.
One example can be found in Hu et al. [Hu09a] with
the presentation of this approach being extended in
[Hu10a]. It describes a bottom up approach where a
simplified mesh is stored. During runtime the desired
level of detail is restored by applying precalculated
operations stored in a data structure.
Papageorgiou and Platis [Pap15a] present a GPU-
accelerated approach that also relies on edge collapses
with the goal to execute a number of edge collapses
in parallel and therefore speed up the simplification.
Their algorithm selects a number of independent areas.
Each area can safely be simplified by an edge collapse
without affecting other areas. Selection of independent
areas and execution of edge collapses is repeated, until
the desired simplification target is reached.
Another example is presented by DeCoro and
Tatarchuk [DeC07a]. It describes a GPU accelerated
implementation of vertex clustering to provide a fast,
view-dependent simplification of an arbitrary mesh.
In comparison to these approaches, the parallel half
edge collapse was designed not to rely on any precom-
puted simplification operations and provide a topology
preserving, parallel approach to simplification that
selects the simplification operations at runtime.

The parallel half edge collapse was designed to
enable view-dependent real time simplification of
manifold triangle meshes. The simplification operator
of choice is the half edge collapse.
The edge collapse operator (Figure 1) is applied to a
pair of vertices (V1,V2) connected by an edge e. It
collapses V1 and V2 into a single vertex V ′, removing
e and all triangles that contain it from the mesh
[Hop96a]. The position of V ′ is chosen freely. This
allows to optimize the replacement position for e and
achieve a better simplification as well as improve the
representation of the original mesh.
A more restrictive version of the edge collapse is the
half edge collapse (Figure 2). The half edge collapse
uses V1 or V2 as replacement for e. It therefore replaces
an edge with one of its endpoints and does not change
any vertex data like the stored normal.

Figure 1: Edge collapse

Figure 2: Half edge collapse

Figure 3: Edge collapse causing a mesh foldover

Figure 4: Edge collapse causing a topological inconsis-
tency

Although the edge collapse and the half edge collapse
are easy to implement, they can have a negative effect
on the simplified mesh by causing a foldover (see
Figure 3) or a topological inconsistency (Figure 4)
which has to be avoided [Lue02a].

2 ALGORITHM OVERVIEW
Initially a vertex analysis is performed on all vertices
of a given manifold mesh that selects a number of
vertices for removal.
Given a vertex V that has been selected for removal, the
algorithm determines all vertices N = {N1,N2, ...,Nq}
that share an edge with V . Each of these edges is
considered a possible half edge collapse. V is removed
by selecting a vertex pair V,Ni and performing a half
edge collapse on it. The replacement position for the
edge is Ni, since V is supposed to be removed from the
mesh.
To speed up the simplification a parallel approach
for the vertex removal is introduced. The algo-
rithm proposed in this paper analyses all vertices
V = {V1,V2, ...,Vn} of a mesh with the intention of
selecting a set of vertices R = {V R1,V R2, ...,V Ro} that
should be removed (S = {V S1,V S2, ...,V Sp},S =V \R,
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step 1 in Figure 5). Since every vertex in R is to be
removed from the mesh, not all the neighbours propose
a valid half edge collapse. Only edges connecting V Ri
to a vertex N j ∈ S are valid choices for a half edge
collapse.
For each vertex V Ri ∈ R the algorithm tries to:

• Find all neighbours N ∈ S of V Ri that share an edge.

• Select one edge ek connecting the pair N j,V Ri.

• Perform the half edge collapse on ek using N j as
the replacement position and removing V Ri from the
mesh.

The algorithm does not apply a series of iterative
edge collapses. It rather processes all vertices in R in
parallel. Although this approach has great potential to
speed up the simplification process, it causes several
difficulties:

• All neighbouring vertices of a vertex V Ri being in-
cluded in R can prevent V Ri from being removed
instantly.

• Parallel execution of half edge collapses on neigh-
bouring vertices may cause hard to detect mesh
foldovers and topological inconsistencies.

Not all vertices V R ∈ R may have a neighbour in S.
Since the algorithm only considers an edge connecting
a vertex V Ri to a neighbour N j ∈ S a valid half edge
collapse, it may be impossible for the vertex to be
removed.
The removal of the vertices in R has to be divided into
several iterative steps. In each step a list of removal
candidates C = {C1,C2, ...,Cn} is composed, contain-
ing all V R ∈ R that have at least one neighbour N j ∈ S
(step 2 in Figure 5). The algorithm tries to remove all
vertices in C in parallel (step 3 in Figure 5). The steps
of determining the candidate list and removing those
vertices is repeated iteratively, until all V R ∈ R have
been processed and no vertices remain in R.

Another problem arising due to the parallelism of
the algorithm is the selection of the individual replace-
ment positions for vertices in R. As described by Xia
et al. [Xia97a] a single edge or half edge collapse
performed on a mesh may cause a mesh foldover or
a topological inconsistency which has to be avoided.
While this is relatively easy to detect by checking
for rotations of normal vectors of an affected triangle
before and after a collapse, the parallel approach
chosen here renders this test invalid. It is possible that
a single half edge collapse is valid - it does not have
a negative effect on the mesh - the parallel execution

1. Classification

2. Selection of
removal candidates

3. Parallel half edge
collapse

removal candidates left
no removal
candidates left

Figure 5: Algorithm overview

of two valid half edge collapses however, can cause a
foldover or topological inconsistency.
To make sure that a possible replacement position for
a vertex does not cause the aforementioned problems,
a set of boundaries is defined. For each vertex V Ri ∈ R
an individual set of boundaries B(V Ri) is calculated. It
can be used to determine, which neighbouring vertices
N ∈ S can be safely used as a vertex pair for a half edge
collapse. Any neighbour N j ∈ S that lies within the
boundaries B(V Ri) can be used as a vertex pair V Ri,N j
for a half edge collapse.

Given two vertices V Ri,V R j ∈ R are connected
by an edge and have neighbours in S. V Ri and V R j
are to be processed in parallel and have one or more
possible half edge collapses. In order to avoid foldovers
and topological inconsistencies, the boundaries B(V Ri)
have to take all possible replacement positions for
V R j into account. The same condition is in effect
for B(V R j) and the replacement positions for V Ri.
The parallel half edge collapse was designed to avoid
communication between neighbouring vertex removals
to allow for a fast implementation. The boundaries are
created to block all half edge collapses that may cause
issues whenever a neighbouring vertex is removed in
parallel. This may result in combinations of half edge
collapses for neighbouring vertices in R that would not
cause foldovers or topological inconsistencies being
considered invalid.

The algorithm has to take into account that for some
vertices in C no replacement position, that would not
cause a foldover or a topological inconsistency, can be
found. A distinction has to be made whether this is
caused by the topology or by the restrictive boundary
due to the execution of parallel half edge collapses and
an isolated vertex removal could be safely executed.
Furthermore these restrictive boundaries may cause an
issue where neighbouring vertices in C may mutually
block a removal, effectively causing a deadlock and
preventing a region of the mesh from being simplified.
This situation has to be identified and resolved to
avoid vertices remaining in R indefinitely and keep the
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simplification from being completed.

3 VERTEX ANALYSIS
Given a manifold triangle mesh every vertex Vi is anal-
ysed and categorized either for being removed from the
mesh or remaining. Two sets of vertices are created.
R = {V R1,V R2, ...,V Rn} contains a list of vertices
that are to be removed while S = {V S1,V S2, ...,V Sm}
contains the remaining ones.
This initial classification of vertices does however not
determine a final list of vertices that are removed from
the mesh. Since several iterations of parallel half edge
collapses may be performed on the mesh and the results
of each iteration cannot be predicted, an additional
step is introduced. After a half edge collapse has been
executed on a vertex pair V Ri,V S j, all vertices V Rk that
were neighbours of V Ri are analysed again and may
be removed from R and added to S. This step allows
for an adaptation to the chosen half edge collapses
and may improve the overall result of the simplification.

For classification a vertex analysis is performed.
This step assigns an error value to each vertex of the
mesh. Since this vertex error has to be updated during
the reclassification step after each half edge collapse,
the error metric was chosen with data dependency and
computing time in mind.

The initial analysis is done on a per-vertex basis
and only takes the position of neighbouring vertices
into account. The error metric chosen here relies on
the distance of the neighbouring vertices from the
tangent plane of a vertex that is defined by the vertex
normal stored for the vertex. Although this only takes
the local effect of a vertex removal into account and
ignores a possible removal of neighbouring vertices, it
was chosen for two reasons. Firstly this error metric
requires little computing time and since it only relies
on neighbouring vertices, it does not require data
collection before a calculation, which allows for fast
updates after half edge collapses.
Secondly during reclassification after a half edge
collapse some neighbours of vertices in C may be
members of R and therefore marked for removal. These
do not provide relevant data since they may be removed
in subsequent iterations. The metric has to be easily
adaptable to take into account data from neighbours
only, that are to remain in the mesh.

Given a vertex V the tangential plane is constructed as
ax+by+cz+d = 0 with t = [a,b,c,d]. For each neigh-
bouring vertex Ni with the position n = [nx,ny,nz,1]
the quadratic distance from the tangential plane
d(V,Ni) = (t •n)2 is calculated (Figure 6).

The final error value for a vertex e(V ) is defined as

N1 N2

d1
d2

V

vn

Figure 6: Vertex error calculation

the average distance between the tangent plane and the
neighbouring vertices:

e(V ) =
∑

m
i=1(d(V,Ni))

m
(1)

For a view-dependent simplification e(V ) is scaled
using the angle between the view vector and the vertex
normal as well as the distance between vertex and
camera. This step has to be performed at runtime and
computes the per-vertex classification. While the error
e(V ) is computed from the static mesh data, the influ-
ence of the camera data allows for a view-dependent
simplification as the camera data is updated before the
simplification is computed.

Vertex classification into R and S is performed by
comparing the calculated vertex error e(V ) with a user
defined error threshold u. Any vertex with an error
value smaller than or equal to u is marked for removal
and stored in R. The remaining ones form S.
The problem that arises when using this approach is a
potential selection of a majority of vertices (if not all)
of a mesh for removal. Since the algorithm performs
a half edge collapse on an edge that connects a vertex
in R with one in S, the number of parallel operations
could be limited severely. In case of all vertices being
marked for removal, the execution of the parallel half
edge collapse would be impossible.
To guarantee the algorithm is always functional and
improve parallelism, an artificially modified vertex
error is introduced for some vertices.
This approach selects a number of vertices from the
mesh and assigns them a very high vertex error em. The
artificially assigned error is defined as em > u. This
guarantees these chosen vertices to always remain in
the mesh and the algorithm remains functional.
For further refinement of this approach several "layers"
of error manipulation are introduced. The first layer L0
contains the aforementioned vertices that are assigned
em(V ) > u. Each additionally created layer Li (i > 0)
selects additional vertices and assigns them a prede-
fined error value em(Li). This value is user defined.
Modifying the user threshold u can hence be used not
only to control the level of detail of the simplified
mesh, but also to select a set of vertices that is to
remain in the mesh with the purpose of accelerating the
execution of the simplification.
For this approach a number of vertices has to be
selected for each layer:
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Figure 7: Example point generation

Figure 8: Example volume generation

• The bounding box of the mesh is determined and a
3-dimensional grid of points G0 = {P0

1 ,P
0
2 , ...,P

0
n }

for layer L0 is created within and with an equal axial
distance from each other.

• Addition of layers Li with sets of points
Gi = {Pi

1,P
i
2, ...,P

i
o}. The new points are gen-

erated at halfway points between points in Gi−1.
The distance between two points in Gi is d(Gi). This
distance is separate for each axis (2-dimensional
example in Figure 7).

• For each point: generation of a volume B(Pi
j) cen-

tered around Pi
j with a side length of d(Gi) (trimmed

to the bounding box). Figure 8 shows the volumes
for the first two examples in Figure 7.

• For each volume: determination of all vertices V (Pi
j)

within the volume

• For each volume: selection of one vertex from V (Pi
j)

and manipulation of the vertex error

This approach creates a number of points and the corre-
sponding volumes. Then a number of vertices has to be
selected. For each point Pi ∈ G j the algorithm selects a
vertex that lies within the assigned volume - if any can
be found. The magnitude of the error manipulation de-
pends on the layer L j the point was created for and is
selected by the user for each L j.
The vertex selection takes the distance between a point
P j

i and the vertex as well as the vertex error into ac-
count. This is done to favour vertices close to the gen-
erated points and simultaneously consider the vertex er-
ror to choose vertices that are more likely to remain in
the mesh.
Given a point P j

i in set G j all vertices Vk within the
volume around P j

i are determined. Then the distance
between Vk and P j

i is calculated d(Vk,P
j

i ) = |p
j
i − vk|.

The value m(Vk,P
j

i ) is calculated using the maximum

side length l of the volume around P j
i and the error

e(Vk).

m(Vk,P
j

i ) = (l−d(Vk,P
j

i ))
2 ∗ e(Vk) (2)

The result of this calculation is a weighted vertex error.
For a point P j

i the vertex with the largest m(VK ,P
j

i )
within the corresponding volume is selected.
For each layer a minimum error is defined by the user.
If a vertex is selected by a point P j

i and the stored error
e(V ) is smaller than the user selected value e(L j), the
error is replaced by the user value.
Since the vertices are classified by comparison of the
vertex error with a threshold, the user can select which
set of vertices determined by this approach is to be
used for the simplification.

4 PARALLEL HALF EDGE COL-
LAPSE

The result of the vertex classification is all the mesh’s
vertices being divided into two sets: R containing all
vertices to be removed from the mesh and S with all
vertices to remain.
The algorithm only considers half edge collapses on
edges connecting a vertex in R to one in S. So the first
step of the actual simplification is to determine a list of
vertices C that contains all vertices Ci ∈ R that have at
least one neighbour N ∈ S.
For each Ci all possible half edge collapses are
determined and one of them has to be selected and
executed. The problem with half edge collapses lies
in topological inconsistencies and mesh foldovers that
may occur.
In order to allow for a fast implementation, the exe-
cution of half edge collapses on neighbouring vertices
in parallel has to be carried out without any exchange
of data. A simple approach to prevent negative effects
on the mesh would be to compare triangle normals
before and after the execution of the half edge collapse.
A maximum angle between the triangle normal of a
triangle before and after the collapse can be defined.
If the angle is greater than a defined threshold, the
collapse is considered invalid.
While this difference in angles works for isolated (half)
edge collapses, it cannot be applied to the parallel
half edge collapse, since two valid half edge collapses
executed on neighbouring vertices may cause foldovers
or topological inconsistencies. Figure 9 shows an
example for this effect. Executing just the half edge
collapse V4,V2 or V3,V1 creates a valid mesh. When
both are applied in parallel however, the result is a
folded triangle that has to be avoided. Here the original
triangle V3,V4,V5 and the modified triangle V1,V2,V5
are overlapping.
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V1

V2

V3

V4

V1V3
V2V4

V4/2

V4/2

V3/1

V3/1

V5

V5

V5

V5

Figure 9: Two valid half edge collapses cause an incon-
sistency

The approach used in the algorithm presented
here defines a set of boundaries for each vertex in C.
This takes any neighbouring vertices to be removed
in parallel into account and prevents foldovers and
topological inconsistencies. It is also designed for
view-dependent refinement and defines the boundaries
using the view vector of the camera.
Given a vertex V R that is a candidate for removal, all
triangles that contain V R have to be determined. For
each triangle a number of planes is calculated that form
the per-triangle boundaries and that are added to the set
of boundaries B(V R). Any potential half edge collapse
has to be checked against the entire boundary B(V R) to
make sure that none of the triangles containing V R are
affected by undesired effects. Since the result of any
half edge collapse executed in parallel on neighbouring
vertices is not known, the boundaries are defined in
a way that prevents the aforementioned effects, no
matter which half edge collapse a neighbouring vertex
chooses (if any at all). This has the negative side effect
of restricting the boundaries and possibly blocking
combinations of half edge collapses that would not
have negative effects on the mesh. In order to allow
a higher degree of freedom when choosing collapses,
the boundaries are created with regard to how many
vertices of a triangle are to be removed in parallel.
For a triangle, one of three sets of boundaries can be
created, dependent if one, two or all three vertices of
the triangle are current candidates for removal.

4.1 Test 1
The first case covers a triangle with only one vertex
subjected to a half edge collapse. One edge of the
triangle remains unchanged. While the aforementioned
simple test that checks for large variations in triangle
normals would suffice for this situation, the boundaries
are created here as well to provide a uniform test and
allow for a fast implementation.
Given the view-dependent approach of this algorithm
a foldover or a topological inconsistency is created
when the normal of a triangle before and after the

p

V2

V1

E

Figure 10: Boundary 1

VrV1

V2

V3

E p

Figure 11: Boundary test 1

manipulation changes orientation in relation to the
view vector (the dot product between the view vector
and the triangle normal changes sign). Therefore all
boundaries are created taking the camera position E
into account.

For a single vertex Vr to be removed in a triangle
composed of Vr,V1,V2, a plane p is defined. Since
V1 and V2 as well as the edge between them remain
unchanged, removing Vr rotates the triangle normal
around this edge. The plane p is defined using both V1
and V2, as well as the vectors −−−−→V1−E and −−−−→V2−E.
Figure 10 shows an example for such a boundary plane
with the camera looking down at the triangle from
above. In order to test whether a half edge collapse is
valid, the edge that is to be removed is intersected with
the plane. If an intersection can be found, the endpoints
of the edge lie on opposite sides of the plane and the
half edge collapse is considered invalid.

Figure 11 shows an example for such a test. The
edge Vr,V3 is to be collapsed into V3. While the vector−−−−→V3−Vr has an intersection with the plane, the edge
Vr,V3 does not and the half edge collapse is considered
valid.
This first boundary for an isolated half edge collapse
always computes the correct result. As mentioned
earlier, some boundaries can block valid half edge
collapses in order to allow for parallel execution. While
this is true for the following boundaries for two or three
candidates in one triangle, it does not apply here.

4.2 Test 2
Given a triangle where two vertices are candidates for
removal, the boundaries above are not valid anymore
since they do not take the half edge collapse executed
on neighbouring vertices into account. They would
only prevent collapses that individually cause foldovers
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Figure 12: Boundary 2

or inconsistencies. See Figure 9 for an example.
Given a triangle with the vertices Vr1,Vr2,V1 with
Vr1,Vr2 being candidates for removal, there is no
edge that would remain unchanged and therefore no
predictable rotational axis for the triangle normal.
This results in a boundary consisting of two planes
(Figure 12 shows an example from the viewpoint of
the camera). They are designed to assign each removal
candidate an individual area where a replacement
position can be found. Any overlap between these two
areas would enable a change of orientation between the
triangle normal and the view vector.
The first plane p1 is defined using the vectors −−−−−→Vr1−Vr2
and −−−−→E−V1 as well as the point V1. It is therefore paral-
lel to the edge between the two removal candidates and
lies through the remaining vertex of the triangle.
The second plane p2 is defined to intersect the edge
between Vr1 and Vr2. For this purpose a median
was chosen. Plane p2 uses the vectors −−−−→E−V1 and−−−−−−−−−→Vr1 +Vr2

2
−V1 as well as the point V1.

The test for a valid half edge collapse works similarly
to the previous one. Given an edge that has to be tested
for possible foldovers, it is intersected with both p1
and p2 to check if the collapse would cause in issue
with this triangle. If an intersection between the edge
and either of the planes can be found, it is considered
invalid and will not be executed.
These boundaries can block valid half edge collapses
and even combinations of valid half edge collapses for
Vr1 and Vr2. This is however accepted in order to allow
for a parallel execution.

4.3 Test 3
The last case handles triangles where all 3 vertices
Vr1,Vr2,Vr3 are to be removed. Test 2 places both
planes p1 and p2 to contain the remaining vertex V1 of
the triangle. Since all three vertices are a candidate for
removal here as well, these boundaries are no longer
valid.

Given a triangle Vr1,Vr2,Vr3 test 3 creates two
planes per removal candidate as well. All planes
contain the centroid S of the triangle. Plane p1 for
vertex Vr1 uses the vectors −−−−−→Vr2−Vr1 and −−−→E−S. Plane
p2 uses −−−−−→Vr3−Vr1 and −−−→E−S.
Both these planes are parallel to the edges that contain

Figure 13: Boundary 3

the removal candidate and are again defined using
the view vector of the camera. While for test 2 the
two planes were identical for Vr1 and Vr2, here two
removal candidates only share a single plane. As
a result two planes have to be constructed for each
removal candidate, while three are necessary for the
entire triangle (Figure 13 shows an example from the
viewpoint of the triangle).
Testing of a half edge collapse is done as described in

test 2. Given a removal candidate Vr1 both necessary
planes are constructed and an edge e is intersected
with both p1 and p2. If either p1 or p2 intersect e, the
edge is not valid for a half edge collapse as it would
pose a risk of causing a mesh foldover or a topological
inconsistency.

In order to find all valid half edge collapses for a
vertex V R, first all triangles have to be found. Then
for each triangle the number of removal candidates is
determined and the corresponding set of boundaries is
constructed. At this point, a set of planes P is on hand.
Each edge V R,V S j is then intersected with all pk ∈ P.
If an edge intersects any plane in P, it is considered
invalid.

4.4 Half edge collapse selection
After a list of possible half edge collapses has been
compiled, one of them has to be chosen and exe-
cuted. We devised a slightly modified version of
the quadric error metric presented by Garland and
Heckbert[Gar98a] for this selection.
[Gar98a] presents an approach that uses pair collapse
to replace a vertex pair V1,V2 with a single vertex V ′.
For this purpose it defines a vertex error 4(V ′) in
relation to V1 and V2. The algorithm then tries to find
a position for V ′ that minimizes 4(V ′). The authors
however also suggest that a simple solution would be
to use either V1, V2 or V1+V2

2 and choose the position
with the lowest value of4(V ′).
The parallel half edge collapse makes use of this error
metric. As suggested by the authors of [Gar98a], we
use the replacement position with the lowest vertex
error according to the quadric error metric. Given
a removal candidate V R and a set of neighbours N
where all Ni ∈ S with edges V R,Ni form a valid half
edge collapse, the error value according to the quadric
error metric is calculated. Then the Ni with the lowest
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error value 4(Ni) is chosen and the half edge collapse
performed.
Since half edge collapses are not executed isolatedly
when using the parallel half edge collapse and several
edges may be collapsed into a single vertex in parallel,
the quadric error metric is not updated with each
collapse as suggested by [Gar98a]. Instead the QEM
is recalculated for each removal candidate during
boundary computation, using the current intermediate
result of the mesh.

5 DEADLOCK PREVENTION
While the boundaries described in the previous sec-
tion allow for parallel execution of half edge collapses,
they create the disadvantage of possibly blocking com-
binations of parallel half edge collapses that would not
cause a foldover or a topological inconsistency. This
problem cannot only occur for two neighbouring ver-
tices. Several vertices could enter a state where they
mutually block half edge collapses, effectively caus-
ing an area of the mesh that cannot be simplified even
though for each vertex one or more half edge collapses
could be performed individually.
If a vertex is to be removed, but all possible half edge
collapses are being blocked by the boundaries, an addi-
tional computation has to be performed. For each edge
ei that was tested against the boundaries, the blocking
planes have to be determined.
If all planes that blocked the half edge collapses are
constructed by test 1, the current topology of the mesh
around the removal candidate V R does not allow any
half edge collapse without causing either a foldover or
a topological inconsistency. In this first case the algo-
rithm aborts the search for a valid half edge collapse for
V R. The vertex remains in the mesh and is part of the
simplified result.
The second case needs a more complex handling. Here
one or more planes blocking a collapse are constructed
from a triangle with two or three vertices to be re-
moved. As described above, these boundaries could
prevent valid half edge collapses from being executed.
To avoid that, the algorithm always computes a sepa-
rate set of planes for V R, using only test 1 for all tri-
angles, effectively ignoring possible parallel half edge
collapses. This leads to two results for each half edge
collapse. The first one taking parallel half edge col-
lapses into account and potentially blocking valid col-
lapses, the second one to check if the topology allows
for a removal of V R at all. If the second result fails as
well as the first one, no half edge collapse can be safely
performed for V R and the vertex remains in the mesh
and no further attempts of removal will be taken.
If at least one half edge collapse is allowed by the sec-
ond result, the vertex remains a candidate for removal
for the next iteration in+1.

During iteration in+1 the status of all neighbouring ver-
tices of V R is compared to that of the previous iteration
in. If none of the removal candidates have been sub-
jected to a half edge collapse, a deadlock is assumed. To
resolve this the stored vertex error e(V R) is compared
to the one of the neighbouring removal candidates. Un-
less e(V R) is greater than the vertex error of all neigh-
bouring removal candidates, V R is marked as "to be ig-
nored". Ignored vertices are skipped during the selec-
tion of removal candidates and although neighbouring
vertices do not consider them valid targets for a possi-
ble half edge collapse, they are not considered as "to be
removed" and therefore do not cause the application of
test 2 or 3. This approach allows neighbouring vertices
to be subjected to a half edge collapse and so a possible
deadlock can be resolved.
Once a neighbouring vertex is reclassified or removed
by a half edge collapse, the ignore flag is deleted and
V R can be selected as a candidate for removal again.

6 RECLASSIFICATION
As described in section 3, the initial classification
performs calculations based on neighbouring vertices
but does not consider the possible removal of those.
For this reason an additional step is performed in
between iterations.
After a vertex V Ri is removed by a half edge collapse,
the vertex error of all neighbours N j ∈ R of V Ri is
invalidated due to the changes to the mesh. A new
vertex error that is used to validate the classification is
then calculated for all N j.
After an iteration has been completed, the algorithm
determines a list C = {C0,C1, ...,Cn} containing all
vertices V R ∈ R that have at least one neighbour in
S. Since half edge collapses change the edges, this
list needs to be regenerated after each iteration. Then
the vertex error e(Ci) is updated taking these changed
edges into account. If the new vertex error e(Ci) is
greater than a certain threshold, Ci is reclassified,
removed from R and C and added to S. It is therefore
no longer to be removed from the mesh.
This operation may be executed very often during run-
time. In addition this error metric for reclassification
should not deviate from the metric used in the initial
vertex analysis to prevent a potential reclassification
of a majority of vertices in R. For those reasons a
variation of the metric presented in section 3 is applied
here.

The initial classification uses the average of dis-
tances between the tangent plane of a vertex V that
is determined by the stored vertex normal and not
changed during the simplification and its neighbours
N. At this point it has to be taken into account that
one or more neighbouring vertices may be marked for
removal and therefore do not provide useful data, since
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Figure 14: Reclassifying vertices

they may not be part of the final, simplified mesh.
The metric used here still relies on the distance between
the tangent plane of V and Ni, it does not rely on the
average though and calculates the maximum value
instead.

Figure 14 shows an example for a possible reclas-
sification. Given that all vertices to the left of V are
elements of S, while the ones to the right are contained
in R, only the neighbour N1 is included in the error
metric for the recalculation. d2 calculated using N2 ∈ R
is omitted.
Since this newly calculated error value differs from
the initial classification, an adapted threshold has to be
defined for the reclassification. If the newly calculated
error value is greater than the threshold, the vertex is
reclassified as described above, otherwise it remains
in R and the next iteration tries to find a possible half
edge collapse to remove it from the mesh.

7 RESULTS
For early testing a GPU accelerated implementation
of the parallel half edge collapse using CUDA on a
Nvidia Geforce GTX 670 GPU was used.
For testing purposes, the model of the Stanford Bunny
was simplified. The original version of this mesh is
made up of 35 947 vertices forming 69 451 triangles.
Three different simplifications of the original mesh
were calculated by adapting the threshold for the initial
classification. For these early results the main focus
was the overall processing time for the simplification,
the resulting triangle count of the simplified mesh and
the number of iterations necessary until all vertices
marked for removal had been processed.
Figure 15 shows the comparison between the wire-
frame of the three simplified models derived from the
original.
The three cases resulted in models made from 48 831,

29 014 and 17 565 triangles respectively. The first case
was completed in 1.9 ms, while cases 2 and 3 required
3.3 and 4.4 ms.
As to be expected, the necessary number of iterations
increases as more vertices are marked for removal and
hence removed from the mesh. This can be explained
by the restriction that only edges between vertices in
R and S are considered possible half edge collapses.
Marking more vertices for removal, therefore reducing
the amount of vertices in S, reduces the number of
possible half edge collapses and results in additional

Figure 15: Simplification results

iterations.
While the parallel half edge collapses managed to
remove all marked vertices in 2 iterations for case 1, 5
and 8 are respectively needed in the other two cases,
causing the increase in processing time.
Another potentially limiting factor that could cause
additional iterations are deadlocks. Since these are not
resolved until the following iteration, a small number
of mutually locking vertices can have a large impact
on the runtime. For runtime critical applications of the
parallel half edge collapse a threshold for a minimum
amount of vertices in R should be considered. Since
the half edge collapse and therefore the parallel half
edge collapse preserves manifold connectivity at every
step, the simplification can be safely aborted after each
iteration.

These early tests have also shown that the use of
the artificially introduced vertex error can have a great
impact on runtime. While there was no difference in
runtime measurements for the first test case, there is a
clearly visible difference for test cases with a higher
number of necessary iterations. Executing test case 3
without the modified vertex error increased the number
of iterations by a factor of 4, simultaneously causing a
great increase in overall runtime for the simplification
as well.

7.1 Future work
The parallel half edge collapse can provide fast
simplification with good results. A main bottleneck
of the approach can be posed by the restriction, that
only edges between vertices in R and S are considered
a possible half edge collapse. A majority of the
vertices of a mesh being marked for removal or a
disadvantageous topology can cause a reduction in
parallel half edge collapses and force the execution of
additional iterations. Future work can focus on several
approaches to resolve these issues.
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An improved vertex analysis/classification could
provide a way to improve parallelism and reduce
processing time. A more precise initial classification
could provide additional removal candidates in each
iteration, therefore reducing the number of necessary
iterations and improving performance.
The difficulty caused by this approach lies within the
prediction of chosen half edge collapses. Preselecting
a precise set R without adapting to the outcome of
simplification operations has the potential to result in
lower quality simplifications than adapting after each
iteration.
Another significant improvement could be made by
allowing vertices in R that do not have a neighbour in
S to be collapsed rather than having to wait for one
or more iterations until a neighbouring vertex N ∈ S
is provided. This would also increase the freedom of
the simplification, possibly offering a greater number
of half edge collapses per vertex to choose from and
improve the overall result of the simplification.

8 CONCLUSION
The parallel half edge collapse is designed to provide
fast simplification with good results. The emphasis on
lack of communication between half edge collapses
as well as the focus on fast error metrics potentially
allows for short processing times, enabling the parallel
half edge collapse for real time applications using
view-dependent simplification and thus further im-
prove the result of the simplification.
The parallel design enables an implementation on
modern GPUs, further reducing the time needed to
calculate the simplified meshes.

On the other hand however the usage of the half
edge collapse instead of the more generic edge collapse
can prove to be a limiting factor. The possibly limited
number of selectable half edge collapses and the
focus on error metrics designed for fast computation
and updating can impact the result. This can have a
negative influence on the quality of the overall result
of the simplification, which is a trade-off that has to be
accepted for real time use.
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ABSTRACT
The invariant feature detectors are essential components in many computer vision applications, such as
tracking, simultaneous localization and mapping (SLAM), image search, machine vision, object recognition, 3D
reconstruction from multiple images, augmented reality, stereo vision, and others. However, it is very challenging
to detect high quality features while maintaining a low computational cost. Scale-Invariant Feature Transform
(SIFT) and Speeded-Up Robust Features (SURF) algorithms exhibit great performance under a variety of image
transformations, however these methods rely on costly keypoint’s detection. Recently, fast and efficient variants
such as Binary Robust Invariant Scalable Keypoints (BRISK) and Oriented Fast and Rotated BRIEF (ORB) were
developed to offset the computational burden of these traditional detectors.
In this paper, we propose to improve the Good Features to Track (GFTT) detector, coined IGFTT. It approximates
or even outperforms the state-of-art detectors with respect to repeatability, distinctiveness, and robustness, yet can
be computed much faster than Maximally Stable Extremal Regions (MSER), SIFT, BRISK, KAZE, Accelerated
KAZE (AKAZE) and SURF. This is achieved by using the search of maximal-minimum eigenvalue in the image
on scale-space and a new orientation extraction method based on eigenvectors.
A comprehensive evaluation on standard datasets shows that IGFTT achieves quite a high performance with a
computation time comparable to state-of-the-art real-time features. The proposed method shows exceptionally
good performance compared to SURF, ORB, GFTT, MSER, Star, SIFT, KAZE, AKAZE and BRISK.

Keywords
IGFTT, feature detectors, keypoint, computer vision, repeatability

1 INTRODUCTION
Feature detectors have become an essential component
in contemporary computer vision research. The
main goal is to find salient image keypoints that
can be repeatedly detected under various image
transformations and then construct distinctive and
robust representations for them.

This paper aims to tackle this problem by developing
an improvement on the well-known GFTT keypoint
detector [21]. This technique is attractive because of
its good performance. For feature detection, scale
invariant and stable keypoints are selected in the scale
space according to maximal-minimum eigenvalues
responses. Furthermore, it was built a fast accurate
orientation estimation by the eigenvector’s orientation.

Permission to make digital or hard copies of all or part of this
work for personal or classroom use is granted without fee
provided that copies are not made or distributed for profit or
commercial advantage and that copies bear this notice and the
full citation on the first page. To copy otherwise, or republish,
to post on servers or to redistribute to lists, requires prior
specific permission and/or a fee.

We have validated the IGFTT detector whose precision,
recall and the execution time figures. The experiments
show that IGFTT achieves quite a high performance
with a computation time comparable to state of the
art, e.g. ORB and it is more efficient in terms of
repeatability than KAZE, BRISK, SURF and SIFT.
Also, the orientation extraction method developed in
this paper presented less errors than other methods. The
rest of this paper is organized as follows: First, an
overview of related work is given in Section 2. Section
3 describes a review about GFTT detector. Section 4
describes the improvement to GFTT developed here.
The experimental evaluation is carried out in Section
5, and finally Section 6 presents the discussion and
conclusions.

2 BACKGROUND
2.1 Feature Detection
Corners are points in an image where two lines meet
perpendicularly [10]. They can be any points between
two lines with different directions or between two
points with strong image gradients. Corners are
particularly important since they can be used to locate
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and make the registration of objects and to provide
measures of their dimensions, for example, knowledge
about orientation will be vital for a robot finds the
best way of picking up an object, inspection and other
applications [8].
Thereby, corners are interesting for identifying parts
of an image, efficient to match image to image and
have great relevance to the accuracy and efficiency
of machine vision. The corners with local maximum
or minimum intensity are called interest points or
keypoints.
SIFT [12] is a pioneering method which produces high
quality features based in gradients and requires high
computational effort. SURF [5] detects keypoints faster
than the original SIFT, without loss in performance and,
recently, other methods were proposed improving either
processing time or repeatability, e.g. ORB [20], KAZE
[4] and BRISK [23].
SIFT [12], SURF [5], BRISK [23] and ORB [20] have
the same structure: they detect best keypoints in a
scale pyramid type like shown in Figure 1 and extract
orientation using the directed gradients or moments.

Figure 1: Image Pyramid [9]

Each detector applies an algorithm to detect stable
keypoints in each scale level. For example, SIFT [12]
detects in a Difference of Gaussians applied in each
level, SURF [5] detects in wavelet and integral images,
BRISK [23] detects in a scale space with interpolation
and ORB [20] detects in a simple pyramid scales. Other
detectors like AGAST [13], FAST [18] and SUSAN
[22] detect stable keypoints in an unique image and
don’t use scale pyramids or extract orientation.
SIFT [12] extracts scale-invariant features through
detecting local extremas of the Difference-of-Gaussian
(DoG) over scale space applied in the image. The DoG
is a faster approximation of Laplacian of Gaussian
(LoG). SURF [5] proposes the Fast-Hessian detector.
This method approximates the second order Gaussian
derivatives of Hessian matrix from rectangle filters.
Futhermore, the Fast-Hessian detector works with

integral images to compute 3 times faster than DoG.
Recently, Features from Accelerated Segment Test
(FAST) [18] detector is based on the SUSAN corner
detector [22]. The circular area center is used to
determine brighter and darker neighboring pixels
on the circle describing the segment. FAST uses a
Bresenham’s circle [18] of diameter 3.4 pixels as test
mask. Thus, for a full accelerated segment test, 16
pixels have to be compared to obtain the value of
the nucleus. In the sequence, FAST selects the 9 top
segments (FAST-9) that get high repeatability between
16 pixels. For each keypoint, the FAST calculates a
sum of the differences between each 9 circular pattern’s
pixels and the nucleus’ pixel and selects the keypoint
with a sum lower than a threshold. This parameter
controls the sensitivity of the corner response. A large
t-value results in few but therefore only strong corners,
while a small t-value yields also corners with smoother
gradients. The alternative FAST-ER [19] generalizes
FAST by allowing it to learn the 9 top segments with
the best repeatability and small loss of efficiency for
any scene.

AGAST [13] improves FAST performance by
combining specialized decision trees. Since these
FAST-based detectors do not deal with scale change,
BRISK [23] takes AGAST to detect feature candidates
and searches for the maximum FAST score over scale
space to achieve scale invariance. KAZE [4] proposes
an automatic feature detection in nonlinear scale
spaces using efficient AOS techniques and variable
conductance diffusion. Next, AKAZE [17] proposes
to use recent numerical schemes called Fast Explicit
Diffusion (FED) embedded in a pyramidal framework
to dramatically speed-up feature detection in nonlinear
scale spaces. The STAR [2] keypoint detector uses
an approximation that allows to preserve rotational
invariance applied in scale space formed by a bi-level
approximation of the Laplacian of Gaussians (LoG)
filter. ORB [20] detects FAST features filtered by
Harris at each level in the scale pyramid of the image
and calculates a new fast and accurate orientation
component to FAST. A Maximally Stable Extremal
Region (MSER) [14] is a connected component of an
appropriately thresholded image. The word ’extremal’
refers to the property that all pixels inside the MSER
have either higher (bright extremal regions) or lower
(dark extremal regions) intensity than all the pixels on
its outer boundary. The ’maximally stable’ in MSER
describes the property optimized in the threshold
selection process.

2.2 Feature Description
SIFT [12] creates a histogram of local gradient
orientations and locations, where the gradient
orientations are quantized into 8 orientation bins
and the space locations are quantized into a 4x4 grid.
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SURF [5] works with the Haar wavelet responses as
the local features. Since the above gradient-based
descriptors can only deal with linear illumination
changes, some other methods have been proposed to
tackle more general illumination changes by using
relative intensity orders of pixels rather than the
original intensities. BRIEF [7] uses a relatively small
number of binary tests between pixels to represent the
local patch as a binary string. ORB [20] develops a
rotation invariant by the intensity centroid that extends
the descriptor BRIEF, and it is more discriminative
by learning a good subset of binary tests than BRIEF
original. BRISK [23] introduces a Gaussian weighted
pattern for sampling the neighborhood of keypoints.
The long-distance pairs are used to estimate the
local dominant orientation and the short-distance
pairs are used to build a binary descriptor. FREAK
[1] proposes a retinal sampling pattern based on
the human visual system, and computes the binary
descriptor by comparing image intensities over the
retinal patterns. KAZE [4] uses the M-SURF descriptor
adapted to a nonlinear scale space framework. AKAZE
[17] introduces a Modified-Local Difference Binary
(M-LDB) descriptor that is highly efficient, exploits
gradient information from the nonlinear scale space,
is scale and rotation invariant and has low storage
requirements.
In practice, it is very challenging to obtain a high
quality feature whilst maintaining a low computational
cost on several transformations. Therefore, this work
aims to improve the GFTT detector developing a novel
orientation estimation and creating by simple scale
pyramid to GFTT detector.

3 GOOD FEATURES TO TRACK: RE-
VIEW

In this section the Good Features to Track [21] will be
briefly described. Consider an image sequence I(x, t),
with x = [u,v]T where u and v are the coordinates
of an image point. If a point of time sampling t is
substantially high, then the points of the image I are
displaced, however their intensities remain unchanged:

I(x, t) = I(δ (x), t + τ) (1)

where δ (·) is the motion field that specifies the
transformation applied to image points. The authors
approximate the transformation to a translation
through the fast-sampling hypothesis, in other words,
δ (x) = x + d , where d is a displacement vector.
Variable d is used to search keypoints in the frame’s
sequences. The image motion model can keep some
noises becoming not perfect, so the problem is to find
d which minimizes the Sum of Squared Differences
(SSD) to find the displacement d residuals, from this
the equation below is computed:

mind(∑
W

[I(x+d, t + τ)− I(x, t)]2) (2)

where W is an image window around the keypoint and t
is the frame in t time. If we apply first-order Taylor
expansion of I(x + d, t + τ) into (2) we can obtain a
simple linear system formed by

Gd = e (3)

where

G = ∑
w

[
I2
u IuIv

IuIv I2
v

]
, e =−τ ∑

w
It [Iu Iv]

T

with [Iu Iv] = ∇I = [ ∂ I
∂u

∂ I
∂v ] and It = ∂ I

∂u . From Eq.
(3): d is the solution of (3), that is, d = G−1e, and is
used to predict a new (registered) frame. This method
is iterated through of the Newton-Raphson scheme to
converge the displacement d. So, assuming that λ1 and
λ2 are the eigenvalues of G, the feature is detected if
min(λ1,λ2) > λ ; where λ is an user-defined threshold.

Thereafter, it is assuming the image I and next image
J. If I and J are dissimilar images then the feature is
dropped. The dissimilarity images I and J is measured
by the equation

sum(I− J)> threshold (4)

Between consecutive frames a translation model is
sufficient for tracking, however an affine model is
necessary when frames are far.

It is more expensive to calculate an affine model for
each frame than use a simple model, for example, a
scale model. In this case, the IGFTT used a simple
scale model and obtains better results related to
precision than SIFT, SURF, AKAZE, KAZE, FAST,
ORB, MSER, STAR and GFTT.

4 IMPROVE GOOD FEATURES TO
TRACK (IGFTT)

Focusing on computation efficiency, our detection
methodology is inspired by the work of Shi Tomasi et
al. [21] for detecting keypoints in the image. Aiming
the achievement of invariance to scale which is crucial
for high-quality keypoints, we go a step further by
searching for keypoint not only in the image plane, but
also in scale-space.

The IGFTT has the same GFTT’s parameters
like minDistance, qualityLevel, blockSize and
N. minDistance filters the keypoints with
maxima-minimal eigenvalues lower than the
minDistance.
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Variable qualityLevel is used to threshold the minimum
eigenvalues. In other words, the maximum global
eigenvalue is multiplied by the variable qualityLevel.
We select the eigenvalues smaller than qualityLevel.
Variable blockSize is the block’s length used to
calculate the minimum eigenvalues in the image.
Variable N is maxima amount of detected keypoints.
Further, we add the variables scaleLevels and
scaleFactor to generate the scale space. Variable
scaleLevels is the amount of levels in the scale space
and variable scaleFactor is the applied factor in the
image at each level of the scale space.

In the literature, there are three scale-space types:
wavelet, gaussian pyramid and simple pyramid.
The wavelet is linear scale space representation that
analyzes the signal from scale and resolution. A
Gaussian pyramid is a scale-space that creates a set
of images scaled down from a image. Each image
is also weighted by a Gaussian blur. This pyramid
is used to create a scale space with blur invariant,
however the eigenvalues already are blur invariants.
The simple pyramid is a scale-space that creates a set
of scaled down images from an original image. In
this case, we used the simple pyramid to make easier
implementation.

Data: the pyramid scale space from images with
various scales

Result: KeyPoints
initialization;
foreach image in pyramid do

calculate gradient matrix;
calculate the covariance in the gradient matrix;
extract eigenvectors and eigenvalues in the
directions x and y;
select the minimal eigenvalues between directions
x and y and the eigenvector for each pixel;
calculate the maximum eigenvalue local;
select the keypoints with eigenvalues bigger than
maximum value local * qualityLevel;
sort the selected keypoints by the eigenvalue;
foreach point in keypoints do

if total_KeyPoints == N then
break;

end
if distance between point and all keypoints <
minDistance then

KeyPoints.add(point);
total_KeyPoints = total_KeyPoints + 1;

end
end

end
Algorithm 1: IGFTT

4.1 Fast Orientation by Eigenvector
Our approach uses a simple but effective measure of
corner orientation, based on the eigenvector, because
the eigenvector represents the direction preserved by
a linear transformation applied in the gradient matrix.
From min(λ1,λ2) we selected the eigenvector of G
with the minimal eigenvalue. The coordinates (x,y)
of the eigenvector are used to extract the interest point
orientation.

angle = atan2(y,x); (5)

where atan2 is the quadrant-aware version of arctan.

4.2 Descriptor
We use the FREAK descriptor applied in each scale
space. For a detected keypoint k at scale σi, the
FREAK descriptor extracts the pattern formed by
Difference-of-Gaussians inspired in the retinal pattern
of the eye. Furthermore, FREAK extracts this pattern
in various scales and orientations. the FREAK has
integral images to accelerate the description process.
Finally, the descriptor is interpolated and normalized.

5 EXPERIMENTS
We have evaluated our method on the standard
Oxford dataset [15] and on two new datasets [24, 11]
with geometric and photometric transformations
like rotation, scale, viewpoint, image blur, JPEG
compression and illumination. The implementations
for all detectors came from OpenCV 3.0 beta [6].

5.1 Detector evaluation
We compare IGFTT detector with SURF, ORB,
GFTT, MSER, STAR, SIFT, KAZE, AKAZE
and BRISK detectors. We test the precision and
recall scores of different detectors for gradually
increasing transformation. In these experiments we
set minDistance = 1. Through repeatability criterion
introduced in [16], we analyze the overlap error of two
correspond regions in various transformations. This
error is defined as

1−
Rµa ∩RHT µbH

Rµa ∪RHT µbH
(6)

where Rµ represents the elliptic region defined by
xT µx = 1. H is the homography between the two
images. The intersection of the regions is Rµa ∩RHT µbH
and Rµa ∪ RHT µbH is their union. The intersection of
the regions must be greater than 0. The area of these
regions are computed numerically. The repeatability
score for a given pair of images is defined as
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true keypoints
detected keypoints

(7)

where the amount of keypoints with overlap error < εt
is represented by true keypoints. Detected keypoints
is the amount of keypoints detected and the overlap
error threshold represented by εt is 40%. We take into
account only the regions located in scene’s parts present
in both images. In this case, the repeatability represents
the recall score. The precision score is

true keypoints
matched keypoints

(8)

where matched keypoints are the amount of the
keypoints with intersection of the regions greater than
0. The true keypoints are based in putative matches,
in other words, a putative match is formed by a single
pairing of keypoints, where a keypoint cannot be
matched to more than one other. IGFTT detector
consistently outperforms SURF, ORB, GFTT, MSER,
STAR, SIFT, KAZE, and BRISK in most cases, which
can be attributed for the minimal eigenvalues features
used by the detector like shown in Figure 2 and
Figure 3.

In this section, we compare the computation times of
IGFTT to SURF, ORB, GFTT, HARRIS, MSER, Star,
SIFT, KAZE, and BRISK. The experiments are carried
out on desktop Intel Ivy Bridge Core i5-3450 3.10GHz
CPU and 16GB DRAM, using the first image of the
each dataset’s sequence compared with other images.
The results are averaged on 1000 experiments runs.

In general presented the IGFTT better averages than
other detectors using minimal eigenvalues to select
keypoints in each level of the scale-space. Furthermore,
this feature, applied in each scale space level, is faster
than the corresponding algorithms applied by the
SURF, MSER, SIFT, AKAZE or KAZE. We used
the average of the precision, recall and execution
time compared to those obtained from the reference
detectors [17, 4, 12, 5, 14, 3, 20, 23, 21].

The SIFT exhibits lower averages on precision
(67.69% vs 93.21%) and recall (55.00% vs 81.78%),
but more execution time (209.794ms vs 57.52ms)
than IGFTT. The IGFTT eigenvalues and keypoints
selection methods are faster and more repeatedly
than Difference-of-Gaussian used by SIFT. The
Difference-of-Gaussian used by SIFT did not detect the
same keypoints of the first image in the other images
from the various transformations in all datasets.

The SURF exhibits lower average on precision (85.13%
vs 93.21%) and on recall (71.74% vs 81.78%) than
IGFTT. The Hessian Matrix used by SURF, it did not
detect the same keypoints of the first image in the other
images from various transformations. In some cases,

the SURF shows better invariance than IGFTT in the
datasets trees (blur) and venice (zoom), because of
the Frobenius score and the box filter used by SURF.
The Hessian Matrix applied in the integral images and
Wavelet show more time values (83.61ms vs 57.52ms)
than IGFTT, due to the complexity of both algorithms.
The KAZE shows lower average on precision (78.34%
vs 93.21%) and on recall (69.57% vs 81.78%) than
IGFTT. The nonlinear diffusion filtering did not detect
the same keypoints of the first image in the other images
with various transformations. Furthermore, KAZE is
more complex than IGFTT, the KAZE showing a more
average time (409.64ms vs 57.52ms) than IGFTT.
The AKAZE shows lower average on precision lower
(78.52% vs 93.21%) and on recall (65.16% vs 81.78%)
than IGFTT. The Fast Explicit Diffusion filtering
did not detect the same keypoints of the first image
in the other images from various transformations.
Furthermore, the AKAZE is more complex than
IGFTT, showing more average time (119.08ms vs
57.52ms) than IGFTT.
The BRISK shows lower average on precision (78.95%
vs 93.21%) and on recall (58.21% vs 81.78%) than
IGFTT. The pyramid with octave levels and octave
in-between levels did not detect the same keypoints
of the first image in the other images from various
transformations. But, BRISK is faster (23.15ms vs
57.52ms) than IGFTT in average of the execution time,
because it has AGAST detector that is more efficient
than GFTT.
The ORB presents lower average on precision (88.30%
vs 93.21%) and on recall (78.46% vs 81.78%) than
IGFTT. The Harris score used by ORB did not detect
the same keypoints of the first image in the other images
from various transformations. In some cases ORB
shows better invariance than IGFTT in the Reichstag
(various transformations) and ubc (jpeg compression)
datasets, due to the Harris score. But, the ORB is faster
(16.58ms vs 57.52ms) than IGFTT in average of the
time, because the FAST detector is more efficient than
GFTT detector.
The GFTT shows lower average on precision (74.71%
vs 93.21%) and on recall (55.81% vs 81.78%) than
IGFTT. The GFTT detector is not invariant scale,
viewpoint, rotation and zoom. In other words, the
GFTT detector did not detect the same keypoints
of the first image in the other images with various
transformations. But, the GFTT is faster (19.38ms vs
57.52ms) than IGFTT in average time.
The STAR shows lower average on precision (71.90%
vs 93.21%) and on recall (53.80% vs 81.78%) than
IGFTT. The Star detector is not fully invariant to
scale, viewpoint, rotation and zoom. In other words,
the STAR detector did not detect the same keypoints
of the first image in the other images with various
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Figure 2: The precision of the detectors on various datasets with affine transformations.

Figure 3: The recall of the detectors on various datasets with affine transformations.

transformations. But, the STAR is faster (18.52ms vs
57.52ms) than IGFTT in average time.
The MSER shows lower average on precision (71.14%
vs 93.21%) and on recall (60.51% vs 81.78%) than
IGFTT. The MSER methods to detect regions are
based on extremal regions did not detect the same
keypoints of the first image in the other images with
various transformations, although the detector been
fully invariant to these transformations. Furthermore,
the MSER was more complex than IGFTT, the MSER
was more average time (89.88ms vs 57.52ms) than
IGFTT.
The FAST shows lower average on precision (92.71%
vs 93.21%) and on recall (61.34% vs 81.78%) than
IGFTT. The FAST detector is not invariant to scale,
viewpoint, rotation and zoom. In other words, the
FAST detector did not detect the same keypoints
of the first image in the other images with various
transformations. But, the FAST is faster (4.73ms vs
57.52ms) than IGFTT in average time.

5.2 Descriptor evaluation
We compare IGFTT detector combined with SURF,
ORB, SIFT, FREAK, BRIEF and BRISK descriptors
with SURF, ORB, SIFT, KAZE and BRISK.
Furthermore, we used the brute-force matching
developed in OPENCV 3.0 to make the matching
between the images. We used the precision and recall

scores. The overlap error threshold represented by εt is
50%. We take into account only the regions located in
the part of the scene present in both images. This way,
the recall score for a given pair of images is defined as

true keypoints
visible keypoints

(9)

where the amount of keypoints with overlap error < εt
is represented by true keypoints, visible keypoints is the
amount of keypoints in the part of the scene present in
both images and the overlap error threshold represented
by εt is 50%. In this case, the repeatability represents
the recall score. The precision score is 8 where matched
keypoints are the amount of the keypoints matched
between the images pair. The true keypoints are based
in putative matches, in other words, a putative match
is formed by a single pairing of keypoints, where a
keypoint cannot be matched to more than one other.
In this section, we compare the computation times
between IGFTT combined with various descriptors
SURF, ORB, SIFT, KAZE, and BRISK. The
experiments are performed on desktop Intel Ivy
Bridge Core i5-3450 3.10GHz CPU and 16GB DRAM,
using the first image of the each dataset’s sequence
compared with other images. The results are averaged
on 1000 experiments runs. We used the average of the
precision, recall and execution time to compare the all
detectors and descriptors used here.
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Figure 4: The precision of the detectors combined with descriptors on various datasets with affine transformations.

Figure 5: The recall of the detectors combined with descriptors on various datasets with affine transformations.

In some cases the IGFTT with FREAK descriptor
(called IGFTT.FREAK) has better averages in
precision and recall than SIFT, SURF and BRISK.
Furthermore, IGFTT.FREAK is faster than SIFT,
SURF, KAZE, AKAZE and BRISK.

The SIFT exhibits lower average on precision (40.02%
vs 51.85%) and on recall (43.57% vs 52.34%),
furthermore it is greater time average (957.85ms vs
64.77ms) than IGFTT.FREAK. The FREAK descriptor
using retinal binary pattern describes very well the
regions around the keypoints detected by the IGFTT
and this combination show better results than the
Difference-of-Gaussian and the descriptor based
in gradients’ orientations. Furthermore, in [1] the
descriptor FREAK generate a binary string formed
by a sequence of one-bit Difference-of-Gaussians. In
other words, this descriptor is more discriminant than
SIFT descriptor.

The SURF exhibits lower average on precision (39.66%
vs 51.85%) and on recall (43.44% vs 52.34%) than
IGFTT. The FREAK descriptor is faster and robust than
SURF descriptor through cascade of binary strings. The
Hessian Matrix applied in the integral images, Wavelet
and shows more time average (657.60ms vs 64.77ms)
than IGFTT.

The KAZE shows greater average on precision
(53.31% vs 51.85%) and on recall (56.21% vs 52.34%)
than IGFTT. The nonlinear diffusion filtering extracts
some features more discriminant than the FREAK
descriptor like shown in bark, boat, ceiling, graf, rome,
semper and wall datasets. However, the KAZE is more
complex than IGFTT, the KAZE shows more time
average (629.55ms vs 64.77ms) than IGFTT.

The AKAZE shows lower average on precision
(52.81% vs 51.85%) and on recall (54.82% vs 52.34%)
than IGFTT. The Fast Explicit Diffusion filtering
extracts some features more discriminant than the
FREAK descriptor like shown in bark, bikes, boat,
ceiling, graf, rome, semper, venice and wall datasets.
However, the AKAZE is more complex than IGFTT,
the AKAZE shows more time average (331.06ms vs
64.77ms) than IGFTT.

The BRISK shows lower average on precision (21.47%
vs 51.85%) and on recall (22.75% vs 52.34%) than
IGFTT. The descriptor BRISK based in a bit-string
descriptor from intensity comparisons is lower
discriminant than the retinal binary pattern used in the
FREAK descriptor. Furthermore, BRISK was more
complex than IGFTT, the BRISK shows more time
average (74.33ms vs 64.77ms) than IGFTT.

The ORB results in greater average on precision
(57.51% vs 51.85%) and on recall (59.59% vs 52.34%)
than IGFTT. The Oriented BRIEF descriptor and the
ORB detector are more discriminant in some cases than
IGFTT with FREAK descriptor. The ORB shows a
better invariance than IGFTT in the bark, boat, ceiling,
day_night, graf, iguazu, rome, semper and venice
datasets. Furthermore, the ORB is faster (24.05ms
vs 64.77ms) than IGFTT in time average, the FAST
detector used in the ORB is faster than IGFTT detector.

6 CONCLUSIONS
We have presented a novel method named IGFTT,
which tackles the classic Computer Vision problem of
detecting image keypoints for cases without sufficient
a priori knowledge on the scene, camera poses
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and transformation. In contrast to well-established
algorithms with proven high performance, such as SIFT
and SURF, the method at hand offers a dramatically
faster alternative at comparable precision performance
- a statement which we base on an extensive evaluation
using an established framework.

IGFTT relies on an easily configurable, the unique
properties of IGFTT can be useful for a wide spectrum
of applications, in particular for tasks with hard
real-time constraints or limited computation power:
IGFTT finally offers the quality of high-end keypoints
in such time-demanding applications.

Amongst avenues for further research into IGFTT,
we aim to explore alternatives to the GFTT search
to yield higher repeatability whilst maintaining or
improve the speed. Furthermore, we aim at analyzing
both theoretically and experimentally other efficient
detectors applied in the scale space or other filters like
ORB applied.
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ABSTRACT
We propose a novel approach based on machine learning to simulate facial expressions related to physical activ-
ity. Because of the various factors they involve, such as psychological and biomechanical, facial expressions are
complex to model. While facial performance capture provides the best results, it is costly and difficult to use for
real-time interaction during intense physical activity. A number of methods exist to automate facial animation
related to speech or emotion, but there are no methods to automate facial expressions related to physical activity.
This leads to unrealistic 3D characters, especially when performing intense physical activity. This research high-
lights the link between physical activity and facial expression, and to propose a data-driven approach providing
realistic facial expressions, while leaving creative control. First, biological, mechanical, and facial expression data
are captured. This information is then used to train regression trees and support vector machine (SVM) models,
which predict facial expressions of virtual characters from their 3D motion. The proposed approach can be used
with real-time, pre-recorded or key-framed animations, making it suitable for video games and movies as well.

Keywords
Facial Animation - Biomechanics - Physical Activity - Machine Learning.

1 INTRODUCTION
Facial animation remains one of most tricky, time-
consuming, and costly aspects of 3D animation. Facial
expressions are difficult to model because of the numer-
ous factors underlying them: emotions (joy, sadness,
etc.), mouth movements (speech, deep breath, etc.), eye
and eyelid movements (blinking, gaze direction, etc.)
and physiological (fatigue, pain, etc.).

Different approaches for automating facial expressions
related to emotion or speech exist, but none are avail-
able to automate expressions related to physical activ-
ity. In the visual effects and computer animation com-
munities, facial animations are most often key-framed
or motion-captured. Even though this is a relatively
long and costly procedure, it is understandable for main
characters. For secondary characters, such as a crowd,
the facial animation related to physical activity will of-
ten be disregarded. In video games, although characters
often have to provide significant physical exertion, fa-
cial animation related to this component is somewhat

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

neglected. It is sometimes present during cinematic se-
quences, but it suffers from a crude approximation dur-
ing gameplay, and it is often simply overlooked. Ac-
cording to discussions we have had with video game
companies, current approaches for gameplay facial ani-
mations related to physical activity rely on ad hoc tech-
niques based on linear functions and thresholds. Such
approaches are far from the complexity of human fa-
cial animations, in relation to physical activity. In this
paper, we propose a novel approach based on machine
learning to simulate facial expressions related to physi-
cal activity, in order to improve the realism of 3D char-
acters. The approach is based on the analysis of mo-
tion capture data acquired from real exercise sessions.
Given the captured animations and physiological data,
specific machine learning techniques are selected to en-
able the synthesis of facial expressions corresponding
to physical activity. The main contributions of the pro-
posed approach can be summarized as:

• A machine learning framework to derive facial ex-
pressions from physical activity;

• An approach to link mechanical, physiological, and
facial measurements;

• An analysis of the most effective way to compute
energy values for machine learning purposes;

• A set of empirical rules relating physical activity to
specific facial expressions;

• A normalization procedure to make better use of
heart rate and blend shape data.
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With this machine learning framework and captured
data, we are able to synthesize realistic facial expres-
sions. The approach can be used for real-time as well
as off-line facial animation. Furthermore, the method
allows for control over stylization, as key-framed data
could be used instead of captured data. It enables con-
trol over expressiveness, as the animator can adjust var-
ious parameters that have an impact on the facial ex-
pression of the character. Finally, the models developed
in this work also provide metabolic data that could be
used for purposes other than facial animation.

2 RELATED WORK
Previous works are categorized in four topics: the de-
scription of facial expressions, the synthesis of speech-
related expressions, the synthesis of emotion-related
expressions, and the description of facial expressions
related to physical activity.

2.1 Facial Expression Coding
Several objective and systematic approaches to encode
facial expressions have been proposed. Although facial
expressions are due to a wide range of factors, only fa-
cial changes due to emotions, intentions or social com-
munication are taken into account [17]. Various cod-
ing systems have been developed mainly for psycho-
logical studies, including FACES (Facial Expression
Coding System) [14] and FACS (Facial Action Cod-
ing System) [8], which are presented in a survey pa-
per [19]. FACS is an anatomically-based expression
space grouping together facial muscle groups as AUs
(Action Units), whose combination can be used to form
any possible expression [26]. The MPEG-4 standard
proposes a similar approach using FAPs (Facial Action
Parameters), which has been used in various research
projects. In the proposed approach, the facial expres-
sions are built using blend shapes that correspond to
facial muscle groups similar to the FACS approach.

The automation of the coding process generally re-
lies on video tracking software or motion capture sys-
tems that require complicated setup. In recent years,
novel techniques emerged using depth cameras such as
FaceShift [4] or Brekel ProFace [6]. Other software use
simple webcams, such as Mixamo Face Plus [22], di-o-
matic Maskarad or Emotient software [18]. While most
of the available software extract a set of facial features
or blend shapes, Emotient software extracts Ekman’s
facial expressions and a set of Action Units.

2.2 Speech-Related Facial Expressions
Animation synthesis is generally done by analyzing an
audio input, extracting phonemes, and then animating
the 3D face model’s visemes (phoneme’s visual coun-
terpart) [15]. Different approaches have also been de-
veloped to enhance realism in animation, such as blend-

ing speech-driven animation into emotion-driven ani-
mation and using anatomically-based structures [16].
Other works [31] have focused on improving the vi-
sual behavior related to speech. Some works use ma-
chine learning methods such as SVMs [33] or neu-
ral networks [7, 21]. All of these methods help to
achieve more realistic results in facial expressions re-
lated to speech, and substantially reduce manual anima-
tion time. They give good results, given that there is a
single input (the audio) that captures all of the required
information to adjust the facial animation.
When considering physical activities, a character’s mo-
tion involves several limbs, as well as potential and ki-
netic energy, torques, etc., which results in a broader set
of inputs. Furthermore, simulating speech-related ani-
mation from audio is synchronized to one input signal,
while the facial expression of the character’s motion
might be the result of both its instantaneous motion and
the movements or activities performed by the character
in the past few minutes. Finally, the character’s motion
triggers facial expressions that will influence parts of
the face that are not related to speech, such as the re-
gion around the eyes. For these reasons, works dealing
with speech cannot fully solve the problem of generat-
ing the facial animation related to physical activity.

2.3 Emotion-Related Facial Expressions
Researchers in psychology studied emotions and came
up with classifications based on a limited number of
emotions. To further simplify the relationships be-
tween emotions, they can be represented in simpler
2D expression spaces [24, 28]. Computer graphics
researchers have taken advantage of such approaches
and proposed different two dimensional emotion lay-
outs that allow a meaningful blending between emo-
tions [25]. Other approaches have relied on coding sys-
tems such as FACS to provide realistic transitions be-
tween emotion expressions [1]. While these works pro-
vide interesting approaches for the transition and blend-
ing of facial expressions, they work when the emotion
is already known, and when a set of face poses is pro-
vided. Animating the right combination of emotions
through time remains a complex problem. It is simi-
lar to the challenge involved in this work: developing
an approach that can predict the facial expression from
observations and models describing how a human sub-
ject reacts in different circumstances.

2.4 Physical Activity-Related Facial Ex-
pressions

Even though 3D characters often perform intense phys-
ical activities, we could not find any research address-
ing the automatic and realistic facial animation related
to physical activity. Outside of the computer graph-
ics field, the work of McKenzie [20] describes the fa-
cial expressions related to substantial effort, exhaustion,
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Figure 1: Machine learning facial expressions

and fatigue. In the computer graphics field, facial an-
imation literature related to physical activity is found
mostly in art books [9, 11]. These contain numerous fa-
cial expressions, some of which are related to physical
activity. While these works provide useful information
for manually animating expressions, they are not useful
for the automatic facial animation from the character’s
motion. Zordan’s work [34] target the modeling and
control of 3D models in relation to respiration.

Numerous works address facial animation in the con-
text of speech and emotion, but they are not adapted to
the synthesis of physical activity expressions. Based on
machine learning and captured data, the proposed ap-
proach derives a model, to animate facial expressions.

3 FACIAL EXPRESSION SYNTHESIS
Fig. 1 shows an overview of the proposed approach.
The first step is to acquire real-life motion capture
data, providing information on the facial expressions
observed under various types of exercise. These data
are used to train machine learning models, which are
then used to generate realistic facial expressions.

3.1 Data Acquisition
Various capture sessions were conducted in order to
gather the information required to develop a model that
gives realistic results. During these sessions, informa-
tion describing the type of activities and physical state
(heart rate and facial expressions) were recorded.

A full-body motion capture was done in a large room
where 15 participants of different age (20 to 46 years
old) and training level (0 to 7.5) exercised freely with-
out training devices. The resolution of the motion cap-
ture cameras did not allow facial capture along with the
full-body capture. Furthermore, using training devices
would have led to markers occlusion. For these rea-
sons, the capture was split in two sessions: full-body
and facial. The goal of the full-body session was to
provide data to establish the relationship between the

motion and physiological measures. The participants
were asked to alternate between exercises of low and
high levels of intensity, and to slow down to ensure that
a large range of data was acquired. While participants
were training, both full-body motion and heart rate data
were recorded. The software used to record the heart
rate provided an estimation of other metabolic indica-
tors, such as metabolic energy consumption, breathing
rate and EPOC (Excess Post Oxygen Consumption).

The second capture session was done at a fitness center,
where 17 participants from the same age groups and
training level as the previous session, were asked to ex-
ercise on either a cardiovascular training machine or a
mixture of strength training machines and free weights.
The goal of this capture session was to establish the re-
lationship between motion, heart rate, and facial expres-
sion. Again, this capture involved exercising at differ-
ent levels of intensity and a slow-down period. Using
this procedure, the data collected for each exercise in-
cluded repetitions for the same participant as well as for
different participants. Facial expressions were filmed,
while heart rate data were recorded following the same
procedures and with the same material as during the
first session. Together with the height and weight of the
participants, the specific loads used with the strength
training machines and free weights allowed for a good
approximation of the involved work and forces.

3.2 Biomechanical Model

One of the key inputs to both the off-line and on-
line phases of the proposed approach is the mechani-
cal work resulting from the motion. Different meth-
ods were evaluated to approximate the work: potential
energy, translational kinetic energy, and rotational ki-
netic energy. Different ways of evaluating the mechan-
ical energies were tested: using the center of mass of
the whole character, using the lower/upper body, and
computing these values for each limb. Potential energy,
translational and rotational kinetic energies were used.

Tests were conducted to find an approach that would be
efficient to compute, while providing good results for
both the learning and synthesis phases. While separate
inputs for each limb intuitively seemed to provide better
knowledge about the type of exercise and effort, they
resulted in noisy facial animations with blend shape
weights that changed too rapidly compared to the real
data. An explanation for this phenomenon is that even
though there are several captures, the amount of input
data is still too small to correctly capture the intricate
interrelations between specific limbs and facial expres-
sions. Ultimately, what provided the best result was
using the sum of the mechanical work (potential, trans-
lational kinetic and rotational kinetic) for all limbs.
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3.3 Machine Learning Facial Expressions
To get a better understanding of the underlying mech-
anisms and relations between the exercises and the fa-
cial expressions, a preliminary analysis of the data was
conducted. As the relations between the metabolic,
mechanical and facial parameters are too complex to
model using simple polynomial equations, it made
sense to use machine learning. Given the type of cap-
tured data and the kind of predictions required, re-
gression techniques were the most appropriate. Sev-
eral models were trained using different sets of features
as input, and the quality of these models was evalu-
ated. Likewise, appropriate model parameters were se-
lected using cross-validation. The data flow, learning
approaches and models are presented in Fig. 1.

3.3.1 Metabolic Parameters Prediction

To predict the heart rate from the character’s motion,
various learning techniques were tested with different
combinations of features as input. The heart rate in-
creases or decreases depending on the intensity of the
exercise: for each person, there is a certain threshold in
exercise intensity that results in an increase or decrease
in the demand for oxygen. To model this behavior, re-
gression trees were found to give an accuracy compa-
rable to more complex models such as SVM. Further-
more, this technique was also selected for its ability
to provide a human-interpretable model, which can be
used to get more artistic control on the final result.

Since the range of input values affects learning tech-
niques, and as the range of heart rates varies among the
participants, the data were transformed to the [0,1] in-
terval resulting in the normalized heart rate (NHR):

NHR =
current heart rate− resting heart rate

maximum heart rate− resting heart rate

The maximum and resting heart rates are found in stan-
dard training charts based on the age and training level.

A regression tree model was built using the UserClassi-
fier in the Weka software [12]. Several combinations of
inputs were tested (mechanical work as input and heart
rate as output, mechanical work and heart rate differ-
ence as input and heart rate difference as output, etc.).
Among the tested models, the one providing the best
results was to predict the difference in heart rate using
the current heart rate and the instantaneous mechanical
work. By using the last predicted NHR in the subse-
quent prediction, the model considers the temporal in-
formation and the accumulated fatigue.

While a model trained using the data from a single
participant could accurately predict the heart rate of
this participant (correlation coefficient of 0.88 and root-
mean-square error – RMSE – of 19%, see Fig. 2(a, c)),
combining the data from every participant in a single

0

1

50 min

(a)

0

1

1050 min

(b)

0

1

50 min

(c)

0

1

1050 min

(d)
Figure 2: Comparison between real (blue) and pre-
dicted (red) NHR as a function of time (in minutes). (a-
b) cardiovascular and (c-d) strength training exercises.
(a,c) the same and (b,d) different participants.

model resulted in significant errors (correlation coeffi-
cient of 0.21 and RMSE of 79%, see Fig. 2(b, d)). To
improve the results, simpler models were derived.

Using appropriate regularization parameters and tree
pruning yielded simple regression trees with only two
leaves. By analyzing these simpler models for each
participant, a common structure emerged: all regres-
sion trees had the same test at the root node, comparing
the mechanical work w to a threshold value troot , which
broke the predictions into increases or decreases in the
heart rate. Moreover, the main difference between these
personalized models was the threshold value used in the
test, this value depended largely on the fitness level of
the participant. Based on these observations, a linear
regression between the training level and troot was used
to improve the model. The resulting model based on the
linear regression and regression tree is as follows:

troot = 7.13+0.42× training level

∆(nhr) =
{

cinc × (w− troot)× (1−nhr)2 troot < w
cdec × (w− troot)×nhr2 w ≤ troot

cinc = 0.0056−0.00043× training level

cdec = 0.0009+0.00025× training level

The threshold troot determines when the heart rate starts
to increase while cinc and cdec are the factors of increase
or decrease. These values were obtained by calculating
a linear regression between the individual values ob-
tained in the regression tree of each participant.

This model provided a prediction that was almost as
good as the one for separate participants (correlation
coefficient of 0.87, RMSE of 24%). Furthermore, the
training level can be used to control the response level
of characters to various types of exercises.
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The normalized heart rate is used to approximate the
oxygen consumption (VO2) and respiration rate. Both
the VO2 and respiration rate have to be normalized rel-
atively to their minimal and maximal values. Given
the normalized values, the VO2 and respiration rate are
proportional to the normalized heart rate [27]. With
the VO2 estimation, EPOC can be approximated [10].
These estimations, together with the mechanical work
and mechanical power, are then used to predict the fa-
cial animations as will be described in the next section.

3.3.2 Predicting Expression Components
To animate a virtual character, the four weights corre-
sponding to the blend shapes associated with the basic
components identified in the preliminary analysis (see
Section 4.1.1) should be obtained from the movement
of the character. Compared to the metabolic parame-
ters, the facial expressions in our capture data exhibited
more sudden and frequent changes. Because of this be-
havior, regression trees did not provide adequate results
to predict blend shape weights.
Instead, we opted for SVM regression, which provided
better prediction results and had already been used suc-
cessfully for facial animation [32]. Tests were con-
ducted with multiple participants, for multiple exercises
as well as for single participant and single exercise (see
Fig. 3). For a single participant and exercise, the pre-
diction of the participant’s blend shapes corresponding
to exercises not used to train the model was accurate
(Fig. 3 (a), (b)). Compared to what was observed for
the metabolic parameter, the prediction from strength
training exercises (Fig. 3 (b), (c), and (d)) lines up quite
well with the real data, while the prediction for cardio-
vascular exercises (Fig. 3(b)) follows the general trend
of the curve, but presents variations of smaller ampli-
tude due to the regularization of the model.
For multiple participants, training with a single exer-
cise enabled a good prediction of the same exercise for
a participant not used in the training data (Fig. 3(c)).
Nevertheless, generalization across all participants and
exercises was relatively poor. Again, the data had to be
normalized, but this time with respect to the expressive-
ness of the participant. This can be seen in Fig. 3(c), as
the curves are well aligned, but the blend shape weights
are on a different scale. Some of the participants could
endure incredible exertion with a relatively neutral ex-
pression while others depicted pronounced expressions.
The expressiveness could not be linked to any of the pa-
rameters collected about the participants (age, training
level, etc.). It still can be computed for each participants
by finding the maximal weight for each blend shape,
resulting in a four-dimensional expressiveness vector.
The captured blend shape weights of the participants
were then normalized. This expressiveness vector al-
lows to control the facial expressions by increasing or
reducing the expressiveness values.
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Figure 3: In each case, the acquired data (blue) was not
used to train the model for the prediction (red) of the
blend shape weight. In (a), (b), and (c), the prediction
and SVM model are for the same exercise, while in (d)
we tested the prediction for an exercise not used to train
the SVM model. The prediction works for (a) cardio
and (b) strength training exercises. The motion of a
participant not used to construct the SVM model is used
for the prediction in (c). In (d), the prediction is for an
exercise not used to train the SVM model.

Given these normalized blend shape weights, the whole
dataset could be learned using an SVM. To select the
best-suited set of inputs and model parameters, several
combinations were evaluated on a test data set and us-
ing cross validation. The combination that gave the best
results was mechanical work, mechanical power, nor-
malized heart rate and EPOC as inputs, and blend shape
weight as output. As the predicted heart rate is used as
an input for the next prediction (see Fig. 1), the mod-
els consider the temporal information and do not only
model the correlation at a single-frame level.

With respect to the selection of the SVM parameters,
the radial basis function (RBF) kernel was selected, and
several combinations of parameters were tested: regu-
larization parameter and gamma of the RBF varying in-
dependently from 10−10 to 1010. The values of these
parameters that produced the best results were different
from one blend shape to the other. The regularization
parameter ranged from 103 to 106 while the gamma of
the RBF ranged from 10−5 to 10−2.

Since different areas of the face reacted in different
ways depending on the physical activity and the partic-
ipant, the predictions use four SVM models. Although
these are independent, the predictions were consistent
in all of our tests. The training RMSE of the models
was in the [17%,26%] range. The final models enabled
a good generalization of the captured data, which indi-
cates that our method could be used to generate realistic
facial animations on other types of movements.
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Breathing/EPOC (c) Eyes
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Fatigue (e) Eyebrows
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Fatigue

Figure 4: The physical effort resulted in a broad range of facial expressions

(a) (b) (c)
Figure 5: Results for five minutes of running at medium
speed with different training levels: (a) 10, (b) 5, (c) 0

4 RESULTS
In this section, the approach and its experimental evalu-
ation are discussed in the context of the expected use of
the models. The accompanying video presents results
for different types of exercises. The results present be-
lievable expressions based on the physical activity of
the character, and these expressions improve the real-
ism of the 3D character (see Fig. 5).

The learned regression tree and SVM models were used
to animate facial expressions of a 3D head model. Us-
ing the LibSVM implementation to perform the predic-
tions showed that the approach can easily achieve real-
time frame rates. On an average computer, 60 to 600
FPS were obtained depending on the render settings and
mesh complexity. The prototype can be used either by
triggering pre-recorded animation clips or by using a
live input from a Kinect device. The user can specify
the age, height, weight, fitness level and expressiveness
vector of the 3D character, and can also add weights
lifted in each hand as well as on the back. The facial
expressions change relatively to the motion of the char-
acter and the specified parameters. The user can change
the character parameters and get a real-time feedback.
Fig. 5 shows different results achieved with different
training levels and Fig. 6 shows different results ob-
tained by changing the expressiveness vector.

4.1 Discussion
4.1.1 Observations on the Captured Data

A qualitative analysis of the captured data (full-body
capture, video and heart rate) was conducted. While
these observations helped us in the selection of the ap-
propriate machine learning methods, they should also
benefit artists in animating 3D characters. Two types of

relations were discovered: general relations that hold
for most facial expressions, and specific relations that
apply to particular expressions.
The first general rule is that the intensity of expressions
is proportional to the displaced mass and inversely pro-
portional to the mass of the muscle. The expression
related to the instantaneous exertion is proportional to
the mechanical power. The evolution of the expression
intensity is proportional to the change in heart rate and
metabolic energy. Finally, the recovery time is propor-
tional to the effort intensity and inversely proportional
to the training level.
Rules specific to individual components of facial ex-
pression were also observed. It was determined that the
facial expression features associated with physical ac-
tivity were concentrated around the eyes and the mouth
(see Fig. 4). Regarding the expressions related to the
mouth, the stretching is induced by two factors: instan-
taneous physical exertion and fatigue level. The mouth
remains closed at the beginning of the training session.
After a certain time, it starts to open, and the opening is
linked to the respiration rate and the fatigue level.
Other observations were related to the region of the
eyes. Eye squinting is mainly induced by instantaneous
physical exertion until a certain fatigue level. At a
higher level of fatigue, the eyes tend to relax in con-
nection with the fatigue level with a remaining constant
squinting value. The behavior of the eyebrows is a com-
bination of a downward movement related to the physi-
cal exertion and an upward movement related to fatigue.
Finally, some observations were made with respect to
both the breathing and the swallowing. The frequency
of occasional breathing movements related to loud and
quick expiration is induced by two factors: fatigue level
and respiration rate. The frequency of the occasional
gulping is proportional to the fatigue and to the regular
respiration rate. These observations helped in defining
blend shape selection greatly inspired by the muscular
groups of the human face, as described in FACS [8].
The model consisted of a neutral face and four blend
shapes that can be used in various expressions linked to
physical activity (see Fig. 7).

4.1.2 Manual Blend Shapes Recovery
To simplify the capture sessions, only a video recording
of the face was used for the facial expression capture.
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(a) (b) (c) (d) (e)
Figure 6: Results obtained with different expressiveness vectors: (a-b) softened expressions, (c) predicted expres-
sion, and (d-e) exaggerated expressions. The red lines are added as guides to help in comparing the expressions

(a) Neutral (b) Mouth Stretch (c) Mouth Opening (d) Eyes Squinting (e) Eyebrows
Figure 7: The four blend shapes used in our implementation.

Different techniques were evaluated for retrieving facial
animation data, but it was found that manual animation
provided more reliable results. To recover objective val-
ues that can be used with machine learning approaches,
a virtual character’s face was key-frame animated to
match the expression of the participants. To ensure the
results are reproducible, blend shapes were key-framed,
one at a time, and always in the same order. Further-
more, to measure how perceptually meaningful the val-
ues were, three different people independently adjusted
the blend shape weights for a selection of eighteen rep-
resentative poses. Even though the blend shape weights
were not identical, the error remained limited to 11%
on average and was considered to be quite sufficient for
the purposes of this work.

4.1.3 Limitations

As shown in Fig. 7, the blend shape model used in this
work is sufficient, but it does not cover the whole range
of expressions. Since each blend shape is predicted sep-
arately, there could be inconsistencies in the face of the
character. Resolving such inconsistencies and provid-
ing a better correspondence could be achieved through
a constrained weight propagation [23]. While the mesh
deformation used in this paper is based on blend shapes,
the models could be learned with the use of other con-
trol mechanisms, such as bone systems.

The generated facial expressions are generalizations of
the observed data. They correspond to mean values and
sometimes lack expressiveness (see Fig. 8). The models
sometimes output results that deviate significantly from
the observations. As they happen quite infrequently,
they can be easily filtered out.

The metabolic prediction model uses its last prediction
as input. It is thus subject to error accumulation and
could diverge from the observed values over time. Ap-
proaches to steer the values back to the observed range
should be used to solve such problems.

(a) (b) (c)
Figure 8: Comparison between real and predicted facial
expression from one participant to another: (a) gener-
ated, (b-c) different participants doing the same exer-
cise.

5 CONCLUSION
By analyzing two sets of captured data, this paper re-
veals several important observations about what trig-
gers specific facial expressions. A combination of two
machine learning techniques was used in order to auto-
matically synthesize some metabolic parameters as well
as the facial animation of a 3D character. While be-
ing automatic, this approach provides meaningful pa-
rameters that animators can change to deliver realistic
and compelling facial animations that automatically ad-
just to the motion of the character. Furthermore, the
metabolic parameters provided by the approach could
also be helpful in animating other aspects of the char-
acter, such as breathing and sweating. Finally, the ap-
proach can be used for real-time applications as well as
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off-line high quality rendering. The approach provides
more realistic characters while reducing the burden of
capturing or hand animating the facial expressions re-
sulting from physical activity.
As the manual blend shape animation was a time con-
suming process, the method was limited to four blend
shapes. Automating this process by using novel tech-
niques [5, 29, 30] would allow for a larger number of
blend shapes or Ekman’s AU’s by using the Emotient
software for even more realistic results. Like other
methods described in Section 2, the proposed approach
addresses a single aspect of facial animation (only from
physical activity). A future work would be to provide a
framework that allows mixing different types of expres-
sions through various methods [2, 3, 13]. The proposed
approach is deterministic in nature: given the same con-
trol parameters and motions, it will result in the same
facial animation. An interesting future research would
be to incorporate the probabilistic and stochastic nature
of human reactions into the models.
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ABSTRACT
With modern vision techniques and depth sensing devices, it becomes possible for common users to acquire the
shape of an object from a set of color or depth images from different views. However, the estimated 3D volume
or point clouds, disturbed by noise and errors, cannot directly be applied for graphics usage. This paper presents a
two-stage method for reconstructing 3D graphics models from point clouds and photographs. Unlike related work
that immediately fitted primitives for the point clouds, we propose finding the primary planes through salient lines
in images in advance, and extracting auxiliary planes according to the symmetric properties. Then, a RANSAC
method is used to fit primitives for the residual points. Intuitive editing tools are also provided for rapid model
refinement. The experiments demonstrate that the proposed automatic stages can generate more accurate results.
Besides, the user intervention time is less than that by a well known modeling tool.

Keywords
Image-based modeling, primitive fitting, line features.

1 INTRODUCTION

Reconstructing 3D models is an essential and impor-
tant topic in the computer graphics and vision fields.
The reconstructed models can be used for various appli-
cations, from object analysis, interior and urban plan-
ning to visual special effects, and so forth. With the
rapid advances in depth estimation techniques, users
can now purchase consumer-level depth cameras, such
as Microsoft Kinect, ASUS Xtion Pro. Software tools,
such as ARC 3D, 123D Catch, and my3Dscanner, can
help users obtain their three-dimensional models by
taking a set of photographs. These tools mainly employ
structure-from-motion technologies to compute camera
poses (extrinsic parameters) and 3D point clouds of a
target object. However, these point clouds usually con-
tain holes and defects resulted from noise, view occlu-
sion, and inaccurate point correspondences. They re-
quire additional processing or considerable manual ad-
justment before applied to graphics usage, e.g. model
editing, graphics rendering, and 3D printing.

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

Primitive fitting is a popularly used approach for mod-
eling from point clouds. It decomposes point clouds
into multiple parts and finds the most likely primi-
tive fit for each part. The modern primitive fitting
performs satisfactorily for accurate laser-scanned point
clouds. Nevertheless, when we applied primitive fitting
to point clouds generated by photogrammetric meth-
ods, the larger noise makes the fitting process of higher
degrees of ambiguity, resulting in unstable and noise-
sensitive results. From another aspect, Debevec et al.
[Deb96a] involved more user intervention and proposed
a pioneering architectural modeling method. They re-
quired users to compose a target scene by rough geo-
metric models, and to draw corresponding lines from
images. Their system then adjusted the geometric mod-
els by aligning the lines of primitives with lines as-
signed by users.

Our work is inspired by the aforementioned ap-
proaches, but we would like to lessen user intervention
and lower the chances of ambiguity in fitting. We
consider that the lines and planes are valuable cues
in modeling of man-made objects, and propose a
novel two-stage modeling method. Given a set of
photographs and corresponding 3D point clouds, the
proposed system first extracts salient lines from pho-
tographs, and then finds planes which are associated
with these lines and conform to our objective rules.
While taking these planes as foundation, the ambiguity
situations are alleviated. Partial primitive fittings
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Figure 1: Overview of the proposed method.

is then applied to estimate the residual regions. As
shown in Fig.1, the proposed system automatically
generated models by fitting salient lines, planes and
partial primitives. It allows user assistance to refine the
reconstructed model. The user study demonstrates that
the proposed method requires less user intervention
time than that by a known modeling tool.

2 RELATED WORK
Reconstructing three-dimensional geometric models
has attracted considerable interests. This section
reviews research on model reconstruction from images
and point cloud.

Cipolla and Robertson [Cip99a], Werner and Zisser-
man [Wer02a], and Schindler and Bauer[Sch03a] used
multiple images as input, and generated a coarse model
consisting of orthogonal planes. The properties of van-
ishing points are applied to obtain planes and camera
parameters. Snavely et al. [Sna06a] proposed a Photo
tourism system. It computed the view points of pho-
tographs, and found the correspondences between re-
constructed 3D points and images. Izadi et al. [Iza11a]
proposed a GPU pipeline to track and fuse a sequence
of the point clouds into a volume structure. The es-
timated 3D scenes are of less noise and can be used
for augmented reality (AR) applications. Nguyen et al.
[Ngu13a] focused on high-resolution texture mapping
for image-based modeling. They projected best-fitting
images onto surface segments and merged the segments
by using a graph-cut method.

Li et al. [Li11a] introduced a method to reconstruct
a man-made object from scanned point sets. They fo-
cused on discovering global relations among parts of
model to correct primitives, and applied several itera-
tions of RANSAC fitting [Sch07a] and constrained op-
timization. Lafarge and Alliez [laf13a] adopted a two-
step method for point-cloud-based modeling. They first
detected a set of planar primitives from the input point
set, and then they used min-cut formulation to recon-
struct the surface of model. By contrast, our method

extracted image salient lines and associated planes and
combined a RANSAC fitting framework. Nan et al.
[Nan10a] proposed an interactive modeling system for
buildings with repetitive structural elements. Arikan et
al. [Ari13a] introduced an intelligent snapping algo-
rithm to best fit the input data and maintain the planarity
of the polygons.

Several related articles compared different image-based
methods or tools. Azevedo et al. [Aze09a] [Aze10a]
analyzed the accuracy of volume-based modeling
and shape-from-motion from multiple-view images.
Bernardes et al. [Ber14a] discussed using image-based
modeling tools as a replacement of laser scanning in
the archaeological process.

3 PREPROCESSING AND OVERVIEW
The inputs of the proposed system are photographs and
point clouds of a target object. The point clouds can
be estimated by different active or passive vision tech-
niques. In this paper, we acquired point clouds and
photographs from the Autodesk 123D Catch gallery
[Aut14a]. In the preprocessing stage, we currently
utilized the Grabcut method [Rot04a] to extract fore-
ground objects from the input photographs. The user
intervention in preprocessing can be further lessened
by using recent segmentation methods, e.g. [Lin15a].
The line segment detector (LSD) method [Von10a] is
used to obtain line segment features from the fore-
ground regions of photographs and masked images.
Based on the epipolar geometry and constraint, our
system finds the potential correspondences of line seg-
ments between different views, and it converts the two-
dimensional line segment pairs into three-dimensional
line segments. Besides, 3D line segments that are far
from the point clouds are removed from the valid set.
Fig. 2 depicts the result of this step.

The proposed system consists of two automatic stages,
selection of planes associated with salient lines and
residual point cloud fitting with primitives. After two
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automatic processing stages, a friendly interface is pro-
vided for rapid user-assistance refinement. Fig. 3 shows
the flowchart of the automatic stages. Section 4, 5 and
6 present the L-plane selection, primitive fitting and re-
finement stages, respectively.

Figure 2: Result of salient line feature extraction.

Figure 3: The flowchart of the automatic modeling
stages.

4 FUNDAMENTAL FRAME MODEL-
ING WITH L-PLANES

4.1 Finding valid L-planes
We use the term L-plane to concisely represent a
quadrangular plane derived from two or more three-
dimensional salient lines. As shown in Fig. 4, either
parallel or perpendicular line segments can form an
L-plane candidate. The next step is to form a valid
L-plane set from the naive candidates. We found the
overlap ratio between an L-plane candidate and points
of point clouds is useful for this task. For a point, we
project it onto an L-plane candidate. If the projection
(point-to-plane) distance is within a predefined range,
we inspect whether the point is inside the L-plane
region, as shown in Fig. 5. For an L-plane, the
surface area that is covered by the input point clouds
is named Areapoints. Since there are always noise and
measurement errors, in practice, we divided an L-plane
area into regular cells, and evaluated the sum of area of
cells that have close and valid point projections.

For each L-plane, we compute the filled ratio between
the surface area of included points Areapoints and the
rectangular area of L-plane Arearect :

FilledRatio =
Areapoints

Arearect
(1)

We exclude candidates of which FilledRatio values are
less than a threshold and form the valid L-plane set.

Figure 4: L-planes from pairs of salient lines.

Figure 5: Check the coverage ratio between an L-plane
candidate and point clouds.

4.2 First-pass selection with an objective
function

The valid L-plane set is derived from salient lines in
photographs, which can be influenced by texture on the
object, discretized error, and other noise. An L-plane
extracted in the above subsection is possibly overlapped
with others, and therefore, we have to further extract a
more compact L-plane set for the fundamental frame of
a target model.

Before we introduce our objective function, we first
measure the quality of a valid L-plane by its distance
to point clouds. Assume an L-planei includes Ni valid
projection points. The projection distance between the
included points Vj to the L-planei is named Dist(Vj,L-
planei) (as the dashed lines in Fig. 5). The quality of
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an L-planei is defined as the average of valid point-to-
plane distances.

Qualityi =
1
Ni

∑
j

Dist(Vj, L-planei) (2)

We propose an objective function to select a set of L-
planes, S, which covers the maximum surface area of
model accurately (of high quality) and with less over-
lap. The objective function Esel is defined as:

Esel = Areaent −∑
s∈S

(Areas−ω ·Qualitys), (3)

where Areaent is the surface area of the entire point
cloud set, Areas represents the covered surface area of
L-planes, and ω is a weight to adjust the importance
of quality. Qualitys in Eq.3 can be regarded a penalty
of fitting error for plane s. The optimum is substan-
tially a complex combinatorial problem. In this paper,
we adopt a heuristic algorithm to efficiently approxi-
mate this problem. At each iteration, the proposed sys-
tem finds a single L-plane s that can minimize the Esel
value, and it then removes the Areas from Areaent . The
selection procedure continues until there is no adequate
L-plane.

4.3 Second-pass selection by local-axes
symmetry

Since symmetry characteristics occur in a large por-
tion of man-made objects, we intend to find more valu-
able L-planes (which may be missed during salient line
extraction) according to symmetry of the primary L-
planes selected above.

Given a pair of primary L-planes which are parallel
or perpendicular to each other, we evaluate their local
symmetric center and axis. This pair of L-planes are
then flipped and shifted to check whether there are ro-
tational or mirror symmetry situations. The filled ratio
in Eq. 1 is again used to verify the new L-plane can-
didate. For error tolerance, when an L-plane is flipped
or shifted, the proposed system also moves it backward
and forward within a small offset, and takes the position
with the highest filled ratio as the new L-plane. Fig. 6
shows the symmetric L-plane candidates derived from
the primary L-planes.

With a set of symmetric L-plane candidates, We also
apply the objective function in Eq.3 to extract a set of
auxiliary L-planes. The entire area Areaent for the sec-
ond pass selection is now the final value of the first pass
selection. The symmetric L-planes and results of the
two-pass selection are shown in Fig. 7.

5 RESIDUAL POINT CLOUD FITTING
By the two-pass selection, we have estimated the fun-
damental frame of the point cloud. However, there

Figure 6: Symmetric L-plane candidates.

Figure 7: Symmetric L-planes and results of two-pass
selection.

are still points uncovered by the selected L-planes. To
fit these residual points, this stage further utilizes two
fitting procedures, which are L-planes by global-axes
symmetry, and RANSAC primitive fitting, and adjusts
polygon endpoints.

5.1 Extension with global-axes symmetry
In 4.3, we have exploited the local symmetry for L-
plane finding. After getting the fundamental frame of
point clouds, we would like to find its global axes, and
use them to acquire more symmetric L-planes. One
common thought for retrieving the global axes is us-
ing principal component analysis (PCA). However, as
the robot case in Fig. 7, the second principal axis is
roughly along the arm direction. By contrast, users usu-
ally regard the normals of building façades or pedestals
as the axes of an object. Therefore, we apply box fitting
on selected L-planes. A box is formed by at least three
L-planes. The plane normals, lengths and distances of
adjacent edges are used to determine whether these L-
planes are adequate to form a box. We then estimate
the box center and the average normals of every two
opposite planes to form possible global axes of symme-
try. Fig. 8 shows an example of box fitting of selected
L-planes. Extended L-planes extracted by global-axes
symmetry are shown in Fig. 9.

5.2 Plane connection
Since the L-planes obtained so far may not totally cover
the whole model, connective planes are generated to fill
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Figure 8: Box fitting of selected L-planes.

Figure 9: Examples of mirror and rotational symmetric
planes by global axes.

small gaps between between two L-planes. The con-
nection process is activated when two selected L-planes
have similar plane normals, their distance is smaller
than a distance Tdis, and their adjacent edges have sim-
ilar lengths. Examples of connective planes are shown
in Fig. 10.

Figure 10: Examples of connective planes.

5.3 Primitive fitting by RANSAC
In this step, the state-of-the-art RANSAC-based
method [Sch07a] is applied for fitting the residual point
cloud. This local RANSAC-based approach can detect
basic shapes, including plane, cylinder, sphere, cone
and tori from unorganized point clouds. Nevertheless,
our experiment found that the later three primitives
were relatively unstable in fitting, and therefore, we
adopted using only the plane and cylinder primitives.

Since our photogrammetry-based input point clouds are
sometimes seriously disturbed by noise, the results of
RANSAC detection cannot fit the target boundary ac-
curately. Additional processes have to be applied for
extracting the vertices of primitives from a subset point
cloud estimated by the RANSAC method. First, we ex-
ploit the Delaunay triangulation to rearrange the mesh

of subset points. Second, we apply geometric α-shape
for finding the boundary points. Then, boundary points
of included angles smaller than a threshold are set to be
vertices. Fig. 11 shows an example of primitive bound-
ary estimation.

Figure 11: Primitive boundary estimation from a point
cloud subset.

5.4 Endpoint consolidation

The last step in automatic modeling is to merge close
endpoints of L-planes and primitive planes together. As
mentioned in 5.1, we have found boxes of L-planes as
candidates of global axes. In this step, the proposed
system also first merges vertices around the box ver-
tices, and then merges other points. Fig. 12 shows an
example.

Figure 12: Examples of endpoint consolidation.

6 USER-ASSISTANCE REFINEMENT

Even though fitting the L-plane frame first improves the
latter results of primitive fitting, users may still want to
adjust the automatically estimated model. Hence, the
proposed system also provides users with a friendly in-
terface for rapid model editing. As shown in Fig. 13,
users can turn polygons to the transparent modes and
align the vertices with input photographs. As shown
in Fig. 14, users can simply draw a two-dimensional
stroke on the screen to select two edges and our system
will predict possible operations, e.g. creating a new
plane, creating a plane and its symmetry, in a row of
suggestive operations for users to select. Users can also
select a polygon as the working plane and insert a new
primitive, such as a cylinder or sphere, aligned with the
plane. The parameters of primitives, e.g. sizes, lengths,
types, can also be adjusted in the control panel. Please
refer to the supplementary video in which the user in-
terface, editing processes and results are demonstrated.

WSCG 2015 Conference on Computer Graphics, Visualization and Computer Vision

Full Papers Proceedings 93 ISBN 978-80-86943-65-7



Figure 13: Overlapping the model and photograph on
interface.

Figure 14: Generating a new plane by a stroke and a
new cylinder on the selected working plane.

7 EXPERIMENTS
7.1 Result comparison
To demonstrate the effectiveness of the proposed
method, we apply a state-of-the-art RANSAC method
by Schnabel et al. [Sch07a] and the proposed method
to several data sets from the 123D Catch gallery. As
shown in Fig. 15, if we directly apply the RANSAC
method, the results can be distorted due to the
noise-disturbed point clouds. When the boundary of
components in the target is not clear in point clouds,
they cannot be accurately extracted by a RANSAC
method. For instance, the signboard and frontal face
of the house are considered a single plane in front
of the house by direct RANSAC, and the top of the
drink carton is fitted by quadrangle and triangles. By
contrast, the proposed method estimated the L-plane
frame in advance and the results are closer to users’
expectation.

7.2 Texture mapping
In order to obtain the texture map for each polygon, the
proposed system chooses the input photos in the most
frontal view and transfers their texture. We also apply
the perspective correction for the photos of large view
angles. Examples about models with texture mapping
are shown in Fig. 16.

7.3 Computation time
The content complexity of input photographs substan-
tially influences the computation time. When a tar-
get object in photos has complicate patterns, such as

Figure 15: Comparison between the results of advanced
RANSAC[Sch07a] and the proposed method.

Figure 16: Texture mapping on the result models.

wooden texture or nets, the proposed system retrieves
more salient lines from images and constructs more 3D
line segments for L-plane estimation, and therefore pro-
longs the computation time. The computation time of
each result model is listed in Table 1. Fig. 17 demon-
strates the results generated by the proposed automatic
stages and final results with user refinement. The exper-
iment was performed on a desktop computer with an In-
tel i7 3.4GHz CPU and 16GB RAM. Currently, a large
portion of the system is developed in a single thread.
OpenMP [Omp14a] library is applied for searching cor-
responding line segments in parallel; OpenGL [Ogl14a]
and GLUI [Glu14a] libraries are applied for interface
development.

7.4 User study
To evaluate how easily users can use our interface to
refine automatically estimated models, we conducted
user study with five volunteers. All participants re-
ceived ten-minute demonstration and practice about our
interface. Each user had to edit four models estimated
by the proposed automatic stages. Table 2 lists the
editing time of each user. Moreover, to compare the
proposed modeling procedure with popular modeling
methods, we also asked users to reconstruct these four
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Model Image
num.

Point
num.

Auto stage User
refine.

House 24 13297 65.81 sec ≈ 4 min
Robot 15 6155 27.31 sec ≈ 5 min
Mailbox 22 6045 33.44 sec ≈ 4 min
Bigben 37 14526 281.1 sec ≈ 12 min
Drink 23 8310 48.64 sec ≈ 3 min
Lomo 21 13522 45.191 sec ≈ 8 min

Table 1: Information of each result model shown in Fig.
17. The columns from left to right: model name, input
image number, input point number, computation time
in the automatic stage, and user refinement time

Ours Mailbox Bigben Drink House
User 1 3 min 6 min 2 min 6 min
User 2 3 min 6 min 2 min 2 min
User 3 3 min 8 min 3 min 2 min
User 4 2 min 6 min 1 min 3 min
User 5 3 min 7 min 3 min 2 min
Average 2.8 min 6.6 min 2.2 min 3 min

Table 2: Editing time of each user by using our refine-
ment interface.

models by using Google SketchUp Make. Similarly,
users received a ten-minute video demo and practice
about SketchUp interface, and they were required to
build the same four models. Table 3 lists the editing
time by using SketchUp Make.

These participants had never used our interface and the
SketchUp Make software. Since our automatic stages
provided approximate models, users just needed fewer
simple operations to complete the models. According
to users’ comments on the SketchUp Make, they can
rapidly create a simple building model, but it is rela-
tively not intuitive for modeling several specific parts,
such as the roof region of the drink (carton) model.

Mailbox Bigben Drink House
User 1 9 min 9 min 8 min 9 min
User 2 16 min 9 min 13 min 9 min
User 3 7 min 15 min 8 min 13 min
User 4 8 min 9 min 10 min 7 min
User 5 8 min 11 min 13 min 10 min
Average 9.6 min 10.6

min
10.4
min

9.6 min

Table 3: Editing time of each user by using SketchUp
Make.

8 CONCLUSION AND FUTURE
WORK

This paper presents a novel framework to reconstruct
3D graphics models from a set of photos and point
clouds. Our system first extracts salient line segments
from images, and then reconstructs the fundamental
3D frame of a target based on the line segments and
plane symmetry properties. Modeling based on this

frame can lessen the ambiguity situations and substan-
tially improve the accuracy of the following primitive
fitting. The proposed framework can automatically es-
timate primitive models and it provides friendly refine-
ment interface. User evaluation demonstrates that it can
also lessen user editing time compared to a known tool.

There are several possible future directions. An inter-
esting extension is to construct the fundamental frame
according to more salient features, such as curves. It
can further reduce the ambiguity in residual fitting.
Besides, applying shape-from-shading techniques on
surfaces [Lin10a] or using advanced fitting methods
[Li11a] for residual points can further refine the esti-
mated models.
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Figure 17: The leftmost column: results of automatic stages; the other columns: final results in three different
views and corresponding input photos.
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The figure shows the difference in quality. Images are zoomed on shadows cast from Observatory scene for
different methods. Red pixels are wrongly evaluated. From left to right: Shadow Volumes (SV), Shadow

Mapping (SM), Rectilinear Texture Warping (RTW), our solution, our solution using only desired view (DV), SM
+ minimal shadow frustum.

ABSTRACT
In interactive applications, shadows are traditionally rendered using the shadow mapping algorithm. The disadvan-
tage of the algorithm is limited resolution of depth texture which may lead to aliasing artifacts on shadow edges.
This paper introduces an improved depth texture warping with non-orthogonal grid that can be employed for all
kinds of light sources. For instance, already known approaches for reducing aliasing artifacts are widely used in
outdoor scenes with directional light sources but they are not directly applicable for point light sources. We show
that the improved warping parameterization reduces the aliasing artifacts and we are able to present high quality
shadows regardless of a light source or a camera position in the scene.

Keywords
shadow-mapping, alias, warping, local warping, minimal frustum, shadows

1 INTRODUCTION

Images rendered on computers are still being improved
with various visual effects. Nowadays, computers can
synthesize images in nearly photorealistic quality and

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

in real-time. One of the most important visual cues, still
worth improving, are shadows. The two key algorithms
for shadow rendering [Wil78, Cro77] have been accel-
erated on GPUs.The shadow volumes approach [Cro77]
suffers from the need to render large amount of data
to gather necessary information for rendering shadows.
On the other hand, shadow mapping approach [Wil78]
is limited by the size of depth texture. In this paper, we
addressed this problem with the improved depth tex-
ture parameterization that makes use of the available
resources more efficient.

The resolution of the shadow map determines the
number of samples that can be utilized. Recently, some
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approaches were introduced that improve sampling of
the important parts of the scene. These approaches
work well for outdoor scenes where we can expect that
the major part of lighting comes from the directional
light source [ZSXL06]. This type of light sources
can be processed efficiently with the shadow mapping
algorithm. On the other hand, the basic shadow
mapping algorithm cannot easily address point light
sources and it needs additional improvements, e.g.
using cube shadow maps, or an alternative param-
eterization [BApS02, Ros12, JLZ13]. In this case,
the improved sampling is difficult to achieve using
approaches mentioned above because the algorithms
would need non-trivial modification. We omit the most
complex types of light sources such as area lights or
volume-based emitters in this paper.

Since the point light sources can cast shadows into all
directions, the regions where the need to improve scene
sampling exists can be distributed throughout the depth
textures. It all depends on the scene complexity and
also on the mutual position of the light source and the
camera. While outdoor scenes are lit by directional
light source, the important parts are located in front
of the camera and the importance decreases with a dis-
tance from the camera.

Various approaches have been introduced that can pa-
rameterize the shadow map and thus improve sampling
on selected parts of the scene based on the scene analy-
sis [VNHZ11, NZJP12, Ros12, JLZ13]. However, nei-
ther of these approaches is fully automatic or robust
enough and they work only in few cases when the scene
is lit with directional light sources or the light source is
outside a camera view frustum.

Our solution computes an improved parameterization
based on importance driven depth texture warping. We
can identify regions in the depth texture where the sam-
pling is not optimal and enlarge this regions in order to
get higher sampling rate. We employed modern GPUs
in the warping process thus these additional computing
steps have no crucial impact on an overall performance.

We introduce an additional step that is performed before
the traditional shadow mapping algorithm is applied. In
this step, a non-orthogonal warping grid is computed
and this grid is used during the shadow rendering step.

Our main contributions are:

• introduction of a novel importance function for
determining sampling rate of depth texture. This
function extends the set of functions introduced by
Rosen et al. [Ros12],

• the non-orthogonal warping grid which leads to bet-
ter control of importance-based warping without af-
fecting the nearest regions in the texture (in the same
row and/or column).

2 PREVIOUS WORK
The shadow mapping algorithm was first published in
1978 [Wil78]. Since then, many approaches addressing
its aliasing issues have been published.
Stamminger and Drettakis [SD02] introduced an idea of
creating depth texture after performing of perspective
projection. This step emphasizes regions in front of the
camera where the aliasing error are mostly observable.
However, results in this approach are dependent on the
mutual position of a camera and a light source. In some
case, creating depth texture in post-perspective space
may lead to very unpleasant results because of the per-
spective transformation function. Also, the overall re-
sults are influenced by object outside the camera view
frustum because they introduce additional complexity
to the computation.
Fernando et al. [FFBG01] introduced a hierarchical
structure by subdividing shadow map into smaller
shadow map pages having different resolutions due
to different level of aliasing in different parts of the
current camera view frustum. With camera being dy-
namic, this hierarchical structure needs to be updated
per frame and due to limitations of graphics hardware
of that time, most of the algorithm runs on CPU.
This method was further optimized by Lefohn et al.
[LSK+05]. Evolution of GPU hardware allowed more
of the algorithm to move on the graphic chip itself by
programmable vertex and pixel shader pipeline stages.
Parallel-split shadow maps approach was introduced
by Zhang et al. [ZSXL06]. The idea is to split view
frustum into multiple parts according to depth, split
light frustum into multiple ones and then independent
shadow maps are rendered for each layer. Splitting
view frustum is based on a practical splitting algorithm
which averages logarithmic and uniform splitting
scheme. However, this method is targeted and op-
timized for outdoor scenes and it would need some
amount of work to adapt it for indoor scenes and
namely point light sources. Also, the approach does
not deal with the perspective aliasing error correctly.
Based on Zhang, Lauritzen et al. [LSL11] introduced
Sample distribution shadow maps which further im-
proves partitioning. The camera frustum is partitioned
automatically based on receiver sample distribution
given by depth buffer, eliminating areas with no
shadow samples. This sample distribution is also used
to compute tightly-bound light-space partition frusta.
The first method that addressed problem of important
regions distributed in the depth texture was introduced
by Rosen [Ros12]. He introduced the rectilinear warp-
ing maps that could easily control the sampling in par-
ticular parts of the depth texture. This could be con-
trolled by importance function and the approach could
be used for point light sources without complex mod-
ification. Nevertheless, the rectilinear warping schema
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is not completely local.Other parts of a scene may re-
ceive unneeded resolution. This can lead to reduction
in overall quality.
Similar approach was published by Jia et al. [JLZ13].
They do not limit the approach to perpendicular split-
ting planes; therefore, they can control the results more
precisely. However, this approach needs multiple ren-
der passes of the scene to analyze the scene and decides
the dividing schema. This can introduce certain issues
for complex scenes.
Finally, some approaches that were focused only
on point light sources have been published recently
[VNHZ11, NZJP12]. Nevertheless, they discussed
possibilities for improving shadow quality using Dual-
Paraboloid shadow maps [BApS02]. But this technique
is not sufficient due to its nonlinear transformation
during generation of depth textures. This introduces
additional limitation regarding model quality and
especially size of polygons.

2.1 Scene Sampling and Parameterization
The shadow mapping algorithm works with two types
of samples. A view sample is a point on a scene surface
that is described by its 3D position (and other properties
such as color, normal vector etc.). The view samples are
generated by sampling the scene from a camera point of
view. Secondly, shadow samples are generated by sam-
pling the scene from a light source point of view. In
both cases, the sampling is performed using an orthog-
onal grid with a predefined resolution.
However, multiple view samples can be projected onto
one shadow sample and then aliasing can be observed
in a final image as jagged edges of the shadows. This
is caused by uniform rasterization of a texture produced
by a graphics hardware.
Another solution is to parameterize the sampling us-
ing a warping function y = f (x). The function enlarges
important parts of a scene in order to increase shadow
sampling rate. This technique increases a probability
that shadows for different view samples are resolved by
different shadow samples. There are two types of the
warping function - global and local. The global warp-
ing function can be defined by a transformation ma-
trix. This warping function mostly depends on a mu-
tual position of a camera, a light source and geometry
and ignores properties of view samples [SD02]. The lo-
cal warping function is derived from properties of view
samples and scene analysis [Ros12, JLZ13].

2.2 Rectilinear Texture Warping
Our algorithm is partially based on Rectilinear Texture
Warping (RTW) approach [Ros12]. Let us make a short
overview of RTW algorithm using backward analysis.
RTW approach utilizes various properties of view sam-
ples, e.g. distance to a camera, normal vector or edge

detection. The warping function can be constructed us-
ing forward, backward or hybrid analysis.

The first step in the forward analysis is rendering of
scene from a light source point of view. Then, the
importance map is computed.One additional rendering
step is necessary to compute shadows. In the backward
analysis, the G-buffer with the scene’s depth and color
is rendered from a camera point of view. Then, the im-
portance analysis is performed using samples projected
into the light space. The hybrid analysis combines both
approaches.

The backward analysis is the fastest method because it
requires a scene to be rendered only two times. The
first rendering pass is used to create a depth buffer from
a camera. The second rendering pass creates a warped
shadow map. Its complexity is linear with relation to
the number of light sources.

Figure 1: Two 1D warping functions enlarge parts of
the scene that are important according to the importance
map.

The warping function in RTW is composed of two 1D
warping functions that operate in projection plane of
a light source (see Figure 1). These functions are de-
rived from an importance map. The importance map
is constructed by projection of view samples onto the
projection plane of a light source. Multiple view sam-
ples can be projected into one pixel of the importance
map. In every pixel, the importance value is computed
based on the view sample properties. The 1D warping
functions are derived separately for column and rows
according to a maximal importance value. Since the
functions parameterize vertical and horizontal compo-
nent of the shadow map separately they produce an or-
thogonal warping grid.

3 SHADOW RENDERING USING
NON-ORTHOGONAL WARPING
GRID

The basic idea of our algorithm is to achieve better dis-
tribution of view samples in the shadow map. Every
shadow sample resolves shadow for all view samples
that were projected on it. The ideal situation occurs
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when one texel from the shadow map samples a sur-
face that is projected onto one pixel in the image space.
However, this is hardly achievable in most of the scenes
because of the scene complexity, geometry and mutual
position of the camera and the light source. Because of
this fact, we can assume that the best result is observed
when the number of view samples for all shadow sam-
ples is the same.

In our approach, the importance map has the same res-
olution as the shadow map. Every pixel in the impor-
tance map stores the number of view samples that are
sampled by the given shadow sample. The importance
map can be created by projection of view samples into
to the light space and increase a counter by one. This
step can be easily accelerated by contemporary GPUs.

The complete algorithm for computing shadow consists
of the following steps:

1. Render a scene from a camera point of view to G-
buffer

2. Project every view sample into the importance map

3. Compute prefix-sum for every row in the importance
map

4. Construct the set of warping functions for rows ac-
cording to equation 4. Use the prefix-sum from the
Step 3

5. Smoothen the set of warping functions, e.g. using
weighted average

6. Project every view sample onto the importance map
(and increment by 1) leveraging the set of warping
functions created in the previous step

7. Repeat the Steps 2-5 for all columns

8. Create shadow map using both sets of warping func-
tions

9. Evaluate shadows in the scene using G-buffer, the
set of warping functions and the warped shadow
map

The first step is generation of the G-buffer. Apart from
other properties, it contains positions of view samples
that we need to analyze the importance for.

The most important are the steps 2-7 where we con-
struct the set of 1D warping functions. We derive
the warping functions in different manner than Rosen
[Ros12]. For every row and every column, we con-
struct one 1D warping function separately and thus we
do not allocate unneeded resolution in other parts of the
shadow map. The degree of freedom for warping func-
tions is increased using this approach and we should not
allow the situation illustrated on the Figure 2. The steps
are described in detail in the following section.

x

y

x

y

Figure 2: Importance map for RTW, Left: Combination
of two 1D warping function, Right: two 1D warping
function. It can be seen that blue parts are oversam-
pled. The larger cells cover more important areas of the
shadow map.

3.1 Construction of 1D Warping Func-
tions

For one row of the importance map, let us assume
a function f (x) that returns the number of view sam-
ples on a normalized position x and its corresponding
prefix-sum function g(x):

n = f (x) x ∈ 〈0,1〉 (1)

s = g(x) =
∫ x

0
f (x)dx (2)

For evenly distributed view samples in the row, the ratio
of the number of view samples on all positions before x,
i.e. g(x), and the total number of view samples g(1) =
N is equal to ratio of the position x and the row length:

g(x)
g(1)

=
x
1

(3)

Expression g(x)/g(1)> x/1 implies that there are more
view samples than the number of samples x and thus the
area needs to be enlarged to achieve uniform sampling
rate. On the other hand, expression g(x)/g(1) < x/1
implies that there are less view samples and the area
can be smaller.

Now, we can derive the warping function to be defined
as an offset o(x) that has to be added to the actual view
sample position. The offset function is given by:

o(x) =
g(x)
N
− x (4)

Let us assume that the view sample is projected onto a
particular row in the shadow map. Then, a new sample
position x′ in the row is given by:
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x′ = x+o(x) (5)

Before we proceed with construction of warping func-
tions for columns, we need to recompute the impor-
tance map. But now, we apply the newly derived set
of 1D warping functions for rows. After this step, the
number of view samples that have to be redistributed in
a given column is nearly constant (see Figure 3). When
the 1D warping functions for columns are derived, all
the view samples are distributed uniformly.

Figure 3: Left: Five rows of the importance map. Blue
dots indicate view samples. Right: the importance
map constructed using the set of row warping functions.
Columns in the left do not contain the same number of
view samples. Columns in the right contains approxi-
mately the same number of view samples.

As we mentioned in the Section 2.2, the RTW algo-
rithm constructs two warping functions - for rows and
columns respectively. We improve this approach and
construct the set of warping functions for all rows and
all columns. Nevertheless, we need to smoothen these
functions in order to prevent them from providing too
different offsets. Otherwise, the large polygons that are
linearly rasterized would not be processed by the warp-
ing functions correctly. The smoothing step is included
in the RTW algorithm as well. Rosen performs this step
on the warping functions. However in our approach, we
smoothen among all warping functions. It can be im-
plemented, for instance, as a weighted average of the
results based on the number of view samples on a row
or a column respectively (see Figure 4).

The complete warping function can be expressed as:

warp(x,y) = (x+o(i)x (x),y+o( j)
y (y)) (6)

i = by ·wc

j = b(x+o(i)x (x)) ·wc

where w is the shadow map resolution (number of pix-
els in one row), o(i)x (x) is a warping function for ith row,
o( j)

y (y) is a warping function for jth column.

100

0

Figure 4: Top Left: Importance map, Top Right: a set
of warping functions for every row of the importance
map. Bottom left: smoothed warping functions, Bot-
tom right: The importance map after application of row
warping functions - importance map for columns. Yel-
low color in warping functions means positive offset for
certain position in the row.

When we apply both sets of warping functions, the view
samples projected onto the projection plane of a light
source are better spread as can be seen on the Figure 5.

Once we constructed both sets of the warping func-
tions, the shadow map can be generated (see Step 8 of
the proposed algorithm). A surface point with a world-
space coordinate v = (v0,v1,v2,1) is projected onto the
shadow map in Algorithm 1. Final shadow map can be
seen in Figure 6.

Input: v - vertex in world space, M - light
projection view matrix

Output: p - vertex in the shadow map clip space

1 a = M ·v;
2 b = ((a1,a2)/a4 +1)/2;
3 c = warp(b);
4 d = (c ·2−1) ·a4;
5 p = (d1,d2,a3,a4);

Algorithm 1: Warping function that can be used
in vertex / evaluation shader. Steps 1, 2 project
vertex into normalized coordinates of shadow
map. Step 3 moves vertex according to warp-
ing funcions. Steps 4, 5 project vertex back into
shadow map clip space.

3.2 Minimal Shadow Frustum Extension
We extended our solution with an additional improve-
ment. We implemented an algorithm for finding a min-
imal shadow frustum (MSF) [SD02] and we extended it
using rotating caliper. Using this technique, we project
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Figure 5: Top Left: Scene rendered from a camera point
of view, Top Right: the importance map created from
view samples. Bottom Left: reprojected view samples
using only row warping functions. Bottom right: repro-
jected view samples using both sets for warping func-
tions. It can be seen than importance is more spread
across the importance map in the final stage. Black
parts of second image are pixels with no view samples.
These pixels correspond to those shadow map pixels
that are useless - they resolve shadowing equation for
invisible parts of the scene. In final image, these black
parts almost disappear.

only parts of the scene that are visible in the camera
view frustum and occluders outside the frustum that
cast shadows on objects inside the frustum.

However, since the algorithm is complex, it runs on
CPU and thus it may influence rendering speed. More-
over, issues caused by precision of floating point oper-
ations have to be considered during implementation.

The goal of this additional improvement is to verify
whether the MSF does not provide better results with
a less cost.

Rosen et al. presented a desired view (DV) function
that works similarly to the MSF. However, they did not
clearly show how it influences the overall quality. We
support the DV in our solution as well, but it is only
used as pre-process step before computing the impor-
tance map.

DV simply finds minimum and maximum view sam-
ples coordinates in the importance map. In addition,
the MSF rotates the bounding box to an optimal posi-
tion and adjusts near and far planes.

Rosen et al. computes DV in RTW approach from the
importance map by finding first/last row and column
that contains an importance value greater than zero. In

our solution, DV is computed by parallel reduction over
the set of view samples projected into the shadow map
space. DV does not contribute to warping process, it
only focuses the relevant part of shadow map. We can
apply the DV function before construction of the warp-
ing functions (before the Step 2 of the Algorithm 1):

3.3 Implementations Details
We implemented the algorithm in OpenGL 4.4 using
compute shaders. For creation of the importance map,
we used image atomic operation imageAtomicAdd de-
livered with OpenGL.

Our solution requires additional memory as compared
to the basic shadow mapping algorithm. We used de-
ferred shading for creating the G-buffer that requires set
of 2D textures. For storing the warping functions, we
used two one-channel floating point 2D textures. These
have the same resolution as the shadow map. Further,
the algorithm requires few textures for storing tempo-
rary results - the importance map, prefix sum map and
storage for not smoothed warping functions. The addi-
tional memory requirements are thus dependent on the
shadow map resolution.For instance, when we use the
shadow map with resolution w = 1024, we need to al-
locate additional 20 MBytes of the memory.

The memory requirements can be decreased by using
e.g. another format of textures. For instance, 16bit tex-
tures for the importance map or prefix-sum map. Also,
with increasing number of lights, the memory require-
ments increase only for storing the warping functions:
8w2[bytes] for one light source.

4 RESULTS AND DISCUSSION
The results were measured on a PC running Intel Core
i7 4790 with 16GB of memory. We used a high-end
GPU: NVidia GTX 980. Operation system was Linux
Ubuntu 14.04.2.

We compared our solution with the Rectilinear Texture
Warping algorithm (RTW) [Ros12], the basic shadow
mapping algorithm (SM), accelerated silhouette-based
shadow volumes algorithm (SV) [MKZP14] and the
shadow mapping algorithm extended with the minimal
shadow frustum (MIN-SM). We measured quality and
speed of all approaches (see Table 1 and teaser image).

Regarding quality comparison, we selected the shadow
volumes algorithm as the ground truth. It provides
sample-precise shadows and moreover, it also defines
a lower boundary for speed. No solution based on
the shadow mapping algorithm can be slower than the
silhouette-based shadow volume approach [MKZP14].

The RTW algorithm is the most similar approach to our
solution. And since we suggested some improvements,
the comparison to RTW is very important. We imple-
mented RTW algorithm with backward analysis used
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SM RTW OURS OURS-DV

Figure 6: Images show shadow maps (grey squared images) for Observatory scene. From left to right: shadow
mapping (SM), Rectilinear Texture Warping (RTW), our solution, our solution using only DV.

Method time per frame
SM 1.596
MIN-SM 1.7
SV 8.750
RTW 3.296
Ours 4.708
Ours-DV 2.521

Table 1: Performance comparison of implemented
methods. Times are in miliseconds. Measured for Ob-
servatory scene on 1024× 1024 resolution with 512×
512 resolution for the shadow map.

for creation of the importance map. The timings for the
crucial steps of both approaches can be seen in Table 2.
We used both the distance to eye importance function
and the desired view function in all reference images
(see teaser image).

Also, comparison with the shadow mapping algorithm
extended with the minimal shadow frustum (MSF)
shows some interesting results. The main reason
for including this method is that we wanted to know
whether the MSF is not sufficient enough to render
images of the similar quality. Rosen did not described
this extension and did not show any results.

We measured our algorithm on three scenes (see Fig-
ure 7). We selected various types of scenes (outdoor as
well as indoor) in order to show that our solution can
be adapted to different environment and types of light
sources. Times for all scenes are shown in Table 3.

In Figure 7, you can see differences from a reference
solution (shadow volumes algorithm). Red pixels are
incorrectly computed.

As it can be seen in Table 3, our method is slightly
slower than RTW but it produces better visual results
(see teaser image and Figure 7). Measurements show
that computing MSF is not expensive and it may be suit-
able in some situations.Also, it did not provide the best
quality. Computing desired view (DV) function in our
method is the third fastest method but visual results are
worse than using MSF. Results also show that DV func-

tion is major part of decreasing alias error, but in some
situation it is not sufficient.

scene Conf. room Sponza Observatory
ours rtw ours rtw ours rtw

desired view 13.9 89.1 15.4 82.5 18.4 86.8imp. map 68.4 61.0 69.0
shadow map 14.4 7.3 19.9 14.1 8.2 9.3
final pass 3.3 3.5 3.7 3.2 4.4 3.8

Table 2: Overhead of steps in our algorithm for differ-
ent scenes. Values are in percent.

Scene Conf. room Sponza Observatory
triangles 126665 261978 52583
gbuffer 2.16 2.229 1.84
SV 9.64 18.41 14.96
SM 0.21 0.40 0.16
RTW 3.14 3.47 3.02
Ours 3.63 3.84 3.23

Table 3: Performance comparison of implemented
methods for different scenes. Times are in miliseconds.

Minimal Shadow Frustum

The experimental results show that performance of DV
and MSF depends on current hardware setup. MSF
performs better than DV when running on fast CPU
and slow GPU. When we compared the impact of both
approaches on quality comparing the texture warping
techniques, the results are following. The MSF or DV
perform better when a small part of a scene is rendered.
However, in real world scenes the camera renders a big-
ger part of a scene and in these cases the warping tech-
niques perform better (see Figure 7 and 6). The MSF or
DV do not generate the view frustum small enough and
thus artifacts on shadow edges are more apparent.

4.1 Limitations
Our implementation as well as the RTW algorithm have
to deal with linear rasterization unit. In Figure 5 (bot-
tom right), we can see the result of our warping process.
It can be seen that the warping functions distorted the
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Figure 7: Images show difference between shadow mapping techniques and shadow volumes. Images in the first
column show basic shadow mapping. The second column shows RTW method and third column shows our new
warping method. First scene is Sponza, second scene is Observatory and last scene is Conference room. Times are
shown in Table 3.

space. Nowadays, the rasterization pipeline can han-
dle only the triangle vertices. If the warping function
changes rapidly between two vertices, we can see some
errors (see Figure 7 top, right for missing shadows un-
der curtains). We used a few techniques in our solution
to deal with these errors.

Firstly, we utilized the adaptive tessellation provided by
OpenGL. The similar improvement was suggested by
Rosen et al. Further, we modified the size of smooth-
ing window when averaging the warping functions. The
wider the window is the less different are the warping
functions. In extreme case, our solution converts to the
RTW algorithm. Another solution is to use weights dur-

ing smoothing step. It can influence sizes of offset val-
ues.

5 CONCLUSION AND FUTURE
WORK

This paper presents an extension of the Rectilinear Tex-
ture Warping algorithm achieved through the improved
non-orthogonal warping grid constructed using the set
of 1D warping functions. The novel importance warp-
ing function results in less artifacts at the shadow edges.

The improvement has been evaluated on various testing
scenes. We showed that the method is fast and provides
better results than the RTW algorithm. Also, we dis-
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cussed various improvements and extensions that can
be used together with our solution.

Standard methods for alias reduction globally change
sampling rate using partitioning of a scene where direc-
tional light sources are commonly used. Our method
change sampling rate locally and thus it can be used
with other kinds of light sources using DPSM or cube
maps.

The future work includes adaptation the algorithm for
other visual effects, e.g. mirrors, refraction etc. We will
focus on more experiments with the shadow mapping
algorithm for point light source, i.e. the Cube Shadow
Maps.
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ABSTRACT 
Nonlinear mapping (Sammon mapping) is a nonlinear dimensionality reduction technique operating on the data 

structure preserving principle. Several possible space partitioning data structures (vp-trees, kd-trees and cluster 

trees) are applied in the paper to improve the efficiency of the nonlinear mapping algorithm. At the first step 

specified structures partition the input multidimensional space, at the second step space partitioning structure is 

used to build up the list of reference nodes used to approximate calculations. The further steps perform 

initialization and iterative refinement of the low-dimensional coordinates of objects in the output space using 

created lists of reference nodes. Analyzed space partitioning data structures are evaluated in terms of the data 

mapping error and runtime. The experiments are carried out on the well-known datasets. 

Keywords 
Dimensionality reduction, nonlinear mapping, Sammon mapping, multidimensional scaling, MDS, space 

partitioning, space decomposition, vp-tree, kd-tree, cluster tree 

INTRODUCTION 
Nonlinear mapping algorithm [Sam69] also known as 

a Sammon mapping is one of the most well-known 

explorative data analysis techniques. It belongs to a 

more broad class of nonlinear dimensionality 

reduction techniques operating on the data structure 

preserving principle.  

Nonlinear mapping is widely used in scientific 

research, and in many areas of production activities. 

In signal and image analysis nonlinear mapping has 

been applied in creation of navigation systems for 

image and multimedia collections. For example, for 

digital image collections feature information based on 

visual characteristics of images is extracted at first. 

Then the nonlinear mapping algorithm is used to map 

the images from multidimensional feature space to 

the navigation space (2 or 3 dimensional). Similar 

images are placed close to each other in this 

navigation space and a user can browse the collection 

due to visual characteristics of images.  

Another application of nonlinear mapping is 

automated segmentation and thematic classification 

of multispectral satellite image. In this case separate 

pixels are first clusterized due to its feature 

information and then the clusters are mapped into 

two-dimensional space using nonlinear mapping 

algorithm. In this space similar clusters are placed 

close to each other that allows user to merge clusters 

belonging to same segments. Such merged clusters 

can be later semantically labeled to perform thematic 

classification of an image. 

Nonlinear mapping performs projection from some 

input multidimensional space to output low-

dimensional space for a given set of objects (are often 

referred to as data points) },...,,{ 21 NoooO  . We 

consider the preservation of the data structure as the 

preservation of the pairwise distances between the 

objects.  

That is the distances ),(*
ji ood  between pairs of 

objects oi and oj in the output low-dimensional space 

should approximate corresponding distances 

),( ji ood  in the input multidimensional space. It is 

obvious that such a projection cannot preserve 

distances exactly and the following data 
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representation error allows to estimate the quality of 

the mapping: 
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Applying gradient descent approach to minimize the 

data representation error we obtain the following 

iterative equation for coordinates yi of object oi in the 

output low-dimensional space: 
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Here t  is the number of iteration,   is some 

coefficient that affects the convergence of the 

algorithm. The notations in the above equations are 

different from the ones usually used in literature to 

simplify the further description. 

An example of a nonlinear mapping for a synthetic 

dataset is shown on fig. 1. The dataset consists of a 

set of points obtained from the text depicted on a 

cylinder in 3D space (fig. 1.a). Fig 1.b shows the 

results obtained using the principal component 

analysis (PCA). Dataset is mapped on the first two 

principal components. The results of the described 

above nonlinear mapping algorithm is shown on the 

fig. 1.c. As it can be seen the local data structure 

appears.  

Fig. 2 shows a mapping of a set of multi-spectral 

values (4 spectral bands) of pixels in 3x3 

neighborhoods (total 36 attributes) in a LANDSAT 

satellite image [LAN]. Different classes are shown in 

different color.  

To obtain a solution one should initialize the 

coordinates )0(iy  and iteratively refine coordinates 

of all the objects in accordance to (2) until the 

coordinates become stable. 

Unfortunately, this simple iterative procedure given 

above has a significant drawback. If the set O 

contains N objects then the computational complexity 

is O(N
2
) per iteration (the computational complexity 

for the data representation error is roughly the same).  

 

(a) 

 

(b) 

 

(c) 

Figure 1. Mapping for synthetic dataset: 

(a) synthetic 3D data;  (b) mapping on the first 

two principal components;  (c) nonlinear mapping 

(data representation error is  = 0.0046) 

The algorithm becomes time consuming for relatively 

small sets of objects containing hundreds and 

thousands of objects. The problem becomes more 

significant for sets containing some tens thousands of 

objects as the memory needed to store precomputed 

distances between the objects in the input 

multidimensional space is N*(N-1)/2 (having account 

that the distance matrix is symmetrical). For example, 

for a set of 20 000 objects we need about 1,5 Gb of 

operational memory to store the distances as a 8 byte 

floating point values. Recomputing the distances 

makes the optimization process even more time 

consuming and dependent on the dimensionality of 

the input space. As an example, the time needed to 

compute the error in accordance to (1) for a MNIST 

dataset containing 60 000 objects used in this paper 

for an experimental study takes more than one hour. 
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Figure 2. Nonlinear mapping for the  

Landsat Satellite dataset  

(data representation error is  = 0.0177) 

One of the most effective and promising approaches 

to reduce the computational complexity is to perform 

hierarchical partitioning of space. In the case of the 

considered problem such partitioning can be 

performed using different space partitioning 

structures. This study is devoted to the comparison of 

several space partitioning structures in terms of the 

quality of mapping, as well as in terms of operating 

time. 

Related works 
To address the problem of a computational 

complexity of the nonlinear mapping the number of 

techniques has been proposed. For this purpose the 

triangulation [Lee77], and linear transformation 

[Pek99] are used. 

Later the performance of the nonlinear mapping has 

been improved by extending data representation error 

using left [Sun11a] and right [Sun11b] Bregman 

divergence. 

Taking into account that nonlinear mapping belongs 

to the multidimensional scaling techniques it is worth 

mentioning the methods based on the stochastic 

optimization [Cha96].  

The idea of a hierarchical space partitioning to reduce 

the computational complexity has originated from 

physics where it is widely used in modelling systems 

consisting of a huge number of objects (n-body 

simulations).  

The partitioning of the space has been implemented 

in graph drawing, for example, in [Fru91] (regular 

decomposition) and [Qui01] (hierarchical 

decomposition) to approximate the forces acting on 

the vertices of the graph. 

In dimensionality reduction the hierarchical 

partitioning of the input multidimensional space 

similar to Barnes-Hut [Bar86] algorithm has been 

implemented in [Mya12] to improve nonlinear 

mapping. The hierarchical partitioning of the output 

low-dimensional space using Barnes-Hut algorithm 

has been implemented in [Van13, Yan13] to 

accelerate stochastic neighbor embedding algorithm 

(t-SNE). In [Vla14] another widely used fast 

multipole method [Gre87] has been applied to speed 

up elastic embedding algorithm. 

Approximate computations 
The main idea of speeding up computations using the 

space partitioning techniques is to divide the whole 

set of objects O to some subsets ,..., 21 ss  so that all 

objects ki so   from some subset ks  should possess 

similar characteristics. That is all objects from some 

subset ks  are situated close to each other in the given 

space. In this case objects in a subset ks  can be 

analyzed not individually, but as a single object under 

some circumstances. Assume that the subset ks  is 

situated far from the object io . Then the exact 

summation  
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where ks  is the number of objects in the considered 

subset, ),( ki sod  is the distance from the object oi to 

the center of the subset ks  in the input space, 

),(*
ki sod  is the distance from the object io  to the 

center of the subset in the output space, 
ksy  is the 

coordinates of the center of the group in the output 

space. 

Now if all the objects of the original set O are divided 

into subsets Ssk  , then (2) takes the form  
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It is obvious that the equation (4) allows to 

approximate (2) with a certain accuracy that depends 

on how well objects are divided into subsets. 

For this reason, there is a question about how to 

perform such a decomposition.  
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Description of the Methods  
The base scheme for the method described below is 

taken from [Mya12] with some modifications. In 

general the considered method consists of the four 

following steps: 

1. Partitioning of the input space 

2. Construction of reference nodes lists 

3. Initialization in the output space 

4. Iterative optimization 

The above stages are discussed below in more detail. 

Partitioning of the input space 

The first step of the original method assumed the 

hierarchical clustering to partition the input space. 

This lead to the O(N
2
) complexity in the case of 

effective agglomerative clustering. In the case of 

divisive method based on the neural network (WTA) 

that was implemented in [Mya12] the runtime of 

hierarchical clustering is highly dependent on the 

parameters of the algorithm.  

At the same time there are a number of space 

partitioning trees that can be built in less time and 

that used widely in multimedia databases, geographic 

information systems, information retrieval, computer 

graphics and so on. The review of such data 

structures is beyond the scope of this paper. A 

comprehensive work on space partitioning trees can 

be found, for example, in [Sam06]. 

In this work several binary space partitioning trees 

were used and compared for input space partitioning: 

kd-tree [Ben75], metric tree (vp-tree) [Uhl91, Yia93], 

and binary tree based on the simplification of minmax 

distance clustering approach [Tou74] (further “cluster 

tree”).  

Such choice is motivated to study structures that are 

different in their properties. Kd-tree is one of the old 

and well-known space partitioning structures based 

on the recursive splitting a space with hyperplanes 

orthogonal to the coordinate axes. Vp-tree is another 

well-known space partitioning structure based on the 

hypersherical partitioning of a space. Cluster tree is 

the distance based structure that partitions a space 

with hyperplanes orthogonal to a pair of chosen 

distant points. 

All the mentioned structures can be built in 

O(N log N) operations (if the tree is balanced) that is 

more suitable for the considered task. As the 

construction algorithms for the first two structures are 

well known only the algorithm for latter structure is 

given below by a pseudo code. 

 
Function CreateTree( SetOfObjects O ) returns Node   
begin 
 Create new node S 
 if Number of objects in O is less than threshold then  

 begin 
  S.Children = O 
  return S 
 end 
 Find mean vector value in O 
 Find o1 object farthest from mean 
 Find o2 object farthest from o1 
 Create new SetOfObjects s1 
 Create new SetOfObjects s2 
 for each object o in O begin 
  if ( d(o1, o) < d( o2, o ) )  
   add o to s1 
  else 
   add o to s2 
 end 
 Node n1 = CreateTree( s1 ) 
 Node n2 = CreateTree( s2 ) 
 add n1 to S.Children 
 add n2 to S.Children 
 return S 
end 
 

Let us assume that using some partitioning method 

(e.g. using function given above) we get the tree-like 

data structure (fig. 3), containing the objects of the 

initial set O as leaves (terminal nodes). 

 

Figure 3. The structure of a binary space 

partitioning tree 

The tree created at the first step of an algorithm can 

be used in optimization process immediately in the 

following way. We iteratively update low-

dimensional coordinates for each object Ooi   in 

accordance to (4), using top-level nodes of the tree if 

such nodes are far enough from the object io , and 

low-level nodes of the tree or the objects of the initial 

set O  in the other case.  

However, the constructed tree is not used directly in 

the optimization process in this paper. Instead of it 

the special data structure is used in optimization, 

which is described in the next subsection. The details 

of the optimization process are given in “Iterative 

optimization” subsections. 

Construction of reference nodes lists 

It is worth noting that as the partitioning is performed 

in the input multidimensional space then the 
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partitioning tree is constant in the optimization 

process.  

That is why in [Mya12] it was proposed to calculate 

and to store the set of nodes and the objects which are 

involved in the optimization process (called the list of 

reference nodes) for each object Ooi   of the initial 

set. The use of the lists of reference nodes requires 

additional memory but allows to avoid recalculating 

the partitioning criterion during the optimization 

process and allows to store precomputed distances to 

reference nodes that makes the optimization process 

independent on the input dimensionality. 

The straightforward algorithm for creation of 

reference nodes is recursive and described below by 

pseudo code. 

Procedure CreateRefList( Object o, Node s, RefNodeList rl) 
begin 
 if o far from s then  
  add s to rl 
 else if s contains objects then  
  for each object a in s  
   add a to rl  
 else    /* s contains subtrees */ 
  for each node d contained in s  
   CreateRefList( o, d, rl ) 
end 
To avoid recursive calls the iterative implementation 

using special pointers in tree nodes was used in the 

experiments. 

The described above algorithm is slightly different 

compared to [Mya12] by removing the notion of 

incomplete node. The use of incomplete nodes allow 

to slightly accelerate calculations by aggregating 

some portion of objects in decomposed nodes of the 

tree but it requires extra memory to store information 

about aggregated objects.  

The first condition “o is far from s” defines the 

decomposition criterion of the given node s with 

respect to the object o. Different decomposition 

criterions were described in physics literature (e.g. 

[Sal94]). And here we adapt (as in [Mya12]) simple 

decomposition criterion based on the radius R of the 

given node s. That is we decompose the node of the 

space partitioning tree under the following condition:  

 TsRosd )(/),(   

where T is a predefined threshold parameter. 

Otherwise we add the node s of the tree to the list of 

the reference nodes. 

Fig. 4 illustrates this process. The node s1 will be 

divided into two nodes if TsRosd )(/),( 11 . The 

node s2 will be considered as a single node if 

TsRosd )(/),( 22 . 

 

Figure 4. Illustration to the construction of reference 

nodes list  

It is worth noting that the number of the nodes in the 

list of the reference nodes is dependent on the 

distribution of the data. Assuming that the list of 

reference nodes contains on average L nodes the 

memory needed to store the lists is O[LN].  

Initialization in the output space 

The third step of the original method performs an 

initialization of the low-dimensional coordinates of 

the objects. Only two first principal components are 

computed to initialize objects in the output space and 

then input multidimensional coordinates are projected 

to the plane formed by these components. This 

approach allows to reduce the computation time 

compared to random initialization as the next step of 

iterative optimization process starts with the better 

initial conditions.  

Although principal components finding by the 

covariance matrix is dependent on the dimensionality 

of the input space D and can be estimated as O(D
2
) 

per iteration the overall process can be time 

consuming as covariance matrix finding is O(ND
2
) 

and depends not only on the dimensionality but on 

the number N of objects also. To reduce the 

computational time we use only a small subset of 

randomly selected objects of the initial set O making 

the overall complexity independent on the number of 

objects. There are other solutions, e.g. use of neural 

network approach based on generalized Hebbian 

(Sanger) learning rule [San89] used in [Mya12]. 

Iterative optimization 

After initializing low-dimensional coordinates of 

objects the optimization procedure is performed to 

find sub optimal coordinates of objects in output low-

dimensional space. It consists of iterative refinement 

of output coordinates of all objects in accordance 

with  
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where set Si is the list of reference nodes for object oi, 

and subsets sik are reference nodes for object oi. 

The computational complexity of the optimization 

stage of the method can be estimated as O(LN) on 

average where L is the average length of lists of 

reference nodes. 

In practice it may be reasonable to control the data 

mapping error along the process of optimization as it 

can indicate the divergence of the process or it may 

be used in a stop criterion. The computation 

complexity of the data mapping error (1) is roughly 

the same as the complexity of one step of the base 

version of the optimization process (O[N
2
]). Using 

the lists of reference nodes data mapping error can be 

estimated in O(LN) on the average: 
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It is worth noting that the above equation may give 

greatly underestimated values of the data mapping 

error especially in case when approximation based on 

the input multidimensional information becomes too 

coarse. For example, this can take place due to poor 

configuration of objects in the low-dimensional 

space.  

In the present work this equation was used to control 

the optimization process. When the estimated error 

value was increasing then the   coefficient was 

decreasing until the process became convergent. Also 

this equation was used to stop the optimization 

process when the relative decrease in estimated error 

for a given number of iterations did not exceed the 

predefined value. 

Experimental study  
Two well-known datasets were used in the presented 

study. The first one is the MNIST database of 

handwritten digits [MNI]. The second one is the 

Corel Image Features Data Set [COR].  

The first database contains digital grayscale images 

of handwritten digits. The database is divided in two 

sets: a training set containing 60 000 instances, and 

test set containing 10 000 instances. Images of the 

training set with size 28x28 pixels are treated as 

vectors in 784-dimensional space in the experiments.  

The second dataset contains features, calculated from 

the digital images of the Corel image collection 

(http://corel.digitalriver.com/). The Corel Image 

Features Data Set contains 68 040 instances.  

The following features have been used in the 

experiments: 

- color histograms [Swa91] constructed in the HSV 

color space. Color space was divided into 8 ranges of 

H and 4 ranges of S. The dimensionality of the 

feature space is 32. 

- color moments [Sti95]. Three features were 

calculated for each color component: mean, standard 

deviation, and skewness. The dimensionality of the 

feature space is 9. 

- texture features based on co-occurrence matrices 

[Har73]. Four co-occurrence features (second angular 

moment, contrast, inverse difference moment, and 

entropy) were computed in four directions 

(horizontal, vertical, and two diagonal). The 

dimensionality of the feature space is 16. 

To evaluate the effectiveness of the methods a 

number of characteristics has been measured and 

calculated:  

- building time of the binary space partitioning tree, 

- building time of the list of reference nodes, 

- length of the list of reference nodes,  

- initialization time of the low-dimensional 

coordinates,  

- per iteration execution time of the optimization 

procedure,  

- multidimensional data representation error. 

All the described methods were implemented in C++. 

The studies with the MNIST dataset have been 

carried out on PC based on Intel Core i5-3470 CPU 

3.2 GHz. The studies with the COREL dataset have 

been carried out on laptop based on Intel Core i3 

M370 CPU 2.4 GHz. 

The work of the methods stopped when the relative 

decrease in estimated error for ten iterations did not 

exceed 0.01. In all cases, the dimension of the target 

space has been set equal to two (two-dimensional 

data mapping).  

Some results are shown in fig. 5-7.  

Fig. 5 shows the dependence of the qualitative and 

temporal characteristics on the threshold parameter T 

at which the algorithm moves to the child nodes of 

the corresponding partitioning structure (metric (vp-) 

tree, kd-tree or cluster tree). 

As it can be seen from these results, the small values 

of T (especially T<1) leads to the expected 

deterioration of the mapping quality due to a coarser 

approximation, which is reflected in the higher values 

of the multidimensional data representation error  

(see fig. 5d). The time it takes to perform a single 

iteration, increases with increasing T (see fig. 5c), due 

to the large number of the processed reference nodes 

of the corresponding hierarchical structure (see fig. 

5b).  
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(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 5. Dependencies on the threshold 

parameter T (MNIST dataset): (a) average 

building time of the list of reference nodes (LRN);  

(b) average length of the list of reference nodes;  

(c) average time per one iteration of the 

optimization process;  (d) multidimensional data 

representation error   

Dependencies of quality and temporal characteristics 

on the number of objects is shown in the fig. 6 and 7. 

The quality of mapping, measured by the 

multidimensional data representation error  (see fig. 

6d, 7d) is weakly dependent on the type of space 

partitioning structure. At the same time the average 

length of lists of reference nodes is significantly 

larger when we use kd-tree (see fig. 6b, 7b). This 

confirms that kd-trees are poorly suited for 

multidimensional data processing. 

 

(a) 

 

(b) 

 

(c) 

 

(d) 

Figure 6. Dependencies on the sample size 

(MNIST dataset): (a) average building time of the 

list of reference nodes (LRN);  (b) average length 

of the list of reference nodes;  (c) average time per 

one iteration of the optimization process;   

(d) multidimensional data representation error  

Some results obtained for the base nonlinear mapping 

algorithm is shown on fig. 8 (logarithmic scale). 

Timings for the case of precomputed distances are 

not shown for large sample sizes due to memory 

limitations. The multidimensional data representation 

error is shown on fig. 7 for comparison. 
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(a) 

 

(b) 

 

(c) 

 

(d) 

Figure 7. Dependencies on the sample size 

(COREL dataset): (a) average building time of the 

list of reference nodes (LRN);  (b) average length 

of the list of reference nodes;  (c) average time per 

one iteration of the optimization process;   

(d) multidimensional data representation error  

 

As we can see the error values for the base method is 

only slightly better than error values obtained using 

the studied methods. 

Note that the experiments performed on other 

datasets described above, show similar results. 

 

Figure 8. Dependency of the average time per one 

iteration on the sample size for the base algorithm 

(COREL dataset) 

Some examples of the nonlinear mapping obtained 

using space partitioning structure and the base 

algorithm for a subset containing 5000 instances of 

the MNIST dataset is shown in fig. 9.  

An example of the nonlinear mapping using the 

described approach for 60 000 objects of the MNIST 

database is shown in fig. 10. The database was 

processed in less than 30 minutes including error 

estimation at each iteration (19 minutes without error 

estimation). The multidimensional data representation 

error was equal to 0.14. 

Conclusion 
In this paper, we conducted a study of several space 

partitioning structures namely metric trees (vp-trees), 

kd-trees, and cluster trees to speed up the nonlinear 

mapping. The study showed that the quality of 

mapping is weakly dependent on the type of the 

structure but the average iteration time was different 

for the considered structures. For kd-tree the number 

of reference nodes was significantly larger than for 

the other structures, hence the average iteration time 

was larger. 

Thus for the presented data sets metric trees (vp-

trees) and cluster trees can be efficiently applied to 

partition the input space for the considered problem. 

Using of the considered data structures made it 

possible to generate low-dimensional embeddings for 

relatively large datasets in a comfortable time. 

At the same time the data representation error for the 

base algorithm had slightly lower values. To improve 

the quality of the mapping one can use the considered 

structures increasing the threshold parameter T or use 

the obtained low-dimensional configuration as an 

initial configuration for the base method. 
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(a)      (b) 

Figure 9. Nonlinear mapping for 5000 instances of MNIST database: 

(a) cluster tree, 207 iterations, threshold T = 1, multidimensional data representation error  = 0.14255; 

(b) base method, 194 iterations, multidimensional data representation error  = 0.14077 

 

Figure 10. Nonlinear mapping for training set of MNIST database (60,000 examples) 
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Abstract
This paper presents a graphics processing unit (GPU) implementation of a recently published augmented La-
grangian based L1-mean curvature image denoising algorithm. The algorithm uses a particular alternating direction
method of multipliers to reduce the related saddle-point problem to an iterative sequence of four simpler minimiza-
tion problems. Two of these subproblems do not contain the derivatives of the unknown variables and can therefore
be solved point-wise without inter-process communication. In particular, this facilitates the efficient solution of
the subproblem that deals with the non-convex term in the original objective function by modern GPUs. The two
remaining subproblems are solved using the conjugate gradient method and a partial solution variant of the cyclic
reduction method, both of which can be implemented relatively efficiently on GPUs. The numerical results indi-
cate up to 33-fold speedups when compared against a single-threaded CPU implementation. The pointwise treated
subproblem that takes care of the non-convex term in the original objective function was solved up to 76 times
faster.

Keywords
augmented Lagrangian method, GPU computing, image denoising, image processing, mean curvature, OpenCL

1 INTRODUCTION

Image denoising, or more generally noise reduction, is
a process in which a given noisy signal, such as a dig-
ital image, is cleared from excess noise. This process
has numerous applications since all recording devices
have some traits that make them susceptible to interfer-
ence. For example, thermal noise effecting digital im-
age sensors is a typical source of interference in digital
photography. The noise must be removed, or at least
significantly reduced, before essential information can
be successfully extracted from an image.

Image denoising methods are divided into multiple sub-
categories. For example, wavelet methods are based
around the idea of decomposing the image into the
wavelet basis and shrinking (or otherwise modifying)
the wavelet coefficients in order to denoise the image.
A somewhat similar approach is to process the image
in the frequency domain using the fast Fourier trans-
formation (FFT) method. Statistical methods, on the
other hand, utilize local statistical information, such as

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

median and mean, from the neighboring pixels that fall
within an appropriately selected window.

The most relevant sub-category to the topic of this pa-
per is referred to as variational-based methods. These
methods treat the noisy image as a discretely differen-
tiable function and denoise the image using derivate in-
formation. In more formal terms, let Ω be a rectangu-
lar domain of R2 and the function f : Ω→ R repre-
sent the given noisy image. We want to find a func-
tion u : Ω→ R that is a representative of the desired
denoised image. A variety of variational-based tech-
niques have been developed and a significant propor-
tion of them (see, e.g., [Mum94, Rud92]) are based on
solving an unconstrained minimization problem of the
form {

u ∈V,
J (u)≤J (v),∀v ∈V,

(1)

where

J (v) = εJr(v)+J f (v), (2)

V is a suitable function space, and ε > 0. Here Jr is so-
called regularization term and J f is so-called fidelity

1 University of Jyväskylä, Department of Mathematical Infor-
mation Technology, P.O. Box 35, FI-40014 University of
Jyväskylä, Finland.

2 University of Houston, Department of Mathematics, Houston,
TX 77204, USA.
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term whose role is to fit the obtained solution u to the
noisy data f . The work in this field of research is aimed
primarily at finding a suitable regularization term that
is able to detect noise but preserves as much relevant
information as possible.

During the last two decades, the variational-based im-
age denoising scene has been dominated to a large ex-
tent by Rudin–Osher–Fatemi (ROF) method [Rud92]
which uses the following objective function:

J (v) = ε

∫
Ω

|∇v|dx+
1
2

∫
Ω

| f − v|2 dx. (3)

Here,
∫

Ω
|∇v|dx is so-called total variation norm (TV

norm) and the function space V made out of func-
tion whose total variation is bounded (a.k.a BV space).
This very popular method has, however, some well-
known drawbacks, such as the loss of image contrast,
the smearing of corners, and the staircase effect.

Some attempts to remedy these drawbacks have led to
higher-order variational-models which seek to take ad-
vantage of the higher-order derivatives. One approach
suggested by Zhu and Chan [Zhu12] is to treat an image
v : Ω→ R as a surface in Ω×R and utilize the surface
mean curvature information in the regularization term.
More specifically, the surface in question is defined by
the equation Fv(x,y,z) = v(x,y)− z = 0 and the mean
curvature of the function Fv is given by

κ(Fv) =−∇· ∇Fv

|∇Fv|
=−∇· ∇v√

1+ |∇v|2
. (4)

All in all, the objective function used in the model sug-
gested by Zhu and Chan is of the form:

J (v) = ε

∫
Ω

|κ(Fv)|dx+
1
2

∫
Ω

| f − v|2 dx. (5)

This model is commonly known these days as the L1-
mean curvature denoising model. As noted in [Zhu12],
this model has the ability to remove noise without the
undesirable drawbacks associated with the ROF model.
However, the non-convex and non-smooth nature of the
objective function (5) makes the problem very difficult
to solve.

1.1 Related work
Although the model suggested by Zhu and Chan is very
difficult to solve as noted above, effective solution al-
gorithms for this particular formulation have been pro-
posed, for example, in [Zhu13] and [Myl15]. The
solution algorithm presented in [Zhu13] uses an aug-
mented Lagrangian based approach and solves the aris-
ing saddle-point problem using a particular alternating
direction method of multipliers. This leads to an itera-
tive sequence of five simpler minimization problems.

These subproblems can be solved using explicit for-
mulas and the FFT method. The solution algorithm
presented in [Myl15] uses the same alternating direc-
tion approach as [Zhu13] but relies on a different type
of augmented Lagrangian functional. Two of the four
arising subproblems can be solved pointwise using the
Newton’s method, a bisection search algorithm, and ex-
plicit formulas. The two remaining subproblems can
be solved using the conjugate gradient method and a
partial solution variant of the cyclic reduction (PSCR)
method [Kuz85, Kuz96, Vas84, Val85].

It should be noted that the model suggested by Zhu
and Chan is closely related to the model depicted in
[Lys04]. The model uses the following regularization
term:

Jr(v) =
∫

Ω

∣∣∣∣∇· ∇v
|∇v|

∣∣∣∣dx. (6)

In [Lys04], the authors explained that their goal was to
minimize the “TV norm” of the unit normal vectors of
the level curves of the image. An alternative interpreta-
tion is that the regularization term (6) measures the to-
tal mean curvature at every level curve of the image. In
contrast, the regularization term in the model suggested
by Zhu and Chan measures the total mean curvature at
the surface defined by the image (graph).

From a practical point of view the most relevant con-
nection comes from the fact that the resulting model is
often regularized in such a way that |∇v| in (6) is re-
placed by |∇v|β =

√
|∇v|2 +β , β > 0. Thus, the solu-

tion algorithms developed for this denoising model and
its variants (see, e.g., [Bri10, Sun14, Yan14]) could be
in principle generalized for the model suggested by Zhu
and Chan by taking β = 1.

The solution algorithm presented in [Bri10] solves the
related Euler-Lagrange (EL) equation using a stabilized
fixed point method and a geometric multigrid (MG)
algorithm. The authors in [Sun14] aimed to improve
upon that by introducing an additional operator split-
ting step. They then moved on to solving the EL equa-
tions associated with the related constrained minimiza-
tion problem using a linearized fixed point method and
a nonlinear MG method. In [Yan14], the problem is
tacked with a relaxed fixed point method and a homo-
topy algorithm. The papers [Bri10, Sun14, Yan14] in-
cluded comparisons where the value of the parameter β

was varied (including the case β = 1). In other aspects
these three recent papers were mostly interested in the
case where the regularization term (6) is replaced by

Jr(v) =
∫

Ω

(
∇· ∇v
|∇v|β

)2

dx. (7)

and β � 1.
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1.2 Motivation and structure
Now that the overall context and main related works
have been dealt with, we can move on to the main topic
of this paper. We present a graphics processing unit
(GPU) implementation of the solution algorithm de-
picted in [Myl15] and compare the GPU implementa-
tion against a single-threaded CPU implementation.
Our main motivation is that the most demanding step in
the solution algorithm is a pointwise treated subprob-
lem that handles the non-convex term in the original
objective function. This makes the solution algorithm
very suitable for GPU computation since the solution of
this subproblem does not require inter-process commu-
nication. Thus, it is very likely that GPU-acceleration
would bring significant performance benefits.
The rest of this paper is organized as follows: Sec-
tion 2 describes the augmented Lagrangian based im-
age denoising algorithm closely following the presen-
tation in [Myl15]. Section 3 gives a brief introduction
to GPU computing and describes the GPU implementa-
tion. Section 4 presents the numerical results, compar-
isons, and discussion. The final conclusions are given
in Section 5.

2 SOLUTION ALGORITHM
2.1 Augmented Lagrangian formulation
Augmented Lagrangian techniques are a well-
established framework for analyzing (constrained)
optimization problems and deriving solution algo-
rithms for such problems. When applied to convex
minimization problems, the basic idea is to decompose
the problem with the help of auxiliary variables. This
so-called operator splitting operation effectively splits
the problem into subproblems which can be treated
separately using methods that are best suited for each
subproblem. This greatly improves the effectiveness of
the resulting solution algorithm.
The addition of these new auxiliary variables leads
to a new constrained minimization problem that has
the same minimizer as the original minimization prob-
lem. This constrained minimization is then associated
with a suitable augmented Lagrangian functional whose
saddle-point correspond to the minimizer of the con-
strained minimization problem. The saddle-points can
be solved by, for example, using an alternating direction
type approach. See, for example, [For83] for further in-
formation.
Although the objective function in the model suggested
by Zhu and Chan is not convex, we will now describe a
formal augmented Lagrangian formulation for the min-
imization problem similarly to [Myl15]. To begin with,
let us define

ϒ = [V ×E12×H(Ω;div)×L2(Ω)]

× [(L2(Ω))2× (L2(Ω))2×L2(Ω)],
(8)

where

H(Ω;div) =
{

q ∈ (L2(Ω))2 : ∇·q ∈ L2(Ω)
}

(9)

and

E12 =

{
(q1,q2) ∈

(
L2(Ω)

)2×2

: q2 =
q1√

1+ |q1|2

}
.

(10)

Following the remarks made in [Myl15], we take V =
H2(Ω). The minimization problem (1) with J defined
by (5) is associated with the following augmented La-
grangian functional L : ϒ→ R:

L (v,q1,q2,q3,ϕ; µµµ1,µµµ2,µ3)

= ε

∫
Ω

|ϕ|dx+
1
2

∫
Ω

| f − v|2 dx

+
r1

2

∫
Ω

|∇v−q1|2 dx+
∫

Ω

µµµ1 · (∇v−q1)dx

+
r2

2

∫
Ω

|q2−q3|2 dx+
∫

Ω

µµµ2 · (q2−q3)dx

+
r3

2

∫
Ω

|∇·q3−ϕ|2 dx

+
∫

Ω

µ3(∇·q3−ϕ)dx,

(11)

where (q1,q2) ∈ E12 and ri > 0, i = 1,2,3. Above, q1,
q2, q3, and ϕ are the previously mentioned auxiliary
variables, and µµµ1,µµµ2, and µ3 are called Lagrange mul-
tipliers. Note that the non-convex term q2 = q1√

1+|q1|2
is treated by projection in (10) and thus does not appear
in the augmented Lagrangian functional L .

Now, if we can find a saddle-point

ω = (u,p1,p2,p3,ψ;λλλ 1,λλλ 2,λ3) ∈ ϒ (12)

for the augmented Lagrangian L , that is

L (u,p1,p2,p3,ψ; µµµ1,µµµ2,µ3)

≤L (u,p1,p2,p3,ψ;λλλ 1,λλλ 2,λ3)

≤L (v,q1,q2,q3,ϕ;λλλ 1,λλλ 2,λ3),

(13)

for all (v,q1,q2,q3,ϕ; µµµ1,µµµ2,µ3) ∈ ϒ, then

p1 = ∇u, p2 =
p1√

1+ |p1|2
,

p3 = p2,ψ = ∇·p3,

(14)

and, more importantly, u is a local minimizer of the
minimization problem (1) with J defined by (5).

2.2 Subproblems
In [Myl15], the saddle-point problem (12) – (13) is
solved using a particular alternating direction method
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of multipliers called ALG-2 [For83, Glo89]. The idea is
to minimize the augmented Lagrangian functional (11)
one variable at a time until the method converges. The
Lagrange multipliers are update accordingly after each
iteration.

Since we have five variables and two of the auxiliary
variables (q1 and q2) are coupled together, this leads
to an iterative sequential solution of four subproblems.
More precisely, the task of finding a saddle-point for the
augmented Lagrangian functional (11) is transformed
into one smooth but nonlinear and non-convex min-
imization problem in R2, one purely explicit point-
wise treated minimization problem, and two linear min-
imization problems with positive definite and symmet-
ric coefficient matrices.

Each outer iteration is defined as follows: Let
(un,pn

1,p
n
2,p

n
3,ψ

n;λλλ
n
1,λλλ

n
2,λ

n
3 ) ∈ ϒ be the output of the

previous iteration. The first subproblem minimizes the
augmented Lagrangian functional (11) with respect to
the pair (q1,q2) ∈ E12. Using the nonlinear relation in
(10), the function pn+1

1 can be solved pointwise from
the following non-convex minimization problem:

x = arg miny∈R2

[
|y|2

2

(
r1 +

r2

1+ |y|2

)

−

(
b1 +

b2√
1+ |y|2

)
·y

]
,

(15)

where b1,b2 ∈ R2 depend on the other variables. Or,
alternatively, by noticing that the following nonlinear
relation must hold

x = α

(
b1 +

b2√
1+ |x|2

)
, (16)

where α ≥ 0, we can write the two-dimensional mini-
mization problem (15) as

x =
ρ∣∣∣∣b1 +

b2√
1+ρ2

∣∣∣∣
b1 +

b2√
1+ρ2

 , (17)

where

ρ = arg minσ∈[0,∞)

[
σ2

2

(
r1 +

r2

1+σ2

)

−σ

∣∣∣∣b1 +
b2√

1+σ2

∣∣∣∣
]
.

(18)

In the second subproblem we minimize the augmented
Lagrangian functional (11) with respect to the variable
q3. More specifically, we solve the following linear

vector-valued minimization problems with positive def-
inite and symmetric coefficient matrix:

pn+1
3 ∈ H(Ω;div),

r2

∫
Ω

pn+1
3 ·q dx+ r3

∫
Ω

∇·pn+1
3 ∇·q dx

=
∫

Ω

(
r2pn+1

2 +λλλ
n
2
)
·q dx

+
∫

Ω

(r3ψ
n−λ

n
3 )∇·q dx,

∀q ∈ H(Ω;div).

(19)

The third subproblem minimizes the augmented La-
grangian functional (11) with respect to the variable ϕ

and is of the form:

ψ
n+1 = arg minϕ∈L2(Ω)

[
ε

∫
Ω

|ϕ| dx

+
r3

2

∫
Ω

|ϕ|2 dx−
∫

Ω

(
r3∇·pn+1

3 +λ
n
3
)

ϕ dx

]
.

(20)

The minimization problem (20) has a closed-form solu-
tion

ψ
n+1(x) =

1
r3

sgn(ξ (x))max(0, |ξ (x)|− ε), (21)

with ξ (x) = (r3∇·pn+1
3 +λ n

3 )(x).

The fourth subproblem minimizes the augmented La-
grangian functional (11) with respect to the variable v.
The subproblem can be written as the following linear
scalar-valued minimization problems with positive def-
inite, symmetric, and separable coefficient matrix:

un+1 ∈V,

r1

∫
Ω

∇un+1 ·∇v dx+
∫

Ω

(un+1− f ) v dx

=
∫

Ω

(
r1pn+1

1 −λλλ
n
1
)
·∇v dx,∀v ∈V.

(22)

Finally, the Lagrange multipliers are updated as fol-
lows:

λλλ
n+1
1 = λλλ

n
1 + r1(∇un+1−pn+1

1 ),

λλλ
n+1
2 = λλλ

n
2 + r2(pn+1

2 −pn+1
3 ),

λ
n+1
3 = λ

n
3 + r3(∇·pn+1

3 −ψ
n+1).

(23)

2.3 Finite element realization
The domain Ω is triangulated using a uniform finite ele-
ment triangulation Th. The function space V is approx-
imated by a piecewise linear finite element space

Vh =
{

v ∈C0(Ω̄) : v|T ∈ P1, ∀ T ∈Th
}
, (24)

where P1 is the space of the polynomials of two
variables of degree ≤ 1. The spaces (L2(Ω))2 and
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H(Ω;div) are approximated by the following piecewise
constant finite element space:

Qh =
{

q ∈ (L∞)2 : q|T ∈ (P0)
2,∀ T ∈Th

}
, (25)

where P0 is the space of the constant functions. Clearly,
we have ∇Vh ⊂Qh.

Let {X j}Nh
j=1 be the set of vertices of Th and q∈Qh. The

divergence operator is approximated by using an appro-
priate discrete Green’s formula and the trapezoidal rule
as follows:

(divhq)(X j) =−
3
|Ω j|

∫
Ω j

q ·∇w j dx, (26)

where X j is a vertex that does not belong to ∂Ω, Ω j is
the polygon that is the union of those triangles of Th
that have X j as a common vertex, |Ω j| is the measure of
Ω j, and the shape function w j ∈Vh is uniquely defined
as {

w j(X j) = 1,
w j(Xk) = 0, k 6= j.

(27)

3 GPU IMPLEMENTATION
3.1 GPU computing and OpenCL
The GPU implementation presented in this paper is
written using the OpenCL framework. This section in-
troduces the reader to general OpenCL concepts and
terminology. Some additional information related to
Nvidia’s current hardware is provided since that infor-
mation is essential for the understanding of the imple-
mentation and obtained numerical results.

A contemporary high-end GPU contains thousands of
processing elements (cores) which are grouped into
multiple computing units. The processing elements in-
side the same computing unit share a fast (on-chip)
memory space called local memory which can be used
for sharing data among the processing elements. The
local memory is divided into 32-bit (or 64-bit) memory
banks organized in such a way that successive 32-bit (or
64-bit) words map to successive memory banks. Multi-
ple processing elements also share the same scheduler,
which means that the processing elements are executing
the program code in a synchronous manner. In addition
to the local memory, all processing elements can ac-
cess a much larger but slower (off-chip) memory space
called global memory. The global memory can serve
memory requests at the optimal rate when processing
elements are synchronously accessing data that is lo-
cated inside a same memory block.

GPU-side program code execution is based on the con-
cept of a special kind of subroutine called (OpenCL)
kernel. All work-items (threads) start from the begin-
ning of the kernel but each work-item is given a unique

index number which allows the execution paths of dif-
ferent work-items to branch off. The work-items are
grouped into work groups which are also given unique
index numbers and a work group can share a portion of
the local memory. Nvidia uses the term warp when re-
ferring to a set of work-items that are executed together
in a synchronized manner. Diverging execution paths,
also known as warp divergences, lead to a suboptimal
performance as all the necessary paths have to be evalu-
ated by the whole warp. In contemporary Nvidia GPUs
the warp size is 32 work-items.

3.2 General notes
The GPU implementation is principally identical with
the CPU implementation described in [Myl15] but the
low level details vary considerably. The less simpli-
fied two-dimensional form of the critical non-convex
subproblem (15) is initially solved using the Newton’s
method, whose solution candidate is then tested against
the explicit relation (16). If the solution candidate does
not fulfill the explicit relation, the implementation pro-
ceeds to the one-dimensional form (18) which is solved
using the bisection search algorithm as described in
[Myl15].

The linear vector-valued subproblem (19) is solved us-
ing the conjugate gradient algorithm without precon-
ditioning. While more generalized GPU implemen-
tations have been presented in the past (see, for ex-
ample, [Ame10, Bol03, Hel12]), the conjugate gradi-
ent solver used in the GPU implementation described
in this paper was tailored for this specific subproblem
and the matrix-vector multiplication operation was hard
coded into the kernels. The explicit subproblem (20) is
solved using the closed form solution (21) and the lin-
ear scalar-valued subproblem (22) is solved using the
PSCR method.

All computational operations are carried out in the
GPU side. The floating point division operation
was accelerated using a Newton-Raphson division
algorithm [Fly70] and an initial approximation that
leads to full double precision accuracy with only four
iterations [Par92].

3.3 Element numbering
The elements of the finite element space Vh are num-
bered in a row-wide fashion. This means that the co-
efficient matrix in the linear scalar-valued subproblem
(22) is block tridiagonal and presentable in a separable
form using so-called Kronecker matrix tensor product.
This is required by the PSCR method.

The numbering of the elements of the finite element
space Qh can be chosen more freely. Figure 1 shows
two possible numbering schemes. If the numbering
scheme shown on the left (referred to hereinafter as

WSCG 2015 Conference on Computer Graphics, Visualization and Computer Vision

Full Papers Proceedings 123 ISBN 978-80-86943-65-7



x2

x1

1
2

3
4

5
6

7
8

9
10

11
12

13
14

15
16

17
18

19
20

21
22

23
24

25
26

27
28

29
30

31
32

33
34

35
36

x2

x1

19
1

28
10

20
2

29
11

21
3

30
12

22
4

31
13

23
5

32
14

24
6

33
15

25
7

34
16

26
8

35
17

27
9

36
18

Figure 1: Two possible numbering schemes for the el-
ements of the finite element space Qh (3 × 3 grid): the
dense numbering scheme (on the left) and the sparse
numbering scheme (on the right).
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Figure 2: The non-zero elements of the coefficient ma-
trix in the linear vector-valued subproblem (19) when
the dense numbering scheme is used (4 × 4 grid).
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Figure 3: The non-zero elements of the coefficient ma-
trix in the linear vector-valued subproblem (19) when
the sparse numbering scheme is used (4 × 4 grid).

the dense numbering scheme) is chosen, then the co-
efficient matrix in the linear vector-valued subproblem
(19) is of the form shown in Figure 2. On the one hand,
if the numbering scheme shown on the right (referred to
hereinafter as the sparse numbering scheme) is chosen,
then the coefficient matrix is of the form shown in Fig-
ure 3. Each numbering scheme has its own advantages
and disadvantages.

The dense numbering scheme leads to a more optimal
global memory access pattern during the solution of the
linear vector-valued subproblem (19) as the non-zero
elements of the coefficient matrix are packed tightly to
three bands and elements of each band can be shared
among work-items using the local memory. This is par-

ticularly important because many contemporary high
end GPUs have an extremely high peak floating-point
performance but a relatively low peak global memory
bandwidth. Thus, the use of the global memory should
be kept at minimum. The most significant downside of
this numbering scheme is that a straightforward imple-
mentation would lead to warp divergences throughout
the implementation. Most of these warp divergences
could be avoided by re-arranging the computational
tasks appropriately with the help of the local memory.
However, this re-arranging would complicate the im-
plementation considerably and introduce memory bank
conflicts in many places.

The sparse numbering scheme leads to a simpler im-
plementation but the pattern of non-zero elements in
the coefficient matrix is much more fragmented. This
means that less data can be shared between the work-
items using the local memory and, thus, the global
memory usage increases significantly. Despite this, the
sparse numbering scheme was chosen for the GPU im-
plementation described in this paper because it was not
clear whether this choice would lead to an actual global
memory bottleneck that would limit the performance
of the whole GPU implementation. In addition, if the
dense numbering scheme is chosen, then the increased
complexity in the other parts of the implementation
might negate the potential benefits. The reference CPU
implementation uses the dense numbering scheme be-
cause it allows more effective utilization of the CPU
caches.

3.4 PSCR implementation
The PSCR method [Kuz85, Kuz96, Vas84, Val85] is a
block cyclic reduction type direct solver which can be
applied to certain separable block tridiagonal linear sys-
tems. To put it briefly, the PSCR method solves the lin-
ear scalar-valued subproblem (22) by recursively elim-
inating block-rows from the corresponding linear sys-
tem and then solves the generated sub-systems in the
reverse order during so-called back substitution stage.
Each reduction and back substitution step produces a
large set of tridiagonal linear system.

The GPU implementation of the PSCR method used in
this paper is based on the radix-4 variant described in
[Ros99] and it is in many respects similar to the sim-
plified radix-4 block cyclic reduction GPU implemen-
tation presented in [Myl13]. However, the GPU imple-
mentation used in this paper is much more generalized
as the problem size can be arbitrary.

The arising tridiagonal subproblems are solved using
the cyclic reduction (CR) [Hoc65], the parallel cyclic
reduction (PCR) [Hoc81] and the Thomas [Con80]
methods. If a tridiagonal system does not fit into the
allocated local memory buffer,then the system size
is first reduced using the CR method and the global
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memory data permutations depicted in [Myl13]. The
tridiagonal systems that do fit into the allocated local
memory buffer are solved using a CR-PCR-Thomas
hybrid method. The CR stage of the hybrid solver
uses the local memory data permutations depicted in
[Myl13]. The PCR stage further splits the reduced
tridiagonal systems into smaller subsystems which
are eventually solved using the Thomas method in a
manner similar to [Dav11, Kim11]. Somewhat similar
tridiagonal solver techniques have been used, for
example, in [Göd11, Lam12, Zha10].

4 NUMERICAL RESULTS

4.1 Test setting
GPU tests were carried out on a few years old con-
sumer level Nvidia GeForce GTX580 GPU and a
high-end computing orientated Nvidia Tesla K40c
GPU. The CPU implementation is the same as was
used in [Myl15]. It is written using C++ and Fortran. It
utilizes a single-threaded variant of the radix-4 PSCR
method presented in [Ros99]. CPU tests were carried
out using an Intel Xeon E5-2630 v2 (2.60GHz) CPU.
All the tests were performed using double precision
floating point arithmetic and ECC memory (excluding
the GTX580 GPU which does not support ECC).

Four test images (shown in Figure 4) were used in the
numerical tests: Test9, Lena, Boat, and Mercado. In
addition, four different sized versions of the test image
Mercado were included: 256 × 256, 512 × 512, 1024
× 1024, and 2048× 2048. The dimensions of the other
test images are 512 × 512. The original test images
were scaled to the range [0,1]. Two sets of noisy in-
put images were generated: uniformly distributed zero-
mean noise with the standard deviation σ = 0.025 and
uniformly distributed zero-mean noise with the stan-
dard deviation σ = 0.1.

Based on the remarks made in [Myl15], the following
initialization was used:

u0 = 0, q0
1 = q0

2 = q0
3 = 0, ψ

0 = 0,

λλλ
0
1 = λλλ

0
2 = 0, λ

0
3 = 0.

(28)

In the same way, the stopping criterion read as

|Lh(υ
n)−Lh(υ

n+1)|
|Lh(υn)|

< 10−4, (29)

where Lh is the discrete counterpart of the
augmented Lagrangian functional (11) and
υn = (un,pn

1,p
n
2,p

n
3,ψ

n;λλλ
n
1,λλλ

n
2,λ

n
3 ). The parame-

ter ε and the Lagrangian multipliers were coupled as
follows: ε = r0h, r1 = 10r0h, r2 = 5r0, and r3 = 5r0h2,
where r0 > 0. We took h = 0.005 for the spatial
discretization step.

4.2 Comparisons
Figure 4 shows the original test images, the generated
input images (σ = 0.1), and the obtained output im-
ages. Table 1 shows the used parameter values, itera-
tion counts and execution times for the Intel Xeon CPU.
The input images and parameter values were the same
for the three platforms. In addition, as the GPUs used in
the numerical experiments are fully IEEE 754 compli-
ant, the iteration counts, objective function values, and
output images were also identical.

The “Whole” column shows the average total per iter-
ation execution times; the “Sub. #1”, “Sub. #2”, “Sub.
#3”, and “Sub. #4” columns show the average per it-
eration execution times for each subproblem; and the
“Misc.” column shows the combined average per itera-
tion execution times for augmentation term update ker-
nels and an objective function value computation ker-
nel. The CPU results show that a significant portion
of the total execution time goes to solving the critical
non-convex subproblem (15).

Tables 2 and 3 show the average per iteration execution
times and the obtained speedups for the GTX580 and
K40c GPUs, respectively. The GTX580 was on aver-
age 15.6 times faster than the Xeon CPU. The highest
speedups were obtained in the case of the synthetic test
image Test9 in which case the GTX580 GPU was up
to 21.5 times faster. The K40c GPU was on average
26.0 times faster than the Intel Xeon CPU and the Test9
test image was processed up to 33.7 times faster. Both
GPUs achieved the highest speedups in the case of the
critical non-convex subproblem (15). The K40c GPU
was at its best 76.0 times faster than the Intel Xeon CPU
at solving the subproblem.

4.3 Discussion
A significant portion of the total execution time still
goes to solving the critical non-convex subproblem (15)
but the gap between it and the linear vector-valued sub-
problems (19) has narrowed considerably. However,
even if we managed to overcome the potential global
memory bottleneck associated with the linear vector-
valued subproblems (19), the critical non-convex sub-
problem (15) would still dominate the total execution
time in such a degree that it probably would not be of
a significant improvement. Finally, the speedups ob-
tained with the Mercado test images show that GPU’s
computational resources can be utilized best when the
image size is relatively large.

Although the highest speedups were obtained in the
case of the critical non-convex subproblem (15), the
K40c GPU did not perform quite as well as expected.
One culprit might be the Newton-bisection hybrid
method which was used to solve the subproblem. For
example, in the case of the Lena (σ = 0.1) input image,
the Newton’s method had an average success rate of
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Figure 4: From top to bottom: the original images, the noisy input images (σ = 0.1), and the obtained output
images. From left to right: Test9, Lena, Boat, and Mercado5123.

Image r0 Iter. Whole Sub. #1 Sub. #2 Sub. #3 Sub. #4 Misc.
Test9, σ = 0.025 0.005 103 0.6170 0.4489 0.0985 0.0031 0.0412 0.0206
Lena, σ = 0.025 0.002 77 0.7463 0.5676 0.1097 0.0031 0.0405 0.0206
Boat, σ = 0.025 0.001 75 0.7967 0.6154 0.1115 0.0031 0.0412 0.0206
Mercado256, σ = 0.025 0.002 125 0.1719 0.1335 0.0233 0.0008 0.0081 0.0050
Mercado512, σ = 0.025 0.002 143 0.6813 0.5147 0.0977 0.0031 0.0406 0.0206
Mercado1024, σ = 0.025 0.002 172 2.6356 1.9665 0.3869 0.0125 0.1670 0.0847
Mercado2048, σ = 0.025 0.002 169 10.691 7.7660 1.6705 0.0499 0.7866 0.3460
Test9, σ = 0.1 0.015 163 0.5985 0.4348 0.0942 0.0031 0.0412 0.0206
Lena, σ = 0.1 0.005 158 0.6881 0.5189 0.0997 0.0031 0.0412 0.0206
Boat, σ = 0.1 0.005 163 0.6889 0.5181 0.1013 0.0031 0.0412 0.0206
Mercado256, σ = 0.1 0.005 213 0.1692 0.1309 0.0232 0.0008 0.0082 0.0050
Mercado512, σ = 0.1 0.005 205 0.6778 0.5104 0.0979 0.0031 0.0412 0.0206
Mercado1024, σ = 0.1 0.005 208 2.6719 1.9906 0.3958 0.0125 0.1694 0.0857
Mercado2048, σ = 0.1 0.005 205 10.661 7.7299 1.6658 0.0500 0.7982 0.3458

Table 1: Parameter values, iteration counts, and average per iteration execution times (in seconds) for the Intel
Xeon CPU.

99.40%. This is perfectly fine for the CPU since the
cost of processing the remaining triangles using the
bisection search algorithm is neglectable. However,
on the basis of the same data, there is on average
16.59% probability that an individual warp contains
a work-item that has to process a triangle using the
bisection search algorithm. This has a significant
impact on the performance since the cost of processing
a single triangle in this way is the same as processing
similarly all the 32 triangles as the longest execution
path of work-items within the warp determines the cost
of completing the computational task assigned to this
warp.

The above does not, however, explain why the consid-
erably more powerful K40c GPU did not outperform

the GTX580 GPU in such a large extent as would have
been expected. The results could be partly explained
by the fact that, based on our measurements, the K40c
GPU is only 2-3 times faster than the GTX580 GPU at
performing special operations such as computing recip-
rocals and square roots. The Newton-Raphson division
algorithm improved performance less than 10%. In ad-
dition, we noticed that the K40c GPU was unusually
sensitive to how the work group size was chosen. The
critical non-convex subproblem (15) required us to set

3 The Mercado test image is based on the works of Diego
Delso and licensed under Wikimedia Commons license
CC-BY-SA 3.0 (http://creativecommons.org/licenses/by-
sa/3.0/legalcode).
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Image Whole Sub. #1 Sub. #2 Sub. #3 Sub. #4 Misc.
Test9, σ = 0.025 0.0287 21.5 0.0147 30.5 0.0085 11.6 0.0002 17.7 0.0041 10.0 0.0012 17.3
Lena, σ = 0.025 0.0507 14.7 0.0357 15.9 0.0095 11.5 0.0002 17.7 0.0041 9.9 0.0012 17.3
Boat, σ = 0.025 0.0654 12.2 0.0501 12.3 0.0097 11.5 0.0002 17.7 0.0041 10.0 0.0012 17.4
Mercado256, σ = 0.025 0.0136 12.6 0.0095 14.0 0.0027 8.6 0.0001 14.1 0.0010 8.5 0.0003 17.1
Mercado512, σ = 0.025 0.0472 14.4 0.0335 15.4 0.0082 11.8 0.0002 17.9 0.0041 10.0 0.0012 17.3
Mercado1024, σ = 0.025 0.1681 15.7 0.1124 17.5 0.0296 13.1 0.0006 19.6 0.0208 8.0 0.0046 18.5
Mercado2048, σ = 0.025 0.6457 16.6 0.4095 19.0 0.1178 14.2 0.0025 20.0 0.0975 8.1 0.0182 19.0
Test9, σ = 0.1 0.0278 21.5 0.0142 30.6 0.0080 11.7 0.0002 17.8 0.0042 9.9 0.0012 17.2
Lena, σ = 0.1 0.0454 15.1 0.0312 16.6 0.0087 11.4 0.0002 17.8 0.0041 10.0 0.0012 17.3
Boat, σ = 0.1 0.0452 15.2 0.0310 16.7 0.0087 11.6 0.0002 17.8 0.0041 10.0 0.0012 17.3
Mercado256, σ = 0.1 0.0133 12.7 0.0093 14.1 0.0027 8.5 0.0001 14.2 0.0009 8.7 0.0003 17.1
Mercado512, σ = 0.1 0.0464 14.6 0.0325 15.7 0.0084 11.7 0.0002 17.9 0.0041 10.1 0.0012 17.3
Mercado1024, σ = 0.1 0.1726 15.5 0.1167 17.1 0.0303 13.1 0.0006 19.6 0.0203 8.3 0.0046 18.7
Mercado2048, σ = 0.1 0.6440 16.6 0.4075 19.0 0.1178 14.1 0.0025 20.0 0.0977 8.2 0.0182 19.0
Average speedup 15.6 18.2 11.8 17.8 9.3 17.7

Table 2: Average per iteration execution times (in seconds) and obtained speedups for the Nvidia GeForce GTX580
GPU.

Image Whole Sub. #1 Sub. #2 Sub. #3 Sub. #4 Misc.
Test9, σ = 0.025 0.0183 33.7 0.0059 76.0 0.0078 12.7 0.0001 29.7 0.0036 11.3 0.0009 23.3
Lena, σ = 0.025 0.0297 25.1 0.0163 34.8 0.0087 12.5 0.0001 29.5 0.0036 11.2 0.0009 23.4
Boat, σ = 0.025 0.0361 22.1 0.0225 27.3 0.0089 12.6 0.0001 29.5 0.0036 11.3 0.0009 23.4
Mercado256, σ = 0.025 0.0091 18.8 0.0045 29.4 0.0031 7.6 0.0000 16.6 0.0012 7.0 0.0003 17.1
Mercado512, σ = 0.025 0.0277 24.6 0.0153 33.6 0.0077 12.6 0.0001 29.9 0.0037 11.1 0.0009 23.2
Mercado1024, σ = 0.025 0.0970 27.2 0.0509 38.6 0.0262 14.8 0.0003 37.3 0.0163 10.2 0.0033 26.0
Mercado2048, σ = 0.025 0.3736 28.6 0.1841 42.2 0.1033 16.2 0.0012 40.6 0.0721 10.9 0.0127 27.2
Test9, σ = 0.1 0.0178 33.6 0.0057 75.7 0.0074 12.7 0.0001 29.5 0.0037 11.2 0.0009 23.3
Lena, σ = 0.1 0.0269 25.5 0.0143 36.3 0.0080 12.5 0.0001 29.6 0.0036 11.4 0.0009 23.4
Boat, σ = 0.1 0.0272 25.4 0.0144 35.9 0.0080 12.6 0.0001 29.7 0.0037 11.2 0.0009 23.2
Mercado256, σ = 0.1 0.0088 19.1 0.0045 29.3 0.0031 7.6 0.0000 16.0 0.0010 8.4 0.0003 18.2
Mercado512, σ = 0.1 0.0274 24.8 0.0149 34.2 0.0077 12.6 0.0001 29.8 0.0037 11.2 0.0009 23.2
Mercado1024, σ = 0.1 0.0996 26.8 0.0530 37.5 0.0267 14.8 0.0003 37.5 0.0162 10.4 0.0032 26.4
Mercado2048, σ = 0.1 0.3721 28.7 0.1826 42.3 0.1033 16.1 0.0012 40.7 0.0721 11.1 0.0127 27.2
Average speedup 26.0 40.9 12.7 30.4 10.6 23.5

Table 3: Average per iteration execution times (in seconds) and obtained speedups for the Nvidia Tesla K40c GPU.

the work group size as low as 64 work-items. In turn,
the GTX580 GPU performed just fine when the work
group size was set as high as 512 work-items. This sug-
gest that Nvidia’s OpenCL compiler might have prob-
lems with resource management. In general, the com-
piler seems to generate less optimal code for the K40c
GPU in many situations. It also appears that the K40c
GPU does not perform well in situations where the solu-
tion of a subproblem requires multiple kernel launches.

5 CONCLUSIONS

This paper presented a GPU implementation of an aug-
mented Lagrangian based L1-mean curvature image de-
noising algorithm and numerical results obtained while
comparing the GPU implementation against a single-
threaded CPU implementation. Up to 33-fold speedups
were obtained, the average speedup being 26-fold. The
pointwise handled non-convex subproblem predictably
benefited most from the GPU-acceleration. The numer-
ical results indicate that GPUs provide demonstrable
benefits in the context of the higher-order variational-
based image denoising algorithms and alternating di-
rection type augmented Lagrangian methods.
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ABSTRACT 
Classic tomography algorithms applied in optical tomography require the light source pre-calibration and do not 

allow refining the light map in tomography algorithm. This article shows an approach to environment light 

reconstruction during the ART algorithm execution. It makes the optical tomography scanning process more fast 

and simple, allowing to exclude the light calibration stage. 

Keywords 
ART, tomography, lighting reconstruction 

1. INTRODUCTION 

Tomography concept 
Computed tomography is a class of problems of 

object internal structure reconstruction using a set of 

its projections. The closest application area of 

computed tomography methods is X-ray tomography. 

The X-ray tomography device consists of emitter, 

detector and a place for observable object between 

them. Emitter irradiates the X-rays with fixed 

intensity, they are absorbed inside the object and the 

detector registers residual ray intensity. During the 

object rotation on some trajectory a set of projections 

is created and using them the internal object structure 

is reconstructed. 

Different configurations of ray beam are possible: it 

can be flat or volumetric, parallel or cone. Depending 

on this, flat or volumetric tomographic reconstruction 

is used. 

The radiation absorption inside the material obeys 

Beer’s law: 

𝐼 = 𝐼0𝑒
−∫ 𝑘(𝑥)𝑑𝑥

𝑏
𝑎  (1) 

where 𝐼 is residual intensity received by detector, 𝐼0 

is initial emitter intensity irradiated in this direction, 

𝑘(𝑥) is distribution of absorption index along the ray. 

If we take a set of parallel lines perpendicular to flat 

detector and integrate the absorption index along 

every line, and consider all directions of these lines, 

we get the Radon transform for examined volume as 

it is shown on fig. 1. 

𝑅(𝑃, 𝑛) = ∫ 𝑓(𝑃 + �⃗� 𝑡)𝑑𝑡
∞

−∞
 (2) 

 
Figure 1. Radon transform 

If we put some restrictions on function to reconstruct, 

the inverse Radon transform exists [Hel99a]. But if 

there is a noise or some other inaccuracy in initial 

data, it is unstable. Also counting reverse Radon 

transform is computationally inefficient. 

There is a number of approximate tomography 

algorithms, for example, algorithm based on inverse 

Fourier transform, convolution and back projection, 

algebraic reconstruction techniques (ART). ART 

group of methods are the most flexible, so one of 

them is used in this study. 

ART is based on sequential correction of resulting 

function stored in voxel map using its projections 

one-by-one. Every projection value which is an 

integral of initial function along the corresponding 

ray affects the resulting function along the same ray 

according to some law. That makes observable 

Permission to make digital or hard copies of all or part of 

this work for personal or classroom use is granted without 

fee provided that copies are not made or distributed for 

profit or commercial advantage and that copies bear this 

notice and the full citation on the first page. To copy 

otherwise, or republish, to post on servers or to 

redistribute to lists, requires prior specific permission 

and/or a fee. 
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integral along the ray closer to the real measured 

value of this integral every time. Then, the iterative 

process stops on some trigger. 

Optical tomography 
Optical tomography uses the same principle as X-ray 

tomography, but there are light rays instead of X-

rays. This makes significant difference and adds  

some physical effects and difficulties in handling 

them. 

 Light is reflected and refracted when it 

meets transparent object 

 Complete absorption of light is a usual case 

 Refraction changes the light direction, and 

usually for some particular area inside 

transparent object only part of all directions 

are available for observation 

 Defocusing on convex refracting surfaces 

 Rays that were parallel in the air, after 

refraction cross the target volume from 

multiple directions 

 

Since here, we will consider only objects with flat 

surfaces to avoid defocusing problem which is not 

the point of this study. Also in order to simplify the 

equations, working with single wavelength will be 

considered because processing polychromatic 

spectrum data does not refer directly to the subject of 

this article. 

 

The optical tomography scanner (fig. 2) consists of 

areal diffuse light source, camera and axis to place 

and rotate the observable object. The installation is 

covered with opaque housing to prevent object 

illumination from outside. 

 

 
Figure 2. Optical tomography scanner 

In this article the approximate ART (Algebraic 

Reconstruction Technique) algorithm will be used for 

volumetric absorption reconstruction. Unlike classic 

ART [Gor70a] this algorithm uses approximate 

correction of absorption along the ray inside target 

volume. It is based on difference between observable 

pixel brightness and its expected value, which was 

calculated using current absorption distribution inside 

the target volume, without direct calculation of 

observable integral absorption value. 

 

2. ENVIRONMENT LIGHT 

PROBLEM. EXISTING APPROACHES 
Tomographic reconstruction requires exact knowing 

of integral absorption along all rays crossing the 

volume of interest. In ideal case, light should leave 

the light source, then, after two refractions and 

absorption inside the object it should be captured by 

camera. Also light intensity distribution on the light 

source should be known. Then using Beer’s law and 

Fresnel equations the residual intensity can be 

evaluated: 

𝐼 = 𝐼0𝑇
2𝑒−𝐾 (3) 

Where 𝐼 is light source intensity in the ray hit point, 

𝐼0 is pixel value measured with camera, 𝑇 is Fresnel 

transmittance coefficient for particular angle of 

incidence, 𝐾 = −∫ 𝑘(𝑥)𝑑𝑥
𝑏

𝑎
 is integral absorption 

along the ray, this value will be used in tomography. 

𝐾 = −ln
𝐼

𝐼0𝑇
2
 (4) 

The light source can be more complex than it is 

shown on the scheme. For example, it can consist of 

primary light source like LED and reflective diffusor. 

The scanner has several internal parts and though the 

installation is closed from external light, camera can 

receive some light that was reflected multiple times 

inside the scanner. Observable object itself can 

reflect light back to diffusor that increases its 

brightness. Finally, this excess light is reflected from 

observable object to camera and it contributes into 

the pixel value. So, in order to find a precise value 𝐾 

of absorption inside the object, all illumination 

around the object and its reflections should be 

considered. 

Simple light acquisition 
The simplest method to get some approximation of 

real light is to make a photo of background behind 

observable object, when this object is removed. 

Generally, it’s impossible to make one photo for the 

scanner and to use it for every scanned object. 

Scanning every new object may require its own light 

settings that can be tuned only after taking some 

photos of observable object. So, there are 2 ways to 

carry out scanning and tomography. Note that 

tomography requires having data about lighting 

before it started. 

1. Separate sequential scanning and tomography: 

 Placing object to scanner 

 Tuning light using sample photos of object 

 Scanning object (taking photos of it, rotating 

360˚ around vertical axis) 

 Removing object 

 Taking photo of background 

WSCG 2015 Conference on Computer Graphics, Visualization and Computer Vision

Full Papers Proceedings 130 ISBN 978-80-86943-65-7



 Carrying out tomography 

2. Simultaneous scanning and tomography: 

 Placing object to scanner 

 Tuning light using sample photos of object 

 Removing object 

 Taking photo of background 

 Placing object again 

 Scanning and tomography (every taken photo 

is immediately applied in algorithm, scanner 

and computer work simultaneously) 

As we can see, in first case there is no parallelism, in 

second case taking photo of background requires 

extra placing and removing object in case of tuning 

light. Every variant takes some additional time or 

human actions. 

Another problem is the size of light source. 

Normally, light source is bigger than camera frame. 

Otherwise, if the light source is smaller or of the 

same size, there will be dark areas on photos: on the 

object or around it and this will decrease the amount 

of information for tomography. Taking photo of the 

background gives us only part of light source, 

though, most part of observable light comes from this 

area. 

Simple calibration 
Possible solution to the problem is light source 

calibration using parametric model [Afa14a]. Light 

distribution on the light source inside and outside the 

frame is calculated using a set of parameters. Then, 

these parameters are optimized by comparing 

rendered scene with real photos. The geometric 

model of light source, some other data like LED 

radiation pattern can help to reduce the number of 

parameters. This approach can be used without 

removing object from scanner, the only requirement 

is to use frame(s) with some piece of background 

area or knowing average absorption of the object. 

A disadvantage of parametric light model is inexact 

matching of computed light intensity and real 

background in visible light source area. Solution to 

this problem, which is used in practice, is combining 

last two methods: we use real photo in visible area 

and tuned parametric model in invisible area. It takes 

additional time, but gives better result than any of 

two “pure” methods. 

If for some reason the parametric model is too 

complex to be tuned fine, or side reflections (fig. 3) 

have significant brightness, the environment light 

reconstruction can help to make more accurate light 

model. 

  

3. SEPARATE LIGHT 

RECONSTRUCTION 

Existing approaches 
There are some studies that solved the problem of 

environment light reconstruction using artificial 

objects like reflective balls [Hey05a] or more 

generally, using reflections from any scene objects 

[Gib01a]. Usually more general algorithms represent 

light as panorama or a set of point light sources. They 

use an iterative technique to reconstruct lighting. A 

similar technique is used in the following algorithm 

which also takes light transmission into account, and 

it is a base for more complex algorithm discussed 

later. 

Implemented algorithm 
An algorithm using both transmitted and reflected 

light to reconstruct light panorama was implemented. 

The observable object is required to be reflective and 

can be also transparent. The environment can be 

defined as 3D scene model or as simple spherical 

panorama. In the tests of this study a sphere with 

finite radius was used, because the available real 

scanner has orthographic camera and does not have 

any precise draft of internal geometry. For example, 

light can be positioned manually. 

The algorithm takes the following data: 

 A set of greyscale photos of observable object 

 Camera calibration for all photos 

 3D model of environment (not necessary) 

The algorithm output is a panorama light map which 

can be applied to initial scene as a texture. 

 

Figure 3. Rays path from camera to environment 

It works iteratively, using a sequence of given images 

in some defined order. For example, it can be a trivial 

order with continuous camera movement. The initial 

panorama is black. For each frame there are the 

following steps: 

1. Rendering step. A ray is traced from camera 

into scene as it usually is done in ray-tracing. It 

hits some surfaces, reflects, transmits, splits into 
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multiple rays and finally every of these rays 

cross the environment in some point 

corresponding to a panorama point. Radiance 

from all rays is gathered (summed, multiplied 

by Fresnel coefficient and transmittance 

coefficient in case of absorption) and assigned 

to current pixel brightness 𝐼. 

2. Counting correction. Existing brightness value 

in pixel is compared with observable brightness 

𝐼0 taken from photo. A difference ∆𝐼 = 𝐼 − 𝐼0 is 

counted. Then, a correction value 𝐶 is 

calculated based on difference. For example, 

𝐶 = 𝑡∆𝐼, where 0 < 𝑡 ≤ 1. 

3. Correction step. The second time a ray is 

traced, having the same route. Each ray has its 

own correction value and there are the 

following rules for correction propagation: 

 If the ray hits environment, its correction 

is added to panorama value in this point 

 After hitting a surface of transparent object 

the ray splits into 2 rays. Corrections of 

new rays are proportional to their impact 

(to Fresnel coefficients) and sum of them 

is correction of initial ray.  

 If total internal reflection occurs, the ray 

correction is preserved. 

It is important that during correction step rays repeat 

the trajectory of the rays on rendering step and hit the 

same panorama points. It can be achieved by just 

saving hit points and ray impacts on the first step 

without tracing one more time, if architecture allows 

this. Also hitting one panorama pixel by 2 rays on 

one frame should be considered: double correction 

will lead to wrong result. 

Panorama light reconstruction on scanner with areal 

background light showed interesting results. The 

object to reconstruct can be an immersion glass cube 

with a gemstone inside it (typical object for 

tomography reconstruction: in this case the inclusion 

models inside the stone are the main target). On the 

figure 4 you can see an example of analogic object: a 

cube of epoxide glue with some wires inside it. 

 

Figure 4. Object example 

On the first iterations algorithm makes some 

phantom light source behind the camera and the real 

light source behind. That should be expected, 

because the route from camera to this panorama area 

contains only one reflection from front cube face. 

The figures 5 and 6 show sphere maps of light 

intensity. Camera looks to the point in center of real 

light labeled on figure 5. If we move half an image 

leftwards, we will get into the point behind camera. 

Top and bottom of picture are sphere poles. 

 

Figure 5. First iterations of light reconstruction. 

But then the process converges to correct result, 

eliminating brightness on the place of phantom light. 

 

Figure 6. Final result of reconstruction 

The final map is not ideal, because not all real effects 

were considered in the model. We can see different 

types of artefacts: 

1. Some residual light on the place of phantom 

light source behind the camera. It remains 

because the used model of cube has 

inaccuracies and its edges produce big 

difference between photos and renders every 

time. Bright stripe behind camera has the same 

explanation. 

2. A grey image on the light source that resembles 

original object: the semi-transparent cube and 

some dirt inside it. The absorption wasn’t 

included into the model specially and some 

effect of really present absorption should have 

appeared: proportional decreasing of light 

brightness behind the cube is such effect. 

It should be mentioned that the process has no 

convergence in a strict sense due to model 

inconsistency that is result of its incompleteness. The 

light map cannot represent absorption effect 
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correctly, so, after a number of iterations light map 

will just make small but continuous oscillations. 

Comparison of the light map reconstruction 

algorithm to parametric model [Afa14a] shows that 

the new algorithm gives better result in visible areas 

of light source (expectedly). It has almost the same 

result as the photo in visible light areas (difference is 

less than 1 grade of 255). But in the areas behind the 

object parametric model are still much better due to 

absorption map inside the object not being taken into 

account. 

The advantage is that the new algorithm 

reconstructed invisible parts of diffusor using 

reflections from side cube faces. The data that was 

previously only extrapolation with parametric model, 

now is image-based. The new algorithm generally 

does not need the model of light source, its projection 

to sphere is reconstructed automatically. 

4. SIMULTANEOUS LIGHT AND 

ABSORPTION RECONSTRUCTION 
The next step is combining light reconstruction and 

tomography in a single process. 

Algorithm on the frame and pixel level is the same as 

described in light reconstruction. The difference is 

addition of absorption impact. It should be taken in 

account in rendering step and in correction step. 

Rendering step is obvious: brightness is calculated 

and summed as usual, but also the integral absorption 

inside target volume is counted and final brightness 

of the ray is multiplied by this value. 

Correction step requires separation of absorption and 

brightness correction. For the ray which crossed 

target volume and leaves the medium, we should 

choose, how to share correction between these two 

opposite effects: absorption that decreases intensity 

of light brought with the ray and brightness of 

panorama pixels situated somewhere farther along 

this ray. The problem and the main difference from 

separation between transmitted and reflected rays is 

multiplication of brightness and transmittance 

coefficient, as we can see in equation 1. 

𝐼 = 𝐼0𝐴  (5) 

If we want to make some correction ∆𝐼 we cannot 

just separate it like the following: 

(𝐼 + ∆𝐼) = (𝐼0 + ∆𝐼0)(𝐴 + ∆𝐴) (6) 

This problem is not solved yet, correction separation 

here is regulated with manually set coefficients for 

now and is inaccurate. The source of this issue is 

differential nature of correction. Carrying the desired 

value of brightness with all rays seems solve it, 

because in correction formula (6) we get rid of 

multiplication two sums. But this replacement will 

cause problems with storing brightness corrections in 

panorama. 

5. IMPLEMENTATION AND 

RESULTS 
Figure 7 shows an example of one horizontal layer of 

absorption map built from photos of glass cube. 

Bright areas represent dirt inside the glass. 

 

Figure 7. Absorption voxel map slice 

Figure 8 shows rendering of reconstructed absorption 

map in reconstructed lighting compared to real photo. 

 

Figure 8. Rendering (top) and photo (bottom) 
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The algorithm is implemented on the base of ray 

tracing algorithm. Tomography procedure is built in 

ray tracing mechanism. NVidia OptiX GPU ray 

tracing engine was used [Par10a]. 

Absorption index is stored as voxel map of float32 

values. Its size is 5123 voxels. Lighting panorama 

has resolution 4096×2048 and float32 type is used 

also. These arrays are stored in GPU memory. 

The algorithm reaches acceptable absorption map 

quality after 1000 iterations (the same as algorithm 

using pre-calibrated light). The algorithm execution  

takes less than 10 minutes on GTX 980 for a cube 

occupying nearly all the visible area. The test sample 

with wires inside epoxide glue took 2.5 minutes on 

GTX Titan X. However, the light map quality is not 

enough after this due to the effect of phantom light 

described before, and about 10000 iterations are 

necessary to get acceptable lighting map. 

6. CONCLUSION AND DISCUSSION 
So, the algorithm was created which allows to build 

an absorption map without having previously 

calibrated light. It allows to exclude the physical 

manipulations with the scanner and observable object 

before scanning. 

This study contains several unresolved problems: 

phantom light remaining in panorama, inexact 

separation of correction between brightness and 

absorption, slow convergence of light reconstruction. 

Though these issues do not disturb fast building of 

absorption map, which was the main purpose, solving 

them will help to make algorithm more accurate and 

fast. 

Also this study considers only transparent materials. 

Although, real objects may contain some other 

effects that influence light travelling inside the 

material. Scattering, more complex absorption, 

reflections from internal structures among them. 

These effects can be taken into account by changing 

the physical model and light transport model: for 

example, a modified Beer’s law can be used. The 

further research will be directed to reconstruction of 

areas which have complex interaction with light, like 

cracks inside gemstones. Currently  such objects are 

not reconstructed with acceptable quality. 
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ABSTRACT
A very simple but efficient feature descriptor is proposed for image matching/registration applications where
invariance is not important. The descriptor length is only three times the height of the local region in which the
descriptor is calculated, and experiments were conducted to compare it to the SURF descriptor. In addition, it
is shown, how the sampling can be modified in order to obtain a rotation invariant descriptor, while still keeping
it simple and efficient. Examples from stitching in microscopy and stereo processing of pairs of photographs are
given to prove the concept.
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Feature Descriptor, Nearest Neighbour Matching, Rotation Invariance, SURF, Interest Point Detector.

1 INTRODUCTION
Feature detectors are commonly used in applica-
tions such as image registration, image mosaic-
ing [BL07, Sze06], object detection and classifica-
tion. Other areas where computationally fast fea-
ture detectors are used are tracking [ST94], mo-
tion estimation, camera calibration, stereo vision
and image superimposition [SNNL13, SNNL14].
Many modern computer vision applications re-

quire computations in real time, e.g., Simultane-
ous Localisation and Mapping (SLAM) [DWB06,
BDW06] and therefore one of the most impor-
tant properties for time-critical applications is effi-
ciency, i.e. low computational cost. By increasing
the level of invariance, some feature properties are
affected such as accuracy and efficiency. It is im-
portant to use an adequate detector, no more and
no less, in order to not loose these properties.

1.1 Interest Points and Descriptors
In many of the aforementioned applications, fea-
tures are extracted by first finding interest points,
a local neighbourhood is extracted and a descrip-
tor is formed from this neighbourhood. The de-
scriptors can be distinguished, not only by the

Permission to make digital or hard copies of all
or part of this work for personal or classroom use
is granted without fee provided that copies are
not made or distributed for profit or commercial
advantage and that copies bear this notice and the
full citation on the first page. To copy otherwise, or
republish, to post on servers or to redistribute
to lists, requires prior specific permission and/or a fee.

type of feature, but also by the level of invari-
ance to rotation, translation, scale and perspec-
tive distortions. SIFT [Low04, BL07] and SURF
[BETVG08] (which is less complex than SIFT and
therefore also faster) are scale and rotation invari-
ant detectors. The descriptor for SIFT of length
128, is formed from a histogram of local gradients.
The descriptor for SURF is computed by first find-
ing the dominant orientation. It uses wavelet re-
sponses, which are weighted with a Gaussian and
the dominant orientation is estimated as the sum
of all responses within a sliding window. The de-
scriptor contains the wavelet responses in 4 × 4
subregions together with the sum of the abso-
lute values of the responses. The final vector has
length 64 and is therefore both shorter than SIFT
and faster when performing the matching. The
sampling area is a multiple of the scale factor.

1.2 Feature Matching
In the next step, a process called feature match-
ing is required to establish the correspondences
between the features in the images using the
extracted feature descriptors. The particular
matching method can be chosen depending on
the type of the extracted descriptors [ML12].
Usually, a distance measure is used, such as Sum
of Squared Distances (SSD), normalised cross
correlation [NT13] or the Chi-squared distance
[Has14], to determine how similar feature vectors
are. The pair of features having the smallest
distance is consequently considered to be nearest
neighbours. An exhaustive search can be applied
if there are few correspondences or when the
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feature vectors themselves are short. Other-
wise, some kind of partitioning method, such
as kd-trees [FBF77], k-means clustering [FN75],
or combinations of both [ML09] can be used to
speed up this part of the process.

1.3 Outlier Removal and Comput-
ing the Transformation

Finally, outliers are removed and the geomet-
ric correspondence between the images is estab-
lished using some version of the RANdom SAmple
Consensus (RANSAC) algorithm [FB81, HZ04].
RANSAC starts by selecting the minimal number
of points required to determine the model param-
eters, i.e. the homography [HZ03, BL07], which
is the projective transformation between the im-
ages. Using this transformation, the number of
inliers that falls below a certain tolerance ε, are
counted, i.e. points being close enough to its cor-
responding match are regarded as inliers. When
the probability of finding a better model becomes
lower than some threshold, the algorithm termi-
nates, otherwise it starts all over selecting a new
point set. Generally, N iterations are needed in
order to find an outlier free set with the probabil-
ity p (often set to 99% or more) as:

N =
log (1− p)

log (1− γ s)
, (1)

where γ is the inlier ratio, i.e. number of inliers
divided by number of points in the cluster and s
is the number of samples drawn each time. The
algorithm starts all over and samples the set once
again if N is larger than the number of iterations
of the main loop. An alternative termination cri-
terion is used for the OptimalRANSAC [HNM13],
which terminates when two identical sets are being
found after applying local optimisation [CMK03],
re-estimation and pruning.

1.4 Contributions
To summarise there are four steps in the pro-
cess of matching/registering images from interest
point detection to computing the transformation
between a pair of images:

1. Detection of interest points.

2. Extraction of feature descriptors for those in-
terest points.

3. Matching of the descriptors to find tentative
correspondences.

4. Removing outliers with RANSAC or similar,
and obtaining the transformation in the same
process.

In this paper we focus on the second point. We
propose a very efficient feature descriptor for fast
matching that can be used in applications where
speed is crucial and scale invariance is not impor-
tant. Two such cases are examined herein: image
stitching in microscopy, and stereo pair extraction
from two aligned cameras. The descriptor can eas-
ily be extended to be rotation invariant. We com-
pare and evaluate our proposed descriptors to the
SURF descriptor [BETVG08], which is a popular
and fast descriptor invariant to scale and rotation.

2 RELATED WORK
There are many different interest point detectors
proposed in literature such the Shi-Tomasi corner
detector [ST94], which is based on the Harris de-
tector [HS88] and FAST [RD06], which is based
on SUSAN [SB97], just to mention a few. Some
find corners other blobs or edges [Can86]. Several
overviews of different types of detectors have been
published [TM08, SMB00, ZKM04].
Many different feature descriptors have been de-

veloped [MS05, GHT11]. The main requirements
of a feature descriptor are low computational cost
(efficiency) and high robustness, i.e. invariance to
illumination and image transformations like scal-
ing and rotation. Histogram of Oriented Gradi-
ents (HoG) [DT05] is a descriptor, which is distri-
bution based just as SURF. However, HoG is not
invariant to rotation. To reduce the dimension-
ality it was proposed to build binary descriptors
like the BRISK descriptor [RD06] and FREAK
[LCS11, AOV12]. Binary descriptors are faster
but less precise. Another approach is to use the
frequency domain to construct a feature descriptor
[HM13, Has14]. Such descriptors are robust but
the use of the Fourier transform leads to increased
computational cost.
For both detectors and descriptors, invariance is

often required, either to illumination, rotation or
scale. However, not all applications require all of
these and the importance of these different feature
properties depends on the application.

3 A SIMPLE NON INVARIANT
FEATURE DESCRIPTOR

The idea proposed in this paper is to construct
the descriptor in as simple way as possible for
applications where speed is crucial and the extra
overhead for handling scale and rotation are not
needed. The pixel values in the area around the
interest points are sampled in the following way:
if the size of the area around the point is n × n
then a descriptor of length k = 3n is obtained by
sampling each line of pixels and computing the fol-
lowing three measures: mean µ, (min − µ)2 and
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(max−µ)2, where min and max are the min and
max of the pixels in that row. Several experiments
where conducted and it turns out that computing
the square of the differences, rather than just the
difference, improves the result noticeably, which
has also been shown for other matching meth-
ods [Bor84]. The experiments reported herein also
contain the results using the mean only in order to
show that adding these squared difference values
makes the descriptor more robust than when just
using the mean.

3.1 Data Sets
Two data sets were used for testing and evaluating
the performance of the descriptor. The first data
set comes from the MiniTEM, which is a bench-
top low-voltage transmission electron microscope
designed for easy TEM imaging and quantitative
analysis of biological as well as inorganic sam-
ples. The images are all grayscale in 12 bit and
2048x2048 pixels in size. The first three (A, B and
C) are images of tissue section of human kidney.
The two last (D and E) are images of mimivirus
particles inside of an amoebae. The images in this
data set are found to the left in figure 1.
The second data set, found to the left in figure

2, contains stereo images from video sequences of
objects of different heights.

3.2 Experiments
The images were first blurred using a Gaussian of
size 9 with σ = 1.0 in order to remove noise. The
top 1200 interest points using the detectSURFFea-
tures function in Matlab R© were detected. In order
to investigate how the number of points used in
the matching affect the result, the matching was
performed using the top 400, 800 and 1200 points.
The SURF features were extracted using the

Matlab function extractFeatures using the follow-
ing parameters: ’Method’,’SURF’. The proposed
descriptors were extracted using a MEX function.
The matching was performed using the matchFea-
tures function in Matlab using the SSD. Finally
a version of RANSAC was used that is supposed
to obtain the optimal set of inliers in each run
[HNM13].
The results of matching the image pairs in the

first data set are shown in figure 1. The image
pairs are depicted to the left and as an illustra-
tion of the matching, green ’*’ indicate inliers and
red outliers. For all images the results from us-
ing the proposed descriptor is shown, using the
top 1200 points and a descriptor length of 63, i.e.
a bit shorter than the SURF descriptor. The dia-
grams show the ratio of inliers compared to the to-
tal number of points used, i.e. 400 (blue), 800 (yel-
low) and 1200 (red), and the inlier ratio (points re-

maining after matching). The same colour scheme
is used for both diagrams, and the circles con-
nected with lines corresponds to the proposed de-
scriptor, while the squares connected with dotted
lines are the results of the SURF descriptor. The
non-connected triangles are the proposed descrip-
tor using the mean only and the descriptors used
are hence just a third as long. The y- axis shows
the percentage (i.e. the ratios) and the x− axis
the size n of the sampling area, which is always
odd, since the key point pixel must lie in the mid-
dle of the area.
The results of matching the image pairs in the

second data set are shown in figure 2. It should be
noted that the RANSAC used for the experiments
finds the largest set of inliers, i.e. the optimal
set, for one model. However, in the images there
are sometimes more than one model since objects
are placed on different heights. Nevertheless, this
problem applies to both the novel descriptor and
SURF and hence the comparison is done only for
the optimal set for practical reasons.
Normally, SURF gives the same number of in-

liers since the descriptor is always 64 long and al-
ways samples the same neighbourhood size. How-
ever, the region of interest (ROI) of the whole im-
age must be set for the detectSURFFeatures so
that sampling is not done outside the image. As
exactly the same features was going to be used
for both methods being compared, the number
of inliers could vary slightly since the ROI varies
depending on the size of the sampling area. In
this way the maximum area possible was always
sampled instead of setting a fixed ROI for all im-
ages. Nevertheless, it can be noted that SURF
does better than the novel method when small
neighbourhoods are sampled and that the novel
method starts to do better than SURF for larger
sizes.
When the size of the area sampled is 22, the

descriptor will consequently be of size 66 and it
will therefore be slightly larger than the SURF de-
scriptor. Hence, if the connected circles are found
above the connected squares to the left of 22 in
the diagrams, then the proposed method gives a
better result for shorter descriptors.

4 ROTATION INVARIANCE
Rotation invariance can be added in a very simple
way, by just sampling in circles around the centre
point instead of sampling along lines. The idea is
shown in figure 3. The mean µ for each circle is
stored in the beginning of the vector. If a radius
of r around the centre pixel is used for sampling,
the number of circles n should be less than r. The
(min − µ)2 and (max − µ)2 are stored after the
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Figure 1: Results from the MiniTEM data set. The images to the left are matched using
the proposed method (both the descriptor based on the mean only and also the one using
the combination of mean, max and min) and SURF. The matching was performed using
the top 400 (blue), 800 (yellow) and 1200 (red) points. The diagrams shows the result and
the circles connected with lines corresponds to the proposed descriptor, while the squares
connected with dotted lines are the results of the SURF descriptor. The non-connected
triangles are the proposed descriptor using the mean only. The diagram to the left shows
the ratio of inliers compared to the total number of points used and the diagram to the
right shows the inlier ratio after matching and RANSAC. The y− axis shows the percentage
and the x− axis the size n of the sampling area.
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Figure 2: Results from the stereo data set. The images to the left are matched using the
proposed method (both the descriptor based on the mean only and also the one using the
combination of mean, max and min) and SURF. The matching was performed using the
top 400 (blue), 800 (yellow) and 1200 (red) points. The diagrams shows the result and
the circles connected with lines corresponds to the proposed descriptor, while the squares
connected with dotted lines are the results of the SURF descriptor. The non-connected
triangles are the proposed descriptor using the mean only. The diagram to the left shows
the ratio of inliers compared to the total number of points used and the diagram to the
right shows the inlier ratio after matching and RANSAC. The y- axis shows the percentage
and the x− axis the size n of the sampling area.

WSCG 2015 Conference on Computer Graphics, Visualization and Computer Vision

Full Papers Proceedings 139 ISBN 978-80-86943-65-7



Figure 3: A rotation invariant descriptor is
achieved by sampling in circles around the
interest point.

mean for each circle. The total length of the de-
scriptor will be 3n − 2, since the centre pixel has
no min or max.

4.1 Results of Experiments
The rotation invariant descriptor was compared to
SURF for all images in the second data set (figure
2). The right image was rotated 45◦ using bicubic
interpolation. A radius r = 14 was chosen in order
to sample a rather small area together with n =
13, giving a descriptor length of 37, as indicated
in the diagram in figure 4, which is close to half
the length of the SURF descriptor (length 64).
Still the proposed descriptor does better or almost
as good when it comes to finding inliers from the
set of points. This time the top 1200 points were
used, and it was noted that the results were almost
identical for using 400 or 800. The y− axis show
the percentage and the x− axis corresponds to the
row number in figure 2, so that the image pairs
could be easily identified.
One can note that the number of found points

are just as good or even better with the new de-
scriptor, but also that adding the (min− µ)2 and
(max − µ)2 really has a great impact on the re-
sult. The green bars in the diagrams correspond
to using just the mean giving a length of 13 as
indicated. Even if the new detector often finds
more inliers compared to the size of the data set,
the inlier ratio is still less than with SURF. This
is due to the fact that there are more outliers af-
ter the matching process for the new descriptor.
However, the good news is that also more inliers
are found.

5 DISCUSSION
The novel descriptor proposed in this article was
tested on two rather different data sets, where
scale invariance is not necessary and just brings
extra overhead. Instead it is important that
the descriptor is fast to compute so that the
transformation can be obtained in real-time. For
the MiniTEM images it is important since image
matching is used in the alignment process, and it

can also be used to create a larger digital field of
view than the microscope directly can provide.
Since video sequences obtained from the stereo
camera can be rather long, the time consuming
task of stereo matching could be decreased with
a short but efficient descriptor. Moreover, if they
are fast enough for real-time matching, it would
be possible to obtain instant stereo images while
filming.

The proposed descriptor is very fast to com-
pute since it contains just the mean of each row
in the square area around the interest points to-
gether with the squared differences between the
mean and the min and max of each row. In order
to obtain rotation invariance it is just changed so
that the values are computed for circles around
the centre point instead of lines. The extra work
needed is minimal as sampling in a circular man-
ner can be achieved without the sine or cosine
in the inner loop by using the Chebyshev recur-
rence relation [BF01, BHB04]. The results show,
not surprisingly, that the larger the descriptor
the better the result. However, even for rather
small sizes the proposed descriptor performs bet-
ter than SURF when it comes to finding more in-
liers. Nonetheless, it can be noted that SURF
sometimes achieves a higher inlier ratio, especially
when the novel descriptor is shorter. To some ex-
tent, this can be due to the fact that the inter-
est point detector used for both SURF and the
novel descriptor is tailored for SURF. It should
be noted that here is nothing that prevents from
using any other interest point detector together
with the novel descriptor, and in fact one should
use some approach that is faster, like Harris. How-
ever, to make a fair comparison between the novel
descriptor and SURF, the same interest point de-
tector was used in order to make sure that the very
same number of points were used for obtaining the
descriptors.

The rotation invariant descriptor also works
very well, even for shorter descriptors. It was
noted in the experiments that a vector length of
only 37 gave just as good or better results than
SURF. This can be a powerful descriptor in cases
where rotation invariance is required but not
scale invariance. As an example, for panoramic
stitching one could rotate the camera when taking
pictures and the matching would still be able to
handle this. Of course, zooming would not be
possible as the detector is not scale invariant.

Finally, it should be mentioned that SURF was
used instead of SIFT since the latter is more com-
plex, and therefore slower. There are also other
alternatives but SURF was chosen as it has be-
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Figure 4: Comparison of image matching where one image is rotated 45◦. Methods used are
the proposed method (blue), the same but using the mean only (green) and SURF (yellow).
The x-axis label corresponds to the image pairs in figure 2.

come very popular and is implemented in both
Matlab and OpenCV.

6 CONCLUSION
Fast feature descriptor extraction and matching is
crucial for many applications where invariance is
less important. Two examples were used, one from
microscopy stitching and the other from stereo
cameras. A very fast to extract but efficient de-
scriptor can be achieved by simply sampling each
row in the area surrounding the interest points and
for each line computing the mean and squared dif-
ferences of the mean and the max and min. Hence,
the resulting descriptor will be three times larger
than the height of the area being sampled. In com-
parison with SURF, this novel detector often did
better, even for shorter descriptor lengths than 64,
which is the length of SURF.
An efficient rotation invariant descriptor was

also proposed by simply sampling in a circular
manner around the centre points. This can be use-
ful for situations where speed is crucial but where
rotations might occur.
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ABSTRACT
Ongoing research within the field of computer vision yielded a wide range of image based 3D reconstruction
approaches. Starting years ago with low resolution RGB images as input, we face today a wide and fast growing
range of available imaging devices to perform this task.
To allow for a good comparability of resulting reconstructions, many different benchmarks and datasets have been
made available. At the same time, we observe, that these benchmarks commonly address only a single capturing
approach omitting the chance to compare against results of other acquisition methods.
In contrast to such homogeneous benchmarks, we present in this work a heterogeneous benchmark, considering
different acquisition devices to obtain our datasets. Besides these datasets, we furthermore provide reference data
for download.
To lastly keep track of the rapidly increasing number of different acquisition sensors, we opt to provide occasional
updates of this benchmark within the future.

Keywords
Computer Vision, 3D Reconstruction, Benchmark, Heterogeneous Dataset Acquisition

Within the field of computer vision, image-based
3D reconstruction of objects and environments has
been subject to intense research since many years.
Gradually, the estimation of essential and fundamental
matrices [7], camera calibration [20] and multiple
view reconstruction [7] was understood and improved
[11, 12, 16, 17].
Having calibrated camera parameter as well as sparse
pointclouds of a scene at hand, many different recon-
struction algorithms have been developed, to generate
notable image based reconstruction results such as
[2, 3, 5, 15].
While most of the former approaches for image-based
3D reconstruction rely on the processing of perspective
RGB-images, the computer vision community can
nowadays access a rapidly expanding variety of new
sensors:
Recent developments introduced technical devices such
as high definition and 4K video-cameras, high dynamic
range (HDR) imaging devices, RGB-depth (RGBD)
cameras, consumer cameras capturing at frame rates

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

of 90Hz and more, stereo cameras, light field cameras,
Time of Flight (ToF) cameras and many more. Various
of those devices are capable to offer new approaches
for 3D reconstruction, which are commonly addressed
in the context of ongoing research. To access and quan-
tify the potential of such newly developed algorithms,
a wide range of benchmarks has been made available
[4, 6, 8, 9, 14, 18, 19].
When taking these above listed benchmarks for 3D
reconstruction into consideration, we claim that they do
not yet allow for a comparison of reconstruction algo-
rithms, which rely on different acquisition approaches:
A benchmark for RGB-image based 3D reconstruction
allows for a comparison of different algorithms which
rely on RGB-data. But the very same benchmark
excludes any performance assessment with respect to
approaches which apply RGB-D, lightfield or video
data. This lack of comparability of reconstruction
approaches is therefore the underlying motivation for
the publication of our presented benchmark.

Contribution We introduce in this work a benchmark
consisting of datasets captured from a small set of ob-
jects by applying a heterogeneous variety of acquisition
sensors. We furthermore aim at a continuous expansion
of the dataset by making acquired data from new de-
vices available in the future.
The core contribution within this work is therefore sum-
marized as follows: We selected a set of objects, which
provide different challenges for 3D reconstruction We
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captured datasets using imaging devices of different
kind and quality and make those publicly available. We
provide reference data using a structured light approach
[1].

Nomenclature Within the further course of this work,
all acquisition devices used for the actual capturing are
referred as devices.
Any physical subject, which has been acquired by a de-
vice is referred as object. It is noteworthy, that an object
can therefore also be assembled from multiple, jointly
mounted items.
A dataset furthermore refers to the digitalized data re-
sulting from an acquisition process of an object by us-
ing a device.
An environment is finally considered in this work to
contain all surroundings of the acquisition setup, such
as background or illumination situation.
All datasets are finally combined into one benchmark,
presented in this work. Since the authors intent to add
future datasets, whenever new acquisition devices be-
come available, the benchmark may be referred as CEB
(Continuously Expandable Benchmark).

1 RELATED WORK
In [18], Seitz provided the well-known Middlebury
benchmark, consisting of a main set of 2 different
objects, acquired from 317 different camera positions
while supplying according camera parameter. Recon-
struction results obtained from the provided images can
be submitted and benchmarked against ground truth
data.
Furukawa provided a similar scenario as benchmark in
[4]. While providing images with a significantly higher
resolution and calibrated camera parameter, ground
truth is not provided for all datasets.
Jensen introduced a benchmark in [8], which pro-
vides in contrast to the aforementioned benchmarks a
wider range of acquired objects, while using a 6-axis
industrial robot for the image acquisition. Moreels
provided in [14] a benchmark, containing 3D objects
on a turntable under varying illumination conditions.
The dataset however, remains without ground truth
data.

Ground truth vs. Reference Within a complete and
meaningful benchmark, the careful generation of an
accurate ground truth is however always an important
point. While benchmarks, which rely on synthetically
generated data are capable of providing ideal ground
truth data, any measurement based ground truth acqui-
sition is always subject to error prone measurements.
The different implications in this context are discussed
in detail by Kondermann in [10].
To minimize the occurring errors to a minimal ratio,
Seitz [18] combined more than 200 laser scans of a sin-
gle object and applied super resolution algorithms for

an improved overall result. At the same time, the actual
images of the dataset were provided at a relatively low
resolution of 640x480 pixel.
Strecha provided in [19] a laser scan as ground truth for
their reconstruction challenges. In their work, they esti-
mated the expected precision of the acquired scans and
supplied the ground truth together with an estimated
variance of the obtained 3D points.

2 OUTLINE
The remainder of this paper is organized as follows: In
Section 3, we detail the choice of objects, which were
used within the benchmark. Subsequently we eluci-
date the acquisition process of the individual datasets
in Section 4 and present a set of reference measure-
ments. We discuss and conclude this work in Section
5. For further material the reference may be made to
the supplementary material, submitted in conjunction
with this work. The benchmark itself is available at
http://ceb.dfki.uni-kl.de.

3 DATASET COMPOSITION
The presented benchmark consists of a total set of
11 different objects, containing various reconstruction
scenarios and challenges.
Parts of these objects are composed from groups of
items, other datasets consist of single objects.
An important prerequisite to all selected objects is the
expected longterm usability for reconstruction purposes
to comply with the previously introduced option for fu-
ture expansion of the CEB by adding further datasets.
To satisfy this requirement, exclusively rigid objects
were selected to be part of the benchmark. The dif-
ferent objects themselves unify furthermore various ge-
ometric challenges including repetitive structures, self
occlusions, smooth, irregular, convex and concave sur-
faces. The benchmark is furthermore characterized by
various different surfaces subsumed by the different ob-
jects, including wood, plaster, painted plaster, plastics,
metal, Styrofoam and others.
In summary, Table 2 provides an overview over the dif-
ferent objects and their main characteristics, while Ta-
ble 1 gives an overview over the naming conventions
for the accompanying camera parameter.

4 ACQUISITION PROCESS
4.1 Preparation
Preceding to the first data acquisition, all objects were
mounted on top of quadratic base plates with an edge
length varying between 10cm and 30cm, acknowledg-
ing the varying overall size of the objects as listed in
Table 2.
Each plate contains a set of drilled holes to allow for
a precise mounting on different underground and envi-
ronments. To assure a stress-free mounting, the objects
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Light cube

Spot light 1

Acquisition devices

Stage

Turntable

Spot light 2

Figure 1: Main acquisition environment: A turntable mounted inside a light tent, being surrounded and illuminated
by a set of point light sources. The whole setup is software controlled, placed within a windowless room and allows
for a positioning of objects with a precision of 0.012◦.

were not skewed onto the mounting plates. Instead, all
objects were fixed using a low temperature glue, which
avoided thermal dependent tensions during the cooling
process.
Taking these measures into account, the authors con-
sider the objects to be ready to meet the requirements
for long term availability.

4.2 Dataset acquisition
The wide majority of the provided datasets was ac-
quired within an indoor environment with constant and
controlled acquisition conditions. We aimed hereby
towards a good reproducibility of external parameters
and comparability between different camera types
in respect to various acquisition characteristics, such
as point of view, number of acquired images and
illumination conditions.
To assure the comparability of view points onto the
objects for different camera types, all mounting plates
with their attached objects were setup on top of a
turntable as depicted in Figure 1. The turntables intrin-
sic positioning precision allowed hereby to approach
240’000 different equally distributed positions in the
course of a single 360◦ turn leading to an angular
resolution of 0.0015◦ with a positioning uncertainty of
0.012◦ as stated by the manufacturer. This positioning

mode was used to line up the objects and to acquire
images with the varying imaging devices.
The turntables rotation mode was applied to capture
videos with varying devices. The objects rotation was
hereby captured at varying velocities in the range of
12’000, 10’000, 8’000, 6’000, 4’000, 2’000 motor
steps per minute (corresponding to 1

3 , 2
5 , 1

2 , 2
3 , 1 and 2

rpm).

Camera calibration Preceding to each dataset acquisi-
tion, a calibration of camera parameter was conducted
as proposed by Vogiatzis and Hernández in [21]. The
resulting images with the calibration pattern are pro-
vided along with the retrieved intrinsic parameter pro-
vided for the download.

Illumination To ensure a well defined and reproducible
illumination situation, we chose a windowless room for
the object acquisition to be independent from any day-
light changes. The turntable with the mounted objects
was placed inside a light tent, which served as light dif-
fuser. The illumination of the setup was then provided
by 3 point light sources. The choice of halogen lamps
allowed for a natural illumination compared to narrow-
band LED-spectra.

Illumination documentation To allow for a color cali-
bration of the individual capturing devices, we acquired

Table 1: Exemplary listing of provided extrinsic and intrinsic parameter for a DSLR-camera. Note: fx,fy,cx,cy
and α are provided as a joint camera matrix K, together with a distortion matrix D. Other camera types, such as
lightfield cameras, depth or stereo cameras are provided with their individually adapted setting.

Name Type Description
hd Extrinsic Horizontal distance between cameras principle point and turn table base
vd Extrinsic Vertical distance between cameras principle point and turn table base
fx Intrinsic Cameras focal length, expressed in pixels
fy Intrinsic Cameras focal length, expressed in pixels
cx Intrinsic Horizontal coordinate of the cameras principle point
cy Intrinsic Vertical coordinate of the cameras principle point
α Intrinsic Skew value of the camera sensor
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(a) (b) (c) (d)

Figure 2: Detail of different acquisition approaches for reference generation: Closeup of the dataset (a). Resulting
mesh from the hand held artec scanner acquisition consisting of 620k faces (b). Resulting mesh of the laser
scanning approach consisting of 2.05M faces (c). Resulting mesh from the structured light approach as provided
by [1] consisting of 45.9M faces (d).

a small set of images of a Macbeth ColorChecker board
[22] before capturing the actual datasets. These images
allow for a color calibration of the devices, being able
to compensate automatic white balancing as enabled by
some of the capturing devices. These acquired images
are made available within the dataset, without using
them to correct for any color balancing of the dataset
images.

Logging and documentation To allow for a good un-
derstanding of the utilized camera setup and a good
traceability of the performed steps and actions during
the dataset acquisition, we setup and used a set of log-
ging tools to check and log various types of data and
parameters. Using this approach, we assured the doc-
umentation of each dataset acquisition with respect to
currently chosen type of scene illumination, selected
camera parameters and further information.

Further environments Some of the provided datasets
were acquired in different environments: To add fur-
ther characteristics to the benchmark, a small subset
of datasets was acquired in a non reproducible manner
with limited control of the environmental conditions.
Exemplary, we refer to the provided freehand acquisi-
tions in an outdoor environment, which expands the va-
riety of reconstruction scenarios, but depends heavily
on the experimenters camera handling and the current
weather conditions, making it practically impossible to
exactly reproduce an identical scenario for further cap-
turings with different cameras.

4.3 Acquisition devices
The overall set of employed acquisition devices sums
up to 7 different devices, while some of those were
used for the acquisition of multiple datasets, differing
in terms of acquisition mode and acquisition envi-
ronment: One might consider DSLR cameras used in
an indoor acquisition scenario in video mode and in
outside acquisition scenarios taking hand held images
of a dataset.
In general, the acquisition devices can be split up into
different groups taking different characteristics into
consideration:

Active vs. passive The majority of the applied acqui-
sition devices is characterized by its passive acqui-
sition process, exploiting exclusively incoming illu-
mination emitted by the scene itself.
Active acquisition devices, characterized by their
emission of sampling patterns are commonly sus-
ceptible to strong surrounding illumination. We
therefore did not acquire any outdoor datasets us-
ing active acquisition devices. For the standardized
indoor acquisition process, however, we used the
probably most prominent representative, Microsofts
Kinect 360 [13], which relies on the emission of a
dot-pattern within the infrared frequency domain.

Image vs. video capturing The presented benchmark
provides image-based as well as video-based
datasets.
The image-based dataset acquisition of different
objects consists hereby in a number of 200 images
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Figure 3: Visualization of the current download interface: The different datasets are organized in an array with
respect to the different objects and the acquisition device (left). Datasets can be selected for download in three
different ways: Column-based to download all datasets of a certain acquisition device, row-based to download all
datasets of a certain object and individually selected to download a specific device-object-combination (right).

for the main acquisition environment, acquired at
well defined object positions.
Some of the devices were ready to allow for video
as well as image capturing. For those, we provide
image and video based datasets.
Information, referring to the images or videos, such
as resolution, frame rate or compression algorithms
is provided with the individual datasets.

Mounting Regarding the mounting of the acquisition
devices, we intended to satisfy two different de-
mands: To allow for a good reproducibility, most
acquisition devices were rigidly connected with a
solid acquisition stage as shown in Figure 1. To han-
dle acquisition scenarios, as performed by end users,
we furthermore added video and image datasets with
hand held acquisition.

For several acquisition devices, such as light-field cam-
eras, special considerations were respected to provide
an appropriate acquisition scenario. These considera-
tions are then listed within the corresponding logging
files of the datasets.
A complete tabular overview of all devices, which were
considered for the dataset acquisition is provided in Ta-
ble 3. For each dataset, we specify therein a set of ex-
trinsic and intrinsic parameter, which is downloadable
along with the imaging data.

4.4 Reference acquisition
In order to allow for a meaningful evaluation of differ-
ent reconstruction approaches, we provide 3D models
of the objects. To acquire those, we considered a vari-
ety of different approaches:

Artec Spider The reference data, which was acquired
with this hand held 3D scanner was our first ap-
proach to provide 3D models of the objects. The
resulting models were generated from multiple par-
tial scans, which were aligned against each other us-
ing provided software.
Manual operation however results in SLAM-like ac-
quisition approach, while the translation of the de-
vice during the acquisition leads possibly to a less
precise registration of the camera positions (See Fig-
ure 2(b)).

Industry scanner We provided the objects further-
more to a laser scanning supplier, leading to
reconstruction results as shown in Figure 2(c).

Structured light scaning approach Best reconstruc-
tion accuracies however were achieved using a
structured light approach [1] as shown in Figure
2(d).

Figure 2 provides an overview over the provided refer-
ence datasets. Visual inspection demonstrates the vary-
ing level of reconstructed details for the different ap-
proaches.
Complying with the previously stated concept to pro-
vide an Continuously Expandable Benchmark, we do
not consider these reconstructions as ground truth (im-
plying to provide perfect data, but aim to provide ref-
erence reconstructions (as good as possible), leaving
room to possible future improvements of reconstruction
algorithms.

5 RESULTS AND DISCUSSION
We make the benchmark, as a result of the previously
detailed acquisition work publicly available to the
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computer vision community. Acquired datasets as
well as the introduced reference data is provided for
download as shown in Figure 3.
We furthermore aim to occasionally provide new
datasets to the benchmark within the future.
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Table 2: Table of the acquired objects
N

am
e

Picture Plate,
Height Material Geometry Reflectivity Further characteristics

B
ud

dh
a

10x10cm,
≈ 8cm

Coated plas-
ter

Minor
occlusions

Highly
reflective

Due to the high reflectiv-
ity, the capturing environ-
ment tends to impact the re-
construction

C
hi

ck
en

10x10cm,
≈ 18cm

Plastics Moderate
complexity

Diffuse Feather-like surface con-
tains chamfers < 1mm
width, self-occlusions under
the had brim

C
up

10x10cm,
≈ 9cm

Glazed
ceramic

Smooth and
even

Specular
surface in
untextured
regions

Untextured, specular con-
cave interior of the cup, mi-
nor self-occlusions due to
cups handle

D
ra

go
n

15x15cm,
≈ 20cm

Coated plas-
ter

Complex
microscopic
structures of
the surface.

Diffuse Surface contains chamfers
< 1mm width, contains par-
tial self-occlusions

E
le

ph
an

t 15x15cm,
≈ 13cm

Coated plas-
ter

Moderate
complexity

Highly
reflective

Surface contains chamfers
< 1mm

E
lk

10x10cm,
≈ 15cm

Wood Moderate
complexity

Diffuse Antlers introduce self-
occlusions

M
bd

hc
t

30x30cm,
≈ 10cm

(Painted)
wood,
plastics,
ceramics,
metal

Usage of
multiple
objects
causes self-
occlusions

Different
types,
mostly
diffuse

Nomenclature: Mole, Box,
Duck, Home (sweet Home),
Clock, Teapot

M
et

al
-o

bj
ec

ts 15x15cm,
≈ 16cm

Metal (also
plastic and
Styrofoam R©)

The usage
of multiple
objects
causes self-
occlusions

Mainly
metallic
surface
implying
reflectivity

The implied screw thread
represents a highly repetitive
pattern.

O
w

l

15x15cm,
≈ 25cm

Thin metal
sheets,
implies
minor self-
occlusions

Painted
metal sheets,
transparent
glass eyes

Diffuse.
Exception:
eyes

Upper body is flexibly
mounted onto the lower
body, allowing for nonrigid
dataset acquisition

Sa
nt

a

10x10cm,
≈ 15cm

Painted clay Smooth sur-
face without
occlusions.

Diffuse Feature based reconstruction
approaches might work best
for high resolution images,
which resolve minor texture
variations of the object

Sc
w

30x30cm,
≈ 19cm

Usage of
multiple
objects
causes self-
occlusions

Contains
partially
transparent
surfaces

Metallic,
transparent
and semi-
transparent
surfaces

Contains repetitive, struc-
tures (Threads). Nomen-
clature: Shampoo, (CPU)-
cooler, Wifi-card.
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Table 3: Table of considered acquisition devices (open to future extensions).

Device Picture Full name Specification Characteristics
Bloggie Sony Bloggie

3D
Full HD Stereo cam-
era

Provides full-hd stereo images
(1920x1080, mpo, jpg) and hd video
(mp4, 1920x1080px @30fps)

Eos5 Canon EOS5
Mark II

Professional DSLR
camera

Provides raw (cr2) and jpg images (resolu-
tion 5616x3744pixel)

Eos500 Canon
EOS500

DSLR camera Provides raw (cr2) and jpg images (reso-
lution 4752x3168pixel) and full-hd video
(mov)

HTC HTC Desire
HD

Smartphone Provides hd video (3gp, 1280x720px
@30fps)

Kinect Microsoft
Kinect Xbox
360

RGBD camera Provides frames of 640x480px @30fps
(when capturing video)

Raytrix Raytrix R5 Light field camera 4.2 Megarays, 2048x2048pixel @25fps
(GigE)

Techsolo Techsolo
TCA-4810
Webcam

Webcam 640x480 @15fps (avi)
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Explorative Analysis of 2D Color Maps

M. Steiger*, J. Bernard*, S. Thum*, S. Mittelstädt†, M. Hutter*, D. Keim†, J. Kohlhammer*
Fraunhofer IGD, Darmstadt*, University of Konstanz†, Germany

ABSTRACT
Color is one of the most important visual variables in information visualization. In many cases, two-dimensional
information can be color-coded based on a 2D color map. A variety of color maps as well as a number of quality
criteria for the use of color have been presented. The choice of the best color map depends on the analytical task
users intend to perform and the design space in choosing an appropriate 2D color map is large. In this paper,
we present the ColorMap-Explorer, a visual-interactive system that helps users in selecting the most appropriate
2D color map for their particular use case. ColorMap-Explorer also provides a library of many color map im-
plementations that have been proposed in the scientific literature. To analyze their usefulness for different tasks,
ColorMap-Explorer provides use case scenarios to allow users to obtain qualitative feedback. In addition, quan-
titative metrics are provided on a global (i.e. per color map) and local (i.e. per point) scale. ColorMap-Explorer
enables users to explore the strengths and weaknesses of existing as well as user-provided color maps to find the
best fit for their task. Any color map can be exported to be reused in other visualization tools.
The code is published as open source software, so that the visualization community can use both the color map
library and the ColorMap-Explorer tool. This also allows users to contribute new implementations.

Keywords
explorative analysis, color maps

1 INTRODUCTION
Color is one of the most important visual variables
in information visualization. Depending on the prop-
erties of the underlying data, different types of color
maps can be applied to encode data attributes visually
in the most accurate way. Qualitative color maps al-
low for the distinction between different categories of
elements. Quantitative color maps allow for an identi-
fication of similar (and dissimilar) data elements with
respect to a quantitative value domain. For quantita-
tive color maps, the most relevant representatives are
either sequential (unipolar) or diverging (bipolar). In
those cases where a single data variable (attribute) is
encoded, a one-dimensional color ramp can be used.

For high-dimensional data, 2D color maps are used
to preserve similarity of the items in a visual vari-
able. Data items with more than two attributes are first
mapped into the two-dimensional space according to
some transformation or projection method. The result
of these upstream techniques is a mapping in 2D that
can directly be used as position information in a 2D
color map.

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

As a result, the viewer can estimate the relative
similarity of high-dimensional data by comparing
colors. As such, 2D color maps are appropriate for
high-dimensional data; we do not recommend the
direct use of two data attributes as coordinates in the
map (cf. Wainer et al. [WF80]).

A variety of different static 2D color maps has been pre-
sented in the past. The survey of Bernard et al. gives an
overview [BSM∗15]. The authors review quality crite-
ria and design guidelines for color maps and depict the
huge design space for the design and the use of static
2D color maps.

In order to faithfully reflect the relative pair-wise dis-
tances of the original data as closely as possible, such
a 2D color map should preserve the notion of perceived
similarity in terms of color. The perceived distance be-
tween colors should be linearly related to the geometric
distance in both the high- and the 2-dimensional space.
Another quality criterion for a color map is to exploit
the given color space, aiming for a maximum number
of distinguishable colors. In many cases the choice of
color maps is also made with respect to colorblindness
sensitivity. For example, about 8-10 percent of the male
population in Europe suffer from a color vision defi-
ciency [Alb10]. Additional requirements to color maps
may be based on user-centered constraints like corpo-
rate designs. In some cases, 2D color maps may also
require a certain contrast against the background color
so that the visual elements can be clearly identified as
such. Some other visualizations may require that text
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and other overlays are legible on a canvas that is drawn
based on the color map.

A taxonomy of different color map design criteria is
presented by Tominski et al. [TFS08]. According to the
authors, meaningful color encodings strongly depend
on the data, the task, the target user group, and the dis-
play device. A fourth dimension in the problem space
is the large number of static 2D color maps presented
in literature. Naturally, there is no color map that is
perfect with respect to all requirements. To give an ex-
ample, a color map can hardly be colorblind-safe and
maximize color exploitation at the same time. Visual-
ization designers need to balance a trade-off between
different complementary design criteria. A premature
color map decision may lead to false assumptions with
respect to the underlying data properties. Consequently,
choosing a 2D color map for a visualization should be
done carefully.

To the best of our knowledge, a decision support sys-
tem that supports the user in making such a choice has
not yet been presented. We identify the following chal-
lenges:

• R1:Visual overview of existing color maps

• R2:Comparison of color maps with respect to global
quantitative quality measures

• R3:Assessment of local properties of a color map

• R4:Visual analysis of the shape of a color map with
respect to different color spaces.

• R5:Assessment of the maximum amount of dis-
cernible information that can be encoded

• R6:Showing the homogeneity of perceived similarity

• R7:Assessment of the interplay of color map with
other visual variables

We present the ColorMap-Explorer, a visual-interactive
decision support system for 2D color maps. The system
assists visualization designers to find the best-fitting
color map in this complex search space. At the mo-
ment, it contains 22 color map implementations that
were discussed in the scientific literature. Visual access
to these 2D color maps is provided in an overview visu-
alization. For every color map, quantitative metrics are
provided on a global (i.e. per color map) and local (i.e.
per point) scale. For the comparison of multiple color
maps, we provide a view utilizing the global measures.
A detailed analysis of local properties is provided by
several views, each shedding light from a different per-
spective. In particular, we allow for the detailed anal-
ysis of a) different color channels b) local perceptual
linearity, and c) the shape of the area in different color
spaces for every color map. In order to get a first im-
pression of how the color map behaves in a targeted

downstream visualization, several views stress the color
map against other visual variables in different example
scenarios. Finally, the selected color map can be ex-
ported for re-use in downstream visualization tools.

Figure 1: The main window of the ColorMap-Explorer:
the config and info panel is placed on left side, the col-
lection of views is stored in individual tabs at the right.
The Overview tab enumerates all available color maps.

The workflow of the ColorMap-Explorer is as follows:
starting with an overview of all color map implementa-
tions, the user can select up to three color maps which
then are put in juxtaposition. This allows for direct
comparison to narrow down the number of candidates
with respect to the analytical task. Individual color
maps are then investigated in more detail before the
best fit is identified. When the decision on the best
matching color map has been made, the user can save
the color map as an image to disk. The user can
always move backwards and forwards in this workflow
pipeline as desired.

The paper is organized as follows: In Section 2, we
discuss related software tools that support the user in
finding colors for visualization tasks. Section 3 gives
a definition of perceived color differences, before the
ColorMap-Explorer is illustrated in detail in Section 4.
We show some discoveries along an example applica-
tion in Section 5. Conclusion and outlook are at the end
of the paper in Section 6.

2 RELATED WORK
Appropriate color maps for specific tasks and specific
data properties is a well discussed topic in the litera-
ture. General guidelines on selecting color maps can
be found in [RO86,War88,RTB96,Rhe00]. In addition,
linear color ranges (1D) for segmentation and categori-
cal data have been discussed previously [Hea96,HB03].
For two-dimensional color maps there are few guide-
lines available. The study of Wainer et al. [WF80]
showed that encoding of two dimensional data with two
dimensional color maps is not intelligible. In contrast
to this statement, Ware and Beatty [WB88] found that
each additional color dimension (red, green, blue chan-
nel) is as effective as an additional spatial dimension
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in the encoding of multivariate (more than two dimen-
sional) data. As described in [MBS∗14], there is a dif-
ference between encoding single data dimensions with
color and encoding (multidimensional) data relations.
The first case requires a precise mapping of one data
dimension to one color dimension or a one dimensional
color map. The second case involves multiple dimen-
sions for each visual object whose characteristics and
relations to other objects should be revealed by color.

In [MBS∗14] the authors present data-driven quality
measures that are used to perceptually optimize color
mapping for high-dimensional data. These measures
are very effective if and only if the data set and its dis-
tribution as well as subsets (e.g., classes or clusters
within the data) are known apriori and should be pre-
served in the color mapping. In this paper, we focus on
a data-independent approach, which focuses rather on
the analysis tasks and not on data properties.

In multivariate data analysis applications, two
dimensional color maps have been successfully
applied [RO86, Him98, SA99, SvLB10, BvLBS11,
SBM∗14, BSW∗14] (see Figure 2 for an overview of
re-implemented color maps). From this background,
many two dimensional color maps have been proposed
in the literature, each with different strengths and
weaknesses. A recent survey has been conducted
by Bernard et al. [BSM∗15], enriched with a quality
assessment for different tasks. Our work uses their
quality metrics and provides them in an interactive
manner to the user. In many aspects, our tools is
similar to PRAVDAColor, an IBM software module
that aims at supporting the user in selecting the right
color map [BRT95]. Its main feature, however, is a
set of perception-based rules that makes suggestions
depending on task and data type.

3 PERCEIVED COLOR DISTANCE
For the rest of this paper, we will refer to a measure that
indicates how similar two colors are. A reliable mea-
sure has to take the human visual system into account.
In this section, we give a definition of the metric used
to measure perceived color differences, also known as
∆E. Such a difference is close to zero if two colors are
perceived as equal and close to 1.0 when the difference
between two colors is “just noticeable” (visible by half
the observers).

This definition of ∆E is based on the standardized Color
Appearance Model (CAM) CIECAM02 [MFH∗02].
Luo et al. have defined a ∆E for CIECAM02, based
on the idea that a CAM should be a natural candidate
to define a ∆E because similarity of colors should be
rooted in their appearance attribute correlates [LCL06].
The authors compare appearance attribute differ-
ences to well-known color difference data sets and

obtained a color difference formula and different
parameterizations for the formula (see below).

They report that the predictive performance of the over-
arching CAM02-UCS parametrization is comparable to
the specific parameterizations for small and large dis-
tances. This property is of particular importance for the
evaluation of color maps, because it enables a quantifi-
cation of the data-perception mismatch even when color
differences are large. Previous color difference formu-
las were only designed and validated for small color
differences.

A short definition of the ∆E is given in Equation 1;
we refer to the original work of Luo et al for an ex-
haustive one [LCL06]. We start with CIECAM02 color
appearance attribute correlates J (Lightness), M (Col-
orfulness), and h (Hue) and constants KL, c1, and c2.
The constants serve the purpose of fitting to small color
distance (SCD) and/or large color distance (LCD) data,
resulting in CAM02-SCD, CAM02-LCD respectively
and CAM02-UCS (i.e. uniform) when fitted in combi-
nation.

J′ =
(1+100c1)J

1+ c1J
M′ = (1/c2)ln(1+ c2M)

a′ = M′cos(h)

b′ = M′sin(h)

∆E = ∆EUCS =
√
(∆J′/KL)2 +∆a′2 +∆b′2

(1)

Discounting for the constants, ∆EUCS is an euclidean
distance defined in a suitable derivate of CIECAM02.
Effectively, J is being expanded by about 20%, with
the coefficient c1 actually being constant across the
SCD, LCD, and UCS variants. On the other hand,
the colorfulness M′, is being compressed significantly,
with noticeable differences between CAM02-LCD and
SCD variants. According to Luo, this hints at unex-
plained psycho-visual differences in the chroma com-
ponent when judging small and large color differences.
However, most color maps do not rely on chromatic
content alone to differentiate colors. The hue h remains
unchanged.

In summary, ∆E is an approximation of perceived
global and local color differences. Despite minor un-
certainty regarding the role of the chroma component,
is seems a very good assessment tool for quantifying
the relation between value distance and perceived color
distance inherent to color scales.

Being based on CIECAM02, ∆EUCS could even account
for differences in lighting conditions and surroundings,
but this has not been studied. The measure is thus
based on standard lighting conditions, the sRGB “typi-
cal lighting conditions” representative for office use.
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Figure 2: The initial overview lists all available color map implementations.

4 APPROACH

In this section, we present the different views of the
ColorMap-Explorer along a typical workflow. The dif-
ferent views support the decision making process by
showing individual features of the color maps. See Fig-
ure 1 for an overview screenshot of the software tool.

In total, 22 color maps mentioned in the information vi-
sualization literature have been re-implemented based
on either functional description or digital images in
publications. Software developers can extend the pub-
licly available system by adding new implementations.
In addition, an image-based file import enables non-
experts to import custom color maps into the system.
Thus, designers can easily extend the set of color maps
and compare new designs with existing ones.

4.1 Overview Panel

Figure 2 shows all available color map implementations
that currently exist in the ColorMap-Explorer. The
Overview Panel lists all implementations as iconic im-
ages, annotated with name tags. The decision making
workflow typically starts with this visualization, as this
enables the analyst to gain an overview (R1). In this jux-
taposition, the visualization designer can narrow down
the set of candidates to the most relevant ones.

Criteria for this filtering step may be based on user pref-
erence such as the existence or lack of specific colors.
The display device is yet another restricting aspect. For
example, foreground and background colors influence
the applicability for the visualization design. In addi-
tion, the analytical task may be a limiting aspect for the
set of relevant color maps. A guideline for the fitness of
specific color maps with respect to specific analytical
tasks has been discussed by Bernard et al. [BSM∗15].
Other criteria could be based on color theory or percep-
tual aspects such as brightness levels.

Individual color maps can be selected to get additional
meta information such as scientific publications that de-
fine or reference the color map. In these publications,
the user can find additional information on the construc-
tion, usage scenarios, etc. (see Figure 1, left). This in-
formation can be used to further narrow down the col-
lection of candidates.

4.2 Comparative View
The Comparative View (see Figure 3) allows for the di-
rect comparison of the most relevant candidates (R2).
Six complementing quality measures indicate the fit-
ness for a given analysis task (cf. [BSM∗15]). These
quality measures assess the global quality of the color
map with a single value; we therefore refer to them as
global measures. For every quality measure, score, and
ranking information is provided to facilitate the com-
parison with all other color maps of the system. A box-
plot chart displays the mean score (red line mark) and
the range of 25% and 75% quantile (pink background).
The 10% and 90% quantiles are indicated by a thin
line (the whiskers). The color maps and their quality
measures are put in juxtaposition. By that means, the
visualization designer is enabled to directly compare
global quality aspects of different color maps.

Figure 3: The Comparative View shows two selected
color maps and their relative scores in different cate-
gories. This enables the user to compare scores.

As a result, the visualization designer can further re-
duce the number of candidates. An individual color
maps can be analyzed further in the Decomposed View.

4.3 Decomposed View
The Decomposed View allows for the detailed analy-
sis of single color maps. Two complementing aspects
are considered. First, the color map is split into a
set of color attributes from different color spaces (R4).
Second, local features of every attribute can be ana-
lyzed (R3).
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Viewing multiple color attributes

In order to get an in-depth understanding of the proper-
ties of the color map, the map can be viewed from eight
alternative perspectives. Each of them shows the same
color map, but is filtered by a different color attribute.

We provide views for the red, green, and blue color
components (center row in Figure 4), hue, saturation,
and brightness (bottom row) as well as luma and atten-
tion steering (top row). Hue is special in that it highly
depends on saturation. Without saturation, the value
of hue is meaningless. Therefore, the tiles in the hue
view are scaled according to its saturation. The original
color map is shown in the top left panel. The first six
values are directly extracted from the RGB and HSB
color models.

Studies of Camgöz [CYG04] show that humans are pre-
dominantly attracted by bright and saturated colors. At-
tention steering effects may be harmful in several visual
analysis tasks, because the analyst may be misled by
striking features in the visualization that suppress less
visual prominent features or patterns. Therefore, we ap-
proximate the potential of colors to attract the analyst’s
eye with

√
J2 +M2 where J is the relative lightness and

M the colorfulness. This definition accords to the find-
ings of Camgöz et al. [CYG04]. However, it is an ap-
proximation of the attention steering effects and is yet
to be evaluated. Therefore, we show both components
J and M as decomposed views.

As a result, the homogeneity of a color map can be
assessed. It also reveals how the color map is con-
structed. For example, the color map shown in Figure 4
is constructed by three diagonal color ramps in the RGB
channels.

Revealing local characteristics

The spatial distribution of color in the different filtered
views yields a variety of local features that can be val-
idated. We support the user in identifying variations
across the map with glyph-based annotations. As can
been seen in Figure 4, the display of the individual
views is discretized. This allows us to enrich the view
with local glyphs, similar to vector field arrow grids that
are well-known in the SciVis community.

We chose regular hexagons as spatial discretization, be-
cause this reveals equal spatial distances between tiles
and all neighbors (in contrast to rectangular tiles). The
number of tiles is automatically adjusted according to
the viewport dimensions. Thus, the user can adjust the
discretization level.

By default, each tile is annotated with a black arrow
that indicates the perceived color distance with respect
to its neighboring tiles. The length of the arrow repre-
sents the strength of the change, it points towards the

Figure 4: The color map (top left) is split into differ-
ent components such as the color channels. The arrows
point in the direction of the strongest perceived color
change.

strongest perceived change (R6). Changes are normal-
ized across all color maps to allow for a fair compari-
son. The following pseudo-code illustrates the compu-
tation:

Algorithm 1 Compute difference arrows

Vector force← [0, 0]
Color color← tileColor(x, y)
for all Direction dir : directions(x, y) do

Tile n← tileModel.getNeighborFor(x, y, dir)
Color ncolor← tileColor(n.x, n.y)
force += distance(color, ncolor) * dir

end for
return force

We compute it by averaging the color distances between
the center of the tile and all neighbors in ∆E as defined
in Equation 1. We avoid false assumptions caused by
extrapolation by computing forces at border tiles only
with a subset of tiles. As a consequence, arrows in bor-
der tiles always point along the border, never inside.

Interactive analysis of quantitative information

More detailed information on the ∆E distances of an in-
dividual tile is shown when hovering it with the mouse
cursor (see Figure 5 – right). The arrow glyphs for the
tile at the cursor and adjacent tiles are removed and a
detailed glyph is shown instead. As a result relative
color distances of a tile to the closest neighbors can be
analyzed in detail. The glyph consists of six arrows,
each pointing to the center of one of the neighboring
tiles (i.e. they all have equal length). The stroke thick-
ness indicates the perceived color change. Detailed
quantitative information for the point in the color map
at the cursor position is listed in tabular form in a sepa-
rate info panel. This pane is partly depicted in Figure 5.
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Figure 5: The detail arrow glyph shows individual dif-
ferences to neighbor tiles. Quantitative information for
that tile is given in the Info Panel at the left of the win-
dow.

The first two entries, X and Y, indicate the relative posi-
tion of the mouse cursor on the color map in normalized
coordinates. The next values represent the red, green,
and blue component in the standard RGB color model
that is used in many applications. The next three vari-
ables describe the color in the HSB color model, i.e.
hue, saturation, and brightness. Hue is defined on a cir-
cular (connected) range from 0°-360°. Saturation and
value are percentages.

CAM Lightness J is the brightness of a sample relative
to the reference white. CAM Hue is the hue as defined
in CIECAM02, which is not fundamentally different
from other hue definitions, but is well-aligned to hu-
man perception because hue linearity is one of its de-
sign goals. That is, a human observer is likely to per-
ceive the same hue when given another sample with the
same CAM hue but different brightness and/or chro-
matic content. Hue quadrature is a hue measure derived
from hue where the values 0, 100, 200, and 300 corre-
spond to the psychologically meaningful hues of red,
yellow, green, and blue, respectively. CAM Chroma
is the colorfulness of a stimulus as compared to the
reference white, with 0 representing neutral colors. It
is designed to be independent of lighting conditions.
CAM saturation is the colorfulness of a stimulus as a
proportion of its brightness. It is designed to be in-
dependent of the perceived brightness differences ob-
servable for different hues. The CIECAM02 Brightness
(Q) and colorfulness (M) have not been included due to
their strong dependency to the assumed viewing condi-
tions. The viewing conditions are chosen based on the
sRGB “typical” conditions and the guidance given in
the CIECAM02 technical report (CIE 159:2004).

4.4 3D View
In the 3D View, the visualization designer can assess
how the shape of a single color map behaves in differ-
ent color spaces (R4). We take advantage of the fact
that the RGB, CAM02-UCS (based on CIECAM02 as
detailed above), HSB, and CIELAB color space can be
spanned by three parameters. We provide 3D visualiza-
tions of the shape of a color map for every color space.
These four visualizations are shown side by side in the
3D View. The shape of the color maps allows for an in-

depth analysis of their properties. For example, a plane
in the CieLab or CieCAM02 space indicates high per-
ceptual linearity (R6).

To transform the color map into the different 3D color
spaces, we first sample the color map at regular grid co-
ordinates. The color at the sampling points is then con-
verted into the different color spaces. The Lab conver-
sion is achieved by assuming sRGB primaries and an E
reference white source as appropriate for self-luminous
displays. The exact conversion routines can be found in
the corresponding literature, which is comprised of CIE
Publications (Lab: ISO 11664-4:2008(E) / CIE S 014-
4/E:2007; CIECAM02: Technical Report 159:2004),
the HSB proposal [Smi78], and the Luo et al. CAM02-
UCS proposal [LCL06]. All of them have three compo-
nents, and most of them can be used directly as spatial
coordinates in a 3D surface plot. In order to represent
the hue and saturation values of the HSB color space
as spatial coordinates in 3D, we apply a transformation
into polar coordinates where hue denotes the angle and
saturation the radius. Consequently, the color space is
a cylinder, not a cube as in the other cases.

Figure 6: The 3D View of the map by Simula and Al-
honiemi [SA99]: The color map is plotted in four dif-
ferent 3D spaces: the RGB and CIECAM02 cubes are
at the top. The HSB space is actually a cylinder as the
hue components defines a circle, the saturation its ra-
dius.

One of the benefits of the 3D View is that visualization
designers are supported in the identification of the color
space that was used for the design of the color map. As
an example, many color maps are constructed as planar
cuts through the RGB cube. An illustrative example
based on the HSB color space is the map of Alhoniemi
and Simula as shown in Figure 6. It covers the entire
hue and brightness ranges at a constant saturation. This
is why it appears as a cylinder in the HSB visualization.
The individual 3D visualizations allow for interactive
manipulation of the virtual camera. The designer can
rotate the plot and adjust the axis scaling.
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4.5 Color Sampling View
One of the most important quality aspects of a 2D color
map is to faithfully represent spatial distances on the
map with perceived color distances. This criterion is of-
ten called the perceptual linearity (R5). Another impor-
tant aspect is the number of distinguishable colors (R6).
The more colors a color map provides the more dif-
ferent information units can be encoded visually. We
measure and illustrate the quality of both aspects in the
Color Sampling View (see Figure 7).

Our approach first estimates the number of distinguish-
able colors based on the ∆E distance measure as de-
scribed in Section 3. We solve an optimization problem
trying to maximize the number of coordinates on the
color map that fulfill the condition of a ∆E larger than a
given threshold value t. The threshold is a user param-
eter and adjusts the minimum color distance in ∆E. A
distance of t = 1.0 means that half of the observers are
able to identify two colors as distinct. These points are
depicted as white dots in Figure 7.

We compute the set of points using a circular sampling
strategy: First, the center of the map is added to the
result set. The algorithm then iterates on concentric cir-
cles around the center. Each of these circles is sampled
in regular intervals. The number of sampling points
on the circle increases with the radius of the circle in-
creases to guarantee an equal sampling density. Once
the set of points is defined, pair-wise distances are com-
puted. For each sample point, the color distance to
all points in result set is computed in ∆E. A point is
added to the result set if the distance is always smaller
than t. We note that is algorithm produces merely an
approximation, but a valid lower bound for the number
of points. Assuming that the approximation quality is
similar for different maps, it also allows to compare the
number of colors.

Figure 7: The Color Sampling View for the color maps
of Bremm (left) and TeulingFig3 (right): white dots
indicate centroids of distinguishable colors, black sur-
rounding polygons are isolines similar to McAdam el-
lipses revealing information about local perceptual fea-
tures.

In a second step, our approach estimates the perceptual
linearity of the color map based on the regions with
similar colors. Based on the set of points that define

distinguishable colors, the areas with a distance of max.
1/2 t to the central point are approximated. Starting at
the center, the algorithm samples along a set of straight
line segments at different angles. For every line seg-
ment, we estimate the point where the threshold 1/2 t
is crossed. These crossing points are connected to a
iso-line polygon. The resulting polygon is similar to
the MacAdam ellipse [Mac42]. Major differences are
that MacAdam ellipses are defined in the xy-plane and
are real ellipses based on the minimum and maximum
ratio between geometric distance and perceived color
distance (as measured by a human test person).

The Color Sampling View depicts the coordinates of the
result set as white dots and the surrounding iso-lines as
black polygons. The number of white dots indicates the
number of distinguishable colors. The shape of an iso-
line allows for an in-depth analysis of local perceptual
features. Circular areas indicate a high local perceptual
linearity, because the change of color is identical for all
directions. On the contrary, distorted shapes indicate
a varying local perceptual linearity. An example can
be seen at the upper right of Figure 7 – left. While
most shapes are rather circular, the upper right corner
exhibits elliptical distortion. Individual divergences in
shape can be identified easily by the user in this view.

The view also enables the visualization designer to
compare different shapes. Variations in size indicate
variances in the distribution of distinguishable colors.
Thus, it can be seen that the perceptual linearity varies
across the color map. In Figure 7, the color maps have
176 and 295 colors with a pair-wise distance of 5 ∆E.
Interestingly, their distribution on the map is very dif-
ferent. In contrast, the map of Simula and Alhoniemi
exhibits more than 600 colors.

4.6 Example Views
The usefulness of a color map for a visualization de-
pends not only on intrinsic quality measures, but also on
the usage context. Other visual environment parameters
should be considered. With the example views, we sup-
port the visualization designer with test environments
stressing color maps with other visual variables (R7).

Point Set Example
The first scenario illustrates the combination of the vi-
sual variables color (of the color map) and the posi-
tion attribute. To that means, 100 equally-sized points
with random colors are aligned at random positions in a
point-based scatterplot. The test environment is shown
in Figure 8. The visualization designer is enabled to as-
sess the applicability of a color map for spatial object
distributions. For the sake of comparability of different
tests the randomization is deterministic.

Additional visual aspects of possible interest are the
transparency of the colored points and the interplay of
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Figure 8: The Points Example View. A set of 100 points
is plotted on different backgrounds with different levels
of transparency. Overlapping circles are blended.

the color map with the background color. To this end,
we utilize the small-multiples pattern and duplicate the
test setup by means of a 4× 3 juxtaposition. The 12
test setups differ in the color transparency level (25%,
50%, 75%, and 100% alpha channel) and the chosen
background colors (white, gray, and black). This grid is
depicted in Figure 8.

As a result, the user can immediately see whether the
chosen color map has a significant distance to the back-
ground and to which extent transparency can be used.

Text Overlay View
An important requirement of many visualizations is that
text must be legible. Therefore, the readability of fine
visual structures (such as printed text) on colored back-
ground is illustrated in the Text Overlay View, as shown
in Figure 9. Visualization designers are enabled to as-
sess the readability of the provided text snippets in a
qualitative way.

We use black, gray, and white as contrasting text colors.
The text is printed at different sizes on a background
that is generated from the color map. The two dynamic
parameters (i.e. text color and font size) are varied in a
small-multiples setup. The background of the test envi-
ronments reflects the colors of the chosen color map.

Based on our experiments, the way the background is
defined has a strong impact on the readability of the
text. In particular, edges with sharp color contrast seem
to distract the user’s attention. To mitigate such effects,
we use smooth (i.e. bilinear) interpolation of again
pseudo-randomly selected color samples from the color
map. This color is assigned to rectangles which are ar-
ranged in a two-dimensional grid in order to avoid irreg-
ular color changes. This view supports the user in com-
paring different environment variables in a text-based
scenario.

5 USE CASE EXAMPLES
In this section, we demonstrate the usefulness of the
ColorMap-Explorer. We show some of the findings that
were made along an example analysis workflow.

Figure 9: The Text Overlay View. Text is printed at
different sizes in different colors on space-filling back-
ground that is generated from the selected color map.

We conduct a scenario where a given color map
is assumed to be ideal, be it on past experience or
user preference. The visualization designer uses the
ColorMap-Explorer to confirm this hypothesis. In this
scenario, color should be used to encode information
in a calendar-based visualization. Different results
are depicted in Figure 10. The analytical task of the
calendar view is mainly the comparison of individual
(high-dimensional) data elements. Thus, the first
important criterion is a large number of distinguishable
colors to facilitate comparison tasks. The second
criterion is perceptual linearity to adequately represent
similarities of the data with color. Since the calendar
grid is black, this color should be avoided.

Figure 10: The calendar, rendered with different color
maps. From top to bottom: BCP37, TeulingFig3, Sim-
ula and Alhoniemi, Bremm (regular).

The visualization designer uses the color map library
that comes with the ColorMap-Explorer to experiment
with different color maps. Some of the visualization
drafts are depicted in Figure 10. While some of the vi-
sualizations are more colorful than others, it is unclear
to what extend similarity of items from the original data
set is preserved. She therefore starts the ColorMap-
Explorer to find out which color maps are suited for
this task.
After starting the tool, the overview panel comes up and
the visualization designer can view all 22 color maps
at a glance as shown in Figure 1 (R1). She realizes
large discrepancies in the colorfulness of the different
solutions. Her preference, Bremm et al. is about av-
erage compared to the others. Since candidate maps
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should provide high color variations, the designer ex-
cludes maps such as BCP37 (the upper colormap in
Figure 10) or Robertson and OCallaghan from further
analysis due to their low colorfulness.

Based on the gained overview, the designer picks the
most interesting color maps including the two varia-
tions of the color map of Bremm et al. [BvLBS11]. The
Comparative View in Figure 3 shows them in juxtapo-
sition (R2). Although the number of colors is about
average in the regular map, it is superior in the other
scoring categories. Bremm et al. (regular) has a higher
score than the stretched version in most categories. As
a consequence, the stretched version is excluded from
the candidate set.

In a next step, the visualization designer contin-
ues to the Decomposition Panel with remaining
candidates for detailed inspection. In Figure 4 (Teul-
ing Fig2. [TSS11]), the second row shows that the
red, green, and blue components increase across the
map, but in different directions. The colormap exploits
all three RGB channels yielding a large number of
distinguishable colors. However, the top-left view
shows large arrow vectors along the rising diagonal.
This reveals that the perceived color varies strongly
leading to an inhomogeneous perceptual linearity in
general (R3R6). As a result, the designer rejects this
color map for this task.

Aiming for high color exploitation, she picks a color-
ful map such as Simula and Alhoniemi [SA99] from
the Overview Panel. The 3D view in Figure 6 confirms
that the map covers large areas in the RGB and HSB
color spaces (R4R5R6). However, in the CieLab and
CIECAM spaces the shape divergences strongly from a
plane indicating a lack of perceptual linearity. As a con-
sequence, the visualization designer concludes that the
similarity of data items is not preserved well enough.

Our visualization expert returns to Bremm (regular) and
opens the Color Sampling View. As can be seen in
Figure 7 (left), the largest part of the map comprises
small and well-shaped ellipses. However, in the top
right corner an anomaly can be identified. The black
outlines are unproportionally large and distorted. The
color variation in these regions is very low, leading to
these large areas of similar color. Despite the fact that
the map is mostly homogeneous, local features in the
upper right corner hamper the homogeneity of the per-
ceptual linearity (R3,R6). In contrast, in the Teuling-
Fig3. map [TSS11] (Figure 7 – right) this deficiency is
less prominent. Repeating this comparison with other
colormaps reveals that (and why) TeulingFig3. scores
well with respect to perceptual linearity.

In Figure 8, Guo’s cone-shaped color map [GGMZ05]
is plotted as a randomized Point Set Example. This
color map has a very high color exploitation, which
makes it easy to identify differently colored circles as

such. However, some of the colors are very bright and
hard to differentiate on white background, in particular
at higher transparency levels (R7). It is therefore better
suited on dark backgrounds.
Looking at the example in Figure 9, the ColorMap-
Explorer reveals that black text is fairly easy to read
with the TeulingFig3 color map [TSS11] – independent
of the font size (R7). On the other hand, gray and white
are not ideal. One possible explanation is the similar
brightness of foreground and background. Since bright
text is not used in the calendar, this is not critical.
The visualization designer concludes the decision sup-
port process of the use case. From the four initial drafts
only Teuling Fig3. (the second color map in Figure 10)
remains. BCP37 was rejected due to the limited num-
ber of distinguishable colors. Simula and Alhoniemi
has a high color exploitation, but the 3D View revealed
a lack of perceptual linearity. With the Color Sampling
View, Bremm (regular) was ruled out in favor of Teul-
ing Fig3. The map has high perceptual linearity and
provides a fair color exploitation. The visualization de-
signer therefore picks this map for the calendar view.
Having started with a set of preferred color maps, the
ColorMap-Explorer enabled the visualization designer
to reduce the number to a single colormap. While at the
beginning of the process subjective criteria prevailed,
the decision support system enriched the decision mak-
ing with qualitative and quantitative means.

6 DISCUSSION & OUTLOOK
In this paper, we showcased the ColorMap-Explorer, a
tool for the visual exploration of 2D color maps.
It gives an overview over many color maps that have
been proposed in the literature on information visual-
ization, provides different views for an in-detail anal-
ysis of strengths and weaknesses of color maps, and
supports direct comparison, both visual and quantita-
tive (i.e based on explicit quality measures). Each color
map can be exported as a high-resolution image. This
enables the data scientist not only to find the best fit for
a given task, but also to directly re-use the color map in
other visualization software tools.
Current color maps are general purpose and indepen-
dent from the data set. Similar to the optimization ap-
proach, color maps can be tailored to specific data sets
in order to achieve higher overall performance. The
work of Mittelstädt et al. [MBS∗14] already points in
that direction. The integration of such customized color
maps in the explorer could help fostering that research
area.
One direction for future work is the adaption of existing
color maps with respect to certain quality criteria. To
the best of our knowledge, it has not yet been investi-
gated if such auto-generated color maps can be superior
to manually created ones.
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(a) 

 
(b)  

Figure 2. Pedestrian example images. (a) Samples 
of pose variations of front, back, left, and right. (b) 
Templates of front/back and left/right 

 

templates. For feature extraction, we introduce a 
novel combination of HLID [6] and cell-structured 
LBP [7] features. We compare the proposed 
approach to the HLID/linSVM classifier approach 
because the motivation of this study is to gain 
performance improvements over our previous work 
that used an FIR-specified feature [6].  

 

2. PEDESTRIAN CLASSIFICATION 
To improve classification performance, we adopt 
pose-specific classifiers and multiple features to FIR-
based pedestrian classification. For the pose model, 
only two poses of front/back and right/left are 
considered instead of four poses (front, back, right, 
and left), as is the case in visible spectrum image-
based pedestrian classification because of the similar 
contours between the combined poses. Furthermore, 
it makes the classification problem simple and 
reduces the computational power. Fig. 2 shows the 
samples as pose variations and the pose templates 
that are generated by averaging the intensity of 
manually separated positive samples of poses from 
training sets. Regarding features, we chose HLID 
features and cell-structured LBP features. HLID was 
selected because it has been shown to outperform 
HOG in FIR-based classifications [6]. Further, LBP 
was selected because it was expected to compensate 
the problems (sensitivity to noisy background edges) 
of HLID using its uniformity constraints [7].   

For combining information from multiple poses and 
multiple features, we employed a mixture-of-experts 
(MoE) framework introduced in [3]. In the MoE 
approach, the posterior probability that a given 
sample (ݔ) is a pedestrian class (ሺ߱ሻ) is (ܲሺ߱|ݔሻ), 
which is approximated with a sample-dependent 
weight ݓሺݔሻ  and a pose-specific classifier output 
  with pose clusters k as	ሻݔሺܪ

																				ܲሺ߱|ݔሻ ൎݓሺݔሻܪሺݔሻ


														ሺ1ሻ. 

Given the pose-specific MoE model, the pose-
specific expert classifier ܪሺݔሻ	  was modeled in 
terms of our multiple feature set (f) as   

ሻݔሺܪ																										 ൌݒ
ܫ

൫ݔ
൯



																				ሺ2ሻ. 

Here, ܫ
൫ݔ

൯	 denotes a local expert classifier for the 
kth pose cluster with features f from a feature set, and 
ݒ
	 represents a pose and feature dependent weight 

with ∑ ݒ
 ൌ 1 . For expert classifiers ܫ

, we used a 
linear support vector machine (linSVM) to train the 
classifiers from the corresponding pose and feature 
only. Given K (2 of front/back and right/left) pose 
clusters and F (2 of HLID and LBP) features, we 
trained K × F classifiers ܫ

  on the pose-specific 
training set. Weights ݒ

	 were used to model the 
contribution of the individual classifiers. Hence, we 
derived the weights by the discriminative power of 
the individual expert classifiers using a training 
dataset. The sample-dependent weight ݓሺݔሻ  was 
decided using similarity between pose templates 
  asݔ and the sample	ݐ

																								߱ሺݔሻ ൌ
,ݔሺݎݎܿ ሻݐ

∑ ,ݔሺݎݎܿ ሻݐ
																		ሺ3ሻ. 

To measure the similarity, we used simple template 
matching using Pearson’s correlation measures. Both 
templates and samples were normalized before 
matching. For the weight function, the weights of 
sample outputs of pose-specific classifiers were 
determined proportionally by their similarity to the 
pose template with 0  ሻݔሺݓ  1	 and ∑ ሻݔሺݓ ൌ 1 . 
Using the weight function, this method can lower the 
risk of degradations in the classification process that 
are caused by incorrect pose decisions. 

 

3. EXPERIMENTAL RESULTS 
The proposed method was evaluated using 6573 FIR 
images that were taken from moving vehicles in an 
urban area at nighttime. We split the set of images 
into training sets and test sets according to the days 
of images captured: 4668 images for training and 
1905 images for test. The training samples were 
cropped from the training set and then divided into 
two different pose sets of front/back and right/left. 
Test samples were cropped automatically from the 
test set using the sliding window technique based on 
the overlap ratio between the current window and the 
manually labeled pedestrian ground truth (we choose 
the current window as test sample when the overlap 
ratio exceeds over 70%). Table 1 gives an overview 
of the dataset. Samples were resized to 24 × 48 pixels.  
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Pedestrians 

(front/back) 

Pedestrians 

(right/left) 
Non-
pedestrian 

Training 
set 

2209 1879 8555 

Test set 13123 10173 

Table 1. Datasets for evaluation 

 

We computed HLID8,2 features using a cell size of 6 
× 6 pixels, block size of 2 × 2 cells, overlap of 0.5 
blocks, and L2-norm block normalization. To extract 
LBP features, we computed LBP8,2 features using a 
cell size of 8 × 8 pixels and a maximum transition 
number of 2. Expert weights ݒ

	 were estimated by a 
linSVM on the training set (0.52 for HLID and 0.48 
for LBP for both poses). To quantify the performance, 
we plotted the detection error tradeoff (DET) curves 
on a log-log scale on both a per-window and per-
image evaluation. We followed the evaluation 
method used in [8]. 

First, we compared our proposed pose-specific and 
multiple feature-based classification approach to the 
single feature-based classifier, pose-specific classifier, 
and multiple feature-based classifier approaches. We 
selected HLID as the baseline feature to show the 
performance improvements over the FIR-specified 
feature. Multiple feature-based classification was 
conducted by concatenating two features into a single 
feature vector. The results are shown in Fig. 3(a). As 
expected, the proposed approach that combines pose-
specific and multiple feature-based classifiers 
outperformed other approaches. We also found that 
both the pose-specific classifier approach and the 
multiple feature-based classifier approach 
outperformed the single feature-based classifier. The 
results confirm that the pose-specific classifier 
approach performs better because the pose variations 
are relatively smaller than the classifier trained on a 
whole dataset irrespective of pose. Further, the 
combination of multiple complementary features 
boosts the performance. 

Next, we compared the MoE framework to simple 
combination rules to see the performance if the 
fusion method is varied. For simple combination 
rules, the concatenated multiple features were 
classified based only on the selected pose-specific 
classifier of having maximum pose similarity. Fig. 
3(b) shows that the MoE approach outperforms the 
simple combination approach. The differences were 
mainly caused by errors in pose estimation and by the 
use of the same weights for features without 
consideration of the discriminative power of each 
feature.  

Finally, we evaluated our proposed method on a per-
image basis to compare with the single feature-based 
classifier described in [6],  and checked for  

 
(a) 

 
(b) 

Figure 3. Performance comparison results with 
per-window evaluations. (a) Performance based 
on information of classification variations. (b) 
Performance based on fusion method variations. 

 

improvements for pedestrian detection in FIR image 
sequences. Except for the classification method, all 
of the other procedures and evaluation methods are 
the same. Fig. 4 shows that our proposed method 
improves the pedestrian detection performance by 
reducing the miss rate by approximately 4% at 10-1 
false positive per image (FPPI). These results  

 

 
Figure 4. Pedestrian detection performance 
comparison between the proposed classifier and 
the baseline HLID/linSVM classifier.  
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Figure 5. Detection examples of representative 
scenarios of single or multiple pedestrians with 
pose variations (the red boxes indicate the 
detection results).  

 

demonstrate the benefit of our proposed method. In 
order to gain more performance improvements, it 
will be necessary to upgrade pose estimation 
accuracy. This will be investigated in a future work. 
Fig. 5 shows some detection examples in FIR images. 

 

4. CONCLUSION 
We proposed a pose-specific pedestrian classification 
using multiple features in FIR images. Experiments 
showed the proposed approaches outperform single 
feature-based classifier. Reducing pose variation is 
helpful for FIR-based pedestrian classification. 
Further, the newly introduced combination of HLID 
and LBP features proved to be beneficial. We hope 
that our results will help promote further research on 
classifiers in FIR-based pedestrian detection systems. 
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ABSTRACT
Calibration of a projector and a tracking device is an essential step for interaction with projected content using
gestures. We propose a novel technique for calibration of a data projector and a Leap Motion sensor. Using the
proposed approach, users can calibrate the system by touching few points on the screen plane and in the space
above it. No printed patterns, reflective markers, or additional tools are needed. The calibration process involves
two steps. In the first step, we collect finger positions which we then use in the second step to find the calibration
matrix and projector position. We compared the accuracy and precision of the proposed method to the accuracy
and precision of a capacitive touchscreen in a touch based interaction task. During the evaluation we measured the
Euclidean distance between the displayed and touched points. The best average distance for our method was 1.23
mm which is comparable to 0.79 mm for touch screen. The experiments demonstrate that the technique is suitable
for an interaction with user interface elements designed in the usual way.

Keywords
projector, Leap Motion, hand tracking, calibration, dynamic mapping, HCI

1 INTRODUCTION
Human computer interfaces research in the last years
becomes more and more focused on 3D gestural inter-
faces. 3D gestural interaction is natural and powerful
method of communication between humans and com-
puters [10]. The popularity of the gestural interfaces is
supported by increasing number of different body and
hand tracking devices, such as Microsoft Kinect, Asus
Xtion or Leap Motion Controller. These sensors are rel-
atively cheap and therefore available for wide range of
standard computer users. In comparison to traditional
keyboard and mouse interfaces, the gestural interfaces
bring novel interaction techniques, that might be bene-
ficial for many applications but especially for games or
applications on tabletop displays.

The tabletop display interfaces are often equipped with
capacitive touchscreens, which are quite expensive due
to their large size [15, 7]. An alternative to touchscreen
is a combination of a data projector and a motion track-
ing sensor. This approach has several advantages over
the touchscreen solution. The image might be projected

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

on various surfaces with different shapes and reflection
properties. Unlike touchscreens, these surfaces are usu-
ally more scratch and fingerprint resistant and can be
cleaned more easily. We also have additional infor-
mation about the types and poses of fingers. This in-
formation comes from a sensor that detects and tracks
user’s hands and fingers during interaction. The de-
tected poses are transformed into the projector image
space, which allows the projected image modification
to provide a feedback to the user. This approach brings
the necessity of calibration, in order to obtain the spa-
tial transformation between the projector’s image coor-
dinates and the sensor’s space coordinates.
In this paper we propose a calibration technique for a
data projector and the Leap Motion Controller, which
might be applied to the tabletop interfaces. A unique
contribution of our approach is that the technique
doesn’t require printed patterns, reflective markers,
or other additional tools. The effective range of the
Leap Motion extends from approximately 25 to 600
millimetres and its field of view is about 150 degrees.
The sensor utilizes two stereoscopic IR cameras and
three IR light emitting diodes for fast and accurate hand
tracking [11]. The high accuracy (up to 0.01 mm) and
the low latency (less than 10 ms) are the main reasons
why we chose to use Leap Motion sensor instead of
other body tracking sensors that are available.
The further parts of this paper are organized as follows.
The following Related Work briefly reviews the cali-
bration techniques of a data projector with a standard
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camera, an infrared camera and depth sensors. The
Proposed Method section defines a novel technique for
the calibration of a data projector and the Leap Mo-
tion Controller. The section contains also a description
of our experimental environment. The accuracy of the
proposed method was evaluated with two experimental
setups and compared to a capacitive touchscreen accu-
racy. All experiments and results are presented in Eval-
uation section. Finally, Conclusion section summarizes
the paper contribution.

2 RELATED WORK
Projector-based user interfaces often utilize a standard
camera as a simplest way to enable user interaction with
the projected content. In these interfaces, the camera
observes the projected image. The calibration of such
systems is usually done semi-automatically by projec-
tion of structured light pattern over a printed pattern of
a known size. The overall scene is captured by a camera
[4, 3]. Although it is easy to find the calibration points,
it is difficult to track hands or fingers because conven-
tional skin color detection algorithms fail in the recog-
nition of the hand overlapped by the projected image.
Thus, the combination of a data projector and the stan-
dard camera is more suitable for structured-light scan-
ners [17].
The problem with the image overlapping of the hands
and fingers disappear, when the standard camera is re-
placed with an infrared (IR) camera. The visible light
projected by the data projector is invisible for the IR
camera and therefore the calibration point’s measure-
ment process must be different. The projected points
might be marked by IR markers or user has to touch the
points with the finger. Both approaches were presented
in [19, 20], where the calibration was calculated just as
a 2D homography between the camera and the projector
image planes. The spatial relationship between a world
and a projector coordinates was not required in these
setups.
The above described difficulties might be overcome
when the projector-based interface is equipped with
a RGB-D devices such as the Asus Xtion[2] or the
Microsoft Kinect. These devices are based on Prime-
Sense technology[8, 12], which combines an RGB
camera with a depth sensor made using an IR camera
and IR projector. A drawback of these devices is in
their high latency and low depth accuracy, which has
relative error between few millimeters and 40 mm [9].
The PrimeSense technology is used in combination
with a pico-projector in the wearable interface for
multi-touch applications on everyday surface called
the OmniTouch[6]. The calibration of a data projector
and Kinect is utilized in a tabletop multi-touch display
system presented at [18]. This system is able not only
to detect if the screen is being touched, but can also tell
which finger was used to touch the surface.

Unlike the described previous works, our technique
does not require printed patterns, reflective markers, or
other additional tools. Also the hand tracking speed
is far better, since we are using the Leap Motion con-
troller. This controller has hand tracking latency less
than 10 ms. For comparison, the Microsoft Kinect has
latency around 60 ms [14].

3 PROPOSED METHOD
In this section, the proposed calibration method is pre-
sented. The calibration process involves two steps. The
inputs to the first step are coordinates of points that will
be projected onto the screen plane. The goal of the first
step is to collect points in Leap Motion coordinate space
that correspond to the projected points in screen coor-
dinate space. The outputs of the first step are sets of
points. Each set contains a point in screen coordinate
space and several corresponding points in the Leap Mo-
tion coordinate space. These sets are then processed in
the second step which computes the transformation ma-
trix and projector position. The whole process is shown
in Figure 1.

The first step begins with the projection of the calibra-
tion pattern, that contains at least three non-collinear
points, onto the screen plane. The first pattern point
is highlighted and the user positions his hand so that
the tracked finger is touching the currently highlighted
point on the screen surface. The position of the finger is
captured and the same point is highlighted with differ-
ent color. User then raises his hand from the surface and
moves it towards the projector along the projection ray.
During this motion the user keeps the projected point
on his finger. When the hand movement stops, the spa-
tial position of the finger is captured again. The height,
in which the user stops above the screen plane, is not
important and it can be different for each point. At this
point, we can either highlight the same point with dif-
ferent color and continue by collecting more finger po-
sitions along the projection ray or highlight next pattern
point and repeat the collection process.

We use the acceleration of finger motion to identify the
appropriate moment for capturing the finger position.
During the collection process the tracked finger moves
either fast or slowly. The fast motion occurs when the
user moves between two point positions and the slow
motion usually means that the user stops to touch the
highlighted point. To distinguish between the fast and
slow motion, we utilize two thresholds. When the fin-
ger speed drops below the lower threshold we capture
the current finger position. Afterwards we wait for the
speed to raise above the upper threshold before we cap-
ture another point. The thresholds values reflect the
registered speed of motion when the hand is still and
when the hand moves between two points. Therefore,
the lower threshold value depends to a large extent on
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P0, P1, ..., Pi

Point collecting Point sets processing

{P0, P̄00, P̄01, ..., P̄0j},
{P1, P̄10, P̄11, ..., P̄1j},
...,

{Pi, P̄i0, P̄i1, ..., P̄ij}

V̄

projector position

M
transformation matrix

Figure 1: Calibration process involves two steps. The inputs to the first step are at least three non-collinear points
that are projected. In the first step, points in Leap Motion coordinate space, that correspond to the projected points,
are collected. The collected points, together with the projected points, are processed in the second step. The
outputs of the calibration process are the transformation matrix and the projector position.

Figure 2: To capture the calibration points above the
screen plane, the user moves his hand along the projec-
tion ray while keeping the projected point on his finger.

the tracker noise and the natural hand tremor and the
value of the upper threshold depends mainly on the dis-
tance between two pattern points. We use 1.5 mm/s and
75 mm/s as the values for lower and upper threshold
respectively, which we found suitable for our environ-
ment. Alternatively, pressing of a button or timer based
approach can be used for point capturing.

For each pattern point, we collect three finger positions,
one on the screen surface and two above. The col-
lected finger positions in Leap Motion coordinate space
and corresponding point coordinates in projector screen
space are processed in the next step. The situation is de-
picted in Figure 3.

In the second step, the projector position relative to
Leap Motion and the transformation matrix is com-
puted. The relationship between point P̄= [p̄x, p̄y, p̄z,1]
in the Leap Motion coordinate space and the corre-

Figure 3: Input data measurements for proposed cal-
ibration technique. The white spheres represent col-
lected finger positions in the Leap Motion coordinate
space. The corresponding pattern points in the screen
coordinate space are highlighted by blue circles.

sponding point P = [px, py, pz,1] in screen coordinate
space is given by

P = MP̄ (1)

where M is the transformation matrix that can be further
decomposed to

M = SRT (2)

scale, rotation and translation matrices. There are eight
parameters that need to be found in order to construct
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these matrices. These parameters are two scales sx, sy
, three angles of rotation α , β , γ and three elements
of a translation vector t. We find their values by first
computing their initial estimates which we then refine
using Levenberg-Marquardt method [16].

To compute the initial estimates we need three non-
collinear points P0, P1 and P2 in screen coordinates and
their counterparts P̄00, P̄10 and P̄20 in Leap Motion coor-
dinate space captured on the screen plane. From these
points two vectors in each coordinate space can be com-
puted.

u = P1−P0 ū = P̄10− P̄00 (3)
v = P2−P0 v̄ = P̄20− P̄00 (4)

To construct the scale matrix S we need two scales sx
and sy which represent the number of pixels per mm in
x and y direction. Only one estimate

s =
‖u‖
‖ū‖ (5)

can be used for both values because the difference be-
tween these two values is usually very small and will
be compensated for in the following refinement. For
the third scale sz, we use fixed value of 1. By doing this
the z coordinate of the point P will represent the height
above the screen in mm.

For the rotation matrix Rxyz, three angles are needed

α =−arctan2
(

ȳ · z
cosβ

,
z̄ · z

cosβ

)
(6)

β =−arcsin(x̄ · z) (7)

γ =−arctan2
(

x̄ ·y
cosβ

,
x̄ ·x

cosβ

)
(8)

which express the rotation around x, y and z axis re-
spectively. Vectors x = [1,0,0,0], y = [0,1,0,0] and
z = [0,0,1,0] are unit vectors that represent the orienta-
tions and the directions of the screen coordinate system.
Vectors x̄, ȳ and z̄ are unit vectors that represent the
same orientations and directions but in the Leap Mo-
tion coordinate space. Vector z̄ is the normal to the
plane specified by ū and v̄. Vector x̄ can be found by
first finding the angle between u and x and then rotat-
ing the ū vector by the same angle around the z̄ axis.
Vector ȳ can be found analogously.

The initial estimate for vector of translation is given by

t =−
(

P̄00−
p00x

s
x̄− p00y

s
ȳ
)

(9)

To refine the initial estimates, we minimize

E1 =
i

∑
n=0
‖Pn−MP̄n0‖2 (10)

using Levenberg-Marquardt method, as implemented in
MPFIT [13] which contains a translation of MINPACK
[16] algorithms to C. We use all the points P̄i in the Leap
Motion space that were captured on the screen plane
together with their counterparts Pi in the screen space
for this refinement.

To find the projector position, we first need to recon-
struct the projection rays from the collected points. This
can be done by fitting a straight lines through the points
that were captured for the same pattern point in differ-
ent heights above the screen plane. To fit the straight
line l̄ through the points that were captured for the ith
pattern point, we minimize

E2 =
j

∑
n=0

dist(P̄in, l̄)2 (11)

the sum of square distances from these points to the
line.

In an ideal situation, the projector would be positioned
in the intersection of these lines. Because the lines are
almost always skew with no intersections, we rather
find the point of closest approach V̄ for all lines. This
point can be found by minimizing

E3 =
i

∑
n=0

dist(V̄ , l̄n)2 (12)

the sum of square distances from the point to all the
lines.

Several ways exist in which we can use the results of
the calibration. We present three of them that could
be the most common ones. They are touch based in-
teraction, direct pointing interaction, and dynamic fin-
ger/hand projection mapping. The first two are inter-
action styles in which we need to find the point on the
screen with which we are trying to interact. The last
one uses the results of calibration to project an image
on user’s hand or fingers that can contain additional in-
formation.

For touch based interaction, the point of interest is
found by simply multiplying the finger position with
the calibration matrix. The result is a point with x and y
coordinates that represent the position on the screen in
px. The z coordinate represents the height of the finger
above the screen in mm which can be used to find out if
the finger is touching the screen or not. See Figure 4a.

For direct pointing interaction we need to transform not
only the finger position but also the direction in which
the finger is pointing. These two pieces of informa-
tion specify a line that is then intersected with a plane
which is defined by a point A = [0,0,0] and normal
n = [0,0,1]. By intersecting the transformed line with
that plane, we obtain the position on the screen at which
we are pointing. See Figure 4b.
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(a) Touch interaction (b) Direct pointing interaction (c) Dynamic mapping
Figure 4: The results of the calibration can be used in several ways, for example - touch based interaction, direct
pointing interaction, or dynamic hand/finger projection mapping.

To project the image on user’s hand, we need to find the
point on the screen plane that lies on the line connecting
the projector position and user’s hand. This line can be
defined by a point on the line and direction vector. As a
point on the line, we can use the projector position and
the direction vector is given by subtracting the projector
and hand positions. This line is then intersected with
the same plane as above. See Figure 4c.

4 EVALUATION
In this section, the accuracy of the proposed calibration
method is compared to the accuracy of the capacitive
touch display in the touch based interaction task.

The task involved touching the displayed points as close
to their center as possible. The points that had to be
touched were arranged in a regular five by five test-
ing pattern. The testing pattern is shown in Figure 6.
Each point was touched five times for one calibration
attempt. Five calibration attempts for each of the three
calibration cases, were performed. These calibration
cases differed in the number of points (3, 9 and 16)
in their calibration patterns. This process was repeated
twice, once on a small screen and once on a screen with
larger dimensions. The small screen was the screen of
the capacitive touch display and the large screen was
projected screen. The diagonal of the touch display
was 256 mm and the screen resolution was 1368x768
px. The diagonal of the projected screen was 443 mm
with resolution of 800x600 px. On the capacitive touch-
screen, we performed the same task, but since there was
no way to recalibrate the touchscreen we touched each
point five times in five attempts without recalibration.
No measurements for the capacitive touchscreen with
large size were recorded since we were unable to find
the screen with larger diagonal than 256 mm.

In our experiments we used the data projector Acer
K11, laptop Asus Transformer Book T100 with touch-

Figure 5: The experimental environment with the Leap
Motion, the touchscreen (left) and the data projector
(right).

screen and the Leap Motion sensor. The environment
for the experiments on the small screen was composed
of laptop Asus Transformer and the Leap Motion Con-
troller. The laptop’s touchscreen was laid down hori-
zontally on a table, while the Leap Motion was mounted
over the screen looking down to the table. The environ-
ment is shown in Figure5 left. A setup for the experi-
ments on the large screen used the Acer K11 projector
instead of the laptop. The data projector was mounted
approximately 800 mm over the table, in distance of
circa 500 mm from the Leap Motion. By positioning
the projector perpendicularly to the projection screen,
we compensated for the keystoning. Other possible
projector distortions were not compensated. Both de-
vices were looking straight down to the table as shown
in Figure 5 right and Figure 6.

The Leap motion was positioned 280 mm above the
screen surface for both screen sizes. At that height,
the tracking of the hand and fingers was most reliable
in every point of the screens. During the experiments
we noticed an issue with a reflection of the emitted IR
light in the Leap Motion camera images. The reflected
light made a bright spot on the table surface as shown
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Figure 6: Our experimental tabletop setup with the data
projector and the Leap Motion. Five by five pattern that
was used for evaluation of the accuracy of our technique
is being projected.

in Figure 7 left. Inside this spot the tracking was not re-
liable and often failed. Thus, it was necessary to cover
the table desk with a black cotton fabric which absorbs
IR light, but also reflects the visible light that forms the
projected image. See Figure 7 right.

We used the Euclidean distance between the center of
the displayed point and the point that was touched on
the screen as a measure of accuracy. This distance was

(a) Table desk (b) Black cotton
Figure 7: The Leap Motion’s view of the clear wooden
table desk and the same desk covered by black cotton.

measured in px and then converted to mm using scale
computed as

scale =

√
H2 +V 2

D
(13)

where H and V are horizontal and vertical resolutions of
the screen in pixels and D is diagonal size in mm. This
conversion makes the results for the large and small
screens comparable. We evaluated the touch accuracy
for seven configurations, one small touchscreen (TS),
three calibration cases on the small screen (3S, 9S, 16S)
and three calibration cases on the larger screen (3L, 9L,
16L). For each of these configurations, we performed
625 measurements. The collected data are visualized
in Figure 8. From these measurements we calculated
the mean and the standard deviation of distances be-
tween the touched point and the displayed point. We
also calculated the hit percentage of a target with a ra-
dius of 7.75 mm which is recommended by Apple as a
suitable size for interactive elements [1]. All results are
displayed in Table 1.

Config. Mean (mm) Stdev (mm) Hit (%)
T S 0.7897 0.4689 100

3 S 3.5420 2.2226 94.56
L 3.8179 2.2223 96

9 S 1.7528 0.9585 100
L 2.5187 1.2272 100

16 S 1.2338 0.7468 100
L 2.1846 1.1162 100

Table 1: The mean and standard deviation are obtained
from the distances between the displayed and measured
point for each configuration together with hit percent-
ages of the target with 7.75 mm radius. The values are
measured for touchscreen (T) and proposed calibration
method with 3, 9 and 16 calibration points on small (S)
and large (L) screen sizes.

It is not surprising that the accuracy and precision of
the calibration method rises with the number of points
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Figure 8: Boxplots of measured Euclidean distances in mm between the displayed and touched points for each
configuration. The bottom and top of the box are the first (Q1) and the third quartiles (Q3). The band inside the box
is the second quartile (Q2) - the median. The whiskers extend from the lowest distance within Q1− 1.5 ∗ IQR to
the highest distance within Q3 +1.5∗ IQR. The circles are distances outside the whiskers. The dashed horizontal
line represents the recommended target size.

in the used calibration pattern. Also, the accuracy and
precision is better on the smaller screen. This can be
caused by the projector distortions or by lower preci-
sion of hand tracking on the boundaries of the sensory
space [5]. The best mean and standard deviation val-
ues for our method were obtained with 16 calibration
points on the small screen. However, the results are
approximately 60% worse than the touchscreen results,
the mean value is slightly over one millimetre and the
standard deviation is even less than one millimetre. The
chance to hit a target of a recommended size are for all
configurations 100%, except for calibrations that used
3 points in the calibration pattern. For these cases the
hit chance is about 95%.

5 CONCLUSION
We have proposed a novel technique for calibration of
a data projector and a Leap Motion Controller. Using
the proposed approach, users can perform the calibra-
tion only by touching several points on and above the
screen plane. No printed patterns, reflective markers,
or additional tools are needed.

We have evaluated the proposed technique in a scenario
that focuses on the touch based interaction. In this sce-
nario we measured the distance between the center of
the displayed point and the point that was touched on
the screen. We compared the accuracy and precision
of the proposed method with a capacitive touchscreen.
The average accuracy of our method is about 1.2 mm
on the small screens and 2.2 mm on the larger screens

with 16 points calibration pattern. Although our cali-
bration method does not outperform the accuracy and
the precision of the touchscreen, it is comparable to it
and can easily be used for effective touch based inter-
action as long as the target sizes follow the previously
established recommendations for the touch screen inter-
faces. The results of the calibration can be used not only
for touch based interaction but also for direct pointing
and dynamic projection mapping.

Future research will focus on evaluation of the accu-
racy from the user’s point of view. A user study will be
used to evaluate whether the accuracy of our method af-
fects user interaction experience. Another possibility is
to focus on user interaction techniques suitable for the
tabletop displays or to improve the calibration process
by compensating for projector distortions.
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ABSTRACT
Example-based modeling is an active line of research within the computer graphics community. With this work
we propose a re-targeting scheme for polygonal domains containing a layout composed of discrete elements. Re-
targeting such domains is typically achieved employing a deformation to the initial domain. The goal of our
approach is it to compute a novel layout within the deformed domain re-using the discrete elements from the initial
layout. We show that the deformed interior of the initial domain can guide the layout algorithm that places the
discrete elements. We evaluate our algorithm by re-targeting several challenging city blocks and the results confirm
that generated layouts are visually similar to the original ones.

Keywords
example-based synthesis, data-driven re-targeting, layout algorithms.

1 INTRODUCTION
The automatic generation of high quality content is an
important research topic in computer graphics. Espe-
cially with the emergence of a large variety of publicly
available content repositories and community mapping
services, modeling by example has increasingly be-
come an active line of research in recent years. This
simple and efficient modeling metaphor allows gener-
ating novel content either from a single exemplar (e.g.
a small texture patch) or by first analyzing a larger set of
input data (e.g. a model collection) to ‘learn’ structural
information, and use the learned knowledge to guide
automatic content generation algorithms in a second
step.

With the work at hand we contribute a simple but ef-
ficient modeling metaphor for re-synthesizing existing
layouts that contain sets of discrete element arrange-
ments. Examples for this type of layouts are city blocks
(Figure 1a), where building footprints and/or commu-
nity places serve as discrete atomic elements that are
primarily arranged along road segments. Other typical
examples are floor plans composed by various types of
connected discrete rooms (Figure 1b), interior rooms
filled with discrete furniture instances or other types of
objects composed of atomic substructures.

Modeling such content from scratch is a tedious task
and typically much effort is invested to achieve high
quality results. When existing content shall be re-used
it shall be ‘bended’ or re-structured in a way to fit new
demands. However, re-targeting and editing such struc-
tures usually involves continuous deformations to the
initial layout, thus distorting the original arrangements

(a) City block with discrete
building footprints.

(b) Office floor plan with
discrete room instances.

Figure 1: Real world examples of domains with discrete
element arrangements. Both examples are taken from
OpenStreetMap.

and even their discrete elements. Instead of deforming
and repairing distortions, our goal is to re-synthesize
a plausible layout that resembles style of the original
layout locally and even globally using discrete atomic
building blocks. Our key insight for synthesizing such
a new layout that mimics the style of the original one
is to feed the synthesis technique with a guidance map,
that encodes the style present in the initial layout. Such
a guidance map can be retrieved from a modification of
the initial domain, such as the appliance of a continuous
deformation to the initial layout elements. Using this

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.
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guidance has two major advantages: First, it allows our
synthesis technique to resemble the global style of ini-
tial layout and it even allows introducing discrete copies
of the original elements to maximize the layout compli-
ance, i.e. the local style. Second, it guides the algorithm
during the exploration of the layout space and allows
for efficient pruning this typically large search space.

The main contributions of our work are in particular:

• We present a simple but efficient labeling algorithm
for re-targeting polygonal structures incorporating
a content-aware continuous guidance map for re-
synthesizing arrangements groups.

• We show that the usage of such a guidance map
transfers the style of the initial layout to the synthe-
sized one globally and even locally.

• We present an in-depth evaluation on a large set
complex layouts and structures containing a varying
number of discrete element arrangements, namely
urban city blocks.

2 RELATED WORK
City Block Synthesis: An important sub-step in urban
modeling is computing interior layouts for city blocks
or to be more specific generate parcels to provide space
for additional urban sub-structures: buildings or parks.
Usually these parcels are generated procedurally, by ap-
plying various techniques. In Parish and Müller [14],
space for buildings is distributed, employing a subdivi-
sion scheme on the oriented bounding box of the city
block outline. Aliaga et al. [1] compute a voronoi
subdivision from perturbed points sampled along the
principal direction of the city blocks’ oriented bound-
ing box. Vanegas et al. [16] generalize parcel gen-
eration, by introducing an adapted subdivision scheme
on the oriented bounding box of the city block. Their
second approach smartly merges regions resulting from
the medial-axis to subdivide the city block into larger
regions. These are then tessellated along the adjacent
street edges.

In Yang et al. [18] an initial parcel layout is selected
from a set of manually prepared template patterns. To
achieve a tight packing of the city block, the template
pattern is expanded in discrete steps and the final par-
cel layout is computed by a sophisticated warping ap-
proach. In contrast to these procedural approaches, our
goal is to synthesize a new layout that resembles the
style of an existing one. In terms of urban modeling,
we want to compute a city block layout, that resem-
bles the style of a real world city block e.g. taken from
OpenStreetMap.

Model Re-targeting: Re-synthesis of novel 3D models
from small pieces of exiting exemplars was early

studied by Merrel et al. [8]. They use adjacency rules
to guide their model synthesis technique to preserve the
local look/style. They generalized their method, incor-
porating local object self-similarity and non-uniform
grids in [9, 10]. The analysis of self-similarities to
derive construction rules as context-free grammar that
captures the larger object structure was introduced
in [2]. In cases where the global structure of one or
multiple methods is present e.g. provided as scene
graph, conforming grammars can be ‘learned’, being
able to reproduce mixtures of exemplar models as
demonstrated by Talton et al. [15].

Apart from grammar based methods Lin et al. [6] sug-
gest to re-target architectural models with dominating
irregular structures. They manually annotate and con-
struct an axis aligned bounding box hierarchy, used to
automatically extract dominant/longest sequences. The
model is then iteratively modified by repeating or scal-
ing the geometry located inside the bounding boxes
along these sequences. Very recently Wu et al. [17]
presented a promising approach for interactive model
re-targeting. They derive a set of principal re-targeting
directions from descriptors measuring self-similarities.
The model is replicated inside a 3D grid, and a multi-
label graph cut optimization technique is used to com-
pute the re-targeted result. Our approach in contrast
does not rely on computation of self-similarities. It
mainly relies on the existence of a guidance map, that
captures the style present in the original layout in a
higher level.

Orthogonal to our approach are discrete element layout
algorithms that use stochastic optimization techniques,
e.g. Markov Chain Monte Carlo (MCMC). These meth-
ods learn object relations from a set of examples [21],
are feed with well-known design guidelines [11], or use
object relations encoded in factor graphs [20, 19] in or-
der to synthesize novel element layouts. However, this
kind of algorithms rely on carefully designed probabil-
ity distributions and typically are computationally ex-
pensive. Thus, they are usually not suited for interactive
exploration of the solution space.

3 DOMAIN ANALYSIS
Herein we now explain our approach for re-targeting
existing content. First, we briefly explain preliminaries
to understand the basic data types. Second, we give a
definition of the problem we want to solve. A mathe-
matical formulation to tackle the problem is then intro-
duced in Section 4.

3.1 Preliminaries
A large variety of real-world structures can be ab-
stracted as a set of polygons enveloped by a closed
boundary. Typical examples for such real-world
structures are building footprints located inside a city
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Figure 2: Abstraction of a complex scene as 2D do-
main D with a set of discrete elements. The domain
is enveloped by a boundary B split into subregions Si,
each assigned with a set of discrete elements.

block or rooms located in a floor plan (Figure 1). We
define P = {P1, . . . ,Pn} as the set of n polygons,
each representing a 2D outline of discrete elements,
placed within a complex scene. Each of them may
carry a set of application specific annotations. These
elements located in a scene are typically enveloped by
a closed curve denoting the boundary B ∈ R2 of the
scene. The area enclosed by B represents the scene
itself and is a planar domain D ∈ R2. Inside this area,
we expect that the elements are arranged into a set of m
groups G = {G1, . . . ,Gm}, each containing a subset of
the discrete elements (Figure 2). However, the initial
layout does not necessarily have to be a tightly packed
layout, i.e. elements placed directly next to each other,
there may be empty space in between the discrete
elements

3.2 Detecting Arrangement Groups
Before we state the problem definition, we first need to
analyze the atomic entities and merge them into a set of
arrangement groups G. In our setting we expect that the
discrete elements are located within an application spe-
cific distance near the boundary B. This curve might be
further split into a set of boundary segments, separating
the curve into l smaller entities B = {S1, . . . ,Sl}. The
segments S j ∈ B typically represent a road segment of
a city block or a wall inside a room. In order to merge
the elements into groups they need to be assigned to the
segments S j along the boundary B. In order to decide
which element is assigned to a certain group we deter-
mine the Hausdorff distance h(Pi,S j)∀S j ∈ B between
the outline of the discrete element Pi and the boundary
segments S j ∈ B. In case h(Pi,S j) ≤ τ falls below an
application specific threshold (τ = 25.0 meters in our
city block application), the discrete element instance is
assigned to that certain arrangement group G j that cor-
responds to a boundary segment S j. It typically hap-
pens that a few elements will be assigned to multiple
boundary segments, this is an indicator that the element
is located at the end of an arrangement group and might
need special, application specific, treatment (Figure 2).

Most of the elements are typically assigned to at least
one boundary segment S j. The count of assignments of
a discrete element Pi to different S j is used to deduce
three behavioral attributes, i.e. the element type, for the
element instances:

• fixed (F): elements with two or more assignments,
are not allowed to be repeated.

• repeatable (R): elements with a single assignment,
allowed to be placed multiple times.

• empty space (E): element that serves as fill region,
preferably placed in regions, where no discrete ele-
ments covers the space within the group G j. Note:
that element type is a virtually generated element in-
stance and is automatically assigned to each group.
In our examples we used a rectangular domain with
a fixed dimension w× d with w = 1.0 meter and d
being the average depths of the discrete elements as-
signed to a G j.

3.3 Problem definition
Re-targeting existing models can be achieved by ap-
plying various operations to the initial object or do-
main. Our notion of re-targeting is to apply a de-
formation to the boundary B or one of its segments
S j. This implies, that the interior of the initial do-
main is affected by the deformation by applying a map
φ : Din → Dd , where Din denotes the initial scene do-
main that shall be re-targeted and Dd denotes the de-
formed domain. Computing such mappings is well re-
searched and can be achieved by employing different
techniques e.g. the well known Mean Value Coordi-
nates [4] or (quasi)-conformal mappings [7]. In the
work at hand we used Mean Value Coordinates to re-
alize the mapping Din → Dd . When φ is directly ap-
plied to the discrete elements and their corresponding
geometry located within the scene, visually unappeal-
ing artifacts might be the consequence i.e. the elements
get distorted and unnaturally stretched/warped. Typi-
cally, such effects might be reduced by applying smart
deformation techniques, however, this claims for addi-
tional knowledge about the objects’ structure, which is
not the scope of this work.

Another possibility to reduce deformation artifacts is
treating the object as a single point, represented by its
centroid. This might avoid object deformations, how-
ever, will usually lead to different kinds of artifacts such
as overlaps, penetration or getting objects dissolved
from their initial grouping. In order to circumvent such
artifacts described above our major goal is to re-use the
undeformed building blocks of the initial scene layout
and compute a novel layout which preserves the style
of the initial layout. In order to compute a novel lay-
out that mimics the style of the original one we utilize a
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Figure 3: Illustration of our re-targeting concept: As
preprocessing step a domain is analyzed and its discrete
elements are assigned to arrangement groups (left).
When interactively editing the domain, deformations
are applied to the boundary. The interior of the domain
is deformed and serves as prior to our iterative synthe-
sis technique, that computes a novel layout guided by
the deformed discrete elements.

guidance map. The guidance map is a set of deformed
discrete elements P ′. It results from applying the map
φ to the interior, i.e. the discrete elements P of the
initial domain φ : P→P ′. Although the elements are
deformed the overall deformed layout still mimics the
style of the initial layout. Therefore, we utilize P ′ to
guide the algorithm in order to compute a novel layout.

4 RE-TARGETING ARRANGEMENTS
Herein, we present our solution for re-targeting do-
mains that preserves the layout style of the initial do-
main. Before we present a mathematical formulation
to tackle the problem, we comprehensible explain our
notions of style that can be preserved by our algorithm.
The notion of style covers a wide range of attributes,
therefore, we focus on the following three properties in
the work at hand:

1. element groupings present in the initial domain shall
be preserved,

2. elements prefer to be located at similar relative po-
sitions, and

3. elements prefer their initial neighborhood.

In our setting, the term neighborhood does not express
the local similarity of geometric attributes. Our goal is
that we simply want to preserve the local element order-
ing found in the initial domain. Up to now we have dis-
cussed the input data and its segmentation into a set of
discrete elements and their grouping into arrangement
groups G j. From now on, we focus on formulating the
re-targeting problem as an optimization problem which
can be solved efficiently, thus allowing to interactively
explore solutions for different domain deformations.

4.1 Problem formulation
Re-targeting of arrangement groups: The key idea
for re-synthesizing a deformed domain is the formula-

tion as labeling problem. This type of problem formu-
lations are well studied in the computer vision commu-
nity and several efficient solution techniques exist [3].
While the formulation of a labeling problem is typically
done for 2D problems e.g. image segmentation, we ex-
ploit the sub-structures found in our problem setting,
namely the linear element arrangement groups. This al-
lows us to solve the layout problem employing efficient
algorithms. These considerations result in the following
equation to be minimized:

L( f1, . . . , fN) =
N

∑
k=1

O( fk)+
N−1

∑
k=1

δ ( fk, fk+1) (1)

The fk’s are representations of discrete elements that
might get placed at different discrete positions located
within the parameter domain of the boundary segments
S j. Thus, a fk = (Pi,m,d) is a tuple that consists of a
reference to a discrete element Pi, its current discrete
position m and d being the length of Pi projected onto
the boundary segment S j. In our setting the d’s are
rounded to be a multiple of 1.0 meter. The energy we
want to minimize in order to find an optimal sequence
of discrete elements is given in Equation 1. This en-
ergy is composed of two terms, that can be mapped to
our notion of style preservation outlined above. The
data term O( fk) measures the cost for assigning an el-
ement fk to a specific location m. Thus, it penalizes
elements that will be placed at positions, where they do
not overlap with their corresponding distorted instance
P
′
i within the guidance map. From a different view it

can also be seen as prior term pulling the undeformed
elements towards the position, where the deformed in-
stance of the particular discrete element is located. We
designed O( fk) to be the area difference between the
undeformed element Pi and the area of the intersection
of both undeformed Pi and deformed P

′
i defined as fol-

lows:
O( fk) = A(Pi)−A(Pi∩P

′
i )

Thus O( fk) penalizes space not covered between its
discrete element Pi and its corresponding deformed P

′
i .

Further it depends on the current location m, where fk
might be positioned inside the result sequence and it
changes every time the domain is modified. The tran-
sition between two consecutive discrete elements is pe-
nalized by δ ( fk, fk+1) that is defined as follows

δ ( fk, fk+1) =


α if fk ∈ E ∧ fk+1 ∈ E
(1−α) if fk = fk+1

0 if fk 6= fk+1

This function encourages omitting two identical dis-
crete elements Pi getting placed next to each other and
instead prefers different instances. In order to achieve
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continuous empty space regions in case if present, we
penalize two consecutive empty space elements less se-
vere, than two identical Pi. In our examples we used
α = 0.05. As described in Section 3.2 we exploit that,
elements can be grouped to arrangements along seg-
ments of the boundary polygon. For each of them the
optimization problem boils down to computing a se-
quence of elements along a curve, that in total fulfills
a certain minimal length M along the parameter do-
main. In order to employ an efficient algorithm, that
minimizes Equation 1 the fk’s are restricted to be placed
at discrete positions along the curve. The discretization
depends on the specific application (we used discrete
steps of 1 meter in our examples). This allows us to
reformulate the objective function in the following, re-
cursive way:

L[ f1,m f1 ] = O( f1)

L[ fk,m fk ] = O( fk)+min(L[ fk−1,m fk−1 ]+δ ( fk−1, fk))

(2)

We solve this recursive formulation using a graph based
dynamic programming approach adapted from Lefeb-
vre et al. [5]. In our setting we need to incorporate
both, node costs O, i.e. overlapping cost and edge costs
δ , i.e. ‘concatenation costs’ when growing the graph
implicitly. We can terminate the growing in case if the
sequence length m including the current top node of the
queue is m ≥ M. As the graph nodes are managed by
a priority queue sorted by current sequence cost, the
current top f ∗k that satisfies m ≥ M node is part of the
optimal sequence.

This optimal sequence

f ∗k
m∗≥M

= argmin(L[ fk,m fk ]+δ ( f ∗k−1, fk)) (3)

minimizing Equation 1 can then be found, by tracing
back the optimal predecessors from f ∗k back to the start
of the sequence.

4.2 Iterative Synthesis
While the proposed formulation in Section 4.1 only
guarantees a global optimal solution in case the ini-
tial layout consists of a single arrangement group lo-
cated within the initial domain, we employ a meaning-
ful heuristic in case multiple arrangements groups ex-
ist. Instead of combining and linking them together and
optimize for a globally optimal layout, we have decided
to choose an iterative algorithm, that synthesizes each
arrangement group separately. This has two major rea-
sons: (1) one of our design goals is interactivity, (2)
a global optimization scheme, might affect the perfor-
mance severely. We decided to sort the groups by their
cardinality of the discrete elements assigned to them.
Thus, the synthesis technique starts with the most dom-
inant group located inside the initial layout. In order

original χ(T )

Figure 4: Concept modified guidance map. Left: the
original map. Right: The guidance map is transformed
by applying anisotropic scaling to the individual ele-
ments. Due to this deformation the elements in the
guidance map may overlap partially. This allows for
a less restrictive positioning of the elements in larger
areas.

to avoid overlaps with already synthesized sequences,
we constrain the j− th arrangement group by the pre-
vious k ∈ [ j−1, . . . ,1] that potentially placed elements
(fixed, repeatable) will not penetrate the convex hull of
existing sequences.

4.3 Modified guidance maps
As mentioned above the guidance map P ′ is the re-
sult of applying the map φ to the interior elements of
the initial domain P . Typically, the creation of such
a guidance map is not restricted to a specific deforma-
tion method. It is possible to modify the size of the
discrete elements in advance or apply a deformation
scheme, where weights can be distributed using a sim-
ple brush metaphor e.g Möser et al. [12]. When using
the guidance map P , it might happen that the algo-
rithm presents solutions, that may contain multiple con-
secutive occurrences of discrete elements. This results
from the guidance map, which encourages the algo-
rithm placing elements in regions, where they overlap
with their corresponding distorted instance, is cheaper
than placing them somewhere else. This may result in
visually unappealing repetitions, i.e. the same elements
is repeated multiple times ( Figure 14(a)).

In order to overcome this unappealing side effect we
use a modified version of the guidance map χ(T ).
Instead of applying the map to the initial discrete
elements directly, we apply a scaling operator T to
each Pi before applying the deformation map, thus
χ(T ) : φ(T (Pi)) → P

′′
i . As a result of this scaling,

the deformed discrete elements now partially overlap
and, therefore, the algorithm is able to temporarily
bypass the original ordering. In our examples we use
anisotropic scaling along the direction of the boundary
segment S j by a factor of 1.5 and apply it to each dis-
crete element present in the corresponding arrangement
group G j. An example for such a modified guidance
map χ(T ) is shown in Figure 4.

5 EXPERIMENTAL RESULTS
In order to showcase the versatility of our re-targeting
approach, we evaluated our algorithm on a set of chal-
lenging test cases. Our primary application is the re-
targeting of real-world city blocks. We extracted a set of
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(a) (b)
Figure 5: Re-targeting of a tightly packed city block.
(a) Deformations (red arrows) applied to the initial do-
main (grey boundary) result in the edited domain (black
boundary), distorted elements (various colors) serve as
guidance map. (b) Re-synthesized block layout.

(a) (b)
Figure 6: (a) Heavy enlargement of a city block. The
applied deformation destroys the noticeable structure of
diamond shaped buildings. (b) Re-synthesized block
layout: the style of the diamond shaped buildings is pre-
served and additional elements are spawned in case of
the heavily enlarged edge.

city blocks from the well-known community mapping
service OpenStreetMap (OSM) [13]. When we speak
of a city block we strictly speak of a simply connected
and piecewise-linear closed boundary labeled as street.
Inside, such a city block a set of polygons is located that
are labeled as buildings in our examples.

Our first experiment, tackles the deformation of tightly
packed city blocks, meaning that buildings and their
2-dimensional footprints are densely placed along the
street segments.

In Figure 5(a) the deformations applied boundary inter-
sections is highlighted by the red arrows. Applying this
deformation to the initial layout results in distortions
heavily shearing the elements and changing their size.
The block re-layout computed by our algorithm (Figure
5(b)), resembles the style of the original block in the
sense, that again a tightly packed layout is computed.

Figure 6 and 7 show different deformations applied to
the same initial city block. Again the red arrows high-
light the applied deformations. In Figure 6 the block
was heavily enlarged, in Figure 7 the blocks was mod-
erately shrunk.

In both cases, the noticeable structure and the orien-
tation of the diamond shaped buildings is preserved.

(a) (b)
Figure 7: A city block moderately shrunk: notice,
that elements get discarded form the layout in case the
boundary regions reduced their size. However, the over-
all layout style is still recognizable.

(a) (b)
Figure 8: Re-synthesis of an undeformed domain. The
original layout (a) is used to guide the algorithm in or-
der to synthesize the novel layout (b) into the unde-
formed domain.

The result further illustrates that if boundary regions
are heavily shrunk or enlarged the algorithm removes
or adds discrete elements.

In Figure 8(b) shows a re-synthesis of the initial layout
of a city block shown in Figure 8(a). Notice, the sim-
ilarity between the initial layout shown in Figure 8(a)
and the synthesized layout Figure 8(b). The algorithm
is not able to reproduce the exact layout, due to the dis-
crete nature of our approach. Figure 9 shows a result,
where the outline of the original city block (Figure 8)
was topologically modified by adding two additional
intersections, leading to strongly visible shearing and
bending of the elements within the guidance map. Us-
ing this guidance map as prior for the layout, our al-
gorithm was able to produce a plausible new layout, al-
though some footprints present in the initial layout were
discarded.

Other, examples demonstrating the strength our method
are sparsely packed city blocks. Figure 10, illustrates
that if empty space is present between buildings (five at
the top street), the algorithm discards first empty space
rather than discarding whole buildings since this would
result in higher layout costs. For the result shown in
Figure 11 we inserted two additional intersections along
the edge with densely packed buildings. Notice that
along the segment, where the split was introduced, the
style (tightly packed footprints) is preserved, and even
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(a) (b)
Figure 9: Topological modification of the city block
outline. Two additional points were inserted and the
resulting outline was modified. (a) Applied transforma-
tions and warped interior of the layout shown in Figure
8 (a). (b) Resulting layout: Our algorithm splits up the
sequences at the newly inserted points. Thus, the unap-
pealing bending of the buildings is avoided.

(a)

(b)
Figure 10: Sparsely packed city block, if edges get
shrunk and empty spaces are available, the algorithm
first discards empty space rather than discarding build-
ings.

the space between the five buildings (top segment) is
preserved in the synthesized result.

Figure 13 presents an additional result, which combines
changing the topology of the boundary and applying a
heavy deformation to the initial domain. Even in this to-
tally distorted domain, plausible building arrangements
are synthesized.

In Figure 12 we present a result, where our approach
was employed to a modeled city block populated with
buildings taken from Trimble Warehouse3d. Please
note, how additional buildings along the enlarged edges
are introduced and even the single tree present in the
original block is replicated.

Finally, Figure 14 illustrates the usage of the modified
guidance map. Notice that when an unmodified guid-
ance map is employed, multiple consecutive repetitions

(a)

(b)
Figure 11: Deformed block after two additional inter-
sections where added to the boundary. It can be noticed,
that the continuous tight building layout is split in two
disjoint sequences, which are still tightly packed. Fur-
ther note the space is preserved between the upper five
buildings.

are present in the result Figure 14(a) and (c). Employ-
ing a simple anisotropic scaling to the individual el-
ements present within the guidance map reduces, the
consecutive repetitions (Figure 14(b) and (d)). Finally,
we want to note that generating the results found inside
the paper took no longer than 0.15s, using a desktop
workstation with Core i7 4930K (3.4 GHz) and 32GB
RAM.

6 DISCUSSION AND LIMITATIONS
In the previous section we presented a large set of dif-
ferent re-targeting results. Although, all these results
look plausible, we identified a few limitations that need
to be discussed inhere. In our current implementation
we rely on two conditions found in the input data (1)
the atomic discrete elements blocks can be combined
into larger groups, and (2) the elements are dominantly
arranged along the boundary. Our algorithm is not re-
stricted to element groups located near the boundary. In
principle any group of elements that dominantly follow
a curve can be synthesized with our algorithm. Only a
few modifications need to realized to handle this case.
(1) a method to fit a plausible curve, along the elements
will be synthesized and (2) an additional data term, that
handles, how ‘well’ the elements are oriented to the
curve locally. Even in this case, we could again ex-
ploit the structure of the problem and still have an ef-
ficient algorithm to compute solutions. However, if no
such groups are identifiable, our algorithm will produce
failure cases. Further we may note, that we currently
do not see a promising straightforward extension of our
approach for ‘real’ 2D dimensional domains.
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(a)

(b)

(c) (d)
Figure 12: (a) A deformation of a city block populated with detailed modeled buildings. Notice, that in case of
enlargement additional buildings and even trees are inserted. (b) We show the deformation and the guidance map.
(c) Top-view of the resulting layout. (d) The original building block.

(a) (b)
Figure 13: Heavily distorted block with additional intersections added to the boundary (a). Please note, that
even applying such heavy deformations to the initial boundary, the element grouping (consecutive groups of two
buildings) are present in the result (b).
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(a)

(b)

(c) (d)
Figure 14: Illustrating the effect of using modified guidance maps. We show additional modifications to the block
introduced in Figure 12. The results shown in (a) and (c) where obtained by simple warping of the guidance map.
In this case multiple consecutive repetitions of the same building are visible. To create the results in (b) and (d),
simple anisotropic scaling (referred to as blurring in Figure 4) was employed. This simple modification already
reduced the number of consecutive repetitions significantly.

In addition, we identified another limitation introduced
by our continuous deformation method acting globally
across the polygon: It happens that even if the bound-
ary edges do not change their length, the layout changes
along these edges, because the underlying guidance
map has changed. This effect, might be avoided by
choosing a different deformation method, that can lo-
cally control the allowed deformation. We plan to in-
vestigate the approach presented by Möser et al. [12]
for further evaluation. Furthermore, we see a promising
set of different interesting research directions. First, we
are interested in finding an efficient way to extend the
algorithm to 2D or even 3D structures. In the 2D case
similar deformations could be employed, however, pre-
senting an at least near optimal solution at interactive
rates, seems to be an important research direction. An
orthogonal direction would be exploring the possibili-
ties to combine the guidance map with existing forward
procedural modelers, in order to guide the construction
of the derivation tree. Finally, we would like to inte-
grate our approach into an interactive data driven urban
modeling framework.

7 CONCLUSION
We presented a simple but efficient way for re-synthesis
of polygonal domains with groups of discrete building

blocks. We employed our method to a large variety of
different of city blocks and showed how the style of
the initial layout can be preserved even under complex
deformations. Our synthesis technique allows for ex-
ploring the layout space of different deformations at in-
teractive rates, thus allowing further integration into an
urban modeling and editing system.
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Měch. In Learning Design Patterns with Bayesian
Grammar Induction, 2012.

[16] Carlos A Vanegas, Tom Kelly, Basil Weber, Jan
Halatsch, Daniel G Aliaga, and Pascal Müller.
Procedural generation of parcels in urban mod-
eling. In Computer graphics forum, volume 31,
pages 681–690. Wiley Online Library, 2012.

[17] Xiaokun Wu, Chuan Li, Michael Wand, Klaus
Hildebrandt, Silke Jansen, and Hans-Peter Seidel.
3d model retargeting using offset statistics. Inter-
national Conference on 3D Vision, -(-):–, 2010.

[18] Yong-Liang Yang, Jun Wang, Etienne Vouga, and
Peter Wonka. Urban pattern: Layout design by
hierarchical domain splitting. ACM Transactions
on Graphics (Proceedings of SIGGRAPH Asia
2013), 32:Article No. xx, 2013.

[19] Yi-Ting Yeh, Katherine Breeden, Lingfeng Yang,
Matthew Fisher, and Pat Hanrahan. Synthesis of
tiled patterns using factor graphs. ACM Trans.
Graph., 32(1):3:1–3:13, February 2013.

[20] Yi-Ting Yeh, Lingfeng Yang, Matthew Watson,
Noah D. Goodman, and Pat Hanrahan. Synthe-
sizing open worlds with constraints using locally
annealed reversible jump mcmc. ACM Trans.
Graph., 31(4):56:1–56:11, July 2012.

[21] Lap-Fai Yu, Sai-Kit Yeung, Chi-Keung Tang,
Demetri Terzopoulos, Tony F. Chan, and Stan-
ley J. Osher. Make it home: automatic opti-
mization of furniture arrangement. In ACM SIG-
GRAPH 2011 papers, SIGGRAPH ’11, pages
86:1–86:12. ACM, 2011.

WSCG 2015 Conference on Computer Graphics, Visualization and Computer Vision

Full Papers Proceedings 182 ISBN 978-80-86943-65-7



A Weight Adjustment Strategy to Prevent Cascade of 
Boosted Classifiers from Overfitting 

 

Ki-Yeong Park 

Center for Integrated Smart Sensors 
312, IT Convergence Center 

Daehak-ro, Yuseong-gu, 
Daejeon 305-701, Republic of Korea 

cpky0@kaist.ac.kr 

Dong-Seok Kim 

Center for Integrated Smart Sensors 
312, IT Convergence Center 

Daehak-ro, Yuseong-gu 
 Daejeon 305-701, Republic of Korea 

kds1130@kaist.ac.kr 

ABSTRACT 
We propose a weight adjustment strategy to prevent a cascade of boosted classifiers from overfitting and to achieve 
an improved performance. In cascade learning, overfitting often occurs due to the iterative applications of 
bootstrapping. Since false positives that the previous classifier misclassifies are collected as negative examples 
through bootstrapping, negative examples more similar to positive examples are prepared as stages go on, and thus 
classifiers become tuned to the positive examples. When overfitting occurs, the classifier cascade shows 
performance degradation more in the detection rate than in the false alarm rate. In the proposed strategy, the 
imbalance between the detection rate and the false alarm rate is evaluated by computing the weight ratio of positive 
examples to negative examples and it is compensated by adjusting the weight ratio prior to boosting at each stage. 
Experimental results confirm the effectiveness of the proposed strategy. For experiments, face and pedestrian 
classifier cascades were trained by employing previous approaches and the proposed strategy. By employing the 
proposed strategy, the detection rate of classifier cascades was significantly improved for both face and pedestrian. 

Keywords 
AdaBoost, bootstrapping, cascade of boosted classifiers, overfitting, face detection, pedestrian detection 

1. INTRODUCTION 
Cascade of boosted classifiers is an object detection 
method popularly employed in real-time systems. 
Since Viola and Jones introduced a real-time face 
detector based on classifier cascade [Vio04], the 
cascade structure has been successfully adopted in 
detecting various objects such as faces [Li11, Liu12, 
Cev13], vehicles [Cui10, Siv12], and pedestrians 
[Che11, Xin11, Hoa12, Pri13], and now it serves as a 
foundation for modern detectors [Dol12]. Many state-
of-the-art object detectors utilize the cascade structure 
alone or combined with other object detection 
methods [Dol09, Che11, Xin11]. 

The success of classifier cascade is mainly due to its 
fast processing speed. In object detection domain, 
where a few objects have to be distinguished from an 
extremely large number of non-objects, classifiers 
have to be trained to achieve a very high detection rate 
(e.g., 95%) and an extremely low false alarm rate (e.g., 
10–6). This asymmetric performance goal can be 

efficiently achieved by employing the cascade 
structure. Classifier cascade achieves a fast processing 
speed by pre-filtering most of non-objects with simple 
classifiers at early stages and a high detection 
accuracy by using more complex classifiers at later 
stages [Vio01]. Enzweiler and Gavrila compared 
several pedestrian detectors and reported that the 
pedestrian detector based on the cascade structure was 
approximately 20 times faster than the other detectors 
[Enz09]. 

Successful cascade learning requires extensive trial-
and-error. In cascade learning, each classifier in a 
cascade is trained just until a given performance goal 
is achieved. Therefore, the performance of a classifier 
cascade cannot be simply improved by adopting a 
more sophisticated algorithm for training each 
classifier. Furthermore, the detection rate of a 
classifier cascade is definitely degraded while the false 
alarm rate will be improved by appending more 
classifiers to the cascade. 

In this paper, we propose a cascade learning strategy 
to achieve an improved performance. In cascade 
learning, negative examples required for training each 
classifier are collected through bootstrapping [Sun98]. 
Overfitting often occurs due to iterative applications 
of bootstrapping. As stages go on, negative examples 
which are more similar to positive examples are 
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collected and classifiers become tuned to the positive 
examples. In the proposed strategy, the imbalance 
between the detection rate and the false alarm rate is 
evaluated at each stage to detect overfitting and the 
weights of training examples are adjusted to avoid 
overfitting. The rest of this paper is organized as 
follows: We briefly review related works in the 
following subsection and describe conventional 
cascade learning algorithms in Section 2. The 
proposed strategy is described in Section 3, and 
experimental results are presented in Section 4. In 
Section 5, the conclusions are drawn. 

1.1 Related Work 
Multi-exit cascade has been studied as an improved 
cascade structure [Pha08]. While the information 
obtained by the previous classifier is discarded prior 
to boosting at each stage in the Viola-Jones cascade, it 
is inherited to the subsequent classifier in the multi-
exit cascades such as boosting chain [Xia03], nested 
cascade [Wu04], soft cascade [Bou05], and embedded 
cascade [Sab12]. By recycling information at each 
stage, the information redundancy between classifiers 
will be reduced and more efficient classifier cascade 
can be constructed [Sun14]. 

In cascade learning, each classifier is trained to 
achieve a very low false negative rate (e.g., 0.5%) and 
a rather high false alarm rate (e.g., 50%). Training a 
classifier to achieve such an asymmetric goal is not a 
task typically addressed by machine learning 
algorithms. In the Viola-Jones’ scheme, a very low 
false negative rate is achieved by adjusting threshold 
of each classifier [Vio04], however, with the penalty 
of sharply increased false alarm rate [Xia03]. By 
adopting an asymmetric AdaBoost, the asymmetric 
goal can be achieved more effectively [Vio01, Mas07, 
Sun07, Wu08, Lan12, Wan12]. Masnadi-Shirazi and 
Vasconcelos [Mas07] presented a theoretically solid 
asymmetric boosting algorithm based on the statistical 
view of boosting, and Sun et al. [Sun07] investigated 
several asymmetric boosting algorithms which assign 
larger weights to false negatives by manipulating 
weight update rule. Landesa-Vázquez and Alba-
Castro [Lan12] showed that AdaBoost can be used as 
an asymmetric learning algorithm by manipulating 
initial weights of training examples instead of 
manipulating weight update rule. 

Cascade learning has several parameters such as the 
number of classifiers in a cascade and the performance 
goal for each classifier. Since the processing speed and 
the performance of a classifier cascade vary non-
intuitively with these parameters, a successful cascade 
learning requires extensive trial-and-error [Sab12]. 
Several cascade optimization algorithms have been 
proposed [Sab12, Wan12, Lud13, Pai14]. These 
algorithms search for optimal trade-off between the 
detection performance and the processing speed. 

2. CONVENTIONAL CASCADE 
LEARNING ALGORITHM 
In this section, AdaBoost algorithm and conventional 
cascade learning algorithms are described. Among the 
several variants of AdaBoost algorithms, the gentle 
AdaBoost [Fri00] is presented, which is also used for 
describing the proposed strategy in Section 3. For 
cascade learning algorithms, both the Viola and Jones’ 
algorithm [Vio04] and the multi-exit cascade learning 
algorithm [Xia03, Pha08] are described. 

2.1 AdaBoost 
AdaBoost is a machine learning algorithm for 
constructing a strong classifier as a linear combination 
of weak classifiers [Fre97]. AdaBoost maintains a 
distribution of weights over the training examples by 
increasing the weights of misclassified examples and 
decreasing those of correctly classified examples at 
each boosting round. With this weight update rule, 
AdaBoost focuses on training examples so far 
misclassified. 

For given training examples (x1, y1), … (xN, yN), where 
xi is an example image and yi is class label (+1, –1 for 
positive and negative examples, respectively), the 
weights of training examples are evenly initialized 
before boosting begins. At each boosting round, a 
weak classifier is learned from the weight distribution, 
and the weight of each training example is updated 
according to the prediction of the weak classifier as 
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where wt(i) and wt+1(i) are the weights of a training 
example xi at the rounds t and t+1, respectively, and 
Zt+1 is the normalization factor. ht(xi) is a weak 
classifier which outputs a confidence-rated prediction 
(a value between –1 and +1) for each example. The 
weak classifier learning and the weight update are 
repeated until a performance goal is achieved, and the 
boosted classifier is given as a linear combination of 
the weak classifiers as 
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where T is the number of weak classifiers in the 
boosted classifier and b is the bias applied for the 
classifier. In cascade learning, a positive bias (b > 0) 
is applied to the boosted classifier to achieve a lower 
false negative rate, with less weak classifiers, by 
sacrificing its false alarm rate. 

To achieve the asymmetric performance goal more 
efficiently, an asymmetric AdaBoost algorithm can be 
adopted. As Landesa-Vázquez and Alba-Castro 
[Lan12] showed, AdaBoost can be directly used as an 
asymmetric learning algorithm. Boosting becomes to 
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focus more on reducing the false negative rate when 
larger initial weights are assigned to the positive 
examples as 

 
, for 1

2( ) (1 )
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,                 (3) 

where γ ∈(½, 1) is the asymmetric parameter, and  N+ 
and N– are the number of positive examples and that 
of negative examples, respectively. 

2.2 Viola-Jones Cascade Learning 
AdaBoost [Fre97, Fri00] is used to train each classifier 
in a cascade. Each classifier is trained to achieve a 
very low false negative rate and a rather high false 
alarm rate. In object detection domain where there 
exist only a few objects contrary to an extremely large 
number of non-objects in an image, it is possible to 
construct a simple classifier with a very low false 
negative rate by sacrificing its false alarm rate 
[Vio01]. Cascade of boosted classifiers achieves both 
fast processing speed and high accuracy by discarding 
negatives with these simple classifiers at early stages 
and by using more complex classifiers at later stages 
[Vio04]. 

Negative examples for training each classifier are 
prepared through bootstrapping. False positives which 
the previous classifier misclassifies are collected and 
used as negative examples for training the subsequent 
classifier [Sun98]. By the iterative applications of 
bootstrapping, cascade learning becomes to face more 
difficult negative examples as stages go on. 

The number of classifiers in a cascade can be 
determined from a given goal for the detection rate and 
the false alarm rate [Vio04]. For example, a detection 
rate of 95% and a false alarm rate of 6 x 10–6 can be 
achieved by constructing a 10-stage cascade and 
training each classifier to achieve a detection rate of 
99.5% (0.99510 ≈ 0.95) and a false alarm rate of 30% 
(0.310 ≈ 6 x 10–6). One thing we have to remember in 
the cascade design is that the detection rate of a 
classifier cascade as well as its false alarm rate 
decrease as more classifiers are appended to the 
cascade, which makes the cascade optimization much 
complicated. 

2.3 Multi-exit Cascade Learning 
Xiao et al. [Xia03] proposed the multi-exit cascade 
structure called boosting chain where each classifier 
inherits score from its previous classifier. In the Viola-
Jones cascade learning, weights of training examples 
are evenly initialized before boosting begins at each 
stage, and thus information obtained by its previous 
classifier is discarded. For a multi-exit cascade, each 
classifier is trained after the weights of training 
examples are initialized and then updated according to 

the predictions of the weak classifiers of its previous 
classifier [Xia03]. Weight of each training example is 
initialized and updated as 
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where w1(i) is evenly initialized weight, ht(xi) is a 
weak classifier which outputs a confidence-rated 
prediction for each training example, M is the number 
of weak classifiers in the previous classifier, and ZM+1 

is the normalization factor. Boosting proceeds with the 
weights initialized and updated. 

3. PROPOSED CASCADE LEARNING 
STRATEGY 
In this section, the proposed cascade learning strategy 
is presented, which evaluates the imbalance between 
the detection rate and the false alarm rate and 
compensates it to avoid overfitting. 

3.1 Overfitting in Cascade Learning 
While a classifier trained to be overly complex may 
classify the training examples perfectly, it is unlikely 
perform well on new patterns. This situation is known 
as overfitting [Dud01]. Even though it is often 
believed that AdaBoost does not suffer from 
overfitting [Fri00], cascade learning which employs 
AdaBoost to train each classifier in the cascade often 
undergoes overfitting. In cascade learning, false 
positives which the previous classifier misclassifies 
are collected and used as negative examples for 
training the subsequent classifier [Sun98, Vio04]. As 
stages go on and the bootstrapping is iterated, negative 
examples which are more similar to positive examples 
are collected, and thus the generalization of the 
classifier cascade becomes degraded. 

Even though the overfitting occurs due to the 
bootstrapping iterations, it will not be solved by 
reducing the number of bootstrapping iterations. The 
bootstrapping iterations can be reduced by designing 
the cascade to have less number of classifiers and each 
classifier to achieve a lower false alarm rate (to reject 
more negatives) as we described in Subsection 2.2. 
However, if each classifier in a cascade achieves a 
lower false alarm rate, negative examples even more 
similar to the positive examples will be collected 
through bootstrapping. This will worsen the 
overfitting problem. 

3.2 Proposed Cascade Learning Strategy 
When overfitting occurs, the classifier cascade shows 
performance degradation more in the detection rate 
than in the false alarm rate, since each classifier is 
trained with true positives (positive examples) and 
false positives (bootstrapped negative examples). In 
the proposed strategy, the imbalance between the 
detection rate and the false alarm rate of the previous 
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classifier is evaluated and it is compensated by 
adjusting the weights of training examples. The multi-
exit cascade structure described in Subsection 2.3 is 
employed in the proposed strategy. In the multi-exit 
cascade learning, the weights of training examples are 
updated using the weak classifiers of the previous 
classifier before boosting begins at each stage [Xia03]. 
The imbalance between the detection rate and the false 
alarm rate can be evaluated from the updated weight 
distribution by computing the weight ratio of positive 
examples to negative examples, and it can be 
compensated by adjusting the weight distribution. 

Fig. 1 shows the proposed learning algorithm for each 
classifier in a cascade. This classifier learning has to 
be repeated to construct a classifier cascade. After the 
weights of training examples are initialized and 
updated, the ratio of the sum of positive example 
weights to that of negative example weights is 
computed as  
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where w1(i) is an evenly initialized weight, ht(xi) is a 
weak classifier which outputs a confidence-rated 
prediction (a value between –1 and +1) for example xi, 
and M is the number of weak classifiers used in the 
previous classifier. 

Since each classifier except the first classifier in a 
cascade is trained with bootstrapped negative 
examples (false positives), the sum of negative 
example weights is larger than that of positive 
examples weights (rM < 1) after the weight update. 
When larger weights are given to the negative 
examples at the weight initialization, boosting will 
focus more on reducing the false alarm rate [Lan12]. 
To prevent boosting from focusing more on reducing 
the false alarm rate, the weight ratio has to be adjusted 
to be balanced. The weight of each training example 
is adjusted by adding a bias bw to the weight update 
rule of the multi-exit cascade as 
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where ZM+1 is the normalization factor. The bias bw for 
the weight adjustment is computed as 
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where Wa is the weight adjustment factor devised for 
experimental purpose, which is a desired weight ratio 
of positive examples to negative examples. Wa = 1 

should be used to compensate the imbalance between 
the detection rate and the false alarm rate. If the 
weights are adjusted with Wa < 1, boosting will focus 
more on reducing the false alarm rate, and vice versa. 
To confirm this, several different weight adjustment 
factors will be tested in our experiments. 

After the weights of training examples are adjusted, 
boosting is proceeded as in the conventional cascade 
learning. Since the weights are updated using the weak 
classifiers of the previous classifier before boosting 
begins, the prediction of each boosted classifier has to 
be computed by summing the predictions of all the 
weak classifiers used in the previous classifier as well 
as in the current classifier as 

 
1

( ) ( ( ) )
M k

i t i
t

H x sign h x b
+
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where M is the number of weak classifiers used in the 
previous classifier, k is the number of newly learned 
weak classifiers, and b is the bias applied to the current 
classifier to reduce the false negative rate by 
sacrificing its false alarm rate. 

• Given training examples (positive examples 
and bootstrapped negative examples): 

- Initialize the weights of examples evenly. 

- Update the weights of examples using the 
weak classifiers of the previous classifier and 
compute the weight ratio rM using the 
equation (5). 

- Compute the bias bw for weight adjustment 
with the weight adjustment factor Wa = 1 
using the equation (7). 

- Adjust the weights of examples with the bias 
bw using the equation (6). 

• Repeat the following process until a given 
performance goal is achieved: 

- Proceed with the conventional boosting 
(Train a weak classifier and update the 
weights with the predictions of the weak 
classifier). 

- Determine the bias b that is applied to the 
boosted classifier to achieve the goal for the 
false negative rate as in the equation (2). 

• Output the boosted classifier, which is a linear 
combination of all the weak classifiers learned 
at the previous stage as well as at this stage as 
in the equation (8). 

Figure 1. The proposed classifier learning 
algorithm for constructing a classifier cascade 
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4. EXPERIMENTAL RESULTS 
For experiments, we trained classifier cascades for 
face and pedestrian by employing the Viola-Jones 
cascade (VJ), the multi-exit cascade (Multi-exit), the 
Viola-Jones cascade with the asymmetric AdaBoost 
(Asymmetric), and the proposed strategy (Proposed). 
Each classifier in the cascades was trained using the 
gentle AdaBoost [Fri00] with the same set of Haar-
like features [Vio04], and was trained to achieve the 
same performance goal: a detection rate of 99.5% and 
a false alarm rate of 50%. The classifier cascades 
employing the asymmetric AdaBoost [Lan12] were 
trained with the asymmetry parameter γ = 4/5 in the 
equation (3) to assign four times of weights to positive 
examples. The weight adjustment factors Wa = 0.5 and 
2.0 were also tested in the experiments, which assign 
twice weights to negative examples and to positive 
examples, respectively. 

Face examples were obtained by cropping the images 
in Labeled Faces in the Wild-a [Hua07, Wol11]. All 
of the 13,233 face examples were resized to 18 x 22, 
and 2,000 examples of them were used for training and 
the rest was used for test. Pedestrian examples were 
cropped from test images in the Daimler Stereo 
Pedestrian Detection Benchmark Dataset [Kel11], and 
were resized to 14 x 28. Among 13,714 pedestrian 
examples, 5,000 examples were used for training and 
the rest was used for test. For test, 1,000,000 negative 
examples were prepared by randomly cropping from 
more than 8,000 images which do not contain any 
objects. 

4.1 Impact of Weight Adjustment 
Fig. 2 shows the learning curves of the classifier 
cascades evaluated at each stage with test examples. 
The false negative rate and the false alarm rate of the 
classifier cascades are presented separately to show 
the imbalance between them. The performance goal 
for the cascade learnings is also presented in the figure 
(Goal). 

The imbalance problem is obviously observed in the 
face cascade learnings. All the cascades employing the 
previous approaches overachieved the false alarm rate 
goal while they failed to achieve the false negative rate 
goal. In case of the pedestrian cascade learnings, all 
the cascades employing the previous approaches 
underachieved both the false negative rate and the 
false alarm rate goals. However, the degradation in the 
false negative rate was more severe. 

The experimental results show that the performance 
imbalance problem can be solved by employing the 
proposed strategy. When larger weights were assigned 
to negative examples (Wa = 0.5), the false negative rate 
was similar to or worse than that of cascades 
employing the conventional approaches, and it was 
improved when the same or larger weights were 
assigned to positive examples (Wa ≥ 1.0). The biggest 
improvement on the false negative rate was achieved 
when larger weights were assigned to positive 
examples (Wa = 2.0). However, in this case, there was 
degradation in the false alarm rate. Moreover, the 
pedestrian classifier cascade failed to reduce the false 
alarm rate anymore at 10th stage as shown in Fig. 2(b). 

Figure 2. Learning curves of classifier cascades. (a) Face, (b) pedestrian. 
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These experimental results confirm that the weight 
ratio should be balanced (Wa = 1) to achieve a higher 
detection rate without sacrificing the false alarm rate. 

The figure also shows that the performance 
improvement gained by adopting the multi-exit 
cascade structure or the asymmetric AdaBoost is 
marginal. By adopting a sophisticated algorithm for 
training each classifier, the performance goal for each 
classifier can be achieved with less number of weak 
classifiers. However, the performance of the classifier 
cascade is hardly improved, since each classifier is 
trained just until a given goal is achieved. 

4.2 Detection Performance Comparison 
We compared the performance of the classifier 
cascades employing the proposed strategy against that 
of the classifier cascades employing the previous 
approaches. Fig. 3 shows the receiver operating 
characteristic (ROC) curves for the classifier cascades. 
Even though all the classifier cascades were trained to 
achieve the same performance goal with the same set 
of training examples and the same set of Haar-like 
features, those employing the proposed strategy show 
significantly improved detection rate at the same false 
alarm rate. 

5. CONCLUSIONS 
We propose a weight adjustment strategy to achieve 
an improved performance in cascade learning. 
Cascade learning often underachieves the detection 
rate goal even when it overachieves the false alarm 
rate goal due to overfitting. In the proposed strategy, 
the weight ratio of positive examples to negative 
examples is computed to evaluate the imbalance 
between the detection rate and the false alarm rate, and 
it is adjusted to be balanced to prevent cascade 
learning from overfitting. 

Since both the detection rate and the false alarm rate 
definitely decrease as more classifiers are appended to 
the classifier cascade, maintaining a higher detection 
rate is far more important than achieving a lower false 
alarm rate in cascade learning. By adopting the 
proposed strategy, an improved performance can be 
achieved by preventing the degradation in the 
detection rate at later stages, which often occurs in 
cascade learning. 

Experimental results confirm the effectiveness of the 
proposed strategy. For experiments, face and 
pedestrian classifier cascades were trained by 
employing previous approaches and the proposed 
strategy. Even though each classifier cascade was 
trained to achieve the same performance goal with the 
same set of training examples and the same set of 
features, the performance of the classifier cascades 
employing the proposed strategy is significantly 
improved. 
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ABSTRACT 
Depth-image-based rendering (DIBR) is a view synthesis technique that generates virtual views by warping from 

the reference images based on depth maps. The quality of synthesized views highly depends on the accuracy of 

depth maps. However, for dynamic scenarios, depth sequences obtained through stereo matching methods frame 

by frame can be temporally inconsistent, especially in static regions, which leads to uncomfortable flickering 

artifacts in synthesized videos. This problem can be eliminated by depth enhancement methods that perform 

temporal filtering to suppress depth inconsistency, yet those methods may also spread depth errors. Although these 

depth enhancement algorithms increase the temporal consistency of synthesized videos, they have the risk of 

reducing the quality of rendered videos. Since conventional methods may not achieve both properties, in this paper, 

we present for static regions a robust temporal depth enhancement (RTDE) method, which propagates exactly the 

reliable depth values into succeeding frames to upgrade not only the accuracy but also the temporal consistency 

of depth estimations. This technique benefits the quality of synthesized videos. In addition we propose a novel 

evaluation metric to quantitatively compare temporal consistency between our method and the state of arts. 

Experimental results demonstrate the robustness of our method for dynamic virtual view synthesis, not only the 

temporal consistency but also the quality of synthesized videos in static regions are improved.  

Keywords 
FTV, DIBR, Temporal consistency, Depth enhancement 

1. INTRODUCTION 
Virtual view synthesis is being considered as an 

important component of 3D Video (3DV) [1, 2] and 

Free-viewpoint Television (FTV) [3, 4, 5] systems. 

Depth-image-based rendering (DIBR) [6, 7] is one of 

the widely accepted key techniques of view synthesis. 

The synthesis quality of DIBR system highly depends 

on the accuracy of depth map. For static scenarios, 

depth estimation has been well-studied using images 

provided by standard datasets, such as the Middlebury 

dataset [8]. Numerous methods [9, 10, 11] have 

presented impressively excellent results of depth 

estimation as published on the website of Middlebury 

stereo evaluation [12]. However, for dynamic 

scenarios, the depth maps estimated using even the 

most powerful method may still have the problem of 

temporal inconsistency [13], which leads to flickering 

artifacts in the synthesized video. There is a much 

higher possibility that these flickering artifacts exhibit 

in the challenging areas containing static texture-less 

regions or static scenes with non-Lambertian surfaces.   

In order to remove the flickering artifacts mainly in 

these static regions, some temporal depth 

enhancement methods have been proposed. It was 

shown that spatiotemporal bilateral filter introduced 

by Richardt et al. [14] improved the temporal 

consistency of depth sequences, but it would spread 

depth errors to neighboring regions or subsequent 

frames for overlooking depth reliabilities. As an 

improvement, Cheng et al. [15] presented a quad-

lateral filter that took the depth reliability into 

consideration through measuring the difference of 
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depth values between two pixels. This work has 

achieved alleviated depth contamination in 

neighboring regions to a certain extent, whereas its 

pixel based processing was quite time consuming. 

This kind of correction of depth may improve the 

depth consistency over the entire image. However, it 

is unable to maintain the correct depth variations due 

to moving objects in dynamic regions. 

The work by Richardt et al. [16] and Min et al. [17] 

utilized optical flow to supply motion cues for 

temporal depth filter, thus they sustained the correct 

depth variations in motion regions. However, the 

optical flow analysis suffered from its unaffordable 

computational expenses and poor performance in 

texture-less regions. To improve the efficiency of 

motion extraction, Fu et al. [18] proposed a light 

block-based motion detection algorithm to introduce 

motion cues into temporal depth filter, which 

deployed high weight to stationary pixels and low 

weight to motion pixels. This fast and effective work 

has been used as the standard temporal depth 

enhancement framework by Moving Pictures Experts 

Group (MPEG) to View Synthesis Reference 

Software (VSRS) [19].  However, Fu’s motion 

detection suffered from inaccuracy and inflexibility 

problems caused by fixed local window size and 

thresholds.  

The previous methods [16, 17, 18], which only took 

advantage of the texture, might fail to detect the 

motion regions when there contained much less 

texture information. Lu et al. [20] used high quality of 

depth information from depth sensors instead to 

support correct detection of the scene static structure. 

Consequently, they successfully preserved the depth 

variations of dynamic regions in the output of 

temporal depth filter. However, Lu’s work has only 

been tested with high quality depth videos from Kinect 

and ToF, while the performance with depth videos 

obtained by stereo matching methods is to be verified. 

Most of the previous methods concentrated on how to 

precisely separate motion regions from static regions 

and remained correct depth variations in motion 

regions. However, for static regions, their depth 

enhancement methods could not satisfy both temporal 

consistency and depth accuracy. 

In conclusion, the current methods exhibit the 

following limitations: 1) they sacrifice the quality of 

depth for temporal consistency, or they cannot 

maintain temporal consistency and depth quality at the 

same time; 2) most of the algorithms are   

computationally too expensive to be real-time. 

In this paper, we figure out a robust temporal depth 

enhancement (RTDE) method to improve depth 

quality especially in static regions, and keep the good 

results as temporally consistent as possible. First, we 

deploy an effective filtering strategy across the entire 

image based on motion block detection [21]. Given the 

motion detection, we then process depth values only 

in static regions and leave the correct depth variations 

in motion regions untouched. Second, in order to 

improve the robustness with regarding to the first 

limitation mentioned above, we introduce the depth 

reliability information as an important filtering weight 

into the temporal depth filter. Experimental results 

show that our method is fast and achieve satisfactory 

synthesized videos with regarding to both rendering 

quality and temporal consistency. In addition, inspired 

by the work of Fu et al. [18] and Solh et al. [22], we 

propose a simple and feasible evaluation metric to 

measure the temporal consistency quantitatively. We 

believe the similarity of Mean Square Difference 

(MSD) curves of adjacent frames is robust to 

illumination variations from different views, and 

reveals the degree of the temporal consistency when 

we compare the synthesized videos from the enhanced 

and original depth sequences. 

The rest of this paper is organized as follows. Section 

2 addresses the proposed robust temporal depth 

enhancement algorithm and temporal consistency 

evaluation metric. Experimental results are shown in 

Section 3, finally Section 4 concludes this paper. 

Left Video
Sequences

Motion Block Detection
Based on HOS

Left Depth
Sequences

Motion 
Regions

Static 
Regions

Reliable Depth 
Propagation

Reserved
Depth

Temporal 
Enhanced Depth

Left-Right 
Consistency Check

End

Right Depth
Sequences

Figure 1: Enhancement flowchart of the left depth 

sequences 

2. ALGORITHMS 
In this paper, Depth Image-based Rendering (DIBR) 

deploys the framework that synthesizes the 

intermediate virtual view from both left and right 

reference views. Our proposed temporal enhancement 

method is a component of DIBR system as the depth 

preprocessing procedure. The flowchart illustrated in 

Figure 1 shows the preprocessing of left depth 

sequences, which is the same to the right depth 

sequences. Using motion block detection based on 

High-order Statistics (HOS) [21], we separate one 

input depth frame into static and motion regions. We 

only suppress depth inconsistency in static regions 

while maintain reasonable depth variations in motion 

regions. The depth values that pass through the 
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consistency check between the left and right images 

will be used to recover those spoiled depth values in 

the same static regions, not only in the current frame 

but also in succeeding frames. In such a manner, the 

reliable estimation of depth has been propagated. 

The crucial steps of our proposed method will be 

elaborated subsequently. In the last part of this section, 

we will discuss the proposed objective evaluation 

metric for temporal consistency which is utilized in 

our experiments. 

2.1 Motion detection based on HOS 
As described in previous section, the depth 

inconsistency problem mainly occurs in the static 

regions, thus the motion detection should be 

conducted to supply motion cues to temporal depth 

filter for appropriate depth enhancement in static 

regions, without interfering reasonable depth 

variations in dynamic regions. Most current motion 

detection studies based on inter-frame difference, such 

as [18] and [25], may suffer from the inaccuracy and 

inflexibility in their results due to fixed local window 

size and thresholds. Because of the unavoidable 

misalignment between the depth map and color image 

[26], this triggers depth destruction after depth 

enhancement near moving object boundaries, as 

shown in Figure 2. 

  

(a)     (b) 

Figure 2: Depth destruction near moving object 

boundaries caused by misalignment problem. In 

the 39th frame, the misalignment between the depth 

map and the color image, especially in the head and 

leg regions, as in shown in (a), leads to depth 

artifacts in the subsequent frame as shown in the 

yellow marked rectangle regions in (b). 

Instead of using a nicely aligned motion segmentation 

result that is difficult and expensive to achieve, we 

prefer a bounding box (i.e. motion block) to separate 

the static regions from the dynamic areas in images. In 

this way, the misalignment problem can be effectively 

avoided and it also runs fast. Usually the accuracy of 

bounding box segmentation depends excessively on 

the threshold of inter-frame difference. Since a unified 

threshold is usually too coarse to capture the noise 

variation in video sequences, a step-forward 

processing on inter-frame difference map before 

binaryzation is expected to generate more accurate 

bounding box based motion detection. 

Inter-frame 
Difference

Background 
Noise Estimation

Parameter c

BinaryzationHOS4

Motion Block
Generation

Video 
Sequences

Color to Gray

 

Figure 3: Workflow of motion detection based on 

HOS 

In our work, we use motion block detection based on 

HOS, which is adaptable to noise variations in video 

sequences thus it is able to receive precise motion 

segmentation results. The workflow is illustrated in 

Figure 3. The video sequences are firstly altered to 

gray-level images and then the inter-frame difference 

maps are calculated. Since the noise obeys Gaussian-

distribution while moving objects have strong 

structure, which contributes to the high order statistics 

of frame difference. Consequently, we can accomplish 

motion block detection by separating the non-

Gaussian signals form the Gaussian one. Considering 

the computation effort and accuracy, we calculate the 

4-order moment of inter-frame difference as high 

order statistics (i.e. HOS4) and compare it with an 

adaptive threshold T, which is determined by the 

estimated background noise �̂�𝑑
2 in static regions and a 

constant parameter c, i.e. 𝑇 = 𝑐(�̂�𝑑
2). If the 4-order 

moment of a pixel is higher than T, we attribute this 

pixel to motion regions, and static regions on the 

contrary. The detected results of three datasets are 

shown in Figure 4. Additionally, parameter c and the 

calculation of the 4-order moment could be completed 

simultaneously, thus making motion detection more 

time-saving. 

  

  (a) Bookarrival 
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(b) Pantomime 

  

(c) Carpark 

Figure 4: Detected motion blocks of three datasets 

2.2 Robust temporal depth enhancement 
The purpose of depth enhancement in static regions is 

to smooth depth map without causing any degradation 

in accuracy, however, this target is difficult to achieve. 

Most of the current methods [16][17][18], which 

achieve temporal depth consistency to a certain degree, 

overlook the reliability of depth values thus eventually 

lead to annoying perception, as illustrated in Figure 5. 

2.2.1 Depth reliability check 

Depth reliability is crucial to guarantee the consistent 

good quality of depth maps, especially in static regions, 

over the sequence of synthesized videos. Since it is 

unrealistic to judge the reliability of depth map using 

genuine depth information, in this paper we combine 

a left-right consistency checking (LRCC) method to 

detect then propagate the qualified depth values to 

successive frames. 

Left-right consistency check is also called the two-

view constraint [33]. It distinguishes outliers caused 

by occlusion, texture-less areas, and false match points. 

Assume that the disparity of a pixel p(x, y) in the left 

camera is 𝑑𝐿𝑅(𝑥, 𝑦) , and 𝑑𝑅𝐿(𝑥, 𝑦)  vice versa. The 

depth reliability mask is then defined as equation (1), 

where we set the threshold T to 1.  

1, | ( , )- ( ( , ), ) |
( , )

0,

LR RL LRd x y d x d x y y T
Mask x y

otherwise

 
 
  (1) 

2.2.2 Temporal depth filter 

Depth values in the non-zero region of reliability mask 

that present good qualities are fed to our temporal 

depth filter to eliminate the depth contamination due 

to errors in neighboring area. This step is called 

Robust Temporal Depth Enhancement (RTDE). 

Specifically, our method handles three different 

conditions as described by the pseudo code of RTDE 

below. 

In Case 1, the depth pixel 𝒑(𝒏) in the current frame n 

is reliable while the enhanced corresponding pixel in 

previous frame 𝒑′(𝒏 − 𝟏)  is unreliable, in this 

occasion we reserve the depth value of current frame, 

therefore the high reliability depth value will not be 

contaminated by previous depth errors. In Case 2, both 

the depth pixel 𝒑(𝒏)  and enhanced corresponding 

pixel 𝒑′(𝒏 − 𝟏)  are detected to be reliable, the 

enhanced depth value of current frame 𝒑′(𝒏)  is 

calculated as  the weighted sum of 𝒑(𝒏) and 𝒑′(𝒏 −
𝟏) , in this occasion we pledge the reliability of 

enhanced depth value and alleviate the negative 

effects caused by misdetection of LRCC. In Case 3, 

the depth pixel 𝒑(𝒏) in current frame n is detected as 

unreliable, we inherit the previous enhanced depth 

value 𝒑′(𝒏 − 𝟏), in this occasion we could guarantee 

both the consistency and quality of depth information.  

In our enhancement scheme, the unreliable depth 

values in current frame are continuously replaced by 

reliable depth values in previous frames, in the 

meanwhile, the reliable depth values in current frame 

are preserved and propagated to the following frames 

to upgrade the depth quality of static regions. 

Moreover, the continuous delivery of dependable 

depth values used in Case 2 and Case 3 also suppress 

the fluctuation of depth values in the temporal domain. 

After being enhanced, the rectified depth maps will be 

utilized in further DIBR schemes. 

Compared with other temporal enhancement methods, 

the proposed RTDE concentrates on both the temporal 

consistency and the depth quality improvement in 

static regions. The experimental results in Section 3 

will demonstrate the robustness of our method. 

2.3 Evaluation of Temporal Consistency 
Current temporal consistency evaluation of the 

synthesized video is mainly prioritized to subjective 

evaluation in the absence of simple but efficient 

objective assessment metrics. Inspired by [18, 22], in 

this paper we introduce a novel objective metric to 

assess temporal consistency of the synthesized video. 

The idea is to compare the similarity of Mean Square 

Difference (MSD) curves of adjacent frames between 

for original depth pixel 𝒑(𝒙, 𝒚, 𝒏) in current frame n, 

and 𝒑′(𝒙, 𝒚, 𝒏) is the enhanced pixel of p, let 𝒑(𝒏) =
𝒑(𝒙, 𝒚, 𝒏), 𝒑′(𝒏) = 𝒑′(𝒙, 𝒚, 𝒏); 

Case 1. if 𝒑(𝒏) reliable && 𝒑′(𝒏 − 𝟏) unreliable 

𝒑′(𝒏) = 𝒑(𝒏); 

 end if 

Case 2. else if 𝒑(𝒏) reliable && 𝒑′(𝒏 − 𝟏) reliable 

𝒑′(𝒏) = 𝜶 × 𝒑(𝒏) + (𝟏 − 𝜶) × 𝒑′(𝒏 − 𝟏); 

 end if 

Case 3.  else 

𝒑′(𝒏) = 𝒑′(𝒏 − 𝟏); 

 end if 

end for 
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the synthesized video and the original one. The 

temporal consistency is satisfying when two MSD 

curves are coherent. The similarity is measured as the 

Standard Deviation (STD) of differences of MSD 

values. 

Assume 𝐼𝑜𝑟𝑖(𝑥, 𝑦, 𝑘)  and 𝐼𝑠𝑦𝑛(𝑥, 𝑦, 𝑘)  represent the 

intensity of pixel (x,y) in the original and synthesized 

frame respectively, k is the frame number. The MSD 

of 𝐼𝑜𝑟𝑖(𝑥, 𝑦, 𝑘)  and 𝐼𝑠𝑦𝑛(𝑥, 𝑦, 𝑘)  is determined by 

equation (2) and (3), where m, n represent the width 

and height of selected evaluation region. 

𝑀𝑆𝐷𝑜𝑟𝑖(𝑘) =
1

𝑚𝑛
∑ ∑ |𝐼𝑜𝑟𝑖(𝑥, 𝑦, 𝑘) − 𝐼𝑜𝑟𝑖(𝑥, 𝑦, 𝑘 − 1)|2𝑛−1

𝑦=0
𝑚−1
𝑥=0     (2) 

𝑀𝑆𝐷𝑠𝑦𝑛(𝑘) =
1

𝑚𝑛
∑ ∑ |𝐼𝑠𝑦𝑛(𝑥, 𝑦, 𝑘) − 𝐼𝑠𝑦𝑛(𝑥, 𝑦, 𝑘 − 1)|2𝑛−1

𝑦=0
𝑚−1
𝑥=0   (3) 

The Temporal Inconsistency Index (TII), or the 

similarity of MSD curve is determined by equation (4), 

where STD is determined by the difference of MSD, 

written in expression (5). 

𝑇𝐼𝐼 =
1

𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦
= 𝑆𝑇𝐷(𝐷𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑒𝑐𝑒 𝑜𝑓 𝑀𝑆𝐷)             (4) 

𝐷𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒 𝑜𝑓 𝑀𝑆𝐷(𝑘) = 𝑀𝑆𝐷𝑜𝑟𝑖(𝑘) − 𝑀𝑆𝐷𝑠𝑦𝑛(𝑘)   (5) 

As described in equation (4), lower STD value 

indicates higher similarity and better temporal 

consistency of synthesized video. Experimental 

results in next section will demonstrate that our 

objective evaluation metric accesses the temporal 

consistency of synthesized video as efficiently as 

subjective human perceptions do. 

3. EXPERIMENTAL RESULTS 
In this section, we compare the proposed RTDE 

method with the temporal depth enhancement (TDE) 

method by Fu et al. [18] that is implemented in 

MPEG-VSRS. We test out method on the databases of 

‘Bookarrival’ [27], ‘Carpark’ [28], and ‘Pantomime’ 

[29]. To our knowledge, the depth maps of 

‘Bookarrival’ and ‘Carpark’ are generated using 

DERS [30], while ‘Pantomime’ is generated by the 

depth estimation software [31] from Nagoya 

University. All three datasets share the problem of 

temporal inconsistency in their depth sequences, 

especially in static regions, which leads to flickering 

artifacts in synthesized video sequences. To 

synthesize video sequences, we deploy the software 

VSRS provided by MPEG. Parameters of our 

experiment are concluded in Table 1, where c is the 

constant parameter in motion block detection based on 

HOS(see in Section 2) to adjust noise threshold. T is 

the parameter in LRCC (see in Equation 1). And α is 

the parameter in RTDE (see in Figure 5).  

   

(a)               (b)                         (c) 

   

(d)               (e)                         (f) 

Figure 5: Depth quality degradation illustration. (a)-(c) corresponds to original depth for frame 9 to 11 

of “Bookarrival”, (d)-(f) corresponds to enhanced depth by TDE. As shown in (f), the yellow rectangle 

marked regions inherit errors of previous frames, leading to depth quality degradation. 

Datasets Frames Resolution 
View Synthesis 

(left, right  center) 
c T 𝛂 

Bookarrival 1100 1024*768 (10,6) → 8 100 1 0.25 

Pantomime 1150 1280*960 (37,41) → 39 85 1 0.25 

Carpark 1100 1920*1088    (5,3) → 4 125 1 0.25 

Table 1: Experimental parameters 
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To evaluate our test results, we assess both rendering 

quality and temporal consistency of synthesized 

videos. Videos from multiple cameras may suffer 

from uneven illumination in the environment, thus 

making PSNR an unstable quality measurement for its 

sensitivity to variances of illumination. In our case, we 

combine SSIM [32] with PSNR as the assessment 

criteria. The comprehensive judgment with both 

criterions provides a fair enough measurement of 

similarity between the reference view and the virtual 

view regardless of annoying illumination condition.  

For temporal consistency, we use the proposed 

Temporal Inconsistency Index (TII), which is defined 

in equation (4).  

3.1 The evaluation in static regions 
In this section, we mainly analyze the robustness of 

our method in static regions. In the next subsection, 

we will evaluate the performance of our method across 

the entire image. 

Figure 6 illustrates the specific results of depth 

processing in static regions of dataset Bookarrival 

(frame No. 79). In this frame depth errors in the 

marked static regions are inherited by TDE method. 

We achieve better results than TDE in static regions 

since we replace the unreliable depth values in the 

current frame by previous reliable depth values. 

Figure 7 illustrates the qualitative analysis of synthesis 

quality in static regions. We separate the entire image 

into several regions, among which we mainly 

concentrate our analysis on region 1, 2, and 3. The 

reason we isolate these static regions is that the depth 

values in these regions share an apparent fluctuation, 

i.e. depth inconsistency in timeline, thus they are 

suitable to demonstrate the capability of our analysis. 

In Figure 7(c), the synthesized result is unsatisfying 

and similar to the result using original depth 

information. This is because TDE inherits errors from 

previous frames shown in Figure 6. In the proposed 

method, we replace the poor depth estimation with the 

reliable depth information from previous frames, 

therefore our results are better in quality, both 

perceptually and numerically (see Table 2). 

Figure 8 illustrates the temporal consistency in static 

regions of the synthesized video, where x axis 

represents frame number and y axis indicates the 

Difference of MSD defined in Equation (5). The 

distortion in y axis represents inconsistency of video 

sequences. For region 1 in Figure 8(a), the 

inconsistency problem of original depth sequences 

mainly occurs in frame 11, 51 and 81 to 83, thus 

causing flickering artifacts in the synthesized video. 

After being processed by TDE, the fluctuation of 

depth is weakened, while inconsistency still remains. 

Since TDE just smooths the depth sequences which 

only reduces the range of depth fluctuation. In our 

proposed method, the fluctuation could be reduced to 

a great extent by continuously delivering reliable 

depth in the temporal domain. In Figure 8(a), the 

inconsistency around frame 11 cannot be suppressed, 

because depth values in region one are not reliable in 

preceding frames. In the case of the first condition 

when applying the temporal depth filter, the reliable 

depth values in frame 11 are preserved, furthermore, 

they are propagated to the subsequent frames. For 

region 2 and region 3, we only analyze frame 40 to 100 

since obvious motion appears in the previous 39 

frames, the results are shown in Figure 8(b) and (c). 

Overall, our proposed method keeps the best temporal 

consistency compared with other methods in static 

regions. The statistical data collection shown in Table 

2 tells us that our method provides a better quality, 

which ensures the temporal consistency in static 

regions. 

In Table 2, we analyze quantitatively both the 

rendering quality and the temporal consistency in 

three different static regions as presented in Figure 7.  

It is shows that our method obtains much better results 

than those of the original method or TDE. 

3.2 The evaluation across the entire image 
Although RTDE is not deployed to dynamic regions 

in this paper, experimental results indicate that our 

method achieves the best trade-off between the 

rendering quality and the temporal consistency across 

the entire image among synthesized results generated 

   

(a)    (b)             (c) 

Figure 6: Temporal depth enhancement in static regions. (a) The original depth map without being 

processed. (b) The enhanced result using TDE.  (c) Our result. 
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by original depth and enhanced depth from TDE (see 

Table 3). 

In Table 3, the temporal consistency of our proposed 

method in Bookarrival and Carpark datasets are a little 

lower than TDE but higher than the original one. This 

is because RTDE focuses merely on static regions, 

while TDE concentrates on the entire image so the 

temporal consistency in motion regions will also be 

improved. However, TDE provides the worst 

synthesis quality in Bookarrival and Carpark datasets, 

because the inaccuracy of motion detection and 

misalignment problem will degrades depth quality in 

motion regions or near the boundaries of moving 

objects. On the contrary, our RTDE could provide the 

best synthesis quality compared with the other two 

methods across the entire image of three datasets.  

Frame79              region1         region2          region3 

                

(a) Reference Image 

          

(b) Synthesized image using original depth 

          

(c) Synthesized image using enhanced depth by TDE 

          

(d) Synthesized image using enhanced depth by our proposed method 

Figure 7: Qualitative analysis of synthesis quality in the static regions. (a) represents the reference image 

of Frame 79. (b) is the synthesized result using original depth. (c) indicates the synthesized image using 

TDE. (d) is the result of our method. The 2th, 4th and 6th columns show the synthesized results of local 

static regions. The error heatmaps between synthesized results and reference images are displayed in 

the  3th, 5th and 7th columns . Warm colors mean large errors, and cold colors mean small errors. 
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(a) 

 

(b) 

 

(c) 

Figure 8: Temporal consistency evaluation in the static regions 

 

Bookarrival 
Region1(1-100) Region2(40-100) Region3(40-100) 

Original TDE Ours Original TDE Ours Original TDE Ours 

PSNR 49.08307 49.82602 50.20146 30.57667 30.74217 31.55368 34.54613 34.34882 35.09781 

SSIM 0.946841 0.947205 0.947711 0.886019 0.900981 0.936692 0.920664 0.923001 0.925322 

TII 0.068823 0.031144 0.025312 0.281997 0.098828 0.025767 0.109639 0.040748 0.029024 

Table 2: Quantitative evaluation of synthesis quality and temporal consistency in the static regions. 

The PSNR and SSIM data are the average values of all frames. It should be noted that lower TII 

values represent higher temporal consistency and the bold figures indicate the best results among 

three methods. 
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Moreover, for the dataset of Pantomime, our method 

keeps the best rendering quality as well as the 

temporal consistency. Because, there exists 

tremendous depth fluctuation in static regions of 

Pantomime. TDE only reduces the range of depth 

fluctuation, while our method could suppress them to 

a great extent. 

4. CONCLUSIONS 
In this paper, we proposed a robust temporal depth 

enhancement method for dynamic virtual view 

synthesis, which includes an effective and efficient 

motion block detection and a robust temporal depth 

filter aided by depth reliability check. Experimental 

results prove the robustness of our method that 

temporal consistency and synthesis quality can be both 

improved in static regions. Moreover, we proposed a 

comprehensive objective evaluation metric which is 

efficient and reasonable in assessing the temporal 

consistency of synthesized video sequences. However, 

as described in previous sections, in this paper we 

concentrate our method merely in static regions and 

only temporal filtering is conducted. In the future, we 

will extend our idea and method to motion regions and 

a spatiotemporal filter will be utilized to enhance 

depth sequences. Additionally, the accuracy of depth 

reliability check will also be considered. 
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Abstract
We present a technique for realistic rendering of corroded objects. We employ a physio-chemically based stochastic
model to determine the deterioration level of different points on an object, given its material characteristics and the
vigor of the environment. Guided by values from the ISO standard, our model predicts shape degradation. This
shape degradation is then applied to the object in the form of surface displacements and weathered appearance. The
appearance degradation is hard to physically model accurately due to its dependence on a large number of unknown
parameters as well as its high sensitivity to errors in modeling them. Hence, we instead sample from photographs
of real objects to generate similar appearance for the rendered surface, but consistent with the simulated corrosion
levels. We demonstrate our technique using several simulation results as well as different input photographs. We
also evaluate the fidelity of the generated output to the simulation as well as to the sample texture patterns and
validate our work with the help of data published in the corrosion literature. Our framework is generic and can be
extended to a variety of corrosion scenarios. Ours is an important step towards predictive analysis of material loss
and weathering phenomena for real objects.

Keywords
Corrosion rendering

1 INTRODUCTION

Corrosion is a stochastic process impacted by non-
linear combination of factors like material property,
environment, exposure time, etc. The complexity of
corrosion makes it difficult to accurately predict the
complete state of weathering objects, or even to mea-
sure all the causal factors. Simulation and rendering
of weathered 3D objects is necessary for many appli-
cation, games, movies, aesthetic design, and even un-
weathering of already weathered objects. Predictive
models of weathering can also be used to estimate struc-
tural damage. We extend the model presented in [20] to
general weathering and demonstrate its effectiveness in
estimating corrosion. Such estimation of the physio-
chemical state of an object undergoing corrosion has
applications across diverse fields such as arts, engi-
neering, aerospace, etc. Predictive analysis for an ob-
ject undergoing corrosion is an important part of taking

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

protective measures against both appearance and shape
damages.
Corrosion can be decomposed into two basic building
blocks including acceleration process due to an auto-
catalytic chemical reaction followed by deceleration
due to physical formation of semi-passive porous layer.
Corrosion as a process results in both state change re-
sulting in aesthetic degradation as well as material loss
resulting in structural damage of the exposed layer. We
model corrosion as a stochastic process influenced by
the probabilities dependent on material and environ-
mental conditions. The simulation works on a vox-
elization of the input object undergoing corrosion. In
addition to our model being agnostic to the object size,
shape intricacies and voxel resolution, the in-built con-
tinuous functions ensure that the model structure itself
is generic and independent of specific material type or
environment corrosivity, allowing them to be provided
as inputs. The model allows each voxel to progressively
reach higher corrosion states before being ultimately re-
moved, exposing inner layers. To replicate actual corro-
sion process we also ensure the additive effect of highly
corroded neighborhood and decelerating impact caused
by creation of semi-porous layer of inert oxides.
Because of applications of corrosion study across do-
mains, there has been significant effort to measure and
simulate corrosion reported in the literature [14]. How-
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Figure 1: Simulation and Rendering Pipeline : The first block is the stochastic model, which includes voxelization and the
corrosion simulation. The second block is the rendering pipeline, which generates different maps and combines them to create
the final rendered corroded object.

ever, an accurate prediction of the shape of a corroded
object has remained elusive. On the other hand, effects
like failure time, pit depth, material loss etc., over time
have been measured and simulated [21]. We extend the
pitting corrosion model of Jain et al. [20] to compute
the shape of the object at any given time. The simula-
tion is driven by measured material loss included in ISO
standard [14]. We demonstrate that data from the ISO
standard can be used to effectively guide the stochastic
parameters of the model to ensure that the predicted ma-
terial loss closely follows the expected material loss. At
the same time, our robust rendering framework ensures
that the resulting shapes are realistic. The simulation
additionally produces the degree of corrosion (normal-
ized between 0 and 1) for every point on the surface at
a given time interval. In order to create a realistic ren-
dering, the reflectance properties of each corroded point
needs to be derived.

Optical properties of the surface can vary in largely
unpredictable fashion due to corrosion. Mostly in
game development tools the textures are hand modeled
and do not incorporate the actual corrosion process.
Also, coexistence of multiple dynamic states due to
the material’s interaction with the environment results
in complex and dynamic appearance, which a real
photograph can best capture. Hence, instead of simu-
lating it physio-chemically, we sample the appearance
from parts of real photographs of other corroded
objects, assuming that they exhibit the appearance of a
variety of differently – some slight, others significant –
corroded areas. Using these areas as examples then, we
generate the appearance of the simulated object. We
first normalize the photographs and subtract the effect

of lighting to derive the underlying albedo [5]. Similar
to [24], we then allow a user to mark corrosion degrees
for a few pixels in the albedo map. The appearance
manifold technique of [24] is then employed to derive
the corrosion degree of all the un-marked pixels. This
albedo map is then used to create reflectance values
for the corroded material. This novel integration of
physical simulation and appearance synthesis produces
plausible results.

Ours is a more holistic approach than, say, predicting
only material thickness or material loss, given a partic-
ular combination of factors (corrosion level and time).
It predicts actual shape changes as well as the degree of
corrosion, before imposing the reflective properties of
the corroded material that is consistent with the corro-
sion.

2 RELATED WORK
Corroded objects have compound construction and
their structure dynamically changes under the effect
of varied physio-chemical conditions. These physio-
chemical conditions are influenced by the interaction
of changing environment and the deteriorating ob-
ject. This results in making corrosion a complicated
stochastic process where even a given material may
deteriorate differently given its state and environmental
conditions.

Given its relevance in varied fields including civil engi-
neering, aerospace, heavy industries and art, extensive
work has been done to understand corrosion phenom-
ena [10] [16]. Though these work try to predict physical
loss of material, not much work has been done on es-
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timating structural in conjunction with aesthetic degra-
dation.

Corrosion damages can be broadly categorized into lo-
calized and uniform corrosion [23]. Pitting corrosion is
a severe form of localized corrosion that causes small
cavities on the surface. Jain et al. present a model for
pitting corrosion [20], which we generalize in this pa-
per. Their work is limited to pitting corrosion with no
notion of real time, resulting in lack of comprehensive
predictive modeling. Our basic model uses there model
as core but is tightly coupled to real time, thus open-
ing the possibility of predictive analysis of corrosion
for major materials including steel, copper and zinc.

We simulate uniform corrosion to validate our results
given the lack of weight loss data for other forms of
corrosion. Uniform corrosion is a generic form of cor-
rosion where the attack proceeds evenly throughout the
surface. There are a few models for simulation of gen-
eral corrosion. Guessasma et al. [11] simulate the cor-
rosion phenomena under potentiostaic conditions to the
behavior of the process. They generate the simulation
on a 3D grid and study the current density and exposed
area. They simulate the corrosion process but do not
produce real shape degradations.

There have been other studies on corrosion of differ-
ent materials [9] [22]. It is observed that different
materials behave differently and the subsequent surface
degradation is discrete. Mérillou et al. [19] predict the
changes due to corrosion with time. They best fit the
ISO standard [14] [15] experimental data for steel and
use the weight loss information to remove material from
a three dimensional corrosion map grid. They do not
simulate the actual process on a three dimensional ob-
ject. Also they modify the BRDF model to affect the
porosity and roughness of the surface in the final shad-
ing model. This is not based on any physical evidence.
Our model gathers all the degradation effects from the
actual stochastic simulation of the corrosion phenom-
ena.

General corrosion analysis consists of predicting the
extent of attack with time, under specific atmospheric
conditions. ISO standards [15] list the weight loss in
grams per meter square for specific materials under cer-
tain atmospheric conditions over time. They catego-
rize environment corrosivity levels and catalog material
weight loss under different conditions. We validate our
results by generating similar weight loss from objects
in our simulation.

Realistic rendering of corroded objects is vital in the
field of computer graphics [7] [6][8]. Wang et al. [24]
produce the optical appearance of a weathered surface
by generating an “appearance manifold“. They ap-
ply appearance sampling, but only approximately fol-
low the general trend of corrosion variance across the
surface. Also they use a 7D feature vector which is

cumbersome to gather. They apply stochastic mod-
els to deteriorate color but are unrelated to the actual
corrosion process. Bandeira et al. [1] create weath-
ering effects based on chroma and luminance values.
They introduce the concept of appearance maps similar
to [24] but they do not address rough geometry varia-
tions. Their method works only on images and they do
not present any three dimensional procedure. Hwang
et al. [13] propose a method for creating a weather-
ing gallery based on time dependent appearance mani-
folds(TDAMs). They create these TDAMs from sam-
ple videos clips. The major difficulty in their pro-
posed method is collection of sample videos which cov-
ers presents a good weathering phenomena with least
change in camera position and illumination characteris-
tic.

Textures have also been used [26] to capture realistic
surface effects in this domain, γ-ton tracing [3], is a par-
ticle based surface-centric model of corrosion. It does
not handle severe geometry degradation that follows
corrosion statistics. Clément et al. [4] generate aging
textures by taking as input a target aging mask from the
user. They employ elimination and reproduction tech-
niques for producing the final texture. Their process is
simple but requires a lot of user intervention and thus
the user needs significant domain knowledge to achieve
realistic results. Wojtan et al. [25] generate weathering
by increasing or decreasing the surface of the object but
the results produced are quite synthetic and do not ap-
pear real. Kamata et al. [17] describes a model for tex-
ture regeneration of peeling of preservative coatings of
surfaces. They show the effects of peeling using geo-
metric and environmental maps. Their model produces
this effect by striking the surface with water drops and
calculating the amount of accumulated droplets on the
surface which leads to peeling. Neither do they incor-
porate the actual corrosion phenomena nor do they have
a real time assessment of the corrosion process.

We propose a time variant voxel-based model to sim-
ulate and render generic corrosion on different materi-
als. Our model produces geometric results based on the
stochastic simulation and color changes based on tex-
ture synthesis, onto the object to produce photo-realistic
effects. We validate our results based on ISO stan-
dard [15]. The validation is strengthened by observ-
ing the weight loss from different materials at different
time-steps, which is similar to the standard. We demon-
strate surface degradation with respect to time for dif-
ferent materials.

3 MODELING OF CORROSION
Corrosion is the deterioration of an object with specific
material properties under dynamic environmental con-
dition. Due to the dynamic change in intensity as well
as the number of factors influencing the shape and aes-
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thetics of an object undergoing corrosion, it is hard to
accurately predict object state with elapsed time.

Jain et al. [20] simulate pitting corrosion as a two-step
stochastic process. The first step nucleates pits and the
second step grows them. The division of simulation into
these two steps is based on the physio-chemical nature
of the pitting corrosion process. Their model is qualita-
tive in nature and does not account for the real weight
loss in the object after a given time elapses. There is
no real-time scale. Their stochastic model of corrosion
growth, however, is inspired by the physio-chemistry
of corrosion process. We improve their model in this
paper and apply it to general corrosion with real time
scale.

In order to introduce the notion of real time-scale, we
take recourse to the standardized observations of the
corrosion phenomena [15] to predict the actual weight
loss in a given time for a particular material in a type of
environment. We employ the stochastic aging process
to obtain a single step corrosion model and modulate it
to produce the observed weight losses in a given time
period as cataloged in the ISO standard.

3.1 Corrosion Rate Categorization
Atmospheric condition such as rural, urban, industrial,
marine, chemical, etc., varies and is one of the ma-
jor contributors to corrosion. The complex inter-play
of various factors such as metallic properties, environ-
mental factors and operating conditions make accurate
prediction of detailed corrosion behavior of different
materials nearly impossible to track. The ISO stan-
dard [15] classifies the character of corrosion attack into
five “corrosivity” levels as shown in Table 1. Corrosiv-
ity is a measure of the ability of the atmosphere to cause
corrosion in a given corrosion system. For different ma-
terials (e.g., Steel, Copper, Aluminium, etc.) exposed
to each class, ISO lists the average weight lost per unit
surface area in each year of exposure, We call this the
“corrosion rate.”

Corrosivity 1 year 5 years 10 years
Very Low (C1) 10 23 33

Low (C2) 200 464 668
Medium (C3) 400 928 1334

High (C4) 650 1508 2167
Very High (C5) 1500 3480 5001

Table 1: Corrosion rate for steel for different standardized
corrosivities [15] for different exposure times

Table 1 shows the corrosion rate in grams per m2 of
steel when exposed to different standardized corrosivi-
ties [15] for different exposure times. By fitting a func-
tion to the table entries, we can compute the amount
of material lost in different environment types (namely,
corrosivity categories C1, C2, C3, C4, C5 and interme-
diate levels) during different time periods. The corro-

Material k n m
Steel 13.84 2.9621 0.5257

Copper 0.97416 2.4492 0.67018
Zinc 0.7 2.7355 0.8169

Table 2: Constants for different materials for Equation 1

sion standard has similar corrosion rate tabulation for
different materials. We best fit the values in these ta-
bles to generate a function that gives weight loss per
unit area for a particular material, given the atmospheric
corrosivity, for a given elapsed time t. The following
form fits all materials and conditions:

Ω = k ∗Cn ∗ tm (1)

where, Ω is the corroded weight per unit area, C is the
corrosivity level and k, n, and m are constants whose
values are given in Table 2 (with different values for
different materials). Our stochastic corrosion model is
now guided by Equation 1.

3.2 Model Building Blocks
We start with a voxelization of the corroding object as
in [20]. As a result of this parametric voxelization, the
voxels in the object space are warped cubes [2]. Voxels
account for the geometric structure of a solid object.
In this paper, we incorporate physical properties of the
voxel, i.e., each voxel is assigned a mass based on its
volume and material density.

We follow the framework of [20] as the core of our
model, which we describe first. Each voxel has six
face neighbors. A voxel with at least one face exposed
is a boundary voxel. The simulation processes only
the boundary voxels. Each voxel maintains a corrosion
level (ψ), which accounts for the actual decay state of
the voxel. It ranges from 0 to 1. At level 0, an exposed
voxel is fresh material. At 1, the voxel is fully corroded
and removed from the simulation, exposing voxels be-
hind it. At each step of the simulation, the corrosion
level of each exposed voxel is incremented by a con-
stant factor δ based on a probability distribution func-
tion and the average level of corrosion around it.

We borrow the following intrinsic parameters of the
simulation employed by [20].

• ν : It controls the influence of the immediate neigh-
borhood. This aggravates the corrosion due to the
flow of anions in the medium.

• ω: A constant value that accounts for material
strength resistance to get corroded. When ψ at a
point exceeds ω , the voxel is removed.

• δ : This is the factor by which ψ of a voxel is in-
creased at a simulation step, it is selected for up-
grade by the probability distribution function.
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Figure 2: Basic cylindrical pipe

Fig. 1 describes our simulation and rendering pipeline.
Corrosion is a generic phenomena, which broadly de-
pends on the material properties of the object and the
environmental conditions it is exposed to. The input
parameters of the model are as follows:

• M : material type (steel, copper, zinc etc.)

• C : corrosivity level of the environment (1–5)

• t : elapsed time for which corrosion the process is to
be simulated

We describe the simulation scheme using cylindrical
pipes. Let us consider a pipe with interior radius r, exte-
rior radius R and height H, as shown in Fig. 2. Our sim-
ulation is agnostic to the voxel size. Let the thickness of
the exposed layer (voxel width) be ∆d. ρ is the density
of the metal and ‘A’ is the total area exposed (2ΠRH as-
suming the outer surface of the pipe is exposed). So the
volume exposed is A ∗∆d. The weight of the exposed
volume (α) is given by A ∗∆d ∗ ρ . Equation 1 gives
us the value of Ω, the expected weight loss (in g/m2)
in the given elapsed time. The expected weight loss in
grams (ξ ) is thus:

ξ = Ω∗A (2)

The probability of a voxel to be removed can now be
calculated as the ratio of the expected weight loss to the
weight of the exposed volume. It is given by:

υ =
ξ

α
=

Ω∗A
A∗∆d ∗ρ

=
k ∗Cn ∗ tm

∆d ∗ρ
(3)

υ plays a vital role in the propagation of the corrosion
phenomena. This is explained in detail in section 3.3.
The material weight loss computation is agnostic to the
area exposed and shape dependencies (Equation 3). The
proposed model is independent of the the voxel resolu-
tion (as seen in Equation 3). The probability of removal
of a voxel is also independent of the total exposed area.

3.3 Model Simulation
At every simulation step, the state of each voxel is pri-
marily influenced by three main factors: the time of ex-
posure, the the level of corrosion in its vicinity and the
exposure of the voxel.

Corrosion rate has been measured to be an exponen-
tially decreasing function of time [12]. We model the

corrosion probability to decay with time according to
Equation 4.

χ = λ0 ∗ exp(−λ1 ∗ t) (4)

with some constants λ0 and λ1. To achieve the expected
Ω, we assign λ0 = υ from Equation 3 to calculate χ for
updating ψ . This controls the aggregate material loss
in the simulation. Our simulation has fixed ω = 1. The
pace of corrosion is hence controlled by λ1. This can in-
crease or decrease the probability of material loss. [20]
does not have any such control over the speed of the
complete simulation.

For each exposed voxel, the average neighborhood (β )
is the average of ψ values of its neighbors. Now, the
corrosion simulation steps are listed below for each ex-
posed voxel ‘a’:

1. Choose a random number r uniformly distributed
between 0 and 1.

2. If r < χ , ψ(a) += δ

3. If β (a)> ν , ψ(a) += δ

4. If ψ(a) > ω , remove the voxel. Distribute ψ(a)
equally among the now exposed voxels in its neigh-
borhood.

5. For all exposed voxels, repeat steps 1–3 until the to-
tal material loss reaches Ω for a given elapsed time
t given in Equation 3 .

If a voxel has been exposed longer, the chances of its
corrosion is high. Closeness to a highly corroded region
also accelerates the corrosion process of a voxel.

4 RENDERING
Corroded objects exhibit a wide spectrum of appear-
ances, which may be nearly impossible to replicate us-
ing conventional rendering techniques. The dynamic
conversion of one state to another depending on the in-
teraction between the environment and the material fur-
ther complicates rendering. To best represent the ac-
tual state of the object, we propose a general render-
ing framework, which imparts the final color to the cor-
roded object derived from actual high resolution pho-
tographs of real objects. Our simulation results in the
set of surface voxels whose exposure is primarily gov-
erned by material-environment interaction over a cer-
tain period of time. We estimate their appearance by
that of similarly corroded points in the input photo-
graph. We start with a parameterization of the origi-
nal surface to be simulated. This allows us to map the
model voxels back to that parameterization at any stage
of the simulation.
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Figure 3: Real photograph sample (a), Albedo Map (b) and
its corresponding weathering degree map (c)

Then, instead of re-surfacing the model voxels, we di-
rectly render the original surface with the removed vox-
els encoded in a displacement map, following [20]. The
displacement map value is directly equal to the depth of
the exposed surface from the original surface in the di-
rection normal to that surface. The simulation also gen-
erates the current level of corrosion for every exposed
voxel in a “weathering degree” map (W2). We use this
weathering degree map also, to compute a bump-map.

Finally, we compute the color by example of a corroded
material of the same type. We first eliminate the illumi-
nation from the photograph [5], getting a map of albedo
values for each pixel, I1. Employing the user-in-the-
loop technique of Wang et al. [24], we then construct
a degree map of the photograph: the estimated corro-
sion level of the material at each pixel. Fig. 3 shows an
example of a photograph, its albedo map and the final
weathering degree map for the real photograph.

We then generate the final albedo map I2 of the simu-
lated object using these three maps:

1. Example weathering degree map W1 constructed
from the photograph

2. Simulated weathering degree map W2 generated
from our simulation

3. Example albedo map I1 constructed from the photo-
graph

Let I1 and W1 each be of size M × N and let I2 and W2
be of size P × Q.

To compute I2(x,y), one possibility is to individually lo-
cate the value (similar to) W2(x,y) in W1 and assign the
albedo from I1 found at that pixel. This provides unnat-
ural and random looking results. Further, it is possible
to find W2(x,y) at multiple locations in W1, with large
variance in color values. Hence a coherent look-up pro-
vides a more natural look. However, instead of match-
ing pixels based on their neighborhoods as in [24], we
match entire tiles. Unfortunately, this generates discon-
tinuity at tile boundaries. Hence, we employ overlap-
ping tiles and then combine color from multiple tiles at
each pixel. Further, we do not require a seven dimen-
sional appearance manifold to generate realistic color.
7D input is cumbersome to acquire. We instead use

Figure 4: Procedure to generate the final diffuse color map
based on least chi-squared distance between histogram distri-
bution of degree values. Each tile (highlighted as yellow) is
m*m sized.

standard RGB photographs and obtain improvements
over the technique in [24] as demonstrated later. We
describe our algorithm next.

We consider m×m tiles in each map. As I1 and W1 are
of the same size, a tile T1 at (x,y) location in I1 corre-
sponds to the same (x,y) location in W1. (See Fig. 4(a)
and (c), t1 and T1, respectively.) We hence use the same
symbol to denote corresponding tiles in the two maps.
Similarly, we use a common symbol for tiles in W2 and
I2 (See Fig. 4(b) and (d), t2 and T2, respectively).

As mentioned, we employ a sliding window approach.
We start with an m×m tile in one corner. The next tile is
offset by one pixel in one of the dimensions, and so the
window slides. The entire map is overlaid with such
overlapping tiles (see Figure 4). For each tile in W2,
we compute the best matching tile in W1 using its his-
togram distribution of the degree values as the ‘feature
vector’ for matching.

• Calculate histogram of each tile in W1 and W2 using
their degree values.

• For each tile T2 in W2, find the best matching tile
T1 in W1, based on least chi-squared distance [18]
between their respective histograms.

• Impart color from the matching tile T1 in I1 to T2 in
I2.

• Every pixel p ∈ I2 lies in multiple (sliding) tiles (see
tiles marked in blue and green in Fig. 5) and has
corresponding color contributions.

• The final color for pixel p is generated by the
weighted average of these color contributions.
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Figure 5: Sliding window procedure to impart color to a
pixel p in I2. The distribution of colors is dependent on the
spatial distance of pixel p in I2 from the center of the tile (T2
in I2). Yellow highlighted part is the pixel for which color
contribution calculation is shown. Blue and green are the tiles
pixel p is part of. For the blue tile p lies at the center, but
for green tile p is at distance d2 from the center. The color
contribution from the blue tile at distance d1 would be more
than the RGB value from green tile at d2.

The color maps generated using the RGB values em-
ploying the pixel matching technique of [24] produces
blockiness. As can be observed in Fig. 6, our results
produce sharper results. Moreover, our colors have a
higher fidelity to the computed weather map in W2.

Figure 6: Comparison between our diffuse map generation
and texture generated using [24], our results have much less
blockiness and much better spread of colors. Also L2 norm
error is much less.

We perform an error analysis of results from our color
maps and those generated by [24]. This is done by cal-
culating how accurately a color has been assigned for

a particular corrosion level. For each pixel in I2, we
compute the difference in color from the “nearest sup-
porting color” in I1. We then compare the L2 norm er-
ror for both the set of outputs. To compute the nearest
supporting color for I2(x,y), we locate all points on the
appearance manifold [24] on I1 and W1, which have a
corrosion level of W2(x,y). Among these, I1(x,y) that
is closest (in L2 sense) to I2(x,y) is considered the near-
est supporting color. Intuitively, the corroboration of a
similar color with the same corrosion level in the input
maps testifies to it being the right choice.

Also, we generate a diffuse texture map, a normal map
and a displacement map, which incorporate the overall
deterioration in the three dimensional object, which is
difficult in their proposed strategy.

Finally, after generating the diffuse texture map, the
normal map and the displacement map, we produce the
final rendering.

5 RESULTS AND VALIDATION
Our model results closely follow the weight loss
paradigm of materials including Iron, Copper and Zinc
under environmental conditions ranging from gentle
to highly hostile. We validate our results exhibiting a
comparison of the weight loss from our simulation to
the predicted weight from the ISO standard. Our major
focus is on realistic rendering of corroded objects
and less on the performance statistics. Our model
simulation takes 2-4 minutes (for Figs. 8, 9 and 10).
Texture generation is a two step process. The first step
creates the appearance manifold (which is computed
just once) and the second step generates the final color,
which takes 20–30 seconds for for a texture size of
256×256.

Our model simulations are agnostic to voxel size. The
surface layer of depth is specified by the user. The size
of voxels, in real units, is also specified by the user.
For the results shown in Figs. 8, 9 and 10, the thickness
of the pipe is 0.5cm. This depth is divided into six-
teen layers and the average voxel size is 0.00491 cm3.
In Fig. 7(a), we compare time variant simulated re-
sults for carbon steel under various environmental con-
ditions (C1 - C5) with predicted weight loss in grams
per unit area from the ISO standard. As is apparent
from the graph, our model complies with the ISO stan-
dard from various atmospheric conditions at different
elapsed times. The graph clearly depicts that the total
weight loss closely matches the predicted value. Be-
ing agnostic to the type of material, our framework is
able predict the state of other materials like Copper and
Zinc also once the respective material property is pro-
vided as input. We have validated our model with the
actual weight loss in materials such as Steel, Copper
and Zinc. In Fig. 7(a), we compare our results for var-
ious materials including steel, copper and zinc for cor-
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Figure 7: The two charts compare weight loss in grams per
unit area from our simulation at different elapsed times with
predictive weight losses from [15]. The first chart compares
the weight losses for carbon steel at different corrosivity lev-
els. (b) shows the weight losses for different metals at corro-
sivity level C3. The compliance of our model with standard
results is evident.

Figure 8: Visual comparison of material loss in steel (a)
and copper (b) pipe after one year

rosivity level C3 and observe that the predicted weight
losses are achieved by our simulation effectively.

Our results are validated both with respect to the ex-
pected structural changes as well as color similarity to
input. For example, Fig. 8 showcases the rendered re-
sults within the weight loss band in steel and copper
pipe for the first year as suggested by ISO [15]. For
steel pipe, the weight loss is much more than for copper
after one year. Our model generates a time variant cor-
rosion simulation. Fig. 9 exhibits the state of a copper

pipe at different time steps impacted by an environment
of corrosivity C3. The color and surface changes for
the copper pipe shows the deterioration of the pipe at
multiple time steps. Fig. 10 shows the impact of differ-
ent corrosivity levels on steel pipe. C5 is much more
aggressive and hostile environment and the surface de-
terioration of the pipe clearly depicts that.

6 CONCLUSION
We propose a physio-chemically based stochastic
model to predict shape degradation of objects under-
going corrosion. Our proposed approach is generic
across different materials and handles different object
sizes and shape intricacies. We allow for material type
and environmental conditions to be given as inputs
making the framework simple yet comprehensive.
In order to generate rendered output we propose a
holistic rendering approach involving mapping of
surface with color seen in actual corroded objects.
We have presented a model that estimates structural
damage due to material loss for uniform corrosion of
various materials. Extending the model to other forms
of corrosion including pitting and crevice corrosion
would be an important avenue for further research.
Our current rendering scheme focuses primarily on
surfaces of revolution. We aim to generate simulation
for general objects in future. Also, further work can be
done to understand the physical and optical properties
of corrosion residue.

7 REFERENCES
[1] Bandeira, D., Walter, M.: Synthesis and transfer

of time-variant material appearance on images.
In: Computer Graphics and Image Processing
(SIBGRAPI), 2009 XXII Brazilian Symposium
on, pp. 32–39. IEEE (2009)

[2] Chen, Y., Cohen, J., Kumar, S.: Visualization of
time-varying curvilinear grids using a 3D warp
texture. In: Vision, Modeling, and Visualization
(2005)

[3] Chen, Y., Xia, L., tsin Wong, T., Tong, X., Bao,
H., Guo, B., yeung Shum, H.: Visual simulation
of weathering by γ-ton tracing. In: ACM SIG-
GRAPH, pp. 1127–1133 (2005)

[4] Clément, O., Benoit, J., Paquette, E.: Efficient
editing of aged object textures. In: Proceedings
of the 5th international conference on Computer
graphics, virtual reality, visualisation and interac-
tion in Africa, pp. 151–158. ACM (2007)

[5] Dong, Y., Tong, X., Pellacini, F., Guo, B.: App-
Gen: Interactive material modeling from a single
image. ACM Trans. Graph. 30(6), 146:1–146:10
(2011). DOI 10.1145/2070781.2024180

WSCG 2015 Conference on Computer Graphics, Visualization and Computer Vision

Full Papers Proceedings 208 ISBN 978-80-86943-65-7



Figure 9: Depiction of time variant decay of a copper pipe at 1 (a), 2 (b) and 5 (c) years respectively. The surface degradation
of the copper pipe in the 5th year compared to the 1st year is shown.

Figure 10: Corroded steel pipe after one year under C2 (a), C3 (b) and C5 (c) corrosivity levels, respectively. The pipe decays
at a higher pace under C5 atmospheric conditions.

[6] Dorsey, J., Edelman, A., Jensen, H.W., Legakis,
J., Pedersen, H.K.: Modeling and rendering of
weathered stone. In: ACM SIGGRAPH 2006
Courses, p. 4. ACM (2006)

[7] Dorsey, J., Hanrahan, P.: Modeling and rendering
of metallic patinas. In: Proceedings of the 23rd
annual conference on Computer graphics and in-
teractive techniques, pp. 387–396. ACM (1996)

[8] Dorsey, J., Pedersen, H.K., Hanrahan, P.: Flow
and changes in appearance. In: ACM SIGGRAPH
2005 Courses, p. 3. ACM (2005)

[9] El Aal, E.A., El Wanees, S.A., Diab, A.,
El Haleem, S.A.: Environmental factors affect-
ing the corrosion behavior of reinforcing steel III.
measurement of pitting corrosion currents of steel
in Ca (OH)2 solutions under natural corrosion
conditions. Corrosion Science 51(8), 1611–1618
(2009)

[10] Genel, K., Demirkol, M., Gülmez, T.: Corrosion
fatigue behaviour of ion nitrided aisi 4140 steel.
Materials Science and Engineering: A 288(1),
91–100 (2000)

[11] Guessasma, S., Elkedim, O., Nardin, P., Hamza-
oui, R., Grosdidier, T.: Monte carlo simulation
of uniform corrosion process under potentiostatic
conditions. Corrosion science 49(7), 2880–2904
(2007)

[12] Henshall, G., Halsey, W., Clarke, W., McCright,
R.: Modeling pitting corrosion damage of high-
level radioactive-waste containers, with emphasis
on the stochastic approach. Tech. rep., Lawrence
Livermore National Lab., CA (United States)
(1993)

[13] Hwang, G., Yoon, S.H., Park, S.: Video-based

weathering gallery. Multimedia Tools and Appli-
cations pp. 1–17 (2015)

[14] Corrosion of metals and alloys – corrosivity of
atmospheres – classification, determination and
estimation (2012)

[15] Corrosion of metals and alloys – corrosivity of
atmospheres – guiding values for the corrosivity
categories (2012)

[16] Kadry, S.: Corrosion analysis of stainless steel.
Eur. J. Sci. Res 22(4), 508–516 (2008)

[17] Kamata, Y., Manabe, Y., Yata, N.: Simulation
of aging metal with preservative coating. In:
The 2013 International Conference on Computer
Graphics, Visualization, Computer Vision, and
Game Technology. Atlantis Press (2013)

[18] McCune, B., Grace, L., Urban, D.: Analysis of
Ecological Communities. MjM Software Design,
Gleneden Beach, OR (2002)

[19] Mérillou, S., Dischler, J.M., Ghazanfarpour, D.:
Corrosion: simulating and rendering. In: Graph-
ics Interface, vol. 2001, pp. 167–174 (2001)

[20] Nisha, J., Prem, K., Kumar, S.: Simulation and
rendering of pitting corrosion. In: Computer
Vision, Graphics & Image Processing, 2014.
ICVGIP’14 (2014)

[21] Rivas, D., Caleyo, F., Valor, A., Hallen, J.: Ex-
treme value analysis applied to pitting corrosion
experiments in low carbon steel: Comparison
of block maxima and peak over threshold ap-
proaches. Corrosion Science 50(11), 3193–3204
(2008)

[22] Scarf, P.A., Laycock, P.J.: Estimation of extremes
in corrosion engineering. Journal of applied statis-
tics 23(6), 621–644 (1996)

WSCG 2015 Conference on Computer Graphics, Visualization and Computer Vision

Full Papers Proceedings 209 ISBN 978-80-86943-65-7



[23] Shreir, L.L., et al.: Corrosion. Vol. I.
Metal/environment reactions. Ed. 2. Butterworth
& Co.(Publishers) Ltd. (1976)

[24] Wang, J., Tong, X., Lin, S., Pan, M., Wang, C.,
Bao, H., Guo, B., Shum, H.Y.: Appearance man-
ifolds for modeling time-variant appearance of
materials. ACM Transactions on Graphics (TOG)
25(3), 754–761 (2006)

[25] Wojtan, C., Carlson, M., Mucha, P.J., Turk, G.:
Animating corrosion and erosion. In: NPH, pp.
15–22. Citeseer (2007)

[26] Xuey, S., Wang, J., Tong, X., Dai, Q., Guo,
B.: Image-based material weathering. Computer
Graphics Forum 27(2), 617–626 (2008)

WSCG 2015 Conference on Computer Graphics, Visualization and Computer Vision

Full Papers Proceedings 210 ISBN 978-80-86943-65-7



An Efficient Reduction of IMU Drift for Registration Error
Free Augmented Reality Maintenance Application

Lakshmiprabha N. S.12

ns.lakshmiprabha@cern.ch
Alexander Santos1

a.alvsantos@cern.ch

Olga Beltramello1

olga.beltramello@cern.ch
1European Organization for Nuclear Research, CERN, Switzerland

2University of Rome Tor Vergata, Italy

Figure 1: Augmented reality application showing user perceptive view of two different maintenance procedures.

ABSTRACT
Augmented reality (AR) is a technology that overlays virtual 3D content in the real world to enhance a user’s
perception. This AR virtual content must be registered properly with less jitter, drift or lag to create a more
immersive feeling for the user. The object pose can be determined using different pose estimation techniques using
the data from sensors cameras and inertial measurement units (IMUs). Camera based vision algorithms detect the
features in a given environment to calculate the relative pose of an object with respect to the camera. However,
these algorithms often take a longer time to calculate the pose and can only operate at lower rates. On the other
hand, an IMU can provide fast data rates from which an absolute pose can be determined with fewer calculations.
This pose is usually subjected to drift which leads to registration errors. The IMU drift can be substantially
reduced by fusing periodic pose updates from a vision algorithm. This work investigates various factors that affect
the rendering registration error and to find the trade-off between the vision algorithm pose update rate and the
IMU drift to efficiently reduce this registration error. The experimental evaluation details the impact of IMU drift
with different vision algorithm pose update rates. The results show that the careful selection of vision algorithm
pose updates not only reduces IMU drift but also reduces the registration error. Furthermore, this reduces the
computation required for processing the vision algorithm.

Keywords
Augmented reality; Pose estimation; Inertial measurement unit; Marker tracking; Sensor fusion; Registration error

1 INTRODUCTION
In past decades, virtual reality (VR) and augmented
reality (AR) have seen a wide range of applications
starting from entertainment (games) to medical fields.
Many companies like Google (Google glass1), Mi-
crosoft (Hololens2), Epson (Moverio3) for example
brought this AR technology from research experiment
projects to daily use commercial products. The AR
technology enables one to perceive reality in a more

1 https://support.google.com/glass/
2 https://www.microsoft.com/
microsoft-hololens/

3 http://www.epson.com/cgi-bin/Store/jsp/
Landing/moverio-bt-200-smart-glasses.do

informative dimension. This supplementary infor-
mation can be useful in many applications, one such
is a maintenance application [Feiner11]. This paper
concentrates on maintenance operation in ATLAS4

particle physics detector (in Large Hadron Collider
(LHC)) as a use case environment. The operators
and technicians in this high energy physics radiation
environment have to finish the maintenance job rapidly
to reduce the exposure time. The AR technology can
help in replacing paper manuals and actually display
each maintenance procedure in the operator’s field
of view. Figure 1 shows the user perceptive view of

4 http://atlas.ch/
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two maintenance procedures for repairing a FPIAA
(Finding people in ATLAS environment) system.
AR technology relays on the pose information provided
by the sensors to overlay the virtual content. Amongst
many available sensors, camera and Inertial measure-
ment units (IMUs) are complete sensors, as they pro-
vide position and orientation in both indoor and out-
door applications. Also, these sensors can be compared
closely with the humans vision (camera) and vestibu-
lar (IMU) system [Corke07]. The vision and vestibular
systems provide key information about spatial orienta-
tion, body posture, equilibrium, reflex behaviours such
as eye movement coordination, and navigation. This
vestibular system that does inertial sensing is protected
in the inner ear. The proper fusion of the camera and the
IMU data can help us to mimic the human way of per-
ceiving the environment. In this work, pose estimation
is carried out by fusing camera and IMU data.
Camera based vision algorithms are very well suited
for the AR application. However, based on the avail-
able processing power, the computation time for a vi-
sion based algorithm (other than fiducial marker track-
ing) can vary from several milliseconds to seconds. It
is well known that the IMU provides faster pose up-
dates than camera image based pose estimation. The
next obvious measure to know about is the accuracy in
terms of rendering an AR virtual content. The major
disadvantage of IMU is that they typically suffer from
drift. One well known method to overcome this drift is
to use other low drift data (for example pose computed
from the vision images) and then fuse the two data to-
gether. The fusion of vision relative pose and IMU ab-
solute pose data will help to predict the object location
assuming that the camera and IMU are very well cal-
ibrated. There have been different methods proposed
in AR community for camera and IMU related sensor
fusion [Azuma94, Chai99, Davison03, Hol06]. Never-
theless, one of the aspects that significantly affects the
registration error for AR applications is the pose update
rate from vision algorithm that will efficiently minimize
the IMU drift. The focus of this paper is to define the
different parameters that affect the rendering registra-
tion error and also to determine the pose update rate
from the vision algorithm required to reduce the IMU
drift and the registration error for an AR application.
The experimental results show the impact of pose up-
dates from the vision algorithm on IMU drift and regis-
tration error.

2 RELATED WORK
The usage of camera and IMU sensors is very well
known in augmented reality applications for pose esti-
mations. Starting from [Azuma94], there have been dif-
ferent work that discussed about the fusion of the pose
from the camera and the IMU to reduce the registra-
tion error [Chai99, Davison03, Hol06]. IMU data has

also been used in boosting vision feature matching and
these features are used as an individual measurement
as opposed to the more traditional approaches where
camera pose estimates are first extracted by means of
feature tracking and then used as measurement updates
in a filter framework as in [Oskiper12]. Recently, Kriti
et al [Kumar14] highlighted the usage of IMU data for
the occlusion problem in vision algorithm by defining
the fusion techniques. Another interesting application
of augmented reality is binoculars [Oskiper13] using
stereo camera, GPS and IMU for pose estimation. Their
results show that the vision tracking algorithm compu-
tation takes 30 milliseconds which is more acceptable
even without the need of an IMU. One different appli-
cation of an IMU is used in sensing the user movement
to correct the registration errors [Lo10].

In this work, the application of our interest is a mainte-
nance operation in a complex and an extreme environ-
ment. A most recent work on a similar application is
[Zhu14], which presented a whole system from tracking
to rendering with the delay measurements at different
modules. In this work IMU data was fused with vision
algorithm pose using Extended Kalman Filter but there
was limited highlight on the vision pose updates used
for fusion and its effect on the registration error. The
goal of our work is to find a trade-off between vision
algorithm pose updates and the IMU drift to efficiently
reduce the registration error. This will help to use only
the required number of pose updates from the vision al-
gorithm to have a good visualization of AR content at
the correct location. Hence this optimizes the use of
processing power that is required for vision algorithm
computation.

In this paper, the different parameters affecting regis-
tration of AR visualization is discussed in section 3. In
the subsequent sections, pose estimation using a cam-
era and an IMU is elaborated. In section 6, the sensor
fusion using extended kalman filter is explained. The
experimental evaluation of determining the correct pose
update rate from a vision algorithm required to reduce
the drift and further the registration error is illustrated
in section 7. The findings from this work and future
direction is summarized in conclusion.

3 AR VIRTUAL CONTENT REGIS-
TRATION

Augmented reality (AR) is user centric, where the user
evaluates the system based on what he/she sees in the
display device (either hand-held or head mounted dis-
play). Most common problem in rendering the AR vir-
tual content is the registration between a real and a vir-
tual object in the scene. The misalignment of the AR
virtual content with their desired real world object is
referred to as registration error. Figure 2 shows the reg-
istration error between real screws (dark gray) and the
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Figure 2: Augmented reality video display showing
registration error in rendering the virtual object (red)
on real object (dark gray) is shown.

virtual screws (red). This registration error must be kept
quite minimal even during fast movements. Otherwise
the system will not provide any help to the user. As-
suming that the camera, IMU and the display device
are calibrated to perfection, the registration error can
be expressed as,

E = f (Pcam,DIMU ,D,S) (1)

where, Pcam is the accuracy of vision algorithm pose
estimation, DIMU is the drift developed in the IMU
over time, D is the distance between the system (cam-
era+IMU) and the target object (refer Figure 2 ) and S
is the size of the object of interest.

If the vision algorithm detects object A as object B (for
example, blue cable detected as red in Figure 1) from
the captured images, this will result in highlighting a
different object. If the pose update from the vision al-
gorithm is at every 1s, then between t0 to t0 + 1s the
drift accumulated in the IMU (DIMU ) can influence the
registration error. If the distance (D) is increasing the
error is also increasing, this can result in pointing A ob-
ject (say red cable) as B (say blue cable) to the user. If
the object of interest and the AR content is large (vir-
tual box lid over the FPIAA box in Figure 1), a small
registration error can be acceptable by the user. In other
case, if the object of interest and virtual content is small,
say highlighting a cable where there are identical cables
next to each other, a small registration error can point a
different cable to the user.

The main goal of this paper is to study the IMU drift
related registration error developed over time and effi-
ciently reduce that error using vision pose update. In or-
der to have an accurate pose measurement from the vi-
sion algorithm, this work uses marker tracking instead
of real object pose estimation. This will also help us
to use marker pose as the ground truth and evaluate the
error from other parameters (i.e. from the IMU drift).

As a foundation to the above discussed point, it is re-
quired to have pose estimation from a camera, IMU and
sensor fusion to carry out the experiments. In the next
sections, pose estimation using a camera and an IMU is
discussed.

4 POSE ESTIMATION USING CAM-
ERA IMAGES

In order to have accurate pose estimation from the
vision algorithm, a prepared environment with fiducial
markers are used. There are several libraries mainly
used to resolve the marker tracking issues in the given
scene. Most well known marker tracking libraries are
ARToolKit [Kato99], osgART [Looser06], DWART
[Bauer01], ARTag [Fiala04], Ubitrack [Ubitrack04]
etc. In this work, marker tracking from Ubitrack5

library is used. The precise marker tracking is possible
when it is provided with the camera parameters (intrin-
sic and extrinsic) calculated using camera calibration6

[Salvi02].

5 POSE ESTIMATION USING IMU
An inertial measurement unit has three accelerometers,
three gyroscopes to measure acceleration and angular
velocity along X, Y and Z axis. Some of the IMU
also include three magnetometers to calibrate against
earth’s magnetic field. The cost and size of inertial sen-
sors increase with the accuracy and reduced drift range.
Following subsections detail the calculation of orienta-
tion and position from angular velocity and acceleration
data from IMU.

5.1 Orientation calculation
The orientation in terms of quaternions was calculated
using explicit complimentary filter (ECF) discussed
by M. Euston et al in [Mahony08]. Please refer
[Mahony08] for more details on orientation calcula-
tion. In the next section, position calculation from
accelerometer data is explained.

5.2 Position calculation
The process of integrating acceleration data twice to
calculate position is not so direct, since the accelerome-
ter data contains the body acceleration and gravity com-
ponent. As a first step, the gravity component was re-
moved and the resulting linear acceleration was used for
further processing. The absolute position is then calcu-
lated by double integrating this linear acceleration. The
relative 6Dof pose from camera and absolute 6Dof from
IMU is fused using the Extended Kalman Filter detailed
in sensor fusion section.

5 http://campar.in.tum.de/UbiTrack/WebHome
6 http://www.vision.caltech.edu/bouguetj/
calib_doc/

WSCG 2015 Conference on Computer Graphics, Visualization and Computer Vision

Full Papers Proceedings 213 ISBN 978-80-86943-65-7



6 SENSOR FUSION
The fusion of pose data is performed with an Extended
Kalman filter (EKF) [Bishop01] approach, a technique
widely used in state estimation problems such as pose
estimation in robotics, aviation and augmented reality
[Azuma94, Chai99, Davison03, Hol06]. The kalman
filter can be either used at the output of a pre-built sen-
sor [Azuma94, Chai99] or as an integral part of the vi-
sion algorithm for pose estimation [Davison03]. The
difference is based on the orientation representation, as
in [Azuma94, Davison03] it is quaternion and [Chai99]
uses euler representation. Most importantly the filter
should cope up with unsynchronized pose data coming
from the different sources particularly IMU and camera
in our work. In this paper, marker tracking is used as
vision algorithm since it provides accurate pose estima-
tion which can serve as ground truth to measure the reg-
istration error developed by an IMU drift. Further for
other applications this marker tracking can be replaced
by any real object pose estimation algorithms within the
same sensor fusion frame work detailed below.

6.1 Extended Kalman Filter (EKF)
A nonlinear version of the Kalman filter that linearizes
an estimate of the current mean and covariance is re-
ferred as an Extended Kalman filter (EKF). This filter-
ing technique allows us to estimate the parameters from
multiple measurements without completely discarding
information from previous sensor readings.

Let us assume that the process has a state vector x ∈ Rn,
and is governed by the non-linear stochastic difference
equation

xk = f (xk−1,uk,wk−1) (2)

with a measurement z ∈ Rm that is

zk = h(xk,vk) (3)

where the random variables wk and vk represent the pro-
cess and measurement noise. In this case the non-linear
function f in the difference equation 2 relates the state
at the previous time step k−1 to the state at the current
time step k. It includes driving function uk and the zero-
mean process noise wk as parameters. The non-linear
function h in the measurement equation 3 relates the
state to the measurement zk. In this case, the state vec-
tor consists of pose from camera and pose from IMU
transformed to the camera coordinate frame using the
camera-IMU calibration.

To estimate a process with non-linear difference and
measurement relationships, we begin by writing new
governing equations that linearise an estimate about
equation 2 and equation 3

xk ≈ x̃k +A(xk−1− x̂k−1)+Wwk−1 (4)

zk ≈ z̃k +H(xk− x̃k)+V vk (5)

where x̂k is a posteriori estimate of the state at step k.
A is the Jacobian matrix of partial derivatives of f with
respect to x, that is

A[i, j] =
d f[i]
dx[ j]

(x̂k−1,uk,0) (6)

W is the Jacobian matrix of partial derivatives of f with
respect to w,

W[i, j] =
d f[i]
dw[ j]

(x̂k−1,uk,0) (7)

H is the Jacobian matrix of partial derivatives of h with
respect to x,

H[i, j] =
dh[i]
dx[ j]

(x̃k,0) (8)

V is the Jacobian matrix of partial derivatives of h with
respect to v,

V[i, j] =
dh[i]
dv[ j]

(x̃k,0) (9)

The complete set of EKF equations is given in equa-
tions below,
EKF Time update

x̂−k = f (x̂k−1,uk,0) (10)

P−k = AkPk−1AT
k +WkQk−1W T

k (11)

the time update equations project the state and covari-
ance estimates from the previous time step k−1 to the
current time step k. Ak and Wk are the process Jacobians
at step k (see equation 6 and 7) and Qk is the process
noise covariance equation at step k. Careful selection of
process noise is a must to have good performance. The
high value causes old measurements to decay quickly
and new measurements are given a higher weighting.
EKF measurement update

Kk = P−k HT
k (HkP−k HT

k +VkRkV T
k )−1 (12)

x̂k = x̂−k +Kk(zk−h(x̂−k ,0)) (13)

Pk = (1−KkHk)P−k (14)

The measurement update equations (12 to 14) corrects
the state and covariance estimates with the measure-
ment zk. Hk and Vk are the measurement Jacobians at
step k (see equation 8 and 9). Rk is the measurement
noise covariance at step k.
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Figure 3: Error calculation over time at a target distance
of 25cm. RGB is the marker pose (ground truth) and
CMY is the sensor fusion pose after 500ms, 1s, 2s, 5s
and 10s.

7 EXPERIMENTAL EVALUATION
The framework is implemented in C and C++ and
executed in Advantech MIO-5271 with Intel corei5-
4300U CPU and 8GB of RAM. The sensors consist of
a Logitech C920 camera and an Xsens MTi-100 IMU.
Camera images are captured at 640x480 pixels reso-
lution at 30fps and the IMU data at 100Hz frequency.
The AR virtual content rendering is implemented using
Unity3D7 game engine.

This work concentrates on AR for a maintenance ap-
plication as shown in Figure 1, the operating distance
between system and target object can vary from 0.25
meter to 1.5 meter. The size of the object over which
the AR content is rendered vary from 2cm to 8cm for
the considered maintenance use case. The IMU drift re-
lated registration error was studied by varying one pa-
rameter and keeping all other constant. For example,
the pose update rate from the vision algorithm to sen-
sor fusion was varied to see the registration error pro-
duced due to the IMU drift under static conditions and
at a fixed distance. The pose obtained from the marker
remains as the ground truth pose that can be used to
measure the drift from the IMU. The marker pose from
camera images is taken at a fixed rate for fusing with
the IMU data. The IMU pose through EKF is used
to know the object location between the intermediate
marker pose updates. The IMU drift developed in this
duration is corrected using the upcoming marker pose
from the camera. This drift over time was measured by
comparing the marker pose with the sensor fusion pose.
Since the camera and IMU are in a static condition (at
25cm away from the marker), the deviation between the
marker pose and the sensor fusion pose is caused by the
IMU drift. In the experiments, the marker pose is taken
at 0.5s, 1s, 2s, 5s and 10s update rates. The drift be-
tween these updates are shown in the Figure 3 where the

7 http://unity3d.com/

(a) Error in position over time at a target distance of 25cm.

(b) Error in position at different target distance with the 2Hz
marker pose update.

Figure 4: Position error over time and at different target
location.

marker pose is shown in RGB and sensor fusion pose is
shown in CMY. The drift increases with the decrease in
marker pose update rate, i.e. the drift is higher for every
5s update than the 2s marker pose update. As it can be
seen in Figure 3, the deviation in orientation between
marker pose (RGB) and the sensor fusion pose (CMY)
is considerably lower than the position (XYZ) values.
The closer look for the deviation in position (XYZ) val-
ues for different marker pose update rate is shown in
figure 4 (a). This deviation in position is measured at a
target marker placed 25cm away from the camera and
the IMU. The registration error in terms of percentage
along the three axis is given in Table 1.
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As mentioned in equation 1, the registration error is
also related with the distance between the system and
the target object. The influence of the different target
distance and the related registration error is shown in
Figure 4 (b). As the distance increases the registra-
tion error along all the three axis also increases steadily.
These results are measured with the vision algorithm
pose update of 0.5s to the sensor fusion since 2Hz pose
update is possible in most real object pose estimation
algorithms. Thus the careful selection of a vision al-
gorithm is required to efficiently reduce the IMU drift
and this in turn reduces the AR content registration er-
rors. Further, this reduces the computation required for
vision based algorithms to process several images per
second to the number that is sufficiently enough to cor-
rect this registration error.

Marker pose update (s) X(%) Y(%) Z(%)
0.5 0.64 0.82 0.02
1 1.23 1.54 0.067
2 2.4 2.69 0.147
5 5.9 6.99 0.29
10 12.2 14.33 0.686

Table 1: Registration error in percentage along X, Y, Z
axis for different pose updates from marker.

The drift cannot be the same for different IMU. To test
this statement, the above mentioned experiment was re-
peated again with another Xsens IMU and the measured
registration error over time is shown in Figure 5. The
result shows that the registration error developed over
time due to IMU drift is purely random. The direc-
tion along which the error was happening is opposite
in both the cases. The registration error was happening
more in north east direction using the first IMU and it
was moving in south west for the second case. Having
said this, a method that reduces the registration error in
the first case may not really serve as a solution for the
other case. Thus, it is wiser to use other sources of in-
formation (vision algorithm in our work) to eliminate
this error.

The maintenance application of our interest has a work-
ing distance of 0.5m to 1.5m. For this working distance,
the IMU drift is 0.3mm to 2mm along the X axis with
0.5s marker pose updates and slightly less in other two
axis. These measurements are taken under static condi-
tions, but in real situation the system will be moved dy-
namically by the user. The size of the object on which
the virtual rendering has to be shown is 2cm (screw in
Figure 1). Considering these facts, we select the marker
pose updates of 4Hz to be fused with the IMU data. The
marker tracking pose at 4Hz frequency along with the
sensor fusion pose is shown in Figure 6 . There is a slow
and smooth transition of the sensor fusion pose between
the two marker poses as shown in Figure 7 . The appli-

Figure 5: Error calculation over time at a target dis-
tance of 25cm. RGP is the marker pose (ground truth)
and CMY is the sensor fusion pose after 500ms, 1s, 2s,
5s and 10s. Experiment performed with different IMU
from Figure 3.

cation of this pose data for a maintenance operation in
ATLAS environment is shown in Figure 1. First two
images show a cable operation and in next two images
the box closure is highlighted by pointing the screw lo-
cations.

The camera and IMU together with the processor board
mentioned above and a handheld video display showing
the AR content was demonstrated to the users. They
were asked to try with two similar setups, first one with
only the marker tracking pose on all images (30Hz) and
the second one with the marker pose at 4Hz and the
IMU fused pose. The feedback was equal for both the
setups with an advantage observed in fused pose setup
during fast movements. This is because the motion blur
in camera image due to the fast movements affected
marker detection and the AR content was lagging be-
hind or swimming around the corresponding real ob-
jects. Thus the efficient selection of marker pose up-
dates rate for the fusion with the IMU data is perform-
ing better even in fast movements.

8 CONCLUSION
In this paper, the factors affecting the registration er-
ror in an augmented reality (AR) application was dis-
cussed. The real object pose estimation using camera
and IMU was detailed with the formulation of sensor
fusion using Extended Kalman filter (EKF). The advan-
tage of having IMU data was to have fast pose updates.
This data was rather affected by drift and needs to be
corrected by the pose from a vision algorithm. Between
this periodic correction of poses from a vision algo-
rithm, the virtual object rendering was based on IMU
data and the drift causes the registration error. This er-
ror in rendering can be defined as a function of pose ac-
curacy from the vision algorithm, drift from IMU over
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(c) Marker tracking pose at 4Hz. (d) Sensor fusion with 4Hz marker pose and IMU data.

Figure 6: Marker tracking and sensor fusion results.

Figure 7: Close comparison of marker pose 4Hz (RGB)
pose updates with the Sensor fusion pose (CMY).

time, size of the real object on which virtual content is
overlaid and the distance between the target object and
the system. Experimental evaluation detailed the effect
of IMU drift on registration error over different pose
update rates from the vision algorithm. The results also
showed the effect of registration error over the distance
and size factors. Based on the studies, a vision algo-
rithm pose update rate that efficiently reduces the IMU
drift was selected for the AR maintenance application.
As a result, the registration error was minimized and
secondarily that also optimized the processing power
required for the vision algorithm computation.

The AR maintenance application was demonstrated
to the end-user for their feedback with two setups,
one with only marker tracking and the other using
IMU fusion with fixed pose updates from the marker.
Both the setup’s performance was satisfactory during
slow movements with the IMU fused marker pose
setup showing a clear advantage during dynamic
movements. In future work, the IMU drift during
dynamic movements and its effect in registration error
is in the pipeline to be studied by performing different
experiments.
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Abstract

With shadow mapping the need of a suitable biasing technique due to shadow aliasing is indisputable. Dou et

al. [Dou14] introduced a biasing technique that computes the optimal bias adaptively for each fragment. In this

paper, we propose enhancements for this algorithm. First, we extend the algorithm for soft shadows, such as

percentage closer filtering (PCF) and percentage closer soft shadows (PCSS). Second, we minimize the projective

aliasing by introducing a scale factor depending on the ratio between surface and light direction. We show that our

enhancements increase the shadow quality and introduce only a small overhead.

Keywords
shadow mapping, bias, adaptive bias, projective aliasing, automatic bias adjustment

1 INTRODUCTION

The most common ways to achieve interactive shad-

ows is shadow mapping. One of the major drawbacks

of shadow mapping is surface acne, which is erro-

neous self-shadowing. This is commonly addressed by

a depth bias. There are different biasing techniques and

research has been (and is still) done in this area. Most of

these biasing methods suffer from two problems: first,

they require hand tweaking of different parameters for

different scenes, for them to work well, and second,

they do not use the minimal bias and therefore cause

shadow detachment.

In [Dou14], Dou et al. proposed an approach, which

adaptively computes the optimal bias for each fragment.

But in the original paper, the adaptive bias is only used

with hard shadow mapping, and to be of common inter-

est today, the technique should be suitable for use with

soft shadowing algorithms.

For that reason we introduce an enhancement to extend

the "Adaptive Depth Bias for Shadow Maps" to the soft

shadowing techniques PCF and PCSS. We start with an

Permission to make digital or hard copies of all or part of

this work for personal or classroom use is granted without

fee provided that copies are not made or distributed for profit

or commercial advantage and that copies bear this notice and

the full citation on the first page. To copy otherwise, or re-

publish, to post on servers or to redistribute to lists, requires

prior specific permission and/or a fee.

explanation of the first approach of the extension, which

turned out to be slow, and then introduce the optimized

extension, which only introduces reasonable overhead.

Furthermore we found that the adaptive bias still suf-

fers heavily from projective aliasing, and therefore in-

troduce an enhancement of the original algorithm to be

more robust against this kind of aliasing. We show the

detailed modifications of the algorithm for all enhance-

ments. The main contributions of this paper are:

• Extending the adaptive bias to the soft shadowing

techniques PCF and PCSS;

• Enhancing the original algorithm to be more robust

against projective aliasing.

2 STATE OF THE ART

A complete overview of biasing algorithms is out of

scope for this paper. In [Eis11a] a nice assembly of

shadowing and biasing algorithms can be found. Al-

though biasing methods use different approaches to ob-

tain the bias, they all have in common that they apply an

offset, the bias, to the sampled depth values to remove

false self-shadowing.

The OpenGL function glPolygonOffset, is (more gen-

eral speaking) the combination of a constant bias and

a slope-scaled bias. Constant bias means that the same

offset is used for every fragment. A slope-scaled bias,

in contrast, scales the bias up the higher the slope of the

surface is compared to the shadow map plane.
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With PCF filtering and large filter kernels, the assump-

tion of a single depth value for comparison across the

whole filter kernel does not suffice anymore. Isidoro

[Isi06a] presents a method to use an individual depth

value for each sample, by using a bias based on the

depth changes in the receiver plane.

Dual depth layer bias as originally proposed in

[Woo94a], uses the depth difference between the

closest and the second closest surface as bias. To

remove the surface-acne which was left at silhouette

lines, this method was improved by [Wei03a] by the

addition of a constant bound to this bias. This method

introduces significant extra costs, since it needs an

extra rendering pass.

3 ADAPTIVE BIAS AS BASIS

We will now shortly go through the Adaptive Bias in-

troduced by Dou et al. [Dou14], which forms the basis

to this paper. The "Adaptive Bias for Shadow Map-

ping" is yet another biasing technique, and functions as

a drop-in replacement for other biasing techniques.

The basic idea behind the adaptive bias is to calculate

the optimal bias for each fragment, since the minimal

amount of bias needed to remove false shadows differs

for each fragment. To achieve this, firstly the potential

occluder that may cause false shadow, is computed. Af-

terwards, a small adaptive epsilon is added to shift the

current, already biased, fragment just a little closer to

the light source, just above its potential occluder. For

an overview of the whole algorithm see [Dou14].

3.1 Optimal Depth Bias

Shadow mapping suffers from aliasing artifacts, such

as false shadows, due to the discretization of a scene

into a 2d texture of depth values. If the current frag-

ment Fc lies in the region of this shadow map texel

but not exactly where the depth value was sampled, its

depth value may be bigger than the depth of fragment Fo

stored in the shadow map, which will cause erroneous

shadow on this fragment. Fo is the potential occluder of

the current texel Fc. See Figure 1 for a basic illustra-

tion.

The optimal bias is the depth difference between the

current fragment Fc, and the fragment sampled for the

shadow map Fo, since this bias is the minimal bias to

move the fragment Fc to its occluder Fo. In order to ob-

tain the optimal bias, the potential occluder Fo is located

under the assumption that the underlying geometry is a

planar surface. This can be done by computing the in-

tersection of the light ray
−→
R , which is the ray traced

from the light source through the center of the corre-

sponding shadow map texel, and the plane P, which is

the tangent plane defined by the current fragment Fc and

its normal N.

Light SourceTexel Center in

Shadow Map

b

F
c

F
o

P

R

Figure 1: Illustration of the adaptive bias computation.

Fc represents the current fragment, Fo is the potential

occluder where this shadow map texel has been sam-

pled. b is the optimal bias for this case.

3.2 Adaptive Epsilon

The optimal bias shifts the current fragment to its po-

tential occluder. In order to shift it just above its poten-

tial occluder, which is desired to have a robust shadow

test, a small epsilon value is needed. A constant epsilon

value is not a good choice, since depth values are stored

non-linearly in perspective projection.

Therefore, Dou et al. propose to use a constant ep-

silon but transform it based on the standard OpenGL

depth compression function for perspective projections.

The standard OpenGL depth compression function is

the function that maps the depth values in between the

near and the far clipping plane non-linear into the inter-

val [0,1].
For the constant component they recommend a value

computed from sceneScale, which is defined as the

length of the scene’s bounding box diagonal and an em-

piric constant K. Thus the formula proposed by Dou et

al. to obtain the adaptive epsilon is:

ε =
(l f −depth× (l f − ln))2

l f × ln× (l f − ln)
× sceneScale×K (1)

With ln being the distance to the light’s near plane, l f

the distance to the light’s far plane and depth the nor-

malized depth value of the current fragment.

Dou et al. state, that they used K = 0.0001 for all

their experiments. We could not prove that K = 0.0001

would be a good choice for different scenes. As a mat-

ter of fact, we had to modify the value of K for each

scene, in order to get good results. This problem can be

seen in Figure 11.

3.3 Performance

Dou et al. explain that their method is not very much

slower, to be precise, around 20 %, than a constant

bias. It is therefore much faster than the dual depth

layer method, which they used as reference method for

quality comparison, but can achieve results which are
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of equal quality as those from dual depth layers. See

[Dou14] for seeing the original quality comparisons. In

our experiments we could prove that the adaptive bias

performs well, it was 12 % slower than biasing with the

glPolygonOffset function.

4 ADAPTIVE BIAS FOR SOFT SHAD-

OWS

To be of use for today, a biasing technique needs

to work with soft shadows. We will now firstly go

through the combination with PCF [Ree87a] and then

go through the combination of the adaptive bias with

PCSS [Fer05a].

4.1 PCF

To obtain good results, it is not sufficient for PCF shad-

owing to use the adaptive bias of the current fragment

for all shadow map texels in the filter kernel. This

would lead to erroneous self-shadowing for large filter

kernels. It would be best if we could compute the opti-

mal bias for every texel in the PFC filter kernel. This is

possible with some modifications to the original algo-

rithm.

Light Source

b

F
c

F
o

P

R

Figure 2: Illustration of the adaptive bias for PCF com-

putation. Fc represents the current fragment, Fo is the

potential occluder for the shadow map / filter kernel

texel offset by 1 texel "to the right". b is then the opti-

mal bias for this texel in the filter kernel.

Still making the simplification of taking the tangent

plane defined by the current fragment and its normal

as the underling geometry, we can compute the optimal

bias for any texel in the PCF filter kernel. We there-

fore define the light ray
−→
R (which is intersected with

the tangent plane P), by the light source and the texel

center of the corresponding shadow map texel in the fil-

ter kernel instead of the texel center of the shadow map

texel corresponding to the current fragment. See Figure

2 to see a basic illustration.

But for the PCF filtering this means, that the adaptive

bias computation needs to be done for any texel in the

filter kernel. This leads to a significant performance

impact (For an 11x11 filter kernel, rendering time was

about 5x as high as without adaptive bias. Since the

computation is done for any texel in the filter kernel, it

gets worse as the filter kernels get bigger.). So some

optimization was needed, to be able to use the adaptive

bias with PCF.

Suppose that the light direction is the same for any texel

in the filter kernel. This is exactly true for an orthog-

onally rendered shadow map, when a directional light

is used, but also holds nearly unchanged for shadow

maps rendered using a perspective projection, since fil-

ter kernels do not get too large compared to the whole

scene. Then the depth difference between the potential

occluder for any texel in the filter kernel and the poten-

tial occluder for one texel further in x- or y-direction is

the same as for any other texel in the filter kernel. And

therefore, the depth difference for a texel which is offset

n texels in x- or y-direction, it is the same correspond-

ing value times n. So the bias for a texel in the filter

kernel can be obtained as in equation 2.

bias = bias(Fc)+n×∆biasX +m×∆biasY (2)

If we know the depth differences, we will not have to

compute the potential occluder again for each texel in

the filter kernel. We could simply compute the potential

occluder for the original texel, and than add the accord-

ing value for the x- and y-direction multiplied by the

offset - measured in texels - in x- and y-direction. See

Figure 3 for clarification.

These values, from now on called ∆biasX and ∆biasY ,

can be obtained by computing the potential occluder for

the original texel, and for the texels offset in x-direction

and y-direction by one shadow map texel. With these

three potential occluders, we can obtain the ∆bias for

x- and y-direction. When PCF filtering, the potential

occluder for each texel in the filter kernel is the already

computed potential occluder for the original texel plus

∆biasX times the offset in x-direction plus ∆biasY times

the offset in y-direction. With this approach, the poten-

tial occluder needs to be calculated three times for a

filter kernel, regardless of the size of the filter kernel,

instead of for each texel in the kernel. This leads to

the complete algorithm looking like Algorithm 1, and

reduces the performance loss to reasonable 27 %.

4.2 PCSS

The whole PCSS algorithm has many similarities with

PCF, since it is an extension to the PCF algorithm. On

the one hand the final filtering is a PCF filtering, so

the whole adaptive bias enhancement for PCF can be

reused on this stage, and on the other hand the initial

blocker search step does not differ from PCF in any step

that is of importance for the adaptive bias enhancement,

so this is no problem as well.

The blocker search step is identical to a PCF filtering,

since, in a given filter kernel, the depth of the fragment
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Algorithm 1 optimized PCF with Adaptive Bias

1: SM← generateShadowMap(LightPosition)
2: for each f ragment F with normal N do

3: isLit← 0, nshadowTests← 0

4: Fooriginal
← calculatePotentialOccluder(F)

5: FoX+1
← calculatePotentialOccluder(F +

(1 texel in SM x−direction))
6: FoY+1

← calculatePotentialOccluder(F +
(1 texel in SM y−direction))

7: ∆biasX ← z(FoX+1
)− z(Fooriginal

)
8: ∆biasY ← z(FoY+1

)− z(Fooriginal
)

9: for each texel T in f ilterkernel do

10: Fo ← Fooriginal
+ ∆biasX × xO f f set +

∆biasY × yO f f set

11: ε ← calculateAdaptiveE psilon(Fo)
12: isLit← isLit + shadowTest(SM,Fo,ε)
13: nshadowTests← nshadowTests +1

14: end for

15: isLit← isLit/nshadowTests

16: f ragColor← isLit× shadeFrag(F)
17: end for

Light Source

F
o

shadow 

map

F
c

F
o+1

F
o+2

F
o-1

∆
bias

∆
bias

∆
bias

∆
bias

Figure 3: Illustration of the delta bias. Assuming the

light direction is the same for any texel in the filter ker-

nel, the depth difference between the potential occlud-

ers of neighboring texels is the same for any texel. (But

different in x- and y-direction.)

is compared to the depth saved in the corresponding

shadow map texel. There are two differences: firstly,

the filter kernel for the blocker search differs from the

PCF filter kernel. And secondly, not the results of the

shadow tests are saved and then averaged as with PCF,

but for all texels which are shaded according to the

shadow test, the depth values of the blockers are col-

lected and averaged. Since this difference has nothing

to do with the biasing, the same modifications as for

PCF with adaptive bias are suitable here.

Of course, the initial idea for a combination without the

optimization already made with PCF, brings an even

bigger performance penalty than with PCF shadows,

since two PCF filters are applied for any texel in the

final image. The actual PCF filtering for creating a soft

shadow and the blocker search, which - in terms of PCF

- depending on the light’s position and size and the ob-

jects, often uses very large filter kernels.

But with the same ∆bias optimization as with PCF (and

Poisson Disc sampling in the blocker search), the per-

formance impact can be put into reasonable bounds.

The ∆bias only needs to be computed once in the begin-

ning, and can then be used for both the blocker search,

and the final filtering. This does not introduce any per-

formance loss in the blocker search, since, for standard

PCSS, a receiver plane depth bias [Isi06a] should al-

ready be used in this stage to obtain clean results. And

taken the ∆bias as given here, the computational effort

to obtain the bias is very similar to the one that obtains

the receiver plane depth bias. The final PCF filtering

performs as the optimized enhancement to PCF , which

it actually is, and is therefore of adequate speed. The

overall performance impact is, since there is none in

the blocker search, as with PCF 27%.

5 MAKING THE ADAPTIVE BIAS

MORE ROBUST AGAINST PROJEC-

TIVE ALIASING

As the sampling density of the shadow map is not

adapted, the adaptive bias algorithm still suffers from

projective aliasing. By increasing the value for K, the

aliasing is reduced, however light leaking occurs (Fig-

ure 11a-d).

Projective aliasing appears in areas where the surface

becomes parallel to the light direction. These areas can

be detected with a scalar product between the light di-

rection and the fragment normal vector. We use these

scalar product to scale the adaptive bias in order to re-

duce the projective aliasing. This leads to the following

enhanced formula for the adaptive epsilon:

ε = (l f−depth×(l f−ln))2

l f×ln×(l f−ln) × sceneScale×K× scaleFactor

(3)

scaleFactor = min

(

1

(lightDirection ·normal)2
,100

)

(4)

So by using this scale factor, the epsilon gets scaled up

as the surface and the light direction become more par-

allel. The square of the scalar product simply comes

from the fact, that if we only use the scalar product,

the epsilon does not scale fast enough. And introducing

another constant that may not be suitable for different

scenes is not a good idea. The value of 100 that lim-

its the scaling is thus not a constant in the sense that it
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needs to be hand tweaked for different scenes, it simply

causes the adaptive epsilon to not scale further when

the angle between light direction and surface normal is

over 84.26◦ (this value is computed from the threshold

of 100, it is not a meaningful value itself). Figure 9

shows what happens with projective aliasing artifacts

for different thresholds. For too small threshold values,

artifacts due to projective aliasing remain present, while

overlarge thresholds produce light leaking problems.

Also the range of threshold values producing good re-

sults for this scene is very large, it may be significantly

smaller for other scenes. We have chosen 100 as thresh-

old, since it firstly is, compared to the whole range of

threshold values producing good results, a rather small

value, so no unnecessary large scaling factors and there-

fore unnecessary large biases are used. Secondly 100

has proven itself as a good value for all scenes we used

for testing (any image in this paper is rendered with 100

as threshold), also for the scenes for which the range

of thresholds giving good results is much smaller than

in the above example. Even though the value of 100

worked for all our scenes, there is no guarantee it would

work for any scene, so it still needs to be hand tweaked.

If we did not limit the scaling factor (or if a overlarge

threshold is used), it would get very large, leading to

visible strips of light in these areas, since we would use

a very large bias due to the large factor, which would

additionally stack with the light leaking problem which

already comes with the original bias. Note that this does

not make the epsilon completely adaptive. The value

of K has still to be adapted for each scene. However,

the range of scenes where a given value of K performs

well is extended compared to the original definition in

[Dou14].

6 RESULTS AND DISCUSSION

We will now show results and performance of our meth-

ods. The implementation was done with OpenGL and

GLSL shaders. The scenes were rendered on an Intel

Core i7 with 4 GHz and a NVIDIA GTX770 graphics

card. All images where rendered with a resolution of

1024x768. We will follow the same order as before,

and go firstly through the results of the combination of

the adaptive bias and PCF, then the combination with

PCSS and finally show the results from the enhance-

ment against projective aliasing.

6.1 PCF

Since Dou et al. explicate in [Dou14] how the adaptive

bias preserves more shadow detail than other biasing

methods and therefore increases the quality of the shad-

ows, we solely focus on the quality of the PCF shadow,

and therefore use a suitable scene.

A naive PCF implementation is used, meaning any texel

in the filter kernel is sampled. Figure 4 shows the com-

parison between PCF with receiver plane depth bias,

the adaptive bias and our optimized adaptive bias for

PCF. The difference image in Figure 4 shows that there

are small differences in the self shadow, however no

differences in the shadows cast on the plane. In Fig-

ure 5 a comparison between a PCF shadow - emerging

from being on the backside (from the light’s point of

view) of an object - with receiver plane depth bias and

the optimized adaptive bias can be seen. In this case

the optimized adaptive bias gives a significantly better

result. Furthermore Figure 8c demonstrates that also

with a nonplanar shadow receiver, our combination of

PCF and the adaptive bias produces good results. In ad-

dition in figure 10 you can see a comparison of PCF

with receiver plane depth bias and PCF with our adap-

tive bias on the complex sponza scene. Due to the left

artifacts and the less preserved shadow detail, PCF with

our adaptive bias clearly outperforms PCF with receiver

plane depth bias.

Table 1 shows the corresponding performance for the

scene in the above mentioned Figure 4. As displayed,

the adaptive bias is extremely slow compared to the re-

ceiver plane depth bias. But the optimized adaptive bias

brings the performance back into reasonable bound-

aries, since the optimized adaptive bias does not cost

more than 27% more overall rendering time compared

to the receiver plane depth bias, depending on the filter

kernel size.

For the performance comparison with different shadow

map resolutions, see Figure 7b. As you can see the

rendering time of both, the adaptive bias, and of course

the more interesting optimized one, comparatively do

not increase faster, instead, the rendering times of the

different biasing methods converge for higher shadow

map resolutions.

6.2 PCSS

The PCSS implementation without adaptive bias uses

a receiver plane depth bias, for both the blocker search

and the final PCF filtering. The PCSS with adaptive

bias uses the optimized adaptive bias on both stages.

The not optimized adaptive bias is excluded in this

stage, since the PCF section proves that the optimized

one produces equally good results, and PCSS with the

unoptimized version is extremely slow. Both imple-

mentations use Poisson Disc sampling with 25 samples

in the blocker search, and a naive PCF implementation

for the final filtering.

Figure 6 shows a comparison of PCSS with and without

the adaptive bias. And again, you can clearly see, that

all results are equally good, which proves that not only

the PCF enhancement, but also the enhancement of the

adaptive bias for PCSS, works. The difference image

shows some minor differences at the shadow bound-

aries, resulting from the blocker search, and which are

not even visible with the naked eye. Table 2 shows the
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corresponding performance measures. The optimized

adaptive bias is of reasonable performance, as it is again

about 27% slower than the receiver plane depth bias

version.

Figure 7a shows the performance under different

shadow map resolutions. As you can see, the per-

formance of PCSS with the optimized adaptive bias

does not lag a lot behind the performance of PCSS

with receiver plane depth bias and scales equally

well. Actually, for higher shadow map resolutions, the

computational extra cost reduces, as for a shadow map

resolution of 81922 the optimized adaptive bias is only

about 12% more expensive.

6.3 Making the adaptive bias more robust

against projective aliasing

Figure 8 shows a simple scene, that demonstrates

where projective aliasing causes problems with the

original [Dou14] algorithm, and that the enhancement

against projective aliasing is able to remove these arti-

facts. In Figure 11 the complex island scene is pictured

with and without the enhancement against projective

aliasing and rendered by a ray tracer as reference, and

it is clearly visible that it looks a lot better with the

enhancement. There are falsely lit points, but as you

can see in the picture with the original adaptive epsilon,

they mostly come from the light leaking problem that

already comes with the adaptive bias algorithm. Some

very few additional light points are introduced by the

enhanced adaptive epsilon. These are so scarce, that,

assuming that the light leaking problem that comes

with the original algorithm is not a big issue as stated

in [Dou14], we claim that this is still no problem.

Additionally Figure 10 shows the sponza scene, as

another complex scene. As in Figure 11, the result

of rendering with the enhancement against projective

aliasing looks much cleaner.

In the comparison of the different views from the is-

land scene in Figure 11, you can see that now, while

the "backside" of the scene where projective aliasing

still was a huge problem looks a lot better, we have no

problem with shadow detachment on the "frontside".

This was not possible without the enhanced adaptive

epsilon, since, with the original adaptive epsilon, a con-

stant value of K that was large enough to remove the

projective aliasing already caused shadow detachment

in other parts of the scene, and the other way around,

a value that did not cause any shadow detachment left

projective aliasing.

7 CONCLUSION

In this paper, we made the adaptive bias algorithm

of Dou et al. more robust against projective aliasing

and presented a strategy for incorporating it into soft

shadow algorithms such as PCF and PCSS. Our idea is

to calculate the potential occluder only once for each

texel and interpolate it for the kernel offsets of a PCF

filter. This results only in a small performance penalty

compared to the receiver plane depth bias.

Furthermore, we extended the adaptive bias algorithm

with a light dependent factor in order to make it more

robust against projective aliasing. However, the sam-

pling density of the shadow map is not increase and

therefore, projective aliasing is still present. In order

to reduce the projective aliasing further, adaptive par-

titioning approaches, such as queried virtual shadow

maps [Gie07a], are required.

In future work, we wish to replace scene dependent

parameters, such as the scene scale, with scene inde-

pendent parameters in order to avoid parameter tweak-

ing for multiple scenes. Furthermore, we wish to in-

crease the performance of the technique when used in

soft shadow algorithms.
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(a) receiver plane depth bias (b) adaptive bias (c) optimized adaptive bias

(d) difference image between (a) and (b) (e) difference image between (a) and (c)

Figure 4: Comparison between a PCF shadow (which is actually cast) with an 11x11 filter kernel and with (a)

receiver plane depth bias, (b) adaptive bias and (c) the optimized adaptive bias. The difference image between the

receiver plane depth bias and the adaptive bias is shown in (d) or the optimized adaptive bias in (e). There is no

difference, which means the quality of our approach is at least as good as these approaches.

(a) receiver plane depth bias (b) optimized adaptive bias

Figure 5: Comparison between a PCF shadow (emerging from being on the side turned away from the light)

and with (a) receiver plane depth bias and (b) the optimized adaptive bias. The optimized adaptive bias gives a

significantly better result.
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(a) receiver plane depth bias (b) optimized adaptive bias (c) optimized adaptive bias

Figure 6: Comparison between PCSS with (a) receiver plane depth bias and (b) optimized adaptive bias. In (c) the

difference image can be seen. There are very few differences at the shadow outlines, still resulting in a shadow of

equal quality.

biasing method kernel Shadow Map Final Shading Overall

receiver plane depth bias 0.44ms 0.74ms 1.18ms

adaptive bias 5x5 0.44ms 1.38ms 1.82ms

optimized adaptive bias 0.44ms 0.86ms 1.30ms

receiver plane depth bias 0.44ms 1.05ms 1.49ms

adaptive bias 7x7 0.44ms 2.49ms 2.93ms

optimized adaptive bias 0.44ms 1.38ms 1.82ms

receiver plane depth bias 0.44ms 2.27ms 2.71ms

adaptive bias 11x11 0.44ms 5.75ms 6.19ms

optimized adaptive bias 0.44ms 3.01ms 3.45ms

Table 1: Performance measurement of PCF with differ-

ent filter kernel sizes. The shadow map resolution was

constantly 20482.

biasing method light size Shadow Map Final Shading Overall

receiver plane depth bias 0.44ms 3.61ms 4.05ms

adaptive bias small 0.44ms 5.11ms 5.55ms

plane bias & poisson (0.05) 0.44ms 1.92ms 2.36ms

adaptive bias & poisson 0.44ms 2.57ms 3.01ms

receiver plane depth bias 0.44ms 13.65 14.09ms

adaptive bias medium 0.44ms 19.10ms 19.54ms

plane bias & poisson (0.10) 0.44ms 2.04ms 2.48ms

adaptive bias & poisson 0.44ms 2.71ms 3.15ms

receiver plane depth bias 0.44ms 34.74ms 35.18ms

adaptive bias large 0.44ms 48.51 48.95ms

plane bias & poisson (0.16) 0.44ms 2.17ms 2.61ms

adaptive bias & poisson 0.44ms 2.86ms 3.30ms

Table 2: Performance measurement of PCSS with dif-

ferent light sizes in the tree scene. The shadow map

resolution was 20482 for all measurements. Receiver

plane depth bias according to [Isi06a]. If not specifi-

cally mentioned naive sampling is used, meaning that

any texel in the filter kernel was sampled, poisson

means Poisson disk sampling was used.
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(a) Performance of PCSS with optimized adaptive bias and
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different shadow map resolutions.
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(a) original [Dou14] algorithm (b) enhanced adaptive epsilon (c) enhanced adaptive epsilon with PCF

(19x19 filter kernel)

Figure 8: Casted shadow on a nonplanar surface. While the original [Dou14] algorithm (a) still has artifacts, the

enhanced adaptive epsilon (b) has no visible arifacts, and generates good results on the nonplanar shadow-receiver,

even with PCF filtering with large filter kernels (c).

(a) threshold of 1 (b) threshold of 10 (c) threshold of 50 (d) threshold of 100 (e) threshold of

1700

(f) threshold of

2000

Figure 9: Different threshold values for the scale factor, from very low values to very high values. It is clearly

visible, that a too small threshold results in remaining artifacts, while overlarge values results in lightleaking.

These values cover a very large range in which good results are produced for this scene, but this range might be

significantly smaller for other scenes.

(a) original [Dou14] algorithm (b) enhanced adpative epsilon (c) PCF with receiver plane

depth bias

(d) PCF with our adaptive bias

Figure 10: Complex sponza scene for comparison. Comparison of the original [Dou14] algorithm (a) and the

enhanced adaptive epsilon (b). The original algorithm still suffers from projective aliasing, while the enhanced

adaptive epsilon creates a satisfying result. Comparison of PCF with receiver plane depth bias (c) and PCF with

our adaptive bias (d). With the receiver plane depth bias there are still artifacts left, while less shadow detail is

preserved.
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(a) original adaptive epsilon, K = 0.0001 (b) tree

trunk

(c) original adaptive epsilon, K = 0.0001

(d) original adaptive epsilon, K = 0.01 (e) tree

trunk

(f) original adaptive epsilon, K = 0.01

(g) enhanced adaptive epsilon, K = 0.0001 (h) tree

trunk

(i) enhanced adaptive epsilon, K = 0.0001

(j) ray tracing result (k) ray tracing result

Figure 11: The island scene, with in (a) - (c) the original epsilon producing good results in (a) but with projective

aliasing on (c) due to the grazing angle of the light. In (d) - (f) the original formula is still used, but with K = 0.01

which reduces the projective aliasing in (f), but causes shadow detachment (tree trunk shadows) in (d). In (g) - (i)

the enhanced adaptive epsilon is used, causing good results for the same value of K = 0.0001. In (j) and (k) are

rendered with a ray tracer as a reference implementation.
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ABSTRACT
Our proposed research project is to enable 3D distributed visualization and manipulation involving collaborative
effort through the use of web-based technologies. Our project resulted from a wide collaborative application
research fields: Computer Aided Design (CAD), Building Information Modeling (BIM) or Product Life Cycle
Management (PLM) where design tasks are often performed in teams and need a fluent communication system.
The system allows distributed remote assembling in 3D scenes with real-time updates for the users. This paper cov-
ers this feature using hybrid networking solution: a client-server architecture (REST) for 3D rendering (WebGL)
and data persistence (NoSQL) associated to an automatically built peer-to-peer (P2P) mesh for real-time commu-
nication between the clients (WebRTC). The approach is demonstrated through the development of a web-platform
prototype focusing on the easy manipulation, fine rendering and light update messages for all participating users.
We provide an architecture and a prototype to enable users to design in 3D together in real time with the benefits
of web based online collaboration.

Keywords
WebRTC, WebGL, collaborative, Peer-to-peer, Applications, Web

1 INTRODUCTION
As Ortiz [OJ10] questioned if “3D is finally ready for
the web?", the Internet responds with a large amount
of creation, transmission, storage and access solutions
for 3D contents [ERB14]. 3D CVEs (Collaborative Vir-
tual Environments) are representative of this increasing
popularity in industry and makers communities ; due
to the competition and the mobility nowadays, people
are turning faster toward the optimal resources. A good
example of this trend is the emerging market of 3D col-
laborative modelers, server-based such as GradCAD,
ThinkerCAD, Sunglass.io, Clara.io [HLL+13], Verold
Studio or cloud-based like AutoCAD360. The collabo-
rative aspect in 3D modeling CVEs shows the need of
an efficient cooperation over the network between the
users. Even if they are geographically far and have dif-
ferent points of interest, they have the same shared goal:
the manufacture of the product.
This research is led by the desire of working collabora-
tively and sharing 3D scenes across the network. Large
scenes or complex models are very likely to be con-
structed and reviewed by more than one person, es-
pecially in the context of 3D design, PLM (Product
Lifecycle Management) or BIM (Building Information
Modeling) solutions. The new usages and the increas-
ing mobility of workers are pointing to web based solu-
tions. Moreover, in small designing teams, we can ob-
serve that the design process is conducted with direct

communication channels. The mimic of direct com-
munication in computing is peer-to-peer (P2P): why to
pass through a proxy when the team members are so
close? We can also observe that the need of persistent
communications is mandatory with this running. Since
the network speed can be a limiting factor in collabora-
tive design, one of the main criteria for our system is to
spread and display only relevant information between
the users without overloading the server.
The contributions of this work are multi folds:

• consider the solutions for plug-in-less visualization
of 3D scenes on the web,

• use efficiently the local client resources for visual-
ization and storage,

• allow small and asynchronous message system,

• overcome the difficulties related to interactive col-
laboration across the network with shared access to
3D models with bandwidth limits of the actual con-
nections.

The reminder of this paper is organized as follows: the
related work in distributed collaborative modeling is in
section 2, our model architecture is described in sec-
tion 3, the implementation of the web editor, the server
architecture with the storage mechanisms and the P2P
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communication layer with the synchronization are ex-
plained in section 4. Then we introduce some examples
of collaboration on 3D scenes with our model includ-
ing a discussion about the network and display opti-
mizations of the system regarding the user experience
(field-speciality, pieces that “matters" to the user, client
resources, device used. . . ) in section 5. Finally, conclu-
sion and future works are given in section 6.

2 RELATED WORK
CAD is an essential tool for 3D models production in
industry. During the last years, considerable time and
resources were spent on CAD as well as in the improve-
ment of the computers power. These two features asso-
ciated with a increasing need of team working and pro-
fessional mobility, enabled the development of several
Internet based collaboration tools.

2.1 Web-based visualization and collabo-
ration

A wide range of standards and technologies have
emerged the last decade for web-based and mobile 3D
visualization. With HTML5 and more powerful clients,
solutions that do not require the installation of a soft-
ware are now well admitted on the web (unlike Flash,
Unity3D1). Two predominant pluginless approaches
exist: imperative with WebGL2 supported by the W3C3

and declarative [SKR+10] with X3D [JBDW12].
Mouton and al. [MSG11] sum up a coverful analysis
of current systems and trends in CVEs [Fle12] arguing
that web applications have major benefits over desktop
applications because they are available for all major
platform guaranteeing a cross-platform compatibility
(including mobile devices) and do not require any
software or libraries (except the web browser). They
highlighted the need for new applications to reduce
their bandwidth consumption by using local client
resources to increase performances (interactivity).
Web-based collaboration is particularly present in sci-
entific visualization [JFM+08][GGCP11][CSK+11],
cultural heritage [DBPM+14] and CAE (Computer-
Aided Engineering) applications [CCW06]. This last
one offers many online collaborative and distributed
modelers like GradCAD, ThinkerCAD, Sunglass.io,
Clara.io [HLL+13] or Verold Studio. However, most
of these popular systems are client-server based and
rely on full transfer of large 3D data for each client.

2.2 Web-based networking
2.2.1 Client-Server
The client-server network topology puts the different
clients in relation via the server that manages, trans-

1 http://unity3d.com/5
2 http://www.khronos.org/webgl/
3 World Wide Web Consortium – http://www.w3.org/

forms and stores the modifications and the data using a
persistent database. This type of network offers secu-
rity and easy management of information.
In 2011, Gutwin and al. [GLG11] has exposed the
increasing role of web browsers as “a platform for
delivering rich interactive applications” and details the
different web-based networking approaches. They are
all client-server types: HTTP-based communication
(sending/getting server requests), AJAX with XHR
(requesting without page reloading) and WebSockets
[Rak14] (keeping an open connection with the server
and communicate through messages). The works of
Marion [MJ12] and Grasberger and al. [GSWG13] are
based on the WebSocket protocol [FM11]. [MJ12]’s
proposition transfers scientific data to and between
clients to visualize with WebGL. The users can work
on the data concurrently but they cannot edit it unlike in
[GSWG13] where a BlobTree functional representation
method requiring small memory footprint messages is
also used to store, transfer, visualize and edit data.

2.2.2 Peer-to-peer
The P2P topology network allows each peer to be client
and server simultaneously and to communicate directly
with each other. The P2P network topology offers bet-
ter resilience in case of a system crash or incongruous
network disconnection using the autonomy of the peer
(and data replication in the mesh). This induces higher
efficiency in communication between team members
(direct communication like in the real world).

a. Full mesh topology

b. Star Topology

c. Partial mesh topology

Figure 1: Peer-to-peer topologies

Full mesh topology (Figure 1.a) connects each nodes
to every other one. It requires that every time a new
peer join the network, the other peers establish a
connection with the new peer. The increase in the
number of connection is exponential and it does not
scale well, saturating the bandwidth.

Star topology (Figure 1.b) uses a star node that dis-
tributes the data to the others. That node is a very
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high bandwidth consumer and could be a dedicated
server. This client-server like topology removes the
advantage of P2P distribution but keeps the benefit
of having reliable messages.

Partial mesh topology (Figure 1.c) connects the
nodes “indirectly” to each others: one device
maintains multiple connections to others without
being fully meshed. Partial mesh topology provides
redundancy by having several alternative routes and
needs good recovery mechanism to maintain the
data transmission in the mesh.

The development of P2P communication between
browsers arrived in 2011 with the drafts of WebRTC
(Web Real-Time Communication) API [BBJN12] of
the W3C and IETF R©4. Many projects with WebRTC
technology [BBJN12] are interested in the MediaS-
tream API (audio and video streaming) but only a
few are using the DataChannel part. Services like
PubNub5, very popular to set up real-time applications
with WebSockets, are just starting to support WebRTC.
[WV14] presents the WebRTC architecture foundations
for decentralized content-publishing facility between
browsers with concerns about security and privacy.

ROCCAD [CT07] is a prototype providing a 2D/3D
graphics interchanges in real-time during a develop-
ment process for synchronous design collaboration. It
offers distributed mechanisms to handle data transmis-
sion, data access policy and conflict resolutions, users
management based on Tree First P2P overlay network
over TCP/IP. The communication architecture exposed
in [KVaD14], is very powerful and scalable using a
client manager to abstract and synchronize the different
devices communicating in P2P, where the servers are
supporting the LODs (Level Of Details) management.

Chen and al.[CH14] presented an asynchronous online
collaboration for BIM generation using hybrid client-
server and P2P network based on a hierarchical topol-
ogy: a peer team appointed a local server to trans-
mit data to the global server. This architecture of-
fers a good scalability in collaboration with parallel
modeling (intra-disciplinary) to achieve a single multi-
disciplinary task. Moreover, design team members can
share their work in modeling and cooperate while work-
ing concurrently. The critical points are the servers: the
local server could be overloaded (it is the only proxy
to reach the global server) and if the global server
suddenly goes down, the inter-collaboration is broken
due to conflict generation between sub-models avoid-
ing (teams) to communicate.

4 The Internet Engineering Task Force –
https://www.ietf.org/

5 http://www.pubnub.com/

3 HYBRID ARCHITECTURE FOR 3D
MODELING COLLABORATION

Our collaborative design environment (CoDE) requires
an appropriate network model. The two main types of
communication networks on the web are client-server
and P2P. Even if client-server is more common, P2P is
coming more and more attractive because of its charac-
teristics of decentralized control and self-organisation
although its web standards are still on progress.

To set up our CoDE, we developed a full web-based
communication architecture for a 3D modeling plat-
form. This work is lead in the context of a small amount
of users (small teams max 7/8 people) which means full
mesh topology is adapted (direct reachability) and its
exponential growth is negligible. Indeed, with more
users a partial mesh topology should fit better to relieve
the network congestion. In such a virtual workspace,
the contributions of each user is directly transmitted to
others and they can observe the doings of others in real-
time. The network model is mixing conventional client-
server architecture, mostly used for persistence, and a
full mesh P2P network for the real-time data transmis-
sion between the clients.The users are working together
on a scene where they can add, remove and update 3D
models.

3.1 Web-based 3D editor
The 3D rendering framework is based on WebGL which
is pluginless. The framework is able to handle 3D data
stored locally and on an external server for persistence
and synchronization. The 3D viewport editor allows
users to view and interact with the model. The interac-
tions offered to the user are:

Viewing, navigating and using transformations tools
The user can lean on commons commands from
known CAD programs to interact with the view
and the camera. It uses classic handles for object
translation, rotation and scaling, and conventional
CAD navigation.

Uploading 3D models, textures The editor handles
the most used of open 3D file formats in CAD
[Bou12] (OBJ, PLY, DAE, JSON. . . ) via user
friendly interaction: drag and drop importation.

Referential modification The modification of the ref-
erence coordinate system from local to global for
transformation can be helpful for designer.

Grip snapping The definition of the grid can be modi-
fied by the user to get a specific resolution. It is also
possible to use it to align models on the grid points.

Switching point of view The user can switch from his
camera to other’s users point of view.
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Assembled 3D models (textured or not) are available to
every users (viewers, collaborators, editors). The inter-
face is designed to be easy and clear to provide a bet-
ter user experience (non-repulsive) particularly for the
non-experts users for enhancing the accessibility of the
application.

A content access policy for the objects is necessary to
avoid modification conflicts during the collaboration.
We use a lock/unlock mechanism with a visual feed-
back associated to represent that the object is in use (se-
lection state) by a user to prevent concurrent edition of
the same object.

3.2 Server: RESTful architecture
The client-server part is based on a REST (Representa-
tional State Transfer) architecture [TV10] that benefits
from distributed hypermedia systems such as our. The
responsibilities are separated between the client (user
interface) and the server (data storage interface). Each
request from client to server contains all the neces-
sary information to let the server understand the request
without context dependency stored on the server. With
its uniform interface, each resource is unitarily iden-
tified with defined representations and auto descrip-
tive messages. Also, the caching exempts many client-
server interactions.

Table 1: REST architecture summary
Pros Cons
Easier to maintain; Bandwidth increasing

and latency: client
needs to keep locally
all the necessary data
to send the request.

No need to keep an open
connection permanently;
Web context: HTTP
protocol, URI as resource
representative, caching.

Table 1 resumes the advantages and the drawbacks of a
RESTful system. It fits well for web distributed systems
even if mobile devices should have limited performance
due to back and forth energy consuming requests.

NoSQL database

The rise of the web as a platform encourages the change
in data storage for new needs like supporting large vol-
umes of data (such as 3D data). NoSQL database pro-
vides dynamic schema and a rich query language API
for data manipulation. Therefore the records can add
new information on-the-fly facilitating the enrichment
of the (3D) objects. In our application the NoSQL
database is mainly used to maintain persistence of the
state of the scenes while a user is absent. When the user
returns, he/she receives the entire scene document. It
provides robustness to the system and better experience
to the user.

3.3 P2P communication
3.3.1 Topology

We propose to automatically connect users on a scene
with a WebRTC connection. As each user send their ID
to the database at their arrival, they also retrieve those
which where already present on the scene. We are able
to create a full mesh topology network in order to make
them communicate the updates.

Figure 2: P2P topology of our model: a star node for
message broadcasting inside a full mesh network.

Even if we have a full mesh topology, the P2P message
layer is more similar the star topology. The Figure 2
shows the path of a sent message operation on the con-
nection and it is only sent to the one-degree neighbors
of the original broadcaster (“B” node on the Figure 2).

3.3.2 WebRTC and DataChannels

Web Real-Time-Communication (WebRTC) is a collec-
tion of standards, protocols (Figure 3) and JavaScript
APIs specifying media transport and data sharing be-
tween browsers (peers)[Gri13]. P2P communication
with “WebRTC still needs servers for signaling” and
“to cope with NAT and firewall” [Ris14]. The signal-
ing mechanism (Figure 4) allows peers to send control
messages to each other in order to establish the commu-
nication protocol, the canal and the connection API.

Figure 3: WebRTC protocol stack [Gri13]

We use the DataChannel protocol through the RTC-
DataChannel API to exchange arbitrary data between
peers with customizable delivery properties (reliable or
partially reliable, in-order or out-of-order) of the under-
lying transport [Gri13]. We choose to keep reliable and
in order delivery for now. The RTCDataChannel API
supports many data types (strings, binary types: Blob,
ArrayBuffer. . . ). These types are helpful in a 3D multi
user environment to broadcast messages including the
objects and their transformations. We tried to limit the
amount of sent data with granularity choices (see Sec-
tion 4) to prevent channel overfeeding.
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Figure 4: System overview

Some issues remain in RTCDataChannel API: the com-
patibility and interoperability is still not complete be-
tween browsers6, some browsers (like Chrome) im-
pose a send limit (about 6MB) for the data transmitting
through DataConnections and the security of the com-
munication is still vulnerable7. The system overview
(Figure 4) illustrates the communication architecture
topology between the peer clients, the web server and
database (plus signaling server).

4 IMPLEMENTATION
As illustrated in the Figure 5, when a user arrives on the
workspace editor the clients retrieves the scene from the
server database. Each object is added to the Three.JS
scene graph and rendered in the viewport. The connec-
tion to the P2P network with WebRTC is initiated by
the assignation of an ID to the peer client which cor-
responds to the signaling mechanism. With this ID,
the server automatically builds the full mesh topology
by creating bi-directional connections between the new
peer and the others. This action updates the list of con-
nected users and their relations. Now that the scene is
loaded and the P2P mesh is built, the user can freely
interact with the scene with CRUD (Create, Read, Up-
date, Delete) operations and synchronize the updates
with the server and the other peers. For each operation,
the type and the data are stored in a message according
to the granularity of the transmission defined as follow:

6 WebRTC compatibility between web browsers from
http://iswebrtcreadyyet.com/

7 https://github.com/diafygi/webrtc-ips

• on import: all meshes and materials (such as tex-
tures) are sent.

• on transformation (translation, rotation, scale): the
id of the transformed object and matrix of the trans-
formation are sent.

• on delete: the id of the object to delete is sent.

• on lock/unlock: the id of the object is sent.

Once the message sent through the P2P mesh, the other
peers can update their scene graph with the new val-
ues. It is also sent to the server through XMLHttpRe-
quest for database persistence. When the client leaves
the workspace editor, a flag is raised on the WebSocket
server therefore it can broadcast the peers to update
their list of connected peers to avoid useless sendings.

The implementation has a strong dependence on our ar-
chitecture and the browser-based rendering constraints.
WebGL is a JavaScript API provided by the Khronos
Group. It is completely integrated into all the web stan-
dards allowing the browsers to use the GPU acceler-
ated usage of image processing and effects as part of the
web page. The choice of the 3D rendering framework
has been oriented on an imperative solution: Three.JS
[cab10]. It is a cross-platform solution that has already
been widely adopted by the 3D community [MR10].

Our application is event-driven because of the nature
of the manipulations of the users in a 3D environment.
The event model is characterized by the event loop,
event handlers and asynchronous processes. We based
the message layer for user interface on a custom even-
t/messaging system library called js-signals8. Each sig-
nal has its own controller, which allows easy control
of the event broadcaster and subscriber, avoiding the
wrong objects reacts to the event. When a Signal in-
stance is defined, procedures can be added to it. The
signal will be intercepted anywhere in the scope of the
application, the associated procedures will be triggered
as well. A very interesting property of the event loop
model is that JavaScript (unlike a lot of other languages)
never blocks. A Signal is typically performed via events
and callbacks, therefore when the application is wait-
ing for a WebRTC message or an asynchronous XHR
request to return, it can still process things like clicks.

As an asynchronous server-side run time environment,
Node.JS replicates this model by using continuations:
it keeps a stack of functions waiting to be run when
the right event comes along. It is ideal for a data in-
tensive real-time application that runs across distributed
machines or a fast file upload client. Furthermore, with
Node.JS we have JavaScript both client and server side,
simplifying the understanding and the maintenance of

8 http://millermedeiros.github.io/js-signals/
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Figure 5: Sequence diagram of collaborative communication process

the environment. We use the micro-framework Ex-
pressJS9 to build the Node.JS web application.

To ensure a persistent track of the world state of the
user’s scene modifications, we choose the NoSQL (Not
Only SQL) database MongoDB10 over a conventional
relational database. MongoDB is based on the doc-
ument database technology11 that stores and retrieves
documents (relevant data stored together). A document
is self-describing and can nest values in a hierarchi-

9 http://expressjs.com/
10http://www.mongodb.org/
11http://www.mongodb.com/nosql-explained

cal tree data structure. A collection is a grouping of
documents, the equivalent of a relational database ta-
ble. Our database contains two collections: scenes and
objects. The scenes’s collection contains the scenes
descriptions with their IDs and their metadata of the
virtual workspace including a label and the connected
users. This last information is crucial for the creation
of the P2P mesh described in the Section 3.3. In the ob-
jects collection, the database stores the object with the
ID of the scene it is attached to, its own ID and the full
3D object export in JSON format. The query param-
eters for the fundamental database operations (CRUD)
on collections are fully supplied by the REST request.
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Because of the youth of WebRTC, browser’s compat-
ibility is still incomplete and some features are not
yet implemented. That is why our application is only
compatible with Chrome(v42+) and Firefox (v39+).
PeerJS [MB13] is an open source library that wraps the
browser’s WebRTC implementation to provide a peer-
to-peer connection API. The peer client, equipped with
a clientID by the signaling server, can connect to a re-
mote peer. In any case to establish a WebRTC session,
a signaling protocol is needed such as WebSocket Pro-
tocol [LPR12]. We use the PeerJSServer implementa-
tion, based on a WebSocket server, provided by PeerJS
to help broker connection between PeerJS clients.

Table 2: Summary of implementation choices
Platform/Service Library (version)
WebGL Rendering
Event manager

Three.JS (r69)
signal-js (v1.0.0)Client

WebRTC PeerJS (v0.3.9)
Node.JS (v0.10.32) ExpressJS (v4.9.0)
WebSocket PeerJSServer (N/A)Server
NoSQL database MongoDB (v2.6.8)

We use many different technologies in our model, as re-
flected in the technical choices for implementation re-
sumed in Table 2. The modules of our implementation
are communicating through APIs which is a benefit for
modularity and maintenance. These choices were done
with scalability perspectives.

As a result of this implementation we proposed a web
platform for users where they can access to the list of
the scenes’ links and then the scene editor where the 3D
collaboration starts.

3D Editor interface

The scene editing is done with the editor presented in
Figure 6. The user can access to the list of the scenes
from the menu and the “Back to scenes” link. The scene
editor is titled with the scene’s name, and the users con-
nected to the scenes are shown by their ID (the bold one
is the active user’s). The editing part contains the tools,
the viewport and the relative info. The tools are repre-
sented by the actions buttons translate, rotate and scale
that trigger the associated helper. The grid integer in-
put is for changing the resolution of the grid helper; the
checkboxes: snap is for snapping the selected object to
the grid; local is for changing the referential from world
to local; show grid is for showing/hiding the grid helper.
The key s allows to switch to the other users’ cameras.
The user can see the point of view shown by the cam-
era helper representing the other’s one. The viewport is
where the 3D scene is represented. We can see that the
user has selected the wheel of the plane and intents to
translate it on the X,Y axis. The viewport info contains

Figure 6: Editor interface

the information relative to the scene such as the num-
ber of objects (including light, cameras. . . ), the number
of vertices and triangles. Finally, the client information
are displayed.

5 EXPERIMENTAL SETUP
We developed a prototype of the the web-based multi-
user collaborative modeling to demonstrate the feasibi-
lity of our model architecture focusing on the user ex-
perience.

Table 3: Model descriptions for the experiments
Experiment objects size users
Wind turbine 6 1.0 MB 2
Pick up 8 1.3 MB 4
Castle from server 35 1.3 MB 4
Castle from peer 35 1.3 MB 4

In one hand, the visualization was based on the We-
bGL technology using Three.JS to visualize 3D mod-
els online and offline without plugins. On the other
hand, the real-time interactive collaboration relied on
the hybrid architecture model exposed in the previous
section. The Node.JS server platform allowed us to run
a WebSocket server that handled the signaling mech-
anism for the WebRTC user connections creating the
P2P mesh. The resources of the client were used in
terms of graphics, storage, WebRTC capabilities in or-
der to share the scene information between the users.
We propose four experiments with three different mod-
els experiments (Table 3) to evaluate our system in the
following criteria: user-friendly interface and the qual-
ity of the collaboration mechanisms (feedbacks, robust-
ness and latency). A the end of each experiment, qual-

WSCG 2015 Conference on Computer Graphics, Visualization and Computer Vision

Full Papers Proceedings 235 ISBN 978-80-86943-65-7



Table 4: Form distributed for each experiment and global results for 14 forms
Questions Answers* (results in %)

General

Do you understand the goal? No (0%) Yes (100%)
Did you reach the goal?** 0 (0%) 1 (0%) 2 (14%) 3 (86%)
Collaboration satisfaction ? 0 (0%) 1(14%) 2 (72%) 3 (14%)
Type(s) of communication?*** None (0%) Oral (100%) Virtual (15%)

User
interface
quality

3D interface expertise 0 (7%) 1 (14%) 2 (50%) 3 (29%)
Tools usage 0 (0%) 1 (0%) 2 (71%) 3 (29%)
Object manipulation 0 (14%) 1 (14%) 2 (57%) 3 (14%)
Global quality 0 (7%) 1 (21%) 2 (64%) 3 (7%)
The collaboration is: Interactive (21%) Real-time (79%)

Open
questions

Practice (define your practice: difficulties or frustration).
Collaborative rendering (define :latency, consistency, recovery)?
What improvements should you suggest?

*Rates: 0 (bad), 1 (poor), 2 (good), 3 (very good). **Not asked for Castle experiments. ***Could use more than one channel.
Results have been rounded to the unit.

itative feedback was asked to the users via a form (see
Table 4). For the experiments, the users were on the
same local network as the server.

The Wind Turbine and Pick Up experiments had the
same goal: assemble a model with multiple pieces
apart. We showed a picture of the final assembly to
the users, showing them the different parts of it. We
distributed the pieces arbitrarily between the users and
they had to import them in the viewport scene. Using
the editor tools, real time information from others (ap-
plication updates or any real communication), they had
to manipulate the pieces (select, translate, rotate, scale)
collaboratively to match the final assembly in a coher-
ent way. The difference between the Wind Turbine and
the Pick Up was the number of simultaneous users con-
nected to the scene.

In the Castle from server, the goal was slightly differ-
ent: a castle kit (towers, walls, stairs. . . ) was uploaded
first on the server. At connection, the users retrieved
(automatically from the server) the objects and they had
about 10 minutes to creatively, but still collaboratively,
build a castle. A variant, Castle from peer was intro-
duced with the importation of another castle kit by a
peer into the scene, broadcasting the new objects.

5.1 Results
Each experiment lasts about 5/10 minutes. We com-
piled the qualitative feedbacks of the users (see Table 4)
and our observations and deductions. The users where
not all very familiar with 3D interfaces but very familiar
with computer: we observed mutual aid between expert
users and beginners. Users were globally satisfied of
the collaborative and visual results of the experiments
(see Figure 7) because the goals were achieved: they
succeeded in the assembly of the proposed 3D models
without (too much) frustration. They even had fun on
the castle experiment because they were free to create
and they wanted to stay longer on the scene.

We noticed during the experiments that, on the lock sys-
tem, we forgot to indicate which object was used by
which user. Consequently to this lack of visual feed-
back, the external collaboration channel was mostly
oral to exchange about object prehension: what they
were doing on which piece.

The user interface was well appreciated, but maybe too
simple for expert users. The manipulation of objects
had a good evaluation except for the reception of a new
imported model caused by the size of the message and
the processing. A window frozen once during the Cas-
tle from peer on Chrome browser. The user had to quit
and come back to the scene to refresh the viewport.
This was a robustness test because the user appreciated
to retrieve all the data and the other peers connections
from the server at his/her return. The same remark was
done for the fluidity of the application on the collabora-
tion aspect.

The users did not feel latencies due to transformation
operations during the experiments so they qualify the
quality of the collaboration as real-time more than in-
teractive. The variation of the number of users between
experiments has not altered the rendering and network-
ing quality of the user experience in terms of latency.

6 CONCLUSION
This paper proposed web-based 3D modeling collab-
oration based on a hybrid communication architecture
client-server and P2P network.

The client is responsible for 3D rendering and handling
the user interactions on a scene. It also hosts the peer
connection to be able to communicate updates to other
peers. The server is used to link the client with the
NoSQL database in order to store the modifications,
and manage the users presence on a scene and automati-
cally create a P2P full mesh topology network between
them. The P2P connection relies on a WebRTC com-
munication that transmits information directly between
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Figure 7: Results of 3D editor’s scenes during the experiments: Wind Turbine, Pick Up and Castle kit

browser with update messages, broadcasting according
to the P2P star topology, using a signaling server to es-
tablish the communication between two peers.

The qualitative evaluations of the experiments were
conclusive overall even if some points should be im-
proved. On model import, the broadcast causes latency
issues on client peers receivers (camera freeze). To re-
duce latency with larger scenes we consider using pro-
gressive rendering and making a better use of peer-to-
peer mesh to stream the model relying on seed peers
like in the partial mesh topology. An improvement of
interface features and visual feedback of collaborative
manipulations was asked by the users. To start we have
set focus on user experience.

The evaluation will be supplemented in future works
with a quantitative evaluation to compare our hybrid
architecture to others by selecting metrics (server logs,
FPS in client, throughput, bandwidth requirements,
number of connections supported. . . ). We are now
investigating experimental WebRTC tools12 which
provides statistics and graphs on the data exchanged
between peers’ browsers and automation tools (web
automation like SeleniumHQ13), to evaluate on a set of
scenarii the global performance and scalability of the
system.
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Abstract
The signature of a person is an important biometric attribute which can be used to authenticate human identity.
Conventional online approaches to signature verification only use either a single camera to track the pen tip position
or a tablet to extract the dynamic features of the signature, hence the signature has only two spatial dimensions.
In this paper we combine data inputs from a pressure sensitive device (tablet digitizer) and stereo vision to record
signatures in 3D. Stereo vision from a pair of low cost SONY Eyecam cameras is used to track the pen tip position
in x, y, & in z when the pen is off the surface as well as the pen angle with respect to the surface at all times. The
digitizing tablet on the other hand, tracks x, y as well as pressure magnitude (which we denote as−z) when the pen
contacts the surface. In all, we record the following parameters as functions of time through the duration of the
signature: x,y,z,θ ,φ , where all the linear paramaters are bipolar, with the particular case of z representing motion
with positive values and pressure level with negative values. The angular values are two dimensional. The distance
between the input signature’s features recorded as a 5-variate parameter time sequence and the template signature’s
features whichwere collected during the training phase is computed using Dynamic Time Warping (DTW), and is
thresholded to take a decision. While better learning techniques and more intensive experimentation will help
suggest improvements, even as of the present, we have a fully working prototype of the system.

Keywords
stereo triangulation; feature vector; dynamic programming matching; stereo camera; pressure digitizing

1 INTRODUCTION
Signature verification is one of the behavioural biomet-
rics which is commonly used to identify human beings.
Signatures are very useful for identification purpose as
they are very unique, especially if we consider the dy-
namic features of the signature in addition to the its
static features.

Online signature verification techniques can be classi-
fied into two methods: function based and parameter
based [yasuda2010]. In the function based approach,
the features of the signatures are extracted as a func-
tion of time. For example, x position with respect to
time x(t), y position with respect to time y(t), pres-
sure with respect to time p(t), etc. In the parameter

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

based approach, the signature is represented as a vec-
tor of elements, each one carrying the value of the fea-
ture. The parameter based approach is further classi-
fied into global parameters (total signature time dura-
tion, number of pen ups/downs, etc.) and local param-
eters (speed at certain bending points, the pen direction
when the signature finishes, etc.). In general, the func-
tion based approach results in better verification perfor-
mance compared to the parameter based approach, but
is more time consuming due to the rigorous matching
procedure.

Nalwa [nalwa1997] proposed an algorithm based on the
shape of the signature rather depending on the pen dy-
namics. The author proposed that pen dynamics have
very high intra-class variability which makes the use of
the features, extracted from the pen, impractical. He
used global features such as aspect ratio of the sig-
nature, jitter and local features such as spatial torque,
coordinates relative to the center of mass, etc. Pippin
[pippin2004] proposed a new method by applying sep-
arate filters to the global features and the local features.
Feng [feng2003] proposed a new warping method for
verification. He used the functional approach and used
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extreme points warping (EPW) for verification. EPW
warps only a set of important points, and hence the time
complexity is less as compared to Dynamic Time Warp-
ing (DTW).

Munich [munich2003] proposed a visual system for
signature verification. An ordinary camera tracking the
spatial position of the pen tip in each frame was used as
an input device to the system. Dynamic Time Warp-
ing (DTW) and Continuous Dynamic Time Warping
(CDTW) techniques were used to match the signature.

Kumiko Yasuda [yasuda2010] also proposed a visual
system for signature verification. He used seven we-
bcams as input devices to the system and a sequential
Monte Carlo (SMC) method to track the pen tip in each
frame.

Nidal S. Kamel [kamel2008] proposed a glove based
signature verification method. He used the glove as an
input device to the system. He proposed to use Singu-
lar Value Decomposition (SVD) as a numerical tool for
matching signatures.

In this paper, we demonstrate a novel approach for sig-
nature verification, in which we use a stereo camera
setup along with a pressure digitizer to make and verify
signatures in 3D. A stereo camera setup gives the 3D
trajectory of the pen tip position, i.e., X ,Y,+Z in each
frame. The pressure digitizer gives pressure informa-
tion when the pen is in contact with the surface during
which time the pen tip has insignificant Z motion. We
consider pressure information as the −Z component of
the 3D trajectory. By combining both, we get integrated
representation for the entire signature. This is called a
feature level fusion method. In this method we have
also included the pen’s inclination in terms of θ and φ

to make our system more discriminative and robust.

The paper is organized as follows: Section 2 describes
the system used by us for online signature verification.
It includes the description of the hardware, i.e., a stereo
camera setup and a pressure digitizing tablet as well as
the technique of stereo calibration. Section 3 illustrates
the algorithms for feature vector generation. Section 4
deals with the dynamic time warping algorithm and de-
cision making. The experimental results are presented
in Section 5. Section 6 concludes the paper with the
discussion on future scope.

2 SYSTEM DESCRIPTION
The whole signature verification process is divided into
two phases:

1. Database collection phase: In this phase, the
database of all the users is created. We obtain multi-
ple signatures’ patterns of each user by taking their
signatures at different times, since any user cannot
exactly replicate his signature without variations.

2. Verification phase: In this phase, the user’s signa-
ture is compared to the database. The distance is
calculated between the input and the stored template
signature vectors. A threshold is used to make a de-
cision.

2.1 Stereo Camera & Calibration
A stereo camera system works on the concept of stereo
vision to get the depth information of a scene. It has
two or more lenses with separate image sensors for each
lens. Stereo camera setup can be made by using two or-
dinary cameras. Both the cameras which are located at
two different places, take individual images of the same
scene. The 3D view of the scene is created by combin-
ing these two images. Our stereo camera setup, using
two PS3 Eye cameras is shown in Fig. 1. These cam-
eras are fixed on the aluminium sheet and the positions
of their lenses are secured with an aluminium plate.

Left CameraRight Camera

Figure 1: Stereo Camera setup used in the Experiment

The stereo camera calibration is the backbone of this
project, as the calculation of the 3D world coordinates
of the scene is on the basis of calibration. For the fi-
nal product design, given sufficient standardization and
precision, calibration can be restricted to the produc-
tion stage. Calibration is used to obtain the “Projection
matrix” and the “Distortion parameters” of the camera.

We have used the “Four-step Camera Calibration Proce-
dure” as proposed by Heikkila & Silven [heikkila1997]
for camera calibration. This method was implemented
using the Camera Calibration Toolbox developed for
MATLAB [matlabcameratoolbox] which is based on
the OpenCV implementation.

2.2 Calibration Result
Intrinsic parameters of the left and right cameras
are given in Table 1. Here focal lengths ( fx, fy) and
principle points (Cx,Cy) are given in terms of pixel
units. (k1,k2) shows the Radial Distortions and (p1, p2)
shows the Tangential Distortion. Extrinsic parame-
ters, i.e., position of the right camera with respect
to the left camera are: rotation vector (θx,θy,θz) =
(−0.01405,0.19919,−0.11265) and translation vector
T = (Tx,Ty,Tz) = (−77.55565,7.00082,16.28213)) (in
mm units). Rotation matrix R can be found by using
rotation vector.
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Parameters Left Camera Right Camera
( fx, fy) (755.2,754.33) (765,765)
(Cx,Cy) (313,267) (320,236)
(k1,k2) (−0.081,0.278) (−0.079,0.222)
(p1, p2) (0.006,0.001) (−0.003,−0.001)

Table 1: Intrinsic parameters of Left and Right Cameras

2.3 Pressure Digitizing Tablet
The tablet [geniustablet] used as a pressure digitizing
device is shown in Fig. 2. The tablet measures the pres-
sure of the pen tip on the scale of 10 bits, i.e., the max-
imum pressure level is 1023. The tablet also measures
the trajectory of the pen tip while writing on it.

Signature Window

Saving Variables 
Window

Figure 2: Pressure Digitizing Tablet

We have made two windows on the tablet surface for
user’s ease.

1. Signature window: Users have to sign in this win-
dow only. This window size is application depen-
dent.

2. Saving Variables window: The user has to press this
window once the signing is complete, to save all the
features provided by the tablet.

3 FEATURE VECTOR GENERATION
3.1 Pen tip Detection and Tracking Algo-

rithm

Color Object 
Detection

Template 
Matching

Find Pen Tip 
co-ordinate (x, y)

Make appropriate 
Window for 

Template Matching

Pen Tip 
Template

Input RGB
Frame

Convert to 
HSV Threshold Color Blob

Find 
Maximum 
Area Blob

Find 
Centroid 
(xc, yc)

Figure 3: Block Diagram of Pen tip Detection algorithm

Fig. 3 shows the block diagram of the pen tip detection
algorithm. We have used the template matching method
for detecting exact pen tip location followed by color
object detection as shown in Fig. 4. The centroid of the
blob is found using [bradski1998].

xc =
M10

M00
; yc =

M01

M00

where M00 = ∑
x

∑
y

I(x,y) is the zeroth moment. M10 =

∑
x

∑
y

xI(x,y) and M01 = ∑
x

∑
y

yI(x,y) are the first moment.

3.2 Stereo Triangulation
The 3D coordinates of the object are calculated by using
stereo triangulation. This is also known as 3D recovery
[hillman2005]. In order to get the 3D coordinates of the
object, we have to back project the line of the pixel in
the left camera and the right camera as shown in Fig.
5. In this way we apply the inverse projection matrix to
get from the 2D image point to the 3D line. These lines
are the 3D back projection lines which usually meet at
exactly one point.

For simplicity, we have taken left camera coordinate
system as the world coordinate system as shown in Fig.
5. Hence, the left camera center becomes the world’s
origin (0,0,0) and all the three axes of the left camera
becomes the axes of world coordinate system respec-
tively. Now the relation between the right camera co-
ordinate system and the left camera coordinate system
is:

Cr = RCl +T

where Cl = (Xl ,Yl ,Zl) and Cr = (Xr,Yr,Zr) are object
point location with respect to the left and the right
camera respectively, R = Rotation Matrix which shows
the rotation between the right camera coordinate sys-
tem and the left camera coordinate system, and T =[

Tx Ty Tz
]′

= Translation Matrix which shows the
translation between the left camera coordinate system
and the right camera coordinate system.

We can write the above equation as: Xr
Yr
Zr

=

 r11 r12 r13
r21 r22 r23
r31 r32 r33

 Xl
Yl
Zl

+
 Tx

Ty
Tz

 (1)

Now from the Inverse Perspective Transformation:

Xl =
x′l ∗Zl

fxl

, Yl =
y′l ∗Zl

fyl

(2)

where x′l = xl−Cxl , y′l = yl−Cyl

and Xr =
x′r ∗Zr

fxr

, Yr =
y′r ∗Z2

fyr

(3)

where x′r = xr −Cxr , y′r = yr −Cyr , ( fxl , fyl ) and
( fxr , fyr) are the focal lengths of the left and right cam-
era in the x and y direction respectively.
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(i) Input BGR Frame (ii) Detected Pen tip point as a green point
Figure 4: Pen tip detection

OL

OR

XL

YL

ZL

XR

YR

ZR

Left Camera
Right Camera

Stereo Baseline

Left Line of 
Sight

Right Line of 
Sight
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Figure 5: Reconstruction of 3D Point in Space

3.3 Tablet Feature Vector

The tablet gives the pressure information p along with
the x and y position of pen tip at the rate of 100 Sa/s. We
include time-stamp with these features. We use the sys-
tem time for the time-stamp. Hence, the system records
{x(i),y(i), p(i)} feature values approximately at each
time t = 10ms, and the tablet feature vector becomes
Ftab = {ttab(i),x(i),y(i), p(i)}.

The 2D reconstruction of the signature using tablet fea-
tures is shown in Fig. 6.

Figure 6: 2D reconstruction of signature using tablet features
{x(i),y(i)}

3.4 Camera Feature Vector
The stereo camera setup gives the continuous 3D tra-
jectory of the pen tip location by applying stereo trian-
gulation. We have added two trackers to get two 3D
positions, where the first corresponds to the pen tip po-
sition {Xt ,Yt ,Zt} and the second corresponds to the pink
marker {Xh,Yh,Zh} which sticks on the head of the pen.
Hence we get the two end points of the pen. We can find
the orientation of the pen by using these two 3D points
with respect to the tablet surface. Pen orientation can
be calculated as:

θ = cos−1
(

Zh−Zt

r

)
; φ = tan−1

(
Yh−Yt

Xh−Xt

)
where r =

√
(Xh−Xt)2 +(Yh−Yt)2 +(Zh−Zt)2

We have also added the time stamp along with these
features. The PS3 Eye camera works at 60 fps. Hence
the system records camera feature values at approxi-
mately every t = 17 ms. The final camera feature vector
becomes Fcam = {tcam(i),Xt(i),Yt(i),Zt(i),θ(i),φ(i)}.
The 3D reconstruction of the signature using camera
features is shown in Fig. 7.

Figure 7: 3D reconstruction of signature using the camera
features

There are significant differences between feature val-
ues of the two feature vectors on account of the differ-
ences between the respective sensors’ ranges and res-
olutions. This necessitates feature normalization. The
main objective of a feature normalization process is to
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modify the mean and variance of the feature values by
applying suitable transformation functions (max, min-
max, median, z-Score, etc.). The normalization process
maps the feature values of different feature vectors into
a common domain. In our algorithm, we use Min-Max
normalization for normalizing signature features from
the two sensors. which is defined as:

a′i =
ai−Min

Max−Min

where, ai and a′i denote the ith feature value be-
fore and after normalization process respectively,
Max = max

i
{ai}, finds the maximum value, and

Min = min
i
{ai}, finds the minimum value.

3.5 Synchronization

In our experiment, we obtain the tablet feature vector
at 100 Sa/s and stereo camera feature vector at 60 fps.
To combine these feature vectors, we normalize each
of them by using Min-Max normalization technique,
and then use linear interpolation for the purpose of syn-
chronization. After the synchronization, time stamps
for both the feature vectors will become identical, i.e.,
t(i) = ttab(i) = tcam(i).

After normalization and synchronization, we can
combine the two different feature vectors. This
combining process is known as feature level fusion.
We have used feature level fusion for combining
Fcam and Ftab. We have made one common feature
vector which contains {t(i),x(i),y(i), p(i),θ(i),φ(i)}
when the pen tip touches the tablet surface and
{t(i),Xl(i),Yl(i),Zl(i),θ(i),φ(i)} when the pen tip is
poised above the surface without contact. Hence, our
final feature vector after feature level fusion becomes
FFinal = {t(i),X(i),Y (i),Z(i),θ(i),φ(i)}.

The 3D reconstruction of the features generated from
the feature fusion method is shown in Fig. 8, where
blue is used under the pen down condition and red color
under pen up. All the features are shown as a function
of time in Fig. 9.

Figure 8: Reconstruction of 3D signature made by Feature
Fusion method
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Figure 9: Final features made by feature fusion as a function
of time

4 SIGNATURE VERIFICATION AL-
GORITHM

4.1 Dynamic Programming Matching
(DPM)

We can summarize DPM by following way:

1. Initialization :

dist(1,1) = 0; ξ (1,1) = (1,1)

where, dist(x,y) = total distance upto (x,y) point
and ξ ((nx,ny),(nx′ ,ny′)) shows the warping path be-
tween nodes (nx,ny) and (nx′ ,ny′).

2. Recursion : for 1 ≤ i ≤ Na,1 ≤ j ≤ Nb, such that i
and j must follow the monotonicity constraint,

dist(i, j)=min


dist(i−1, j)+d((i−1, j),(i, j))
dist(i−1, j−1)+

d((i−1, j−1),(i, j))
dist(i, j−1)+d((i, j−1),(i, j))

ξ (i, j)= argmin


dist(i−1, j)+d((i−1, j),(i, j))
dist(i−1, j−1)+

d((i−1, j−1),(i, j))
dist(i, j−1)+d((i, j−1),(i, j))

where, d(,) is the Euclidean norm function.

3. Termination :

Dist(S1,S2) = dist(Na,Nb); θ1 = (Na,Nb)

Here Dist(S1,S2) represents the final distance be-
tween two signals.

4.2 Signature Verification using DPM
It is practically impossible for a user to produce exactly
the same signature every time. Hence we can not com-
pare two signatures and find the distance between them
by using a simple Euclidean distance formula. DPM
(Dynamic Programming Matching) [DPBellman] is a
method that finds correspondences between two signa-
tures. It takes each sample in the 1st signature and finds
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the closest sample in the 2nd signature using a prede-
fined metric. Given this similarity, it is possible to esti-
mate a distance between the two signatures.

The warping function for two signatures is not linear.
Here the signature varies with time, hence DPM is
called Dynamic Time Warping (DTW).

Fig. 10 shows one example of signature verification
process. Two different signatures of the same user is
shown in Fig. 10i. 1st signature is shown by red line
and 2nd signature is shown by blue line. Only min-max
normalized x position xi(t) and min-max normalized y
position yi(t) of the signatures are considered here as a
feature vector (see Fig. 10ii and Fig. 10iii). Then DTW
algorithm is applied to calculate the distance between
x1(t) & x2(t) and y1(t) & y2(t). After applying DTW,
we get warped x(t) and y(t) sequences as shown in Fig.
10iv and Fig. 10v respectively. The optimal correspon-
dence paths for both the sequences are also shown in
Fig. 10vi and Fig. 10vii. The distance between two
x sequences is Distx = 0.0437 and between two y se-
quences is Disty = 0.1834. And the overall distance is
Distoverall = 0.1885 which is calculated by using equa-
tion (4). In general if we have N different sequences,
the overall distance is calculated by:

Distoverall =

√
N

∑
i=1

Dist2
i (4)

4.3 Threshold Selection
Threshold value selection is a very critical task in the
verification process as it affects the classification accu-
racy. A high threshold value increases the FAR (False
Acceptance Rate) of the system and a low threshold
value increases the FRR (False Rejection Rate). As
explained in [jain2002], we can choose either a global
threshold for all the users or a user dependent threshold.

We have used a global threshold based method to find
the threshold value in our algorithm. The global thresh-
old can be calculated as :

Threshold =

∑
i 6= j,i< j

dist(Si
r,S

j
r)

N(N−1)
2

× γ

where, γ is the adjustment factor, N is the total number
of reference signatures, Si

r is the ith reference signature,
Dist(:, :) function finds the distance between two signa-
tures.

In general, if we have N different sequences, the overall
distance is calculated by:

distoverall =

√
N

∑
i=1

dist2
i

4.4 Decision Making
In this step we identify the user as fraud or genuine.
The distance is calculated between user’s unknown sig-
nature Su and all the reference signatures Si

r of that user.
If the calculated distance is lower than the threshold
value, then the signature is a genuine otherwise it is a
forged one. Alternate formulations of the decision cri-
terion are possible.

Su= genuine if 1
N

N
∑

i=1
dist(Si

r,Su)< Threshold

Su= fraud if 1
N

N
∑

i=1
dist(Si

r,Su)≥ Threshold

5 EXPERIMENTAL RESULTS
We have used the setup shown in Fig. 11. The stereo
camera setup is mounted on an aluminium sheet, which
is fixed on the wooden plank at about 45◦ angle, to en-
able the cameras to see the tablet surface and the head
of the pen. The stereo camera and the tablet are fixed
rigidly to maintain calibration.

We have collected signatures from 8 users. Table 2
shows the number of signatures used for database col-
lection, verification and forgery.

We compute Equal Error Rate (EER) of each feature
individually, separately for the stereo camera setup as
well as the pressure digitizing tablet, to evaluate the ac-
curacy of each feature. We also compute EER of each
feature individually of the feature level fusion method.
The value of γ is set to be 1.5.

• Camera Features : Table 3 shows the FAR, FRR and
EER values of the camera features. Fig. 12 shows
the error trade off curve of camera features.

• Tablet Features : Table 5 shows the FAR, FRR and
EER values of the tablet features. Fig. 13 shows the
error trade off curve of tablet features.

• Feature level Fusion method : Table 4 shows the
FAR, FRR and EER values of the all the features cal-
culated using the feature level fusion method. Fig.
14 shows the FAR and the FRR curves and Fig. 15
shows the error trade off curve for feature level fu-
sion method.

6 CONCLUSIONS AND FUTURE
WORKS

We have presented a novel low-cost approach to online
signature verification method, built with off the shelf
components such as a pressure digitizing tablet and a
stereo camera pair. The tablet gives the pressure in-
formation as well as the pen tip position. The stereo
camera setup gives the 3D trajectories of the pen tip.
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(i) Two different signatures of the same
user

(ii) x(t) of two signatures (iii) y(t) of two signatures

(iv) x(t) of two signatures after applying
DTW

(v) y(t) of two signatures after applying
DTW

(vi) Optimal correspondence between
x1(t) and x2(t)

(vii) Optimal correspondence between
y1(t) and y2(t)

Figure 10: Matching of signatures parameters using Dynamic Time Warping (DTW)

Total Signatures per User Total Signatures
For Database collection 10 80
For Verification purpose 15 120

Fraud Signature 6 48
Table 2: Total number of signatures

Features X Y Z θ φ Overall
FRR 25 20.83 20.83 12.5 20 14.17
FAR 50 41.67 52 43.75 31.25 31.25
EER 36.27 33.45 40.93 28.62 22.39 20.54

Table 3: Evaluation of Camera Features

Features X Y Z θ φ Overall
FRR 20 20 14.17 12.5 20 8.33
FAR 14.58 18.75 20.83 43.75 31.25 8.33
EER 14.58 19.58 16.55 28.62 22.39 8.33

Table 4: Evaluation of Features of feature level fusion method

Features X Y P Overall
FRR 21.67 30.83 30.83 21.67
FAR 6.25 6.25 16.67 4.17
EER 15.41 16.46 20.83 12.5

Table 5: Evaluation of Tablet Features

In our analysis, we found EER = 20.54% for the cam-
era features and EER = 12.5% for the tablet features.
For the proposed feature level fusion method, FAR =
8.33%, FRR = 8.33% and EER = 8.33%. These figures

are likely to improve considerably with a better finished
prototype.

A larger database can significantly decrease the FAR er-
ror rate. Pen tip tracking was done by color blob detec-
tion followed by template matching. Color blob detec-
tion is affected by the background color, and hence we
should try and make the pen tip tracking independent of
color blob detection. Accurate techniques like Kalman
filter for pen tip detection and tracking can increase the
precision and accuracy of the system. We considered
only local features of the signatures for verification and
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Stereo Camera 
Setup

Tablet

Figure 11: Experimental setup

Figure 12: Error Trade off Curve of Camera features

Figure 13: Error Trade off Curve of Tablet features

Figure 14: FAR and FRR curves of the Feature Fusion
method

evaluation. We can additionally use global features like
velocity, acceleration, etc., to make the system more re-
liable and robust. The use of a user dependent threshold
can also result in lower error rates.
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ABSTRACT 
With the rise of smartphones and tablets interactively, human computer interaction is a very popular topic for 

engineers, artists, designers and computer scientists around the world in both industry and academia. This topic 

was studied and researched over many years ago. Nevertheless, most of previous works were studied separately 

between communication arts (e.g., advertising and marketing communication research) and computer science. 

Indeed, there has been little work giving an overview of recent integrated research of digital media and some 

new technologies, such as computer vision, virtual reality, and human computer interaction for visual 

communication. Therefore, our contribution of this paper is to discuss the recent state-of-the-art development of 

the digital media research work using and applying these aforementioned multimedia-based technologies. A 

literature review of the novel digital media and interactive augmented reality researches is also discussed. More 

importantly, this paper also provides a work-in-progress framework for future digital media research when 

applying graphical visualization, human computer interaction such as haptic, and sensor technologies into every 

traditional sense of human interactively, from vision to touch and from smell to taste. In general, this paper will 

be beneficial for any related field of interactive multimedia, communication arts and human computer interaction 

both industrial and educational aspects and also for any related researcher such as computer science art 

communicator. 

Keywords 
Human Computer Interaction, Robotic, Communication Arts, Taste Communication, Touch Communication, 

Smell Communication, Multimedia, Digital Media, Graphical Visualization, Advertising, Marketing, Visual 

Communication 

1. INTRODUCTION 
With the rise of advanced technologies in computer 

science such as human computer interaction and 

graphical visualization, the way people send 

information and communicate has gradually 

transformed in this 21
st
 century. Since the emerging 

of the computer and social media revolution, the lure 

of the virtual communication has attracted engineers, 

artists, designers, communicators, computer scientists, 

and others with the great idea that we might someday 

accomplish with technologies both physically and 

virtually [Bai12a]. On one hand, one of the 

fundamental purposes of communication research is 

to allow two people to be in two different locations at 

the same time (or nearly the same time), but can 

communicate human-to-human smoothly and 

robustly in every sense of human as face-to-face 

interaction. For this reason, digital media expand 

increasingly and scientifically horizons into new 

sensory modalities every day. On the other hand, 

dealing with problems for communication perfectly 

for human-to-human remotely is not a trivial task. 

Communications in different senses of human pose 

different requirements of the communication 

challenging. The main challenge is how to reproduce 

the perception realistically and robustly for every five 

sense: sight, audition, touch, smell and taste. Even 

though some communication-based systems with 

different capabilities have been built, most of 

previous works were developed separately between 

communication arts and computer science. Over 

decades, studies of communication media by 

communication researchers were usually achieved 

quite separately. At the same time, studies of 

communication for digital media by computer 

scientists were studied in some limited dimensions. 

Rice from Department of Communication in 

University of California, Santa Barbara, and 

Permission to make digital or hard copies of all or part of 
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fee provided that copies are not made or distributed for 

profit or commercial advantage and that copies bear this 

notice and the full citation on the first page. To copy 

otherwise, or republish, to post on servers or to 

redistribute to lists, requires prior specific permission 

and/or a fee. 
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Leonardi from Department of Communication 

Studies in Northwestern University, give a good 

overview [Ric12a] of research on the merging 

relationship between technology and communication. 

It now obviously makes sense to merge and integrate 

the two related-theoretical fields. 

This paper discusses a preliminary framework for 

innovative technologies applying in the digital media 

for every sense of human. The first one is visual 

communication using augmented reality (AR) and 

computer vision (CV). Second, we discuss recent 

technologies used for touch communication. The 

third one is for smell communication technologically 

and chemically. The last communication we mention 

is taste. 

For visual communication, one of the very effective 

tools used is augmented reality. In fact, augmented 

reality has, in recent decades, increasingly become an 

extremely popular field in computer science. It is 

recently utilized in wider fields, including digital 

media and other fields of communication arts such as 

marketing and advertising. As defined by many 

technologists, augmented reality is a technology 

combining the physical world and virtual media 

(graphical aid information) together.  

 

 

Figure 1. A Mad Tea-Party augmented reality 

experience using media theory was designed by 

[Mac01a] from Georgia Institute of Technology. 

 

One of very first works for applying augmented 

reality to conventional media theory in the 21
st
 

century is, in [Mac01a], implemented by a research 

group from Georgia Institute of Technology. They 

discussed the development of augmented reality as a 

new medium for digital media interactively. They 

showed two creative examples of augmented reality 

experiences (i.e., A Mad Tea Party and Ghosts of 

Sweet Auburn) using their conceptual frameworks 

from media studies. Figure 1 shows A Mad Tea Party 

augmented reality experience. They attempted to 

leverage the information exchange between the 

virtual world and the real world. It is just as the same 

as the concept of augmented reality and mixed 

reality, but for remediating traditional media, e.g. 

stage, film, and compact disc. After that, they built 

on interactively the cultural expectations of users. 

More recently, augmented reality is similarly used 

for a real-time mobile-based film scholarship as 

presented by Chao et al. [Cha14a]. The application 

gives a kinetic and aural experience for users. It lets 

them to conveniently access augmented multimedia 

content using this augmented reality technology. 

Also, augmented reality is recently used in the digital 

marketing and advertising arena. It can be seen in 

many recent augmented reality research works. To 

begin with, several concepts for augmented reality 

digital advertising for paper-based leaflets for 

attempting to bridge the digital divide were 

investigated in [Loc13a]. The first prototype 

explained by Lochtefeld et al. is the Guerrilla 

marketing approach (called GuerrillAR), while the 

second one (called PageAR) is the approach using 

visualizing cross-selling recommendations. Next, 

[Sin14a] studied reasonably why augmented reality 

can make an effective choice for the marketers 

utilized in the advertising campaigns. We, in this 

paper, review this augmented reality technology that 

is now more and more linked to digital media. 

Nonetheless, in many augmented reality researches, 

it usually deals with only vision, specifically 

computer vision, often abbreviated briefly with the 

acronym CV. We believe that digital media are soon 

deemed to go beyond vision. Martin described in 

[Mar13a] about the future of augmented reality when 

extending it technologically to other senses (i.e., 

hearing, touch, smell, and taste), rather than just sight. 

However, due to many technical reasons, over past 

decades the sense of touch has uniquely been 

difficult for people’s communication in term of 

digital media. Right now, it is true that it is more 

common and easier to use smartphone to connect 

people to people by talking, messaging and even 

FaceTime. But it is not obviously and widely yet for 

the sense of touch. This paper also studies about this 

possibility. Some case studies of huggable internet 

from Cheok’s work [Che13a] and the therapeutic 

robot for affective touch from Massachusetts Institute 

of Technology (MIT) Media Lab’s work [Sti06a] will 

be discussed and mentioned. In addition, the 

possibility of communication for digital media by the 

senses of smell and taste will be reviewed in this 

paper. It is true that dealing with the sense of smell 

and taste is obviously extremely difficult since they 

often require some dangerous chemical substances to 

interact. However, there are still some recent 

researches trying to achieve these goals. We review 

some new technologies used for the communications 

of smell and taste, such as [Kay08a] [Ran14a] and 

[Saa14a]. We define the work-in-progress framework 

for future digital media when applying computer 

vision, graphical visualization, human computer 

interaction such as haptic, and sensor technologies 

into every traditional sense of human interactively, 
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from vision to touch and from smell to taste. We coin 

this framework as ‘new digital media’ in this paper. 

In fact, this term was used once in [Jam09a] by 

James from Harvard University, but in different 

meaning. In addition, according to the very similar 

definition between new media and digital media, it is 

acceptable to call the term ‘new new media’ too, 

even though ‘new digital media’ is more preferable. 

This paper is organized as follows. We will talk 

about the new digital media in section 2. In section 3, 

we will focus on sense of sight. The next section will 

present technologies used in touch communication. 

Smell communication will be explained in section 5. 

Section 6 will propose technologies for taste 

communication. In section 7, we conclude the paper 

and give some possible future works. 

2. NEW DIGITAL MEDIA  
Digital media are defined quite widely, even though 

they should frequently be encoded in a computer-

readable format. In today’s world, the new media 

include increasingly countless examples, such as 

digital audio, e-books, databases (CD, DVD and hard 

drive), digital imagery and video, and web pages. 

Social media websites such as Facebook, YouTube 

and Twitter are also included in its definition. Since 

the smartphone revolution takes the next big leap in 

recent years, digital media trends continue obviously 

to drive innovation. Newman [New15a] from Reuters 

Institute predicted and explained interestingly that 

the new media have become one of the defining 

factors of society; from the political election and the 

country’s economic power to the social ideology and 

the technology we use every day. In other words, 

people, especially young people, in 2015 have 

increasingly engaged more and more through digital 

media. For instance, social media websites via 

smartphones, wearable devices, or even advanced 

drones are included. 

In a multidisciplinary context, digital media from the 

fields of traditional communication arts and 

humanities are merging with many new scientific 

technologies more and more every day. It is crystal 

clear that this integration is so beneficial for the 

world’s innovation. In this paper, we present a work-

in-progress framework for the new digital media 

research when applying augmented reality and other 

computer science technologies to communicate 

human-to-human using all five senses of human. We 

call this framework for communication of every 

human sense as ‘new digital media’. Figure 2 

represents this framework of new digital media we 

defined. The technologies used and applied for the 

new digital media can expand widely while 

implementing and integrating, from graphical 

visualization to human computer interaction, from 

augmented reality to computer vision, and from 

haptic to sensor.  However, it is important to note 

that this paper will not focus on technologies used for 

hearing communication. This is because it has been 

widely used for long time ago. Thus, we start with 

visual communication in the following section.   

 

 

Figure 2. The framework of New Digital Media we 

defined in this paper 

 

3. VISUAL COMMUNICATION  
Augmented reality is a view of a natural environment 

(real scene) whose elements are merged by graphical 

digital information and media. [Wan13a] provides a 

good survey of the augmented reality studies in built 

environment in the last decade. Over time, 

augmented reality has been touted as an important 

technology of the future but has been utilized mainly 

in only high-end, advance and novelty settings. 

However, this technology [Kre10a] now intends to 

move from only inside research laboratories into 

other related-areas, such as consumer markets. 

According to the valuable surveys [Sin14a] and 

[Kim14a], it is observed obviously that augmented 

reality has become one of the emerging tools for 

another arena of digital media, games and 

communication arts (e.g., advertising and marketing 

communication research). In fact, there are many 

interesting research works towards augmented reality 

in advertising strategies [Vau09a]. For instance, 

Lochtefeld et al. [Loc13a] built two prototype 

systems of augmented reality-based advertising 

concepts for paper leaflets. The first system, called 

GuerrillAR, overlays a competing retailer’s paper 

leaflet with one’s own content in a real environment. 

By using this prototype, it is more convenient for a 

retailer to check and compare both the price and the 

quality of the products. At the same time, the 

smartphone can be used to point to leaflet of the 

competitor. Then, he/she can see a personal 

augmented overlay on the smartphone. The second 

system is called PageAR. It aims for cross-selling 

suggestions between different products inside the 

leaflet for advertising purpose. 

In addition, augmented reality use is not just only 

found in advertising systems, but also in marketing 
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prototypes. This statement is believed to be true 

because we find technological marketers use this 

technology to promote their products online. It is 

deemed to change conservative marketing strategies 

enormously. A study of Singh and Pandey’s work 

[Sin14a] has reaffirmed once again that augmented 

reality is a valuable choice in their marketing 

strategies for the marketers. It is noted in the study 

that consumers do not prefer passive monologues 

which are designed by the marketers anymore. They 

prefer to be interactively a part of the conversation 

with the brand to make a purchase final decision. To 

make the marketing strategies more interactively, 

augmented reality has the potential to deal with this 

issue, especially for new age consumer engagement.  

 

 

Figure 3. The virtual front and side views for 3D 

structural human shape analysis using computer 

vision was presented by [Ker14a]. 

 

It is not only augmented reality, but also computer 

vision that has played an important role for visual 

communication. Briefly speaking, computer vision is 

a branch of computer science for study of acquiring, 

analyzing, understanding and interpreting images 

from the physical world. For years, it has been touted 

as a great technology in related fields [Rus14a], such 

as robotics, neurobiology, solid-state physics, pattern 

recognition, and artificial intelligence. For example, 

it is used for a method for vision-based 3D structural 

human shape analysis by Kerdvibulvech and 

Yamauchi [Ker14a] to model and recognize from gait 

signatures, as represented in Figure 3 for the virtual 

front and side views for human shape analysis.  

4. TOUCH COMMUNICATION   
As stated earlier, communication is currently drifting 

away from each individual sense of human. Digital 

media are able to extend technologically to other 

particular senses. Those senses are touch, smell, and 

taste. They are also quite important means of 

communication. One of very essential senses is 

touch. Touch is, in fact, an obviously vital sense, as it 

can convey so many kinds of communicative intents. 

Touch can promote trust, a foundational element of 

interpersonal relationships, and cooperation of 

human, so that it is a great enabler of trust between 

group members, as explained in [Kra10a] by Kraus et 

al. from University of California, Berkeley. There is 

also a study of the communication of emotion via 

touch [Mat09a] reviewed that the sense of touch can 

affect emotion directly such as anger, disgust, love, 

fear, sympathy, and gratitude. Although it is recently 

common to connect people to people by talking and 

imaging via smartphone or any particular device, it is 

still not a trivial task for the sense of touch. To deal 

with this, Teh and Cheok [Teh08a] built a prototype 

system for pet, called Pet Internet, to allow human to 

touch his/her pet distantly by touching an interface. 

In fact, more recently, a similar research for pet is 

also conducted by Murata et al. [Mur14a] for remote 

haptic communication interactively. According to 

their pilot study, this interactive system makes 

human and his/her pet to communicate and feel 

closer to one another via haptic responses by 

exchange of haptic feedback.  

 

 

Figure 4. The arm section of Teddy Bear, used in 

Huggable, was built by Stiehl et al. [Sti06a] from 

MIT. 

 

Rather than just the aforementioned systems of 

human-animal interaction, the topic of human-human 

interaction by touching is studied by other leading 

computer scientists. For example, [Che13a] presented 

a parent and child hugging communication wearable 

system, called Huggy Pajama (later called T Jacket 

commercially). It can allow children to hug their 

loved one from a remote distance by reproducing a 

hug between two people, focusing on a parent and 

child, but not specifically. This Huggy Pajama 

system was also featured in NHK’s (Japan 

Broadcasting Corporation) TV program in Japanese 

language [Teh08a] to show its demonstration. In 

addition, an MIT research group, led by Stiehl 

[Sti06a], presented a therapeutic robotic companion 

(i.e., Teddy Bear) using touch interactions 

relationally, called similarly Huggable. It is a robotic 

companion for affective and relational touch-based 

interactions with a human. This system uses a large 

number of somatic sensors over the whole surface of 

the Huggable, as shown in Figure 4 for the arm 
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section of the robot. It uses a combination of electric 

field, temperature, and QTC (Quantum Tunneling 

Composite) force sensors to send affective and 

relational touch-based interactions.  

 

 

Figure 5. A robotic platform for socially embodied 

telepresence was presented by [Ada10a]. 

 

A similar idea was implemented in [Ada10a] for a 

socially expressive telerobotic, called MeBot, as 

shown in Figure 5. They used the assumption that 

they want to build a system that is able to 

communicate more than just video or audio, but 

expressive gestures, body pose and proxemics also. 

They believe that their assumption can lead to be 

more enjoyable for human interaction. Their 

hypothesis is that a telerobot should embody the 

operator in a way that gives them with enough 

representation remotely. Thus, it is able to take a 

perfectly involved part in the interaction and is 

perceived by their friends as being present closely, 

but remotely. The MeBot can allow people to show 

and express several of the non-verbal behavior 

portably that people use in normal face-to-face 

interactions (e.g., gestures of each human organ, 

interpersonal distance, and eye contact). Although 

this system is not allowed people to hug a robot as 

Huggy Pajama system, this study has shown 

interestingly that a socially expressive robot is 

dynamically more likable and engaging than a very 

static telerobot. Also more recently, this idea was 

extended to help sick children feel less sad and blue 

in the ICU of Boston Children’s Hospital by [Jeo15a] 

from MIT Media Lab. Figure 6 depicts this extended 

Huggable’s work from the Wired Magazine. This 

robot is a blue fancy bear built to relieve pain for kids 

who are hospitalized in Boston for cancer treatment. 

Under their small scale preliminary study conducted 

in the real hospital, sick children played and 

interacted with this blue fancy robotic bear in their 

private rooms. They shook his foot and played with it 

positively. Rather than hugging the whole body, Choi 

et al. [Cho14a] designed an interactively tele-hug 

ring wearable system for sending various kinds of 

finger hug, such as mini, intense, and urgent, 

depending on the sender from a remote distance 

through subtle colored lighting and tactile 

expressions digitally. Also, Wang et al. reaffirmed in 

[Wan12a] that mediated social touch in digital 

manner can quite influence the sense of link between 

a speaker and the experience emotionally. They 

evaluate the assumption by using an augmented 

storytelling approach. Furthermore, a capacitive 

touch communication approach was developed 

interactively by Vu et al. in [Vu12a]. This approach 

takes advantage of the capacitive touchscreens, 

which are currently used in many laptops and 

smartphones as a signal receiver. After that, this 

signal is able to be produced by a transmitter 

embedded into their devices. The devices they used 

in the system are ring and watch. They designed two 

example prototype systems with a single transmitter. 

This transmitter is low-power continuous, and can 

communicate through the skin and a finger ring 

bearing a signet touched to the screen. 

 

 

Figure 6. A blue fancy robotic bear was designed 

to relieve pain for kids in the Wired Magazine 

[Fal15a]. 

 

5. SMELL COMMUNICATION   
The next vital sense is smell. Smell has numerous 

benefits, since it spontaneously and quickly informs 

us about the state of things in our immediate vicinity 

[Row09a]. However, can smell be sent by computer 

as safely as we send other kinds of media, such as 

sight and touch? The answer is simply ‘No’. This is 

because it usually requires some chemical substances 

to interact, so that the safety is obviously an 

important issue. For smell communication, Kaye et 

al. [Kay08a] presented an olfaction system for 

computerizing smell output. More specifically, they 

created a smell-based system called Dollars & Scents 

inside the entrance to their laboratory at MIT. The 

system releases scents and perfumes into the air 

differently depending on stock market changes. For 

example, they emit a lemon-like fragrance if 

NASDAQ index is going down, while they emit a 

rose-like fragrance if the stock market is going up. 

Similarly, they also built an olfaction system, called 

inStink, for conveying ambient presence and activity 

awareness for food. Moreover, Braun and Cheok 

[Bra14a] designed and built a smell-based computer-

dream interface for dreaming of human. They 

assumed that emotions, particularly during sleep, and 

smell are intensively interlinked. In this way, they 
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studied the perception of emotions, when dreaming 

unconsciously, and how they can be affected from 

outside environment via smell-based computer-

dream interfaces. Moreover, Choi et al. [Cho12a] 

from Keio University designed and created 

interactively an olfactory wearable application, called 

Light Perfume. This application automatically tracks 

several factors of each user (e.g., speed of eye 

blinking), and then it emits a delicate fragrance from 

a wearable device interactively during a face-to-face 

talk to affect a person’s impression emotionally and 

softly. 

6. TASTE COMMUNICATION   
The last one is taste, probably one of the most 

difficult senses for communication. Taste bud is an 

importantly peripheral sensory organ and has also 

many benefits. We say this because the sense of taste, 

such as salty, sour, sweet and bitter, helps people 

decide what to consume and influences how 

effectively we digest the meal. In this way, it can 

affect feeling, mood and emotion straightly and 

dramatically [Rop06a]. Nevertheless, for taste 

communication, it is not trivial to transmit this sense. 

This is because this sense will be aroused when some 

chemical substances activate specialized receptor 

cells within the mouth cavity (e.g., cheeks, lips, 

palate, and floor of the mouth), as explained in 

[Bre13a], so that it often requires some chemical 

compounds to interact, largely due to the physical 

contact unavoidably. Wei et al. [Wei13a] from 

National University of Singapore designed and built 

an interactive multimodal system, called Food 

Media, for the telepresent family dinner context from 

a remote distance. Even though it is not directly and 

only for taste communication, it is intuitively an 

interactive exploration of suitable food and food 

activities as a medium for communication within the 

family warmly. In fact, it uses multi-sensory 

interactions from three major senses (i.e., touch, 

smell and taste) to connect each family member 

during the dinner hour. Figure 7 depicts the 

settlement of integrated system in a room-like 

environment using two interaction screens remotely. 

Ranasinghe et al. [Ran14a] developed a taste-based 

interactive control system, called Digital Flavor 

Interface. It is done by using electrical and thermal 

stimulation methods to create different tastes 

virtually and digitally on the tongue. It simulates 

different tastes such as sourness, saltiness, and 

bitterness by using two utensils, a bottle and a spoon 

as a small box. These utensils can enhance taste 

sensations differently, so that taste communication 

can be achieved. Interestingly, rather than just 

transmitting a normal taste on our touch, Saadatian et 

al. [Saa14a] built a haptic system interactively that 

allows people to send and transfer kiss physically 

over distance. They called it Kiss-Messenger, 

abbreviated with the acronym Kissenger. This 

lovotics application consists of a pair of charming 

wearable robots for couples to transmit kiss from our 

mouth remotely. This device is paired with another 

similarly. The lips are controlled by motors inside the 

two robots which are equipped with soft silicon pads. 

The shape of the kiss by the first user and amount of 

force that appeared to be necessary can be transferred 

to another device for the second user that is simulated 

as close as possible to the real kiss using actuators. 
 

 

 

Figure 7. The Food Media’s system configuration 

is set up by [Wei13a] from National University of 

Singapore. 

 

7. CONCLUSIONS 
Each of the five senses performs an important role in 

enhancing one’s daily life experiences through 

moods, emotions and memory. Previously, 

communication was often only limited through 

human hearing system, such as mobile phone. 

However, in today’s world, communication and 

digital media go far beyond than just audition. 

Augmented reality, computer vision, haptic, sensor 

and other new 21st century technologies expand 

communication into every sensory modality, from 

vision to touch and from smell to taste. In this paper, 

we propose a work-in-progress framework for new 

digital media research when applying modern 

technologies into every traditional sense of human 

interactively. It is done by dividing technological 

communications into five main categories as same as 

the senses of human: sight, touch, smell and taste 

systems. Each system has their unique difficulties. 

For digital sight communication, it has to deal with 

illumination robustness, computational speed and 

tracking accuracy. For digital touch communication, 

the main challenge is how to reproduce the 

perception realistically, naturalistically and correctly. 

For taste and smell systems, their main difficulty is 

usually about dealing with chemical elements. 

Hence, safety issue is still an essential part in these 

two senses. Although we believe that the 

communication for every sense of human has 

obviously so many challenges for human, it will lead 

to one big leap for the development of human being. 
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Hence, the research and development in this area is 

indispensable and evitable. We intend to build a 

robust system of the new digital media dealing with 

every sense to solve these aforementioned problems 

in the future. 
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