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Ocean wave simulation by the mix of FFT  

and Perlin Noise 
 

LI TIAN 
        Institute of Literature, Chinese Academy of Social Sciences 

                  China, Beijing 
                 skyhumxp@163.com 

 

ABSTRACT 
For the application of ocean wave, a new height-field simulation method is proposed by the mix of FFT and 
Perlin Noise, and OpenSceneGraph (OSG) and VC++ 2008 are used to simulate realistic ocean wave. The 
method takes wind effects into consideration, and uses Philips model and Gauss random numbers to produce 
ocean wave spectrum, which is then transformed to wave height-field by FFT. Perlin Noise is overlaid to disturb 
the wave height to generate a vivid and random sea surface. Simulation results show the effectiveness of the 
proposed method. 

Keywords 
Ocean wave spectrum, Fast Fourier Transform (FFT), Perlin Noise, Height-field, OpenSceneGraph (OSG) 

1. INTRODUCTION 
The ocean covers 71 percent of the Earth’s surface, 
and plays a significant role in the Earth’s 
environment. Ocean wave simulation has attracted a 
lot of attention since the appearance of computer 
graphics. It can be used in virtual reality, digital 
Earth, film art and so on [Dar11a]. For example, in 
Titanic and The Day After Tomorrow, many sea 
water scenes were simulated by computer [Tes01a]. 
Nowadays there have been several ocean wave 
simulation methods, which can be classified into five 
different types. The first type is based on physical 
model, the second is based on geometry model, the 
third is based on wave spectrum, the fourth is based 
on particle system, and the fifth is based on Perlin 
Noise.  
The first type uses the classical fluid mechanics and 
solves Navier-Stokes equations to get realistic wave 
shape, but it is too time-consuming [Fos00a]. The 
second simulates wave shape by constructing a 
mathematical function, and its effect is highly 
dependent on the function itself [Fou86a] [Tso87a]. 
The third assumes that the ocean wave is composed 
by many sine waves with different amplitudes, 
different frequencies and different propagating 
directions, and FFT are used to transform wave 
spectrum to the corresponding ocean wave [Tes01a] 

[Mit05a]. The fourth supposes the water surface is 
made up of a lot of moving particles, which follow 
certain rules. Large number of particles will 
formulate realistic wave, but also cause heavily 
computation burden [Pea86a]. The fifth uses the 

summation of coherent noises to construct sea 
surface height field, the trouble is that it can’t 
account for wind effect [Per85a].  
As statistical ocean wave spectrum models are 
adopted, FFT method can generate high realistic 
wave. But it supposes the whole sea surface is 
impacted by the same wind, hence the generated 
ocean wave has some similarity and repeatability, 
especially for a large area of sea. The paper proposes 
a new ocean wave simulation method, which 
introduces Perlin Noise into FFT method to improve 
vitality and reality of ocean wave. Also in Windows 
platform, an example of realistic ocean is simulated 
by OSG and VC++ 2008. 

2. HEIGHT-FIELD GENERATION 

FFT method 
With the assumption of no surface tension and 
uniform seawater density, the solution of simplified 
Navier-Stokes equations could be expressed as 
follows 

h( , , ) (k , , ) exp{ ( )}x y x y

x y

x y t h k t i k x k y

dk dk

= +∫∫ (1) 

0 0

0 0

( , ) h ( )exp{ ( ) }

h ( )exp{ ( ) }

h k t k i k t

k i k t

ω

ω∗

= −

+ −

G G G

G G          (2) 

0 ( ) gk kω =
G G

                        (3) 
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Where h( , , )x y t  is the wave height at time t  and 

position ,x y（ ）, ( , )h k t
G

 is the spatial spectrum of 

h( , , )x y t , and ( , )x yk k k=
G

 is the two-

dimensional ocean wave vector.  

For a sea surface with area x yL L×  and grid number 

N M× , the digitized (1) would be 
/2 1 /2 1

fft
n /2 /2

h ( , , ) ( , )

exp{ ( )}

N M

N m M

x y

x y t h k t

i k x k y

− −

= =

=

+

∑ ∑
G

                 (4) 

And 

k 2 / , n [ / 2, / 2),
k 2 / , m [ / 2, / 2)

x x

y y

n L N N
m L M M

π
π

= ∈ −
= ∈ −

           (5) 

The equation (4) can be computed by 2D FFT to 
improve its efficiency. In (2), Phillips spectrum is 
often used to calculate ocean spatial spectrum, so 

0 r
1h ( ) ( )
2 i hk i P kξ ξ= +

G G
（ ）                      (6) 

( )2

2

4

1exp

( )
k

h

k L
P k A k ω

⎛ ⎞
⎜ ⎟−
⎜ ⎟⎜ ⎟
⎝ ⎠= ⋅

G
G G G

G         (7) 

Where rξ  and iξ  are Gaussian number with mean 0 

and variance 1, A   is the wave amplitude, ωG   is the 

wind vector, and 
2

gL ω=
G

  is the maximal wave 

length under ωG . 

In Philips model, the cosine factor k ω⋅
G G

 eliminates 

the energy vertical to wind direction, and makes the 
main direction of generated wave consistent with 
wind direction. The maximal wavelength L  is 
determined by wind speed, the larger the wind speed 
is, and the higher the generated wave will be. When 
the wavelength is very short ( l L<< ), the 
convergence of Philips model will be very band, and 
the following formula can be multiplied to improve it. 

( )2 2exp k l−
G

                           (8) 

Perlin Noise method 
In 1985, Ken Perlin developed Perlin Noise function, 
which used fractal principle to generate coherent 

noise [Per85a]. Perlin Noise is rather successful to 
simulate landscapes, clouds and many different sorts 
of textures.  
The ocean wave simulation method by Perlin Noise 
could be shown as 

( )
1

perlin
0

h ( , ) a 2 ,2
P

i i i

i
x y noise x y

−

=

= ⋅∑         (9) 

Where P  denotes the number of octaves to be added, 
i2  and a i  are the frequency and amplitude of the 

octave i respectively, and 0 a 1< < . The more 
octaves, the more details will be. 
Fig. 1 gives a typical example of Perlin Noise. The 
left image is the basic noise image, the next three 
images are its octave 2, 4, and 8, and the right image 
is the coherent summation of all left four images. Fig. 
1 shows that special texture can be generated by the 
summation of multiple fractal images with different 
frequencies and different amplitudes. 

 
Figure 1 Perlin Noise 

Mixed Perlin noise and FFT method 
Wind is one of the most important reasons for ocean 
wave. As statistical and empirical spectrum models 
are adopted, FFT method can generate wave height-
field with wind effect. But the behavior of wind is 
very complex, even in a small area, the wind speed 
and direction are not the same. When we see sea 
surface from near to far, clear wave direction by 
wind can be seen at near distance, but in the far 
distance, there is only noise like surface. Perlin Nose 
can also be used to generate sea surface, but it can’t 
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consider the effect of wind. Therefore the fusion of 
FFT method and Perlin Noise will be an effective 
way to produce much more realistic wave. 
The mixed height-field could be expressed as 
following 

( )

/2 1 /2 1

mixed
n /2 /2

1

0

h ( , , ) ( , ) ( , )

exp{ ( )} ( , )

a 2 , 2

N M

N m M

x y

P
i i i

i

x y t x y h k t

i k x k y x y

noise x y

α

β

− −

= =

−

=

=

+ +

⋅

∑ ∑

∑

G

i

i

 (10) 

Where ( , )x yα  and ( , )x yβ  are the weight 
coefficients of FFT method and Perlin Noise 
respectively. As the output of Perlin Noise is always 
between -1 and +1, its coefficient should be 

[ ]0max( , ) h 1 ( , )x y x yβ α≈ − , where 0maxh  is the 

maximal value of 0h ( )k
G

. By choosing different 

( , )x yα  and ( , )x yβ , the proportion of FFT 
method and Perlin Noise can be controlled, therefore 
much more realistic ocean surface can be simulated.  

3. OCEAN SURFACE SIMULATION 
OpenSceneGraph (OSG) is an open-source 3D 
graphics engine. It provides many scene management 
and graphics rendering functionalities to the 
development of graphics programs, and has been 
wide-spreading applications in visual simulation, 
game, virtual reality, high technology research. OSG 
is programmed based the industrial standard OpenGL 
and ANSI C++, so it has the feature of cross-
platform. By providing an object oriented framework 
using the concept of scene graph, OSG can free 
developers from the underlying invocation of 
OpenGL API. 
OSG library and VC++ 2008 are used to simulate 
ocean scene in this paper. Triangular-patch model of 
ocean surface is constructed based by the height-field 
data, and then realistic ocean surface can be 
simulated by color texture and its mapping. A 
simulation example will be given in the next section. 

4. EXAMPLES 
Fig. 2(a), (b) and (c) shows three ocean height-field 
images generated by Perlin Noise method, FFT 
method and the proposed method respectively. In 
these images, simulated ocean size is 
512 512m m× , grid size is 1 1m m× , and pixel 
grayscale denotes the corresponding wave height. 
The brighter the pixel is, the higher the wave height 
is. For FFT method, wind speed and direction are 
7m/s and 0 degree (from left to right) respectively. In 
order to show the wind effect in near field and noise 

effect in far field, 
3

( , ) 1
y

yx y Lα ⎛ ⎞= − ⎜ ⎟
⎝ ⎠

is used in 

the proposed method to mix the FFT and Perlin Nose. 
Furthermore fig. 3(a), (b) and (c) depicts wind effect 
of 45o, 90o and 135o respectively. Fig. 4 is a 
rendering example of fig. 3(b) by OSG and VC++ 
2008.   
 

 
（a）Perlin Noise method 

 
（b）FFT method 

 
（c）mixed method 

Figure 2 Sea height-field simulations by  
different methods 
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（a）45o 

 
（b）90o 

 
（c）135o 

Figure 3 Wind direction effect 

5. CONCLUSION 
As the development of computer graphics, ocean 
simulation has been acquiring more and more 

application. The paper proposes a new ocean 
simulation method, which fuses FFT and Perlin 
Noise to generate a more vivid and random sea 
height-field. Simulation results are given to validate 
the proposed method; however the realistic rendering 
of large ocean scene and real-time accelerated 
processing will be the next study focus. 
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Figure 4 Simulation example 
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ABSTRACT 
In this paper, we propose a visualization to illustrate social interactions, built from multiple distinct channels of 

communication. The visualization displays a summary of dense personal information in a compact graphical 

notation. The starting point is an abstract drawing of a spider’s web. Below, we describe the meaning of each 

data dimension along with the background and motivation for their inclusion. Finally, we present feedback 

provided by the users (31 individuals) of the visualization. 

Keywords 
Multi-channel data, social networks, visualization, personal data, social interaction. 

1. INTRODUCTION 
Visualizing social connections is a recurring subject 

in the field of network science. Researchers like to 

view them in order to get a general overview of the 

network, before performing in-depth analysis, but 

even regular people like to view their own social 

networks, sometimes learning something about 

themselves, that they did not previously realize [1].  

Visualizations most often take form of graphs with 

nodes denoting people involved in the network and 

edges showing the established social connections. 

This form is constantly refined and attempts are 

made to make it more clear and readable, especially 

for larger networks [2]. But simply visualizing nodes 

and connections between the users is not everything. 

Both people and their relationship, so both nodes and 

edges can have certain attributes. By drawing an 

edge, only one information is conveyed – that the 

two people know each other (unless it is a directed 

graph, in which one person may claim to know the 

other, but not vice versa). However a social 

connection is much more than a binary fact and by 

simplifying it as such, there is a loss of information 

[3]. The connection can carry a wealth of data, such 

as channel or mode of communication (face-to-face, 

via a phone call, through a social networking site), 

the frequency of contacts as well as such things as 

geographical location of contact or the mood of the 

conversation. This information is potentially of high 

interest to both scientists and the participating 

subject. 

In our approach to visualizing social connections, we 

would like to focus on smaller sub-networks, but 

attempt to visualize as many attributes of the 

connections as possible, while placing less emphasis 

on the node attributes. We hope that this will provide 

a unique insight on the user’s own connections and 

provide interesting and stimulating self-feedback. 

2. RELATED WORK 
There are many tools that create visualizations of 

networks, such as have been mentioned before. Most 

of them focus on large, sprawling networks and 

attempt to display them in a clear way. ContactMap 

[4] is an example of one of the earliest attempts of 

sorting an individual’s social contacts in a more 

concise, clear and organized way. However the 

majority of visualizations focus only on showing the 

structure of the network. While some tools attempt to 

encode various information using attributes such as 

color, positioning and shape of the drawn nodes 

[5][6] this information usually pertains to the 

structure of the network, such as the community they 

belong to [4], the amount of connections (the degree 

of the node) or network distance [5]. 

Permission to make digital or hard copies of all or part of 

this work for personal or classroom use is granted without 

fee provided that copies are not made or distributed for 

profit or commercial advantage and that copies bear this 

notice and the full citation on the first page. To copy 

otherwise, or republish, to post on servers or to 

redistribute to lists, requires prior specific permission 

and/or a fee. 
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Alternatively, certain static information can be 

included, such as gender, organization the person 

belongs to, their city of residence, etc. Displaying all 

that information is difficult with the limited 

transformations that can be applied to a node, so 

other system utilize panes to display different node 

attributes or draw expandable overlapping nodes for 

each of the node’s attributes [7]. 

This still does not allow an individual to view 

attributes of the edges (connections), which 

Schneiderman et al. define as one of the six main 

challenges of network visualization [8].  

Not many of these approaches focus on “multi-

layered” social networks, (which is the case not only 

in visualization but also general network analysis) 

[9]. In such networks, different forms of contacts 

form different connections. The common approach is 

to construct several networks for each of the 

attributes and then combining them [3]. In principle 

this creates a network, which edges of have several 

attributes (or lack of thereof). The analytical 

approach does not make visualization any simpler 

and, in fact, combining several networks with use of 

color-coded edges to denote different types of links 

tends to be cluttered. Thus most tools fail to convey 

more attributes of both nodes and edges [7]. 

Solving the challenge, however, becomes easier as 

the size of the network decreases, especially if we are 

mostly interested in displaying detailed information 

about a single individual in the network (the subject 

of the visualization). 

Additionally there is an increasing interest in self-

quantified data and visualization that would aid in the 

process of learning about oneself [1] [10]. 

3. THE VISUALIZATION 
In our visualization we focus on subsets (16 contacts) 

of an individual’s social network, having built the 

said network out of complete information about the 

said individual – that is knowing about each and 

every social contact occurrence during a set period of 

time, its type (e.g. a phone call or a face-to-face 

meeting), duration, location and a detailed 

timestamp. We attempt to convey the most 

information possible about the individual’s 

connections, narrowing them down to the most 

frequent ones or people that he or she had spent the 

most time with (as detailed later). Three data 

channels can be clearly seen in the dataset – contacts 

being made using the Bluetooth probe (implying 

face-to-face meeting), text messages as well as phone 

calls. Each of the three forms a separate social 

networks of contacts for the given user. 

Instead of drawing a traditional graph we visualize 

the contacts in a different manner – as a metaphor of 

a spider’s web. We would represent the user as the 

“spider” sitting in the middle of the web and social 

contacts would be “caught in the web” in various 

locations of it, depending on certain parameters. 

Figure 1 shows the final webchart. The chart displays 

only one channel. 

 

Figure 1. The final webchart displaying 16 friends 

of a user with which he made contacts using 

Bluetooth. The friends are linked based on their 

knowledge of each other and are grouped into 

communities. 

As previously, each circle represents a single person 

the user has made contact with using the channel that 

the chart represents. In this case, they are Bluetooth 

contacts. In the middle of the chart there is a picture 

(or an avatar) of the user – for the testing purposes 

we used a placeholder picture displayed when the 

user does not have a picture in the system. The closer 

a circle is to the picture in the middle, the more 

contact has been made with the given person. The 

radial axes are meant to show the range of the values 

of the amount of contacts the user made with all his 

friends. The scale is between the minimal and 

maximal values for contact amounts between all 

friends within that channel 

 The webchart is built with use of radial axes and 

links between the circles. The links represent the 

connections between the friends of the user 

themselves using the same channel. To draw these 

connections, first we construct a regular graph for all 

social contacts in the network excluding the user. 

After the graph has been created using all data, less 

significant links are removed using a thresholding 

algorithm described by Serrano et al. [11] This 

ensures we only show the most significant links.  

After the network has been made and links pruned, 

community detection is ran on it, using our 

implementation of the Louvain method [12] based on 

the Python implementation in the NetworkX 

package1. The background color of the axes is chosen 

based on the community the given friends belong to. 

                                                           
1 http://networkx.github.io/ 
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3.1.1 Small-multiple 
The biggest challenge that we faced throughout the 

various iterations of the visualizations was how to 

display all three data channels for the user’s social 

contacts. The data cannot be directly compared as 

each of the communication forms are different, 

however we would still like to show them 

simultaneously as well as allow people to make 

indirect comparisons between the contacts based on 

all three channels. In order to facilitate this we have 

decide to use the “small-multiple” concept as 

introduced by Tufte [13]. Instead of drawing one 

web, we would draw a web chart for each of channels 

used, as shown in Figure 2. 

 

Figure 2. Small-multiple webcharts each for a 

different channel in the network – sms, Bluetooth 

contacts and phone calls.  

This allows the user to compare their contacts across 

the channels, without introducing direct comparison 

between that data itself. This is possible as each 

contact remains on the same axis on each of the 

charts. In the figure we have concealed the 

community information for clarity. Note that the 

other channels do not have contact information at all; 

due to privacy reasons we are unable to show text 

messages and phone calls between the friends of the 

user. For Bluetooth, in fact, only contacts made in the 

presence of the user are recorded. 

In case no data is not present for a channel, then the 

circle is not present on that chart. 

3.1.2 Timeline 
Below the multiple web charts we have placed a 

timeline that allows the user to change the period of 

time that the data is read for. If the period is changed, 

the circles slide across the axes to their new positions 

according to new data. Each chart shows the top 16 

contacts (according to the sum of all contacts) for the 

given period. 

 

Figure 3. The timeline with barcharts for each 

channel showing total contacts made using the 

given channel. The grey area signifies the time 

period chosen to be displayed on the webcharts. 

The timeline is built out of bar charts – one for each 

channel. The bar charts show the total amount of 

contacts for the given; each bar being a single day. 

This provides a good overview of each channel’s 

usage over time and allows us better to answer the 

main question about the user’s data – “How does the 

user use his channels?”. 

4. EVALUATION 
We have created test data sets in order to evaluate the 

visualization. The test data set that we tested against 

contained 16 participants grouped into 4 

communities of friends that frequently meet during 

the weekday as well as 2 communities that represent 

friends meeting during the weekend. The 

communities slightly overlap. Additionally we have 

chosen a number of users to have much higher rate of 

contact using each channel. 

After loading the data in the visualization the 

communities were detected correctly, as well as top 

contacts. We could clearly see that the test groups we 

have created in our data generators had the same 

background color on the visualization, that signified 

the communities. The contacts we have given the 

highest probabilities in the test generator, surfaced as 

closest to the center of the visualization. 

4.1.1 User feedback 
We have distributed the visualization along with an 

online survey to 31 people out of our friends and 

acquaintances. We asked them to evaluate the 

visualization, identify its features and the information 

that is conveyed. 

In the first set we asked the users to rate on a scale 

from 1 to 5 (where 1 is the worst, 3 neutral and 5 the 

best) whether the visualization is: clear and 

understandable, easy to use, fun, novel and working 

as expected. The users responded mostly positively 

on all those questions with 74.2% finding it clear and 

understandable, 83.87% finding it easy to use, 

58.06% fun, 80.64% novel and 77.42% working as 

expected. 9.68% of respondents found it completely 

unclear. 

In the second section we asked the users to identify 

what information is conveyed by the visualization. 

We asked about several things, as well as some 

information that is not conveyed by the visualization 

in order to identify correct answers. The breakdown 

is as follows: 

 55% were able to identify their best friends. 

 Almost 95% identified which of the contacts is 

called the most. 

 82% correctly identified in which days the user 

texts the most  
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 63% correctly identified which contacts know 

each other 

 53% correctly identified which friends are good 

friends with each other (implying the 

community) 

 66% correctly identified what fraction of total 

contacts in given day, some chosen contacts are 

Interestingly, even though no direct comparison are 

made, 79% of respondents identified which channel 

is used the most. This can be inferred from the popup 

information displaying the details, as well as the bar 

chart being far more uniform (contacts are made 

every day using that channel, not so much others). 

This allows for certain comparisons being made, 

without any direct comparisons. 

There was a number of people who identified 

incorrect information, such as location of meetings, 

which implies they did not understand the 

visualization at all. 

Lastly we asked them for any comments. In general 

the feedback was positive. Additionally other small 

suggestions were made regarding colors used and 

small clarifications. 

5. CONCLUSIONS 
We have successfully created a visualization of social 

contacts that is able to display three communication 

channels at once. It allows the user to display three 

(although there is nothing that would prevent from 

this model being used for more channels) different 

layers of their social network including detailed 

information about them. 

The feedback was largely positive, with the only 

remarks being about the discovery of some features. 

This implies certain cosmetic changes might be 

necessary to make some features (especially the 

timeline changes) easier to discover. 

This model can be successfully used to display multi-

channel social networks, while our data contains only 

three channel and full interactions for only one of 

them, it is easily adapted for much more. 
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ABSTRACT 
This paper presents a new and low cost approach to authenticate individuals using hand vein images. The 

proposed method is fully automated and employs palm dorsal hand vein images acquired from a low cost , near 

infrared contactless imaging; the aim of our work. In order to evaluate the system performance, a prototype was 

designed and a dataset of 34 persons from different ages above 20 and different gender, each has 10 images per 

person was acquired at different intervals, 5 images for left hand and 5 images for right hand. The vein detection 

process consists of an easy to implement a device that takes a snapshot of the subject’s veins under a source of 

infrared radiation at a specific wavelength. The system is able to detect veins but not arteries due to the specific 

absorption of infrared radiation in blood vessels. Almost any part of the body could be analyzed in order to 

extract an image of the vascular pattern but the hand and the fingers are preferred. 

Keywords 
Hand vein, Otsu, vascular biometrics, Infrared, dorsal vein, akka actors. 

1. INTRODUCTION 
The biometrics word has a larger meaning in the 

study of identification’s persons from a number of 

characteristics[18]. A complex human inheritance, 

very rich in combinations, and perfectly adapted to 

such systems of user identification, and/or 

authentification [18][Ben11] [Wan05]. It’s a 

Mathematical analysis of biological characteristics of 

a person to determine his identity decisively. 

Biometrics based on the principle of some 

characteristics recognition’s. Fingerprints, face, iris, 

retina, hand, keystroke [Jai03] [Par05] and voice, 

provide irrefutable proof of the identity of a person 

they are unique biological characteristics 

distinguishing one person from another. The hand 

vein biometrics has emerged as a promising 

component of biometrics study. 
Prior work 

Such system was invented by the British engineer 

Joe Rice in 1984. Before the discovery to market, a 

study was commissioned at Cambridge Consultants 

to establish that the veins of the hand are unique to 

each individual. 

The user places his hand in a room or a gauge 

reading. The characteristics of the veins are read by 

an infrared camera that takes a two-dimensional 

image [Ben12]. 

The hand vein biometrics principle is a 

noninvasive, computerized comparison of 

subcutaneous blood vessel structures (veins) in the 

back of a hand to verify the identity of individuals for 

biometric applications. Vein check measures are the 

shape and size of veins in the back of the hand (or 

front of the wrist). The vein pattern is best defined 

when the skin on the back of the hand is taut – when 

the fist is clenched.  

The captured images contain not only vein 

patterns but also irregular shading and noise. The 

shading is produced by the varying thickness of the 

muscles. Therefore, regions in which the veins are 

and are not sharply visible exist in a single image. 

It is widely known that the thermal (far IR) imaging 

cameras are highly sensitive to ambient conditions 

and very expensive. Therefore the researchers 

[Par05]-[Wan05], [Tan06], [Par97] [Hua12] have 

focused on the solutions using near IR imaging. 

Table 2 presents a comparative summary of prior 

work on the hand vein (back surface) approaches 

presented in the literature. 

Table 1: comparative summary of related work, on hand vein 

Reference  Methodology  Imaging  databases 

T Tanaka & 
N.Kubo 
[Tan06] 

FFT based phase 
correlation 

Near Infra 
Red.  

25 users 

C-L.Lin & 
K.C.Fan [18] 

Multi resolution 
analysis and 
combination 

Thermal 
hand vein 
imaging (3.4-
5шn) 

32 users 

L.wang and 
G.Leedham 
[Wan05] 

Line segment 
Hausdorff distance 
matching 

Thermal 
hand vein 
imaging (8-14 
шn) 

12 users 

Y.Ding, 
D.Zhuang 
and K.Wang 
[9] 

Distance between 
feature points 

Near IR 
Imaging 

48 users 

J.M.Cross & 
C.L.Smith 
[Jai03] 

Sequential 
Correlation in vein 
maps 

Near IR 
Imaging 

20 users 

A.Kumar & K. 
Venkata 

Matching vein 
triangulation and 

Near IR 
Imaging 

100 users 
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Prathyusha 
[Kum09] 

shape features contactless 

Proposed system 

In this paper, we develop a new hand vein 

authentication approach using the structural 

similarity of hand vein shape features. The block 

diagram of the proposed approach is shown in figure  

The efficacity of the proposed method is investigated 

from the trial results on the real hand vein images 

acquired with contactless near infrared imaging. 

Hence the steps of image normalization and feature 

extraction have been studied to decrease the variants 

in the interclass corresponding scores.  

2. IMAGE ACQUISITION 
The hardware configuration has a crucial role in the 

frame grabbing of veins. Two aspects can be 

underlined. The real camera used to take the 

stereotype has only one important parameter, the 

answer to the near infrared radiation [16]. The space 

resolution and the framework rate are of less 

importance since, for the acquisition of a model of 

vein, the image is necessary and the details are easily 

visible, even to a lower resolution. In [Cri] the design 

of the lighting system is one of the most important 

aspects of the process of frame grabbing. A good 

lighting system will provide precise data contrasts 

between the surrounding veins and fabrics while 

keeping Illuminations of the errors to a minimum. 

For a lighting system, they used IR LED because 

they offer a high contrast and easily available. But 

with a LED table formed using IR LED, they do not 

give a uniform illumination. Various arrangements 

were needed stamps LED to modify lighting. The 

LED is laid out like a simple or double table in 2D or 

rectangular table or concentric networks. Concentric 

arrangement table LED gives a better distribution of 

the light with only one or more concentric network of 

the LED and lens of the camera in the center of the 

image can acquire good contrasts. 

 

Figurre 1 : Other system similar but which collects the veins of 

the fingers[HIT06]. 

3. SYSTEM DESIGN 
For the realization of our hardware framework, we 

noted that the system needs some conditions in order 

to function correctly such as: The day light 

influences on the quality of the image obtained 

except absence of IR filter; The temperature of the 

environment also influences on the quality of the 

image, it must be ambient neither too cold heat nor 

around the temperature of the human body; The 

distance between the sensor and the object must be 

sufficient for a good acquisition. 

 

Figure 2 Hardware configuration 
 

Our biometric acquisition system (SAB 11) is made 

with a case of wood; a modified webcam sensitive to 

the infra-red 850-900 nm waves; leds infra-red IR 

positioned in parallels. The transmission of 

information between the hardware and the software is 

done by an ordinary USB webcam cable. 

The electric supply of the leds direct current (DC) is 

not a problem, it is not necessary to make an external 

supply circuit, it will be directly made through USB 

cable.      

 

 

Figure 3 LEDS IR into concentric 

 

 

 

Figure 4 Various designs of the leds 

 

Webcams are indeed sensitive at the same time 

visible spectrum of light as well as spectrum IR of 

the light. The filter outputs only the light visible with 

Led 

IR 

 
Infrared Webcam  

Diffusion filter 

Dorsal hand vein 

led Webcam 
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camera. This filter is equipped either close to lens or 

on the case to the chip.  

A special attention must be taken while withdrawing 

the filter IR on the case of chip because it can 

damage in a permanent way the webcam. Images 

captured to leave IR webcam significant are indicated 

below in the figure.  We can see that by the IR LED 

illumination single used in remote television can 

provide illumination sufficient. 

First open the webcam and to start by removing the 

anti-infra-red filter which does not let us see the IR. 

Take film of photography (Negative) and cut a circle 

with a diameter of 1 cm. Place the circle cut in the 

place of the removed filter and close the whole. Now, 

the webcam is ready for .                                                                                                     

- After the modification of the webcam, and 

carrying out the test to collect IR images, we carried 

out a test on the hand Fig8. 

- Our choice was to take an image of the back 

of the hand with a layout of the leds into concentric 

in circle with day light Fig 6. 

   

Figure 5 

Capture with 
webcam IR 

Figure 6 capture 

with IR Webcam 

& IR LED 

Figure 7 Capture in the 

case 

For our first tests, we put the webcam at a distance of 

17 cm of the hand and with only one circle of IR led 

of number of 10 surrounding the webcam, but we 

obtained an image not clear and with a black circle in 

the medium.  

Number of image Intensity current (A) Tension (V) 

1 0.39 1.5 

2 0.3 1.4 

3 0.17 1.3 

4 0.1 1.2 

5 0.06 1.2 

Table 2: Various tests 

Then, we choose a tension of 1.2 V with a current of 

0.06 has with which one had a good catch. Then we 

carried out a test by doubling the circle with 20 led, 

but there was always the same problem of the black 

circle in the medium. Fig 9 

Then, if we continue to add led that will never finish, 

one thought of making increase the distance between 

the webcam and the hand has 23cm, which gave us 

the following result. Fig10 

 

Figure 8 Image 5 
 

Figure 9 Image 6 

 

Figure 10 Image 7 
 

Figure 11 image 8 

 The conception finally finished after so 

many modifications and adjustments, the veins are 

visible with the IR imaging, then we can now start to 

make return a database of the people.   

4. DATABASE 
After systems design, we carry out the acquisition of 

the images of various people at end to have a 

database which will be used thereafter for the 

identification of the people; which are all evaluated 

on a common database with a common protocol. 

To create the database we have first to connect 

SAB11 to the PC and launch the software. After, we 

open the door, set the hand on the wrist and close the 

door. Click on the button to get the image transferred 

to our framework. To make the capture thus five 

times for the right hand for the left hand. With taking 

images so much the database will be effective. 

Figure 12 : Sample of the database 

If we compare each hand of only one individual we 

clearly see with the eye naked that they differ on the 

level from veins. If we compare two hands of two 

people with the eye naked we see that they also differ 

as for only one individual 

 Right hand Left hand 
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But the identification is not also easy it is necessary 

to treat the images, i.e. to follow several steps 

extraction of the object, extraction of the veins so on.  

Some step process (Laplacian of Gaussian) can be 

quite effective for the localization of venous structure 

in the acquired hand vein images. 

The database has match scores corresponding to three 

hundred and forty files, which were acquired from 

trent-four people during one week.Mainly students 

(subjects between 20 and 30 years old) within the 

Institute of Maintenance and Industrial safety 

(University of oran Es Sénia). In each session, five 

recordings were taken. 

5. FEATURE EXTRACTION FROM 

DORSAL HAND VEIN 
In this part, we present a binarization algorithm 

for automatic extraction of the bottom region from 

the image adapted to a set of dorsal veins biometric 

images of the hand; in order to evaluate identification 

/ authentication. We focus in this study on optimizing 

the time binarization images gray level, because what 

essentially makes a biometric system is efficient and 

effective is processing reply time. 

We have used OTSU‘s method [18] as a global 

threshlding because the images of dorsals hand veins 

have equal illumination then global methods can 

work better. We worked on database composed of 

multiple images; right and left hand veins (10 to 20 

images). In our case, we work with databases of 20 

images per person 640 * 480 pixels. In order, to 

perform our biometric system for binarization step 

for several images, we proposed a parallel 

implementation of OTSU’s algorithm to speed up the 

processing. 

6. OTSU BINARIZATION’S METHOD 
The aim of Otsu's method [16] is to determine the 

optimal threshold T from the image histogram. 

Therefore, the calculation of image histogram is 

made in first time, by counting for each gray level, 

the number of pixels associated. 

Then, to make the process independent of the number 

of points in image, the histogram must be normalized 

as follow [Ben12] : 

(1) 

ni represents the number of pixels of graylevel i of 

input image. 

 The separation into two classes (background 

and hand) is done by  the mean and variance. 

After that, for each value of k (k € [1,255]), we 

compute s : 

(4) (2) 

Finally the threshold value T is obtained when, for a 

given k ( we have: 

  (555) (3) 

Now, we threshold image: 

The pseudo-code of OTSU’s method is as follow: 

Comput histogram by calculating the number of 

pixels for each graylevel 

for (i=0 to 255 ) { 

  

} 

Initialize mean(0)=0,var(0)=0 

for (k= 1 to 255) { 

      update   

      update  

      compute  

    } 

Threshold value is k where   

 (7) 

After the sequential implementation of  OTSU’s 

method for thresholding of 20 images of definition 

(640*480), we noticed that the execution time is full 

grown (6seconds) .Since in biometric ,we identify 

people in real time, we have optimized this step by 

using master-worker paradigm where thresholding’s 

process still be divided over each processes (workers) 

in parallel.optimized this step by using master-

worker paradigm where thresholding’s process still 

be divided over each processes (workers) in parallel. 

7. PARALLEL OTSU’S 

BINARIZATION 
In order to binarize several images in parallel with 

OTSU’s method we have opted to master/worker 

paradigm, where the master P0 creates several 

workers and dispatch for each one the number of 

image. After, each worker can subdivide the image 

into several blocks (sub images) and dispatch each 

block to other workers in order to threshold these sub 

images.  The figure bellow shows our approach. 
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Figure 13. Master worker paradigm of binarization of 

several images (scatter phase) 

In scatter phase, each worker of level 2 takes a sub 

image and applies OTSU’s binarization method. 

 
Figure 14. Master worker paradigm of binarization of several 

images (gather phase) 

In gather phase each worker return its results 

resultants to its master, that will assembles the final 

results. 

8. ROI EXTRACTION AND 

ENHANCED 
To extract the area that contains only information of 

the vein pattern, we have calculated the center of 

gravity (xg,,yg) by (1) as made in [Kum09]. As the 

vein images were not clearly distinguished, we 

improved the contrast by linear transformation. 

 

 

 

 

 

 

 

 

 

 

 

9. HAND VEIN SEGMENTATION 
Global thresholding method is not a good technique 

for this purpose [Cri07]. However the local 

thresholding is better approach for hand vein 

segmentation. In this study, in order to minimize the 

computational time of local thresholding calculation, 

we have used integral image [Cro95] [13] as local 

thresholding technique to separate the vein from 

background.  

The main idea of the proposed method is to compute 

the integral image of each pixel [16] g(x,y) by (2). 

 

(1)  

Where I(x,y) is the intensity value of pixel (x,y). 

Once we have computed integral image, the local 

sum  s(x,y)  [16] can be defined as follow. 

 

10. HARDWARE AND SOFTWARE 

SPECIFICATION 

Experimentations have been carried out on a laptop 

with an Intel Core 2 Duo/2GHz CPU and 3GB of  

RAM. Implementation has been done with Scala 

language verion 2.9 and Akka actors version 2.0.5.  

Scala is a functional and Object-oriented 

programming. It has parallel collection libraries for 

parallel processing of independent data. Since, Akka 

is Open Source and available under the Apache 2 

License, it provides API for Java and Scala. We have 

used it because it offers a set of tools to solve 
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(a). ROI of the vein images before 

enhancement  

  
(b). ROI of the vein images after enhancement  
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problems [Fuk] related to competition: actors, agents, 

software transactional memory (STM) and proposes 

mechanisms for fault tolerance. Akka Actors are very 

lightweight concurrent entities. They process 

messages asynchronously using an event-driven 

receive loop.  

So, for our approach of master/worker paradigm, the 

master and all workers become actors that will 

communicate by message. 

11. IMPLENTATION AND 

EXPERIMENTATION 
We have tested our approach for the thresholding of 

20 images in parallel with dimensions 640*480. The 

comparison of execution time of serial 

implementation over parallel is shown in table 1.  

We have used one actor as a master and 20 Akka 

actors as workers of level one. In level two, each 

actor of level one can create several actors to binarize 

each sub image.  

But the problem was in the choice of the number of 

actors to binarize an image. So the table bellow 

presents the results of experiments that we have run. 

12. CONCLUSION 
This paper has proposed an effective approach for the 

image acquisition of the dorsal vein patterns; 

according to experiments done for comparing our 

methods with other results. Filtered image quality is 

evaluated in order to find the best infrared 

wavelength for palm vein pattern imaging. After 

calculating the effectiveness index in images, it was 

shown that the best image quality is with the 

reflection method when using 760nm IR LEDs with 

optical filter. 

Experiments with transmission method gave better 

results than the reflection method. However, with 

760nm filter results were almost same as with the 

reflection method. 

In this research work, a new approach based on 

actors for parallel implementation of OTSU’s 

binarization for 20 images of hand vein, based on 

communication message between actors under the 

environment Scala and actors Akka, allowed us to 

obtain satisfactory results, however, the performance 

of this system can be still limited because of the 

communication time between actors becomes 

disadvantageous when the number of processes is 

important. So, we can say that Akka actors and Scala 

can be used for optimization in biometric or other 

situations of compute intensive or fault tolerance 

because Akka provides mechanisms for fault 

tolerance.  

As a future work, we propose to use Akka actors on 

GPU, may it gives us more performance then the cpu 

for OTSU‘s binariszation in dorsal hand vein 

biometric. We can suggest too, implementing this 

step in FPGA and comparing the performance with 

Akka actors in GPU. 
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ABSTRACT 
Сurrently known algorithms suppose preliminary image filtering with consecutive solving of edges extraction  
problem. In the process of development of image filtering algorithms the a priori knowledge of distortion 
interference characteristics is also required. In practice in most of the cases  such information is not available or 
is approximate. A new method of objects’ edges extraction in the images was developed, in the presence of 
distortion, by applying direct and inverse wavelet transformation. The results of mathematical modeling are 
provided. The proposed approach may be used in the course of development of digital picture processing 
systems, self-contained robots engineering, and under the surveillance conditions which complicate the 
registration process in the absence of a priori data about the background noise type. 
 

Keywords 
Edge detection, image analysis, wavelet-transformation. 

1. INTRODUCTION 
In recent times the systems of different objects 
identification are actively developed. Thereat the 
volume of stored information and its fidelity show 
notable growth. At the same time the problem arises 
of in-line data processing and valid data retrieval 
from large scale arrays of images. Such problems 
arise in quite a few brunches of knowledge: 
healthcare, radiolocation, space studies and Earth 
exploration, television, etc. For example, diagnostics 
by analysis of human innards image, forest fire 
detection, navigation objectives, synthetic vision for 
special systems, etc.  
One of development trends of modern IT-
technologies is the development of methods and 
algorithms of analysis of signals (measurement 
results) and their derivatives against the registration 
noises background. Such problems arise at 
mathematical simulation of different dynamic 

processes and objects, described by differential 
equations in the course of control automation of 
given processes, and in the course of image 
processing in edge extraction problem.  
Without the skill and knowledge of efficient solution 
of such type of problems, there is no sense to discuss 
elaboration of the corresponding systems of signals 
and images processing [Gon01a, Kra01a]. One 
common point of all the above problems is that a 
calculation of derivatives of different orders (as a 
rule, the first and the second) against the noise 
background is required for the automated processing 
of measurement results. The problem of signal 
differentiation is incorrect, that is why basing on 
traditional analogous differentiating circuits and 
amplifiers, it turns out that it is impossible to create 
an ideal differentiator or a differentiator, which is 
sufficiently close to it. 
Solution of the edge extraction problem is used in 
industrial applications for engineering of self-
contained robots, as well as the systems of image 
analysis under adverse surveillance conditions, 
various hindering factors, complicating the process of 
image registration in the absence of a priori data 
about the background noise type. It means that the 
methods and algorithms of data processing from the 
image detectors shall take into account the presence 
of noises of different nature, related to images and 
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signals registration in actual systems. The above 
makes it absolutely apparent the significance of 
analysis of existing and development of new methods  
of digital differentiating of signals and images, 
registered at the noise background, and selection of 
such a single or several of them, which are best 
suited for implementation with the use of modern 
microprocessor engineering and providing for the 
needed characteristics, and not requiring the 
information about a priori characteristics of 
interference and background noises.  
Hence, today the scientific task of development of 
the automated analysis methods for the results of 
measurements for objects’ edge extraction in images 
in the presence of background noise currently is not 
properly solved, and is important. 

2. PROBLEM SOLUTION 
Let us examine in greater detail the algorithms of 
wavelet differentiation with the use of MHAT, DOG, 
WAVE wavelets, obtained on the basis of the earlier 
developed method of wavelet differentiation [Bez01a 
- Bez03a].   
In order to find the edge it is necessary to calculate 
the gradient [Gon01a, Kra01a]. 
In general terms the derivatives of a row and a 
column of images may be expressed as follows: 
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where ),,( inmCTWSS  and ),,( jnmCTWSC  are 
correspondingly the coefficients of direct discrete 
wavelet transformation by the rows and columns of 
image matrix ),( jiS . 
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Then the expression for the gradient square of the 
matrix ),( jiS  shall appear as follows:  

     

( )( ) ( )( ) ....0,...0,11

)(
),,(

)(
),,(

)()(

22

2

1

1

0

;

2

1

1

0

;
22

NjNiiSjS

y
y

inmCTWSSC

x
x

inmCTWSSC
y
iS

x
jS

ji

NK

m

N

n

inm

NK

m

N

n

jnmji

==+=

=⎟⎟
⎠

⎞
⎜⎜
⎝

⎛

∂

∂
+

+⎟⎟
⎠

⎞
⎜⎜
⎝

⎛

∂

∂
=⎟⎟

⎠

⎞
⎜⎜
⎝

⎛

∂

∂
+⎟

⎠

⎞
⎜
⎝

⎛
∂

∂

∑∑

∑∑

=

−

=

=

−

=
Ψ

ϕ

ϕ

ψ

(5) 

The absolute value of the intensity gradient of image 
),( jiS  under study in terms of wavelet transformation 

may be expressed as follows: 
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Novelty of the proposed approach is that in the 
expression (6) the wavelet functions derivatives of 

type 
x
x jnm

∂

∂ )(,ϕ   and  
y
yinm

∂

∂ )(,ϕ  are used in reverse 

wavelet transformation.  
Images in the process of their forming by imaging 
systems (photographic, holographic, television) are 
usually affected by different random interferences or 
noises. The most common type of interferences is 
random additive noise, statistically independent from 
signal. The additive noise model well describes the 
effect of film-grain noise, quantization distortion in 
analog-to-digital converters, etc. That is the reason 
why in the course of mathematical simulation we 
shall use the random numbers generator, whereat the 
quality evaluation criteria of image edge extraction 
shall be statistical.  

This paper uses the following criteria. 
1. Root-mean-square deviation, 

rmsde   : 
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Whereat the image of edges, obtained from a noise-
free tested image S by the Canny edge detector, was 
used as the MT test image. Further on the additive 
Gaussian noise was superimposed on the source 
image S, and the edge extraction by the proposed 
wavelet differentiation method and by the known 
Sobel method was performed.At that the ∧

MK
images 

were obtained. 
2. Peak signal-to-noise ratio, SNR1: 

                

21

0

1

0

1 ∑∑
−

=

−

=

∧

⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
=

N

i

M

j
ijMK

MN
µ

; 

     

2
1

0

1

0

1

2551

∑∑
−

=

−

=

∧

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛
−

−
=

N

i

M

j
ijMK

MN

SNR

µ

µ

                          (8) 

where - mean value of . 
3. Peak signal-to-noise ratio, SNR2 (with the use of 
background root-mean-square deviation (RMSD) in 
calculations): 

µ ijMK
∧
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where: 
bcgrσ  - background RMSD; 
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Using the three above criteria it shall be further 
possible to evaluate more adequately the efficiency 
of the proposed algorithms as compared to those 
already known.   
For qualitative and quantitative evaluation of the 
developed algorithms let us test their functioning on 
test images. Whereat we shall study the test images, 
which were not affected by noise. See the Pictures 
2÷7 for the results of mathematical simulation.  
The procedure of computing experiment was as 
follows. The source eight-bit image with dimensions 
512*512 “Cameraman” (Fig. 1), was processed with 
canny edge detector from MathCAD (Fig. 2). Then 
the “Cameraman” image was treated with the 
additive Gaussian noise with RMSD σ=5, 20, 30, 40, 
50. 
See Fig. 3 for the image with RMSD at σ=30. For the 
results of edge extraction by the known Sobel 
method see Fig. 4. See Fig. 5÷7 for the research of 
the proposed algorithms of edge extraction by the use 
of DOG, WAVE and MATH wavelets at noise 
background for the models with the mathematical 
noise expectation m0=0. See Tables 1-3 for the 
values of еrmsd, SNR1 and SNR2 for the series of the 
studied test images.  

 
Figure 1. Initial image (8-bit). 

 
Figure 2. Initial image is processed by Canny edge 

detector. 

 
Figure 3. Initial image with standard deviation 

σ=30. 
 

 
Figure 4. Initial image is processed by Sobel 

operator. 
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Figure 5. Initial image is processed by DOG 

wavelet. 

 
Figure 6. Initial image is processed by WAVE 

wavelet. 

 
Figure 7. Initial image is processed by MATH 

wavelet. 

 

 

 

RMSD 
of the 
forming 
noise  

RMSD of 
source 
image, 
еrmsd 

Algorithms/  Criterion gain, dB 
Wavelet 
DOG 

Wavelet 
WAVE 

Wavelet 
MATH 

5,00 10,33 3,14 2,81 2,99 

20,00 31,37 3,49 3,16 3,21 

30,00 39,98 3,70 3,39 3,37 
40,00 46,22 4,22 3,96 4,00 
50,00 50,77 3,96 3,70 3,57 

Table 1. Computing experiments results for 
criterion “Root-mean-square deviation” 

 
RMSD 
of the 
forming 
noise 

Peak signal-
to-noise 
ratio, SNR1 
of source 
image  

Algorithms/  Criterion gain, dB 
Wavelet 
DOG 

Wavelet 
WAVE 

Wavelet 
MATH 

5,00 1,92 5,16 5,20 5,34 

20,00 2,63 4,83 4,80 4,91 

30,00 3,05 4,89 4,80 4,93 
40,00 3,37 5,01 4,89 5,00 
50,00 3,63 5,11 4,97 5,06 

Table 2. Computing experiments results for 
criterion “Peak signal-to-noise ratio SNR1” 

 
RMSD 
of the 
forming 
noise 

Peak signal-
to-noise ratio 
by RMSD of 
source 
image, SNR2 

Algorithms/  Criterion gain, dB 
Wavelet 
DOG 

Wavelet 
WAVE 

Wavelet 
MATH 

5,00 8,11 9,64 8,86 9,59 

20,00 5,94 7,51 7,63 7,16 

30,00 5,40 7,10 7,32 6,66 
40,00 5,07 6,91 7,20 6,43 
50,00 4,89 6,81 7,14 6,30 

Table 3. Computing experiments results for 
criterion “Peak signal-to-noise ratio SNR2” 

 
The obtained quantitative results and expert evidence 
of image edge extraction allow for the conclusion 
about the advantages of the proposed algorithms as 
compared to already known. Software 
implementation of the proposed methods and 
algorithms allow for the automation of signals and 
images processing processes, and expand the 
possibilities of research conduct for development of 
advanced signals and images processing systems. 
 

3. CONCLUSIONS 
Analysis of the images and results of mathematical 
simulation shown on the figures allows us to make 
the following conclusions. The proposed method of 

WSCG 2014 Conference on Computer Graphics, Visualization and Computer Vision

Poster Proceedings 18 ISBN 978-80-86943-72-5



image processing allows to efficiently perform edge 
extraction of noise distorted images. The new method 
and the algorithms of wavelet differentiation of 
images at noise background with the use of discrete 
wavelet transformation allow to increase the peak 
signal-to-noise ratio by 4,8÷9,6 dB and in 3÷4 times 
decrease the error in standard deviation. 
In the given case the wavelet transformation allow to 
refuse from the use of different masks, i.e. to refuse 
from inefficient methods of numerical differentiation. 
Using the proposed method the other algorithms of 
edge extraction on the basis of wavelet differentiation 
with the use of different wavelet bases may be 
implemented.  
Hence, the scientific mission to elaborate the 
methods of automated analysis of measurement 
results for edge extraction of fragments of objects in 
images with the presence of a background noise is 
solved. The proposed methods and algorithms may 
be used at development of the signal processing 
systems of digital images for industrial application 
for self-contained robots engineering, for 
surveillance under the conditions hindering the 
registration process, and in the absence of a priori 
information about the type of background noises.  
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ABSTRACT
In the paper the visualizations of some modifications applied to the Newton’s root finding of complex polynomials
are presented. Namely, instead of the standard Picard iteration, several different iterative processes described in
the literature, which we call as non-standard ones, were used. Following Kalantari, such visualizations are called
polynomiographs. Polynomiographs are interesting from scientific, educational and artistic points of view. By
the use of different iterations kinds we obtain quite new polynomiographs, in comparison to the standard Picard
iteration, which look aesthetically pleasing. We present some polynomiographs for complex polynomial equation
z3− 1 = 0 as examples. Polynomiographs were defined to graphically present dynamical behaviour of different
iterative processes. But we are not interested in that. We are focused on polynomiographs from the artistic point
of view. We believe that the new polynomiographs can be interesting as a source of aesthetic patterns created
automatically. They can also be used to increase functionality of the existing polynomiography software.

Keywords
polynomiography, iteration process, Newton method, computer art

1 INTRODUCTION
One can meet polynomials in many mathematical
fields. They are interesting both from theoretical and
practical points of view. Especially, the problem of
polynomials root finding has a long and fascinating
history. Already Sumerians 3000 years B.C. and
ancient Greeks faced with practical problems that in
modern mathematical language can be considered as a
root finding of polynomials. In 17th century Newton
proposed a method for calculating approximately roots
of polynomials. Cayley in 1879 observed strange
and unpredictable chaotic behaviour of the roots
approximation process while applying the Newton’s
method to the equation z3 − 1 = 0 in the complex
plane. The solution of the Caley’s problem was found
in 1919 by Julia. Julia sets became an inspiration for
the great discoveries in 1970s – the Mandelbrot set
and fractals [Man83]. The last interesting contribution
to the polynomials root finding history was made
by Kalantari [Kal09], who introduced the so-called
polynomiography to science. Polynomiography defines

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

visualization process of the roots of complex polynomi-
als approximation, using fractal and non-fractal images
created via the mathematical convergence properties
of iteration functions. An individual image is called a
polynomiograph. Polynomiography combines both the
art and science aspects. Polynomiography, as a method
which generates nicely looking graphics, was patented
by Kalantari in USA in 2005 [Kal09].
It is known that any complex polynomial p of degree n
having n roots, according to the Fundamental Theorem
of Algebra, can be uniquely defined by its coefficients
{an,an−1, . . . ,a1,a0}:

p(z) = anzn +an−1zn−1 + . . .+a1z+a0 (1)

or by its zeros {z1,z2, . . . ,zn−1,zn}:

p(z) = (z− z1)(z− z2) . . .(z− zn). (2)

Roots finding iterative process can be obviously applied
to the both representations of p. As the result the poly-
nomiographs are generated. Degree of polynomial de-
fines the number of basins of attraction (root’s basin of
attraction is an area of the complex plane in which each
point is convergent to the root using the root finding
method). Localizations of the basins can be controlled
by changing the roots positions on the complex plane
manually.
Usually, polynomiographs are coloured based on the
number of iterations needed to obtain the approxima-
tion of some polynomial root with a given accuracy and
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a chosen iteration method. The description of poly-
nomiography, its theoretical background and artistic ap-
plications are described in [Kal05, Kal09].

Fractals and polynomiographs are generated by itera-
tions. Fractals are self-similar, have complicated and
non-smooth structure and are not dependent on resolu-
tion. Polynomiographs are different. Their shape can
be controlled and designed in a more predictable way
in opposition to typical fractals. Generally, fractals and
polynomiographs belong to different classes of graphi-
cal objects.

Summing up, polynomiography can be treated as a vi-
sualization tool based on the root finding process. It
has many possible applications in education, math, sci-
ences, art and design [Kal09].

In [KGL12] the authors have used Mann and Ishikawa
iterations instead of the standard Picard iteration to ob-
tain some generalization of the Kalantari’s polynomiog-
raphy and have presented some polynomiographs for
the cubic equation z3 − 1 = 0, permutation and dou-
ble stochastic matrices. Earlier, other types of itera-
tions were used in [SJM09] for superfractals and in
[PK11] for fractals generated by IFS. Also Julia sets
and Mandelbrot sets [ARC14] and the so-called an-
tifractals [RC12] were investigated using Noor iteration
instead of the standard Picard iteration.

In the paper we generalize the results from [KGL12].
Thanks to the application of the new kinds of iterations
we essentially extended the set of polynomiographs.
Some of them are very interesting from the aesthetic
point of view. They can be used as patterns for textures,
in paintings creation, carpet and tapestry design etc.

The paper is organised as follows. In section 2 differ-
ent types of iterations are defined. Section 3 is devoted
to Newton’s method for finding roots of polynomi-
als and its generalizations, and presents some iteration
formulas. In section 4 examples of polynomiographs
with different types of iterations for complex equation
z3− 1 = 0 are presented. The last section, section 5,
describes some conclusions and plans for future work.

2 ITERATIONS
It is known that equations of the form f (x) = 0 can
be equivalently transformed into a fixed point problem
x = T (x), where T is some operator [BF11]. Then, ap-
plying approximate fixed point theorem one can get in-
formation on the existence or sometimes both on exis-
tence and uniqueness of fixed point that is the solution
of the starting equation.

Let (X ,d) be a complete metric space and T : X → X a
selfmap on X . The set {x∗ ∈ X : T (x∗) = x∗} is the set
of all fixed points of T . In the ample literature [Ber07,
Ish74, KDGE13, Kha13, Noo00, Man53, PS11, Sua05]
many iterative processes have been described for the

approximation of fixed points. Below we recall some
known iteration processes from the literature. Assume
that each iteration process starts from any initial point
x0 ∈ X .

• The standard Picard iteration [Pic90] introduced in
1890 is defined as:

xn+1 = T (xn), n = 0,1,2, . . . , (3)

• The Mann iteration [Man53] was defined in 1953 as:

xn+1 = (1−αn)xn+αnT (xn), n= 0,1,2, . . . , (4)

where αn ∈ (0,1] for all n ∈ N.

• The Ishikawa iteration [Ish74] was defined in 1974
as a two–step process:{

xn+1 = (1−αn)xn +αnT (yn),

yn = (1−βn)xn +βnT (xn), n = 0,1,2, . . . ,
(5)

where αn ∈ (0,1] and βn ∈ [0,1] for all n ∈ N.

• The Noor iteration [Noo00] was defined in 2000 as
a three–step process as:

xn+1 = (1−αn)xn +αnT (yn),

yn = (1−βn)xn +βnT (zn),

zn = (1− γn)xn + γnT (xn), n = 0,1,2, . . . ,
(6)

where αn ∈ (0,1] and βn,γn ∈ [0,1] for all n ∈ N.

• In 2013 Khan iteration [Kha13] was defined as the
following process:{

xn+1 = T (yn),

yn = (1−αn)xn +αnT (xn), n = 0,1,2, . . . ,
(7)

where αn ∈ (0,1] for all n ∈ N.

• SP iteration [PS11] was defined in 2011 as the fol-
lowing three–step process:

xn+1 = (1−αn)yn +αnT (yn),

yn = (1−βn)zn +βnT (zn),

zn = (1− γn)xn + γnT (xn), n = 0,1,2, . . . ,
(8)

where αn ∈ (0,1] and βn,γn ∈ [0,1] for all n ∈ N.

• The Suantai iteration [Sua05] was defined in 2005
as a three–step iteration process with 5 parameters:

xn+1 = (1−αn−βn)xn +αnT (yn)+βnT (zn),

yn = (1−an−bn)xn +anT (zn)+bnT (xn),

zn = (1− γn)xn + γnT (xn), n = 0,1,2, . . . ,
(9)

where αn,βn,γn,an,bn ∈ [0,1], αn+βn ∈ [0,1], an+
bn ∈ [0,1] for all n ∈ N and ∑

∞
n=0(αn +βn) = ∞.
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Figure 1: The diagram of iterations dependencies.

• In 2013 Karakaya et al. in [KDGE13] defined very
general three–step iteration process with 5 parame-
ters:

xn+1 = (1−αn−βn)yn +αnT (yn)+βnT (zn),

yn = (1−an−bn)zn +anT (zn)+bnT (xn),

zn = (1− γn)xn + γnT (xn), n = 0,1,2, . . . ,
(10)

where αn,βn,γn,an,bn ∈ [0,1], αn+βn ∈ [0,1], an+
bn ∈ [0,1] for all n ∈ N and ∑

∞
n=0(αn +βn) = ∞.

The standard Picard iteration is used in the Banach
Fixed Point Theorem [Ber07] to obtain the existence
of the fixed point x∗ of the operator T . The fixed point
approximation is found under additional assumptions
on the space X that it should be a Banach one and the
mapping T should be contractive. The Mann [Man53],
Ishikawa [Ish74] and other iterations [Ber07, KDGE13,
Kha13, Noo00, PS11, Sua05] allow to weak the as-
sumptions on the mapping T and generally allow to
approximate fixed points. Dependencies between dif-
ferent types of iterations are presented in Fig. 1.

Our further considerations will be conducted in the
space X = C that is obviously a Banach one. We take
z0 ∈ C and αn = α , βn = β , γn = γ , an = a, bn = b
for all n ∈ N such that α ∈ (0,1],β ,γ,a,b ∈ [0,1],
α +β ∈ [0,1] and a+b ∈ [0,1].

3 NEWTON ROOT FINDING METHOD
AND ITS GENERALIZATIONS

In this section we recall the well-known Newton
method for finding roots of a complex polynomial p.
The Newton procedure is given by the formula:

zn+1 = N(zn), n = 0,1,2, . . . , (11)

where N(z) = z− p(z)
ṗ(z) , ṗ(z) is the first derivative of p at

z and z0 ∈ C is a starting point.

Applying the Mann iteration (4) in (11) we obtain the
following formula:

zn+1 = (1−α)zn +αN(zn), n = 0,1,2, . . . , (12)

where α ∈ (0,1].

Using the Ishikawa iteration (5) in (11) we get:{
zn+1 = (1−α)zn +αN(vn),

vn = (1−β )zn +βN(zn), n = 0,1,2, . . . ,
(13)

where α ∈ (0,1] and β ∈ [0,1].

Substituting the Noor iteration (6) in (11) we get:
zn+1 = (1−α)zn +αN(vn),

vn = (1−β )zn +βN(wn),

wn = (1− γ)zn + γN(zn), n = 0,1,2, . . . ,
(14)

where α ∈ (0,1] and β ,γ ∈ [0,1].

Using the Khan iteration (7) in (11) we get:{
zn+1 = N(vn),

vn = (1−α)zn +αN(zn), n = 0,1,2, . . . ,
(15)

where α ∈ (0,1].

Substituting SP iteration (8) in (11) we get:
zn+1 = (1−α)vn +αN(vn),

vn = (1−β )wn +βN(wn),

wn = (1− γ)zn + γN(zn), n = 0,1,2, . . . ,
(16)

where α ∈ (0,1] and β ,γ ∈ [0,1].

Using the Suantai iteration (9) in (11) we get:
zn+1 = (1−α−β )zn +αN(vn)+βN(wn),

vn = (1−a−b)zn +aN(wn)+bN(zn),

wn = (1− γ)zn + γN(zn), n = 0,1,2, . . . ,
(17)

where α ∈ (0,1], β ,γ,a,b ∈ [0,1], α +β ∈ (0,1], a+
b ∈ (0,1].

Applying the Karakaya iteration (10) in (11) we get:
zn+1 = (1−α−β )vn +αN(vn)+βN(wn),

vn = (1−a−b)wn +aN(wn)+bN(zn),

wn = (1− γ)zn + γN(zn), n = 0,1,2, . . . ,
(18)

where α ∈ (0,1], β ,γ,a,b ∈ [0,1], α +β ∈ (0,1], a+
b ∈ (0,1].

The sequence {zn}∞
n=0 (or orbit of the point z0) either

converges or does not to a root of p. If the sequence
converges to a root z∗ then we say that z0 is attracted
to z∗. A set of all starting points z0 for which {zn}∞

n=0
converges to z∗ is called the basin of attraction of z∗.
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Boundaries between basins usually are fractals in na-
ture. In [SK09] some generalizations of the classic
Newton formula (11) are discussed.

All the above presented iteration processes are conver-
gent to roots of polynomial p. Only the speed and
the character of convergency is different and the basins
of attraction to roots of p look differently for different
kinds of iterations used. The defined iteration processes
are used in the next section to obtain polynomiographs.

The application of non-standard iterations perturbs
the shape of polynomial basins and makes the poly-
nomiographs look more ”fractally”. The aim of using
more general iterations, instead of the Picard iteration,
was not to improve the speed of convergence but to
create images that are interesting from aesthetic point
of view.

4 EXAMPLES OF POLYNOMIOGRAPHS
WITH DIFFERENT ITERATIONS

In this section we present some polynomiographs for
complex polynomial equation z3−1 = 0 using different
iterations. In all examples the colour of each point in
the image is determined with the help of Algorithm 1. Iq
in the algorithm corresponds to the iteration processes
from section 3 with a vector of the parameters q ∈ RN ,
where N is the number of parameters of the iteration.
For the Picard iteration we use I instead of Iq.

Algorithm 1: Determination of colour
Input: z0 ∈ C – starting point, k – maximum

number of iterations, ε – accuracy, q ∈ RN

– parameters of the iteration Iq,
colours[0..k] – colourmap

Output: colour c of z0

1 i = 0
2 while i≤ k do
3 zi+1 = Iq(zi)
4 if |zi+1− zi|< ε then
5 break

6 i = i+1

7 c = colours[i]

In the algorithm for a given point z0 we iterate that point
using Iq iteration process. If the modulus of the differ-
ence between two successive points in the iteration pro-
cess is smaller than the given accuracy ε > 0 we assume
that the generated sequence converge to a root of p and
we stop the iteration. If we reach the maximum number
of iterations k we assume that the generated sequence
does not converge to any root of p. At the end we give
a colour to the considered point using the iteration num-
ber at which we have left the while loop. This type of
colouring is called the iteration colouring.

Figure 2: Picard iteration in Newton’s method for z3−
1.

Figure 3: Mann iteration in Newton’s method for z3−1.

Figure 4: Ishikawa iteration in Newton’s method for
z3−1.

The algorithm with different iterations from section 3
was implemented in the Processing language. Every
polynomiograph in this section was computed for 1-5
seconds in average on a laptop with the Intel Core2 Duo
2 GHz CPU, 4 GB RAM.

The cubic equation z3−1 = 0 was solved in the square
domain [−1.5,1.5]× [−1.5,1.5] using eight different it-
eration processes from section 3. Images are of resolu-
tion 500× 500 pixels and were generated with k = 30
and ε = 0.05 for two colourmaps. The gradient colour
bar has been added to the images that shows how many
iterations are needed to obtain the required accuracy ε .
The performed experiments showed that values k = 30
and ε = 0.05 ensured the acceptable visual quality of
polynomiographs. The obtained polynomiographs are
presented in Figs. 2–9.

Generally, for polynomiographs in Figs. 2–9 one can
observe that for iterations with more parameters im-
ages are more complex and are more ”fractal”. Poly-
nomiographs are strongly dependent not only on itera-
tions but also on the colourmaps used, as it can be easily
seen in Fig. 10. The same graphical information con-
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Figure 5: Noor iteration in Newton’s method for z3−1.

Figure 6: Khan iteration in Newton’s method for z3−1.

Figure 7: SP iteration in Newton’s method for z3−1.

Figure 8: Suantai iteration in Newton’s method for z3−
1.

Figure 9: Karakaya iteration in Newton’s method for
z3−1.

Figure 10: Fixed polynomiograph with different
colourmaps.

tained in a polynomiograph may be drastically different
for different colourmaps.

It should be stressed that detailed analysis of poly-
nomiographs with respect to parameters of iterations
used is difficult. But for practical use it is enough to
know that if parameters are constrained and generally
lie in the interval [0,1] then the iteration process is con-
vergent and lead to images that are potentially interest-
ing from the aesthetic point of view.

5 CONCLUSIONS AND FUTURE
WORK

In the paper we presented some generalizations of the
classic Newton roots finding method with non-standard
iterations and some corresponding polynomiographs
for exemplary complex polynomial equation z3−1 = 0.
By changing parameters of different iteration processes
one can obtain a huge collection of polynomiographs
essentially richer in comparison to the case of the
standard Picard iteration. Further generalizations can
be obtained with the help of higher order methods
based on the Basic and the Euler–Schröder families of
iterations [Kal09, Kal11] with non-standard iteration
processes. The use of complex valued parameters
instead of the real ones, as was checked by the authors,
and the use of various convergence tests, as in [Gda13],
lead to nice modifications of polynomiographs, as well.
Additionally, different colourmaps have great influence
on the aesthetic appearance of the polynomiographs.

The above mentioned problems determine our further
investigations. We believe that the results of the paper
can be interesting to those whose work or hobbies are
related to automatically created nicely looking images.
In our opinion non-standard iterations can be applied to
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increase functionality of the existing polynomiography
software, as well.
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ABSTRACT 
This paper presents methods for automated visual tracking of spatters in laser- and manual arc welding. Imaging 

of the welding process is challenging due to extreme conditions of high radiated light intensity variation. The 

formation and the number of spatters ejected in the welding process are dependent on the parameters of the 

welding process, and can potentially be used to tune the process towards better quality (either on-line of off-

line). In our case, the spatter segmentation is based either on test on object elongatedness or Hough transform, 

which are applied on pre-processed image sequences captured by a high-speed smart camera. Part of the 

segmentation process (adaptive image capture and edge extraction) is performed on the camera, while the other 
parts of the algorithm are performed off-line in Matlab. However, our intention is to move the computation 

towards the camera or an attached FPGA.  

Keywords 
Laser welding, Thick Steel, Metal arc welding, Spatter tracking, Smart camera. 

 

1. INTRODUCTION 
One phenomenon in laser welding and welding in 

general is the formation of spatters, which represent 
the ejection of melt from the interaction zone caused 

by extreme conditions of material interaction. 

Increased spatter formation may indicate that the 

process parameters need to be adjusted to improve 

the quality.  

In previous works [Nic11a], [Nic09a] the spatter 

formation was related to the on-line control of 

process parameters in welding of aluminum and 1mm 
thick steel sheets. In [Nic11a] the spatter 

segmentation was based on blob analysis including a 

threshold operation with a suitable mask. In [Jäg08a] 

a spatter tracking system incorporating a Kalman 

filter for trajectory analysis was proposed. In 

[Fen09a] spatter tracking in the context of laser 

MAG (metal active gas) welding was proposed. An 

off-line Kalman filter based approach for tracking 

was implemented with an SVM based spatter 

extraction.  

In this paper, we present an approach for spatter 

tracking in the scenario of welding thick steel, by a 

combination of a smart camera for on-line processing 

and spatter event tracking as an off-line process, 
enabling automated analysis of the spatter behavior 

in welding. Different alternatives for spatter 

segmentation and tracking are considered in the 

context of high power laser welding and traditional 

manual metal-arc welding.  

 

2. SPATTER EXTRACTION AND 

SEGMENTATION 

On-line analysis 

The huge difference between the intensity of light 

radiated from the welding zone compared to the 

surrounding areas causes a challenge for welding 
spatter segmentation and tracking. The objective is to 

enable the spatter object segmentation both within 

the very low and the very high intensity regions. This 

can be difficult to achieve because of the high intra-

scene dynamic variation. Successful image capture 

may still be performed with the aid of active laser 

illumination [Fen09a]. Alternatively, a smart camera 

adapting to the intensity variation locally can be 

used.   

Permission to make digital or hard copies of all or part of 
this work for personal or classroom use is granted without 
fee provided that copies are not made or distributed for 
profit or commercial advantage and that copies bear this 
notice and the full citation on the first page. To copy 

otherwise, or republish, to post on servers or to 
redistribute to lists, requires prior specific permission 

and/or a fee. 
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Our approach is to use a high-speed smart camera, 

which enables the imaging of the welding zone by 

adjusting the integration time of the individual pixels 

according to their nearby local surroundings 

[Lah13a]. After this, the camera is used to extract the 

edge information from the second order spatial 

neighbors against an adjustable threshold. The 

KOVA1 array [KOV] provides a 96x96 resolution 

pixel parallel mixed-mode imaging processor, with a 

processor per pixel image processing functionality. In 

order to achieve a high enough frame rate for this 
application, only binary (1-bit) image sequence was 

used. Using gray scale images would limit the frame 

rate by filling up the bandwith of the 100 Mb/s 

Ethernet connection from the camera to the PC. 

Additionally, the required processing (edge 

detection) is performed faster on the camera than on 

the FPGA or the PC. 

 

Off-line analysis 

The spatter segmentation was performed as an off-

line process in Matlab. Two slightly different 

methods for spatter segmentation are considered. The 

first is to apply Hough transform directly on the 

extracted edge images. This allows capturing the 

center location and perimeter of the spatters. The 

disadvantage of the method is that spatters which are 

not circular cannot be detected correctly. However, 

the method can also be implemented on FPGA for 
high-speed analysis.  

The second considered approach is first to apply an 

additional morphological processing step to the 

extracted binary images (a morphological closing), in 

combination with connected component labeling. 

The closing operation could also be implemented on-

line. The extracted object regions are then tested by 

their eccentricity (‘regionprops’ in Matlab R2012b). 
An additional step considered in this paper is to 

require that the center pixel of the object is of 

adjacent polarity compared to the edge pixels. This 

may be used to refine the circularity of the object, 

since it can be assumed that the spatters are, in 

general, symmetric and the edge image provided by 

the adaptive integration of the camera provides an 

object with a hole in the center.  

 

3. SPATTER TRACKING 
The proposed tracking algorithm is implemented in 

Matlab, and described in the following. First, the 

segmented objects are extracted as described in the 

previous section. A list containing the elements of 

initial spatter properties (SPL1) is created. Each 

spatter is assigned an individual ID number (in phase 

3) and spatter area property, which describes a 

circular region in the case of Hough transform, and 

otherwise a rectangular region. TSPL_PRE (previous 

tracked spatter list) is initialized also to zero in this 

step. The steps of the tracking algorithm are 

explained below (1-5).  

 

1) Initialize TSPL = 0 (Tracked spatter list) 

and read SPL2 (Spatter list 2) based 

segmented spatters at this frame.  

 

2) Compare SPL2 to TSPL_PRE according to 

criterion IS_NEAR and update the matching 

spatters to TSPL. Remove these spatters 

from SPL2. 

 

 
3) Compare the remaining SPL2 to SPL1, 

initialize and update those with property 

IS_NEAR_INIT to TSPL. Initialize spatter 

ID.  

 

4) SPL1=SPL2, TSPL_PRE=TSPL 

 

5) If frames left, Go back to phase 1 

 

To initiate the tracking, the test IS_NEAR_INIT 

considers the spatter locations and areas only, 
without considering the previous displacement 

vector. In this phase, we use Euclidean maximum 

distance requirement of below 15 pixels. The test 

IS_NEAR performs the following action. The 

previous displacement vector (See Fig. 1) of the 

spatter under tracking has been stored and it is 

compared by using the IS_NEAR criteria to each of 

the new spatter observations. We use a Euclidean 

distance requirement of < 5 pixels. The assumption is 

that the spatters roughly propagate with constant 

velocity. An additional property which is checked is 

that the size of the new spatter has to be above 0.5 
times and below 2 times of the size of the old spatter. 

The time which the spatter has been tracked (in 

number of frames) is also stored. All of the tracked 

spatters are collected to a list for later analysis. The 

post-processing step incorporates also a possibility to 

consider the average sizes and velocities of the 

spatters under test.  

Observe that we use the same tracking algorithm in 

both cases i.e. with the connected component 

labeling based segmentation and with the Hough 

transform based segmentation. Thus, the 

segmentation algorithm, which could be performed 

on the camera or on an FPGA, is not affected by the 

tracking algorithm. Further possibilities of HW 

accelerating the tracking algorithm are discussed in 

section 6. 
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Figure 1. The test for proximity between two 

spatters. The estimated new center location of the 

spatter according to previous frames is compared 

to each of the candidate spatters in Frame t 

according to Euclidean distance (partly reminding 

the Kalman filter [Jäg08a]). 

 

4. EXPERIMENTAL SETUP 

Manual metal-arc welding set-up 

The first tests were performed with manual arc 
welding, where the number of spatters is very large. 

The experimental setup in this case was initially 

targeted to test the properties of the camera, but the 

excessive spatter formation was shown to be suitable 

also for testing the spatter tracking algorithm. The 

frame rate used was 1408 Fr/s (with a difference 

between two frames of approximately 710us). Fig. 2 

represents an example of the adaptive camera capture 

and the corresponding edge image captured on-line.  

 

Laser welding set-up 

The second test case used was a coaxial setup of full-

penetration mode laser welding of 4mm thick steel. 

The laser power applied was selected so that full 

penetration was achieved, 4.5kW on 12mm/s and 

6kW on 20mm/s welding speeds. The number of 

spatters was very low, which created challenges for 

the automated spatter analysis due to a relatively 
large portion of vapor plume. A partial penetration 

mode is expected to produce more spatters, which 

will be studied in the future. The frame-rate applied 

was approximately 3500 Fr/s.  

 

5. EXPERIMENTS 

Manual metal-arc welding tests 

Hough transform was found to suite well to the case 

of manual metal arc welding, since the spatters were 

typically circular (See Fig. 2). The considered 

radiuses were from 2 to 10, with a Hough sensitivity 

parameter (HS) of 0.85 (the available implementation 

in Matlab R2012b). However, large spatters (e.g. 

r>6) were very rare, due to larger imaging area in 

comparison with the laser welding. Connected 

component labeling, which was applied after a binary 

closing with a 3x3 mask of all ones was used as a 

reference method. The object elongatedness was 

required in this case to be below 0.9.  

Since it was not possible to manually label the whole 

welding sequence, the performance of the tracking 

was estimated so that a ground truth was generated 

and the overall spatter count returned by the 

algorithm (i.e. TP+FP) was determined at constant 

100 frames steps (see Fig. 4, index 1 indicates frames 

1-100 etc.). Note also that the ground truth contains 

all spatters, but the tracking algorithm only counts 

spatters included in at least 3 succeeding frames.   

 

       

Figure 2. The arc welding set-up. The image on 

the top represents the welding zone captured by 

the adaptive integration. On the bottom the edges 

extracted on-line and the tracked spatter IDs 

extracted off-line. 
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Figure 3. The laser welding test setup. The camera 

is attached to the welding head (from Precitec) 

through a 90 degree mirror and focusing lens. The 

fibre laser is brought from a collimator through 

90 degree mirror optics to the work piece. The 

focal position of the laser was -4mm (below the 

surface).  

 

Figure 4. An indicative chart on the ground truth 

and the overall number of detected spatters in arc 

welding in frames 1-1500 at 100 frame intervals.  

 

In the tests, increasing the requirement of the number 

of consecutive tracked frames could be used to filter 

out false positives caused by the vapor plume and to 
make it possible to increase the sensitivity of the 

segmentation. Also, a rectangular area near to the arc 

end was masked to reduce the effect of the plume. 

The ground truth was generated by three human 

experts in 500 frame intervals, which was quite 

challenging and could induce certain bias. It can be 

observed, that results follows the manually extracted 

spatter behavior. It appears in Fig.4, that when the 

number of spatters (and likely the amount of plume) 

is higher, the Hough transform gives better results. In 

Fig. 5, an angular histogram plot of the spatter 
directions for the same sequence is shown with 

Hough transform (3 succeeding tracked frames 

required). 

 

              

Figure 5. An angular histogram plot of the most 

common spatter directions in the arc welding test 

using Hough transform. The location of the arc 

was approximately in the location shown in Fig. 2. 

 

Laser welding tests 

Since the spatters in laser welding were not always 

circular, the connected component analysis in 

combination with spatter elongatedness test was 

applied with the same parameters as in arc welding. 

An additional requirement was that the center 

location of the spatters was white, which was shown 

to reduce the false alarm rate. The size of the 

detected spatters was limited to a square of minimum 

edge dimension of 5 pixels and maximum edge 

dimension of 20 pixels.        

 

 

Figure 6. Examples of tracked spatters in laser 

welding scenario.  

 

A ground truth of first 1000 frames of the sequence 

was manually collected, including only 13 spatters. 

The total amount of spatters was very low due to the 

used full penetration mode. A total of 9 spatters were 

detected correctly in comparison with the ground 
truth with one false alarm. Thus, a detection rate of 

69.2% was obtained with false positive rate of 

0.001/frame. Fig. 6 represents examples of tracked 

spatters in the laser welding scenario.  
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In [Nic11a] the false positive rates of spatter 

segmentation varied between 0.009/frame and 

0.028/frame. The detection rate is not directly 

comparable, since the authors in [Nic11a] consider 

the detection of spatter events as an occurrence of 

one or more spatter within a single image. If there 

were one or more spatters present in the ground truth 

and also in the segmentation result, the match was 

considered as positive. In our case, individual 

spatters, which may locate across multiple 

succeeding frames are considered. However, it 
should be noted, that the tracking option used in our 

paper relaxes the requirement for spatter counting, 

since if a spatter is not found from an individual 

frame, the correct detection can still be attained in the 

succeeding frames. 

 

6. ON POSSIBILITIES OF HW 

ACCELERATING THE ALGORITHMS 
We are currently studying options for implementing 

the segmentation and the tracking algorithm on 

FPGA or by in-camera processing. While examining 

seam tracking, we have already demonstrated Hough 

transform based line detection on the FGPA attached 

to the camera [Sän14a]. The unit will be modified to 

detect circles, and then used as the detection engine 

for the tracking algorithm presented in this paper. 

Also the FPGA based acceleration of the tracking 
algorithm is possible. Currently on laptop PC with 

Matlab the algorithm runs approximately 30fps 

(without considering the time for the segmentation).  

 

FPGA based processing 
In order to implement the tracking algorithm on an 

FPGA the number of segmented spatters (elements in 

the lists) sets the limit for the efficient 

implementation. This is because the parameters of 

the spatter elements (e.g. 8-bit values) should be, 

preferably, mapped to the internal FPGA Block 
RAMs and not to external memory, which introduces 

extra latency. Assuming a BRAM size of 36kbit and 

list element size of 6*8 = 48 bits, the maximum 

number of elements in a list can be estimated. When 

mapped to a single BRAM the maximum length of a 

list would be 768, which should be enough for the 

application considered. The collection of the final 

spatter properties for further analysis could then be 

implemented by sending the data to a PC. At this 

point, as mentioned, only the adaptive image capture 

and spatter edge extraction were performed on-line.  

 

Camera based processing 
The applied smart camera (KOVA1) includes pixel-

level processing functionality based on Cellular 

Nonlinear Network (CNN)-type [Ros93a] parallel 

processing architecture. In the KOVA1 CMOS 

sensor chip, analog and digital (mixed-mode) 

computational circuitry, as well as binary (static) and 

analog (dynamic) memory is integrated physically 

together with each sensor diode, creating a focal 

plane cell [Lai11a]. The additional pixel-level 

circuitry naturally imposes some limits on practical 

image resolution vs. chip size (cost/yield), e.g. the 

size of the commercial KOVA1 sensor-processor 

array is 96x96 pixels, while the largest published 

research implementation with a similar cellular 
processing architecture is the SCAMP-5 with a 

256x256 pixel array [Car13a]. 

Each pixel cell in the sensor array of the KOVA1 is 

directly connected to its nearest neighborhood and in 

some operations even to the second neighborhood. 

Information propagation over larger distances is also 

possible in an asynchronous or synchronous manner. 

The cellular connectivity together with local, pixel-
level, memory and processing circuitry allows the 

implementation of multiple-stage image analysis 

operations on the pixel plane. The pixel-level parallel 

processing and the avoidance of data transfer to an 

external processor result in reduced energy 

consumption and more importantly considering the 

present application, greatly reduced processing delay. 

The pixel-level processing functionality of the 

KOVA1 includes both grayscale and binary (1 bit) 

operations. The grayscale processing was used in this 

case to implement the image dynamic compression 
used in the capture of the welding data. The 

preprocessed grayscale image is segmented into a 1 

bit binary representation to allow more efficient 

pixel-level shape and object analysis. 

At this stage an edge detection operation has been 

used to extract relevant detail. The pixel level 

processing circuitry enables the implementation of 

sensor-level binary mathematical morphology and 
other similar analysis, as described in [Lai08a], as 

well as normal Boolean logic operations. By storing 

and combining intermediate result images in local 

pixel memory even complex spatial processing 

sequences can be performed on the sensor plane, 

including time-domain inter-frame analysis. 

Asynchronous binary propagation on the sensor 

plane can be used to perform regional operations 

such as holefilling, or morphological reconstruction 

very efficiently. By applying more binary analysis on 

the sensor-level, the processing demands at later 
stages (e.g. on an FPGA) can be greatly reduced, 

while retaining sufficient overall analysis speed. 

If edge image based spatter segmentation is applied, 

one possibility to perform more computation at the 

camera level would be to use a holefiller template 

with pixel-level processing to detect roundish spatter 

objects, and then to extract the center locations of 

these objects for further processing. However, the 
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holefiller template requires, that the edges of the 

objects are fully connected, which may not be always 

achievable. This could be avoided by using 

orientation selective propagation templates and by 

combining them or by applying a combination of 

dilation and skeleton extraction. Also blob based 

region extraction could be considered in the future. 

 

7. DISCUSSION 
The test set used in laser welding was challenging, 
since the spatters were not always circular, and due 

to second order neighborhood used in smart camera 

based segmentation. A second order neighborhood 

was used to better obtain the smooth edges of the 

spatters. Due to this, the edges of the spatters were 

thick, thus reducing the freedom in applying a larger 

closing mask. The purpose of the closing mask is to 

avoid a situation, where an individual spatter is 

detected as two distinct objects in the connected 

component labeling step. Also, if using too large 

closing mask, the centroid of the spatters becomes 
filled, and the segmentation process becomes less 

robust. 

An approach for spatter segmentation and tracking in 

two welding scenarios was proposed. Our approach 

extends the work in [Nic11a] in that it also enables 

the spatter tracking and the analysis of the individual 

spatter properties. Future work consists of developing 

methods towards on-line spatter analysis. In 
comparison with work in [Lah13a] the methods 

proposed provide further robustness to false positives 

induced by the vapor plume. A limitation of the 

proposed approach in comparison with traditional 

multi object tracking is that the collision of two 

spatters may lead to erroneous tracking. This issue 

should be addressed in the future.  

 

8. CONCLUSIONS 
Methods for spatter segmentation and tracking in two 

welding scenarios were proposed in this paper. 
Hough transform was proposed for extracting 

spatters in the manual-arc welding scenario, while 

object elongatedness analysis was proposed for laser 

welding. The advantage of the Hough transform 

based segmentation is that it inherently avoids 

merging two distinct objects (or plume) nearby into 

the same object in the segmentation phase. The main 

advantage of the connected component analysis 

approach and the elongatedness test was that the 

objects need not to be circular, allowing flexibility 

for segmentation. Checking the polarity of the center 
pixel of the extracted object also increased the 

robustness of the segmentation algorithm.  
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Figure 1: The image shows the transformation of a quad into three overlapping shadow volume sides. The
transition from part a) to part b) is tessellation of quad with Multiplicity = 3. Only green and blue triangles will
be drawn. Yellow and gray triangles will be degenerated. The transition from part b) over part c) to part d) shows
degeneration process. Red and purple vertices 3, 4 and 7, 8 from part a) form only one vertex in part d). The
transition from part d) to part e) shows rotation around red and purple vertices. This transformation creates three
overlapping sides of shadow volume. Positions of vertices A, B, C, D that form initial quad, can be computed
according to equations 2.

ABSTRACT
This paper presents a new simple, fast and robust approach in computation of per-sample precise shadows. The
method uses tessellation shaders for computation of silhouettes on arbitrary triangle soup. We were able to reach
robustness by our previously published algorithm using deterministic shadow volume computation. We also pro-
pose a new simplification of the silhouette computation by introducing reference edge testing. Our new method
was compared with other methods and evaluated on multiple hardware platforms and different scenes, providing
better performance than current state-of-the art algorithms. Finally, conclusions are drawn and the future work is
outlined.

Keywords: shadows, shadow volumes, silhouette, tessellation shaders, geometry shader

1 INTRODUCTION
Shadow Volumes (SV) algorithm was introduced in
1977 by [Crow, 1977], first implementation using hard-
ware support via stencil buffer was carried out by [Hei-
dmann, 1991]. Heidman’s implementation is generally
called z-pass, but does not produce correct results when
observer is in shadow. This problem was eliminated in
the z-fail method [Everitt and Kilgard, 2002], which re-
verses depth test function, but requires shadow volumes
to be capped.

Shadow Mapping (SM) algorithm, proposed by
[Williams, 1978], is an alternative approach to shadow
volumes. It uses depth information from light source
stored in a texture. Shadow mapping is nowadays
massively used in games thanks to its performance,

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

but suffers from spatial and often temporal aliasing
problems and produces imperfect shadows because
of limited shadow map resolution [Donnelly and
Lauritzen, 2006]. Low resolution is not an issue for
games, because scenes can be adjusted so that visual
artifacts are suppressed or a filtering method is applied,
but applications for visualization in architecture or
industrial design require pixel-correct shadows for
object visualization. Per-sample precise alias-free
shadow maps (AFSM) algorithm was proposed by
[Sintorn et al., 2008]. Their method stores multiple
samples into a list for each shadow map pixel and
conservatively rasterizes triangles into shadow map
using CUDA. Individual samples stored in lists are then
tested against shadow volume of the triangle. As they
stated, their per-sample precise method is three times
slower than standard shadow mapping with resolution
of 8096 by 8096 texels.

While producing per-sample correct shadows, SV are
affected by performance issues. In its naive form, when
a volume is generated for every triangle in the scene,
resulting performance is very low due to rasterization
of a large amount of triangles. More efficient way is to
construct shadow volumes only from silhouette edges

1
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of the occluding geometry, which has positive impact
on fill-rate. Silhouette extraction on CPU was first pub-
lished by [Brabec and Seidel, 2003].

Several silhouette-based methods were published since
then, utilising novel hardware features to speed up sil-
houette calculation. [McGuire et al., 2003] managed
to implement the algorithm in vertex shader and [Stich
et al., 2007] used geometry shaders.

Most of the methods mentioned above are not com-
pletely robust and also cannot handle non 2-manifold
casters. [Kim et al., 2008] proposed an algorithm
for non 2-manifold casters, but unfortunately it is not
robust. Kim’s algorithm was improved in [Pečiva et al.,
2013] using deterministic multiplicity calculation,
which we further simplified in this paper.

[Sintorn et al., 2011] also proposed a shadowing tech-
nique based on CUDA software rasterization of per-
triangle shadow frusta. This technique uses a small bias
when testing sample depth against a triangle plane to
avoid self-shadowing. This bias, however, may cause
a shadowed fragment to be lit in the final result, more-
over, it is also scene-dependent.

2 METHOD DESCRIPTION
We have developed three methods - two per-triangle ap-
proaches and robust silhouette method.

Our silhouette method is based on the work of [Kim
et al., 2008]. This algorithm calculates so-called multi-
plicity of an edge - light plane from light source through
the edge is casted and all opposing vertices are tested, if
they are above or bellow the plane. According to result
of the test, multiplicity is incremented or decremented.
Absolute value of multiplicity is the number of times an
infinite quad needs to be drawn from this edge.

2.1 Per-Triangle Methods
These methods require no pre-processing and work
with arbitrary triangle soup. In the first variant, input
patch has 3 points, which are original points of the
triangle. Tessellation factors are 3 (inner) and 1 (outer,
for all sides), equal spacing and reversed triangle
winding. The resulting patch can be seen in the picture
2b.

We construct a simple volume in evaluation shader as in
Algorithm 1. Front cap needs to be rendered in second
pass in order to close the volume.

We also designed a single-pass version for z-fail. This
method takes a triangle as an input, but adds one more
point to form a quad (4 control shader invocations per
patch). This quad is then tessellated using outer fac-
tors (1, 5, 1, 5), inner (5,1) and fractional odd spacing,
resulting in a shape seen in Fig. 3b.

Evaluation shader then twists the shape in order to cre-
ate a volume, note Figure 3.

Figure 2: Creating semi-enclosed shadow volume from
a triangle. Initial triangle in a) is tessellated using outer
factors (1, 1, 1) and inner (3) b). Points A′, B′, C′ are
given positions of points A, B, C c) and then pushed to
infinity to form a volume with back cap d).

Data: original points P[3], light position L, tessellation
coordinates T = (x,y,z), x,y,z ∈ 〈0,1〉

Result: world-space coordinates X
c = x · y · z;
if c == 0 then

X = P[0] · x+P[1] · y+P[2] · z;
Xw = 1;

else
i = getIndexO f LargestVectorElement(T);
X = lw ·P[i]−L;
Xw = 0;

end
Algorithm 1: Evaluation shader in two-pass per-
triangle method

2.2 Silhouette Method

The method finds silhouette edges by looping over eve-
ry edge in the model. Each edge is processed in paral-
lel in Tessellation Control Shader where multiplicity is
computed. An input patch primitive is composed of two
vertices that describe an edge, one integer that contains
number of opposite vertices and n opposite vertices, see
Figure 4. Because patch the size must be constant, some
positions are not used.

A vertex buffer of model has to be extended by En ver-
tices, which is the number of edges in the model. We
used element buffer to reduce memory requirements.

Byungmoon’s algorithm [Kim et al., 2008], as in its
core proposal, has a flaw that multiplicity is not calcu-
lated in a deterministic way. In older approach [Pečiva
et al., 2013], it was fixed by calculating multiplicity per
triangle and if the 3 results troughout all 3 edges were
not consistent, we discarded the triangle from further
processing, because it meant that the triangle is almost
parallel to the light and does not cast a shadow. We
further improved this approach - multiplicity is now
computed only once for each opposite vertex using re-
ference edge.

A choice of reference edge has to be the same for all
occurrences of a triangle. This can be achieved for ex-
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Figure 3: Single-pass per triangle method, a full
shadow volume is created in a single pass. One point is
added to the triangle in order to form a quad a) which
is then tessellated using factors (1, 5, 1, 5),(5, 1) b).
Points 10 and 11 are merged with 8, 9. Light cap is vi-
sualized as blue, dark cap grey c). Then we join points
0-7, 1-5, 2-9, 4-8 and push points 5, 6, 7 to infinity d)
to make the volume e).

Figure 4: Input patch for tessellation control shader

ample by introducing vertex ordering - Equations 1 and
Algorithm 2.

A < B⇔ Greater(A,B)< 0
A = B⇔ Greater(A,B) = 0
A > B⇔ Greater(A,B)> 0 (1)

Data: Vertices A,B
Result: Result r of comparison
S = sgn(A−B);
K = (4,2,1);
r = S ·K
Algorithm 2: Function Greater(A,B) used for vertex
ordering.

In order to guarantee consistency, reference edge of a
triangle in our algorithm is constructed using smallest
and larges vertex of a triangle, as in Algorithm 2. More
options for such method are available, but evaluation
per each triangle occurance must be consistent in order
to get correct results.
To simulate behaviour of Byungmoon’s algorithm
(edge casts a quad as many times as it has multiplicity),
we tessellate the casted quad from the edge using inner
tessellation levels (Multiplicity · 2− 1,1) and then we
bend the tessellated quad in evaluation shader in a way
to create m overlapping quads, as seen in Fig. 1, which
demonstrates edge A-B having multiplicity of 3.
The procedure of multiplicity calculation is described
in Algorithm 3 and 4.

Data: Edge A,B, A < B, set O of opposite vertices
Oi ∈O, light position L in homogeneous
coordinates

Result: Multiplicity m
m = 0;
for Oi ∈O do

if A > Oi then
m = m+CompMultiplicity(Oi,A,B,L);

else
if B > Oi then

m = m−CompMultiplicity(A,Oi,B,L);
else

m = m+CompMultiplicity(A,B,Oi,L);
end

end
end
Algorithm 3: Modified algorithm for computation of
final multiplicity of edge A,B

Data: Vertices A,B,C; A < B < C; light position L in
homogeneous coordinates

Result: Multiplicity m for one opposite vertex
X =C−A;
Y = (lx−axlw, ly−aylw, lz−azlw);
N = X×Y;
m = sgn(N · (B−A));
Algorithm 4: CompMultiplicity(A,B,C,L) function
used in algorithm 3

After tessellation, we have to transform tessellation co-
ordinates into vertex position of the shadow volume
quad in the evaluation shader. The algorithm for its im-
plementation is described in Algorithm 5 and Equations
2.

A = (ax,ay,az,1)T

B = (bx,by,bz,1)T

C = (ax− lx,ay− ly,az− lz,0)T

D = (bx− lx,by− ly,bz− lz,0)T (2)

Because caps are not generated, this method can also be
used with simpler z-pass algorithm.

2.3 Implementation
All our methods were implemented in Lexolights, an
open-source multi-platform program based on Open-
SceneGraph and Delta3D, using OpenGL.

Single-pass per-triangle method suffers from inconsis-
tent rasterization of two identical triangles at the same
depth but with different winding - depth of fragments
from both triangles differs, which resulted in z-fighting
artiffacts. We had to manually push the front cap’s

3
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Data: Vertices A,B,C,D, tessellation coordinates
x,y ∈ 〈0,1〉 and multiplicity m

Result: Vertex V in world-space
P0 = A;
P1 = B;
P2 = C;
P3 = D;
a = round(x ·m);
b = round(y);
id = a ·2+b;
t = (id mod 2) ˆ (bid/4c mod 2);
l = b(id +2)/4c mod 2;
n = t + l ·2;
V = Pn;
Algorithm 5: This algorithm transforms tessellation
coordinates into the vertex of side of shadow volume.
Vertices A,B,C,D are computed using Equation 2.

fragments into depth of 1.0f, so they would fail the
depth test, otherwise we observed self-shadowing ar-
tiffacts. Bypassing early depth test in rasterization due
to assigning depth values in fragment shader causes sig-
nificant performance loss over two-pass method. This
method served as a basis for silhouette-based approach.

For caps generation in silhouette-based method, we
used gemetry shader and multiplicity calculation, us-
ing which we calculated triangle’s orientation towards
light source via reference edge. It was also necessary
for keeping discarding calculations consistent through-
out the rendering process of shadow volumes.

Because tessellation factors are limited, at the time of
writing, to 64, there is also a limit of maximum multi-
plicity per edge that this algorithm is able to process.
Acording to equation to calculate tessellation factor
Multiplicity · 2− 1, maximum multiplicity of an egde
is 32, which should be more than enough for majority
of models. But for example well-known Power Plant
model (12M triangles) has some edges, which have
multiplicity of 128. In that case, they would have to
be splitted into more edges.

3 EXPERIMENTS
We compared our methods against already available
shadow volumes implementations on modern hardware
- robust geometry shader implementation and standard
shadow mapping, using which we also tried to evalu-
ate performance against Sintorn’s AFSM [Sintorn et al.,
2008]. We also tested two-pass per-triangle method
against similar geometry shader implementation. For
shadow volumes approaches, z-fail was used; shadow
map resolution was set to 8k x 8k texels.

Testing platform had following configuration: Intel
Xeon E3-1230V3, 3.3 GHz; 16GiB DDR3; GPUs:
AMD Radeon R9 280X 3 GiB GDDR5, nVidia

Spheres10x10 R280 G680
Triangles TS GS TS GS

32400 984 995 490 484 739 825 542 540
67600 921 963 488 487 624 667 494 513

102400 615 729 484 479 491 555 372 402
360000 203 233 270 272 218 228 131 135
1081600 72 88 104 110 82 94 46 49
1440000 56 72 84 91 67 81 36 39
1960000 34 41 59 62 49 58 26 28

Table 1: Performance of two determinism methods
measured in FPS on a scene with 10x10 spheres at dif-
ferent triangle count.

GeForce GTX 680 2 GiB GDDR5; Windows 7 x64;
driver version: 13.12 (AMD), 334.89 (nVidia).

3.1 Testing Scenes
We created a camera fly-through in two testing scenes,
each having one point light source.

• Sphere scene: synthetic scene containing adjustable
number of spheres (typically 100) with configurable
amount of detailness. Fly-through has 16 seconds.

• Crytek Sponza: popular model used to evaluate
computer graphics algorithms. 262 267 triangles,
40 seconds.

3.2 Results
Majority of our tests was performed on a sphere scene
with adjustable amount of geometry. First, we made a
flythrough in a scene containing 100 spheres with dif-
ferent amount of triangles per scene, the results can be
seen in Table 1 and graph in Fig. 5.

On GTX680, tessellation using reference edge is the
fastest, no matter the number of triangles, although the
performance gaps gets smaller with increasing num-
ber of triangles in scene. R9 280X showed differ-
ent results, tessellation was more than 2x faster when
the scene contained only 32K triangles but at approxi-
mately 300K, geometry shader method took lead.
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Dependence of performance on number of triangles for 10x10 spheres

R280TS Orig
R280TS Ref
G680TS Orig
G680TS Ref
R280GS Orig
R280GS Ref
G680GS Orig
G680GS Ref

Figure 5: Dependence of performance (FPS) on num-
ber of triangles on a scene with 10x10 spheres using
original and new deterministic method.4
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Spheres 1M R280 G680
Objects TS GS TS GS

1 73 92 111 120 106 134 55 60
4 74 94 113 121 101 126 53 58

25 64 76 97 101 76 88 46 50
64 68 76 90 89 61 66 40 43

100 64 70 84 82 58 62 39 42
240 58 55 70 64 50 49 35 36
399 53 48 61 54 36 36 27 28
625 43 38 53 46 29 27 22 22
851 40 44 46 50 24 25 19 20
1250 35 37 28 31 19 19 16 16
2500 23 19 15.1 15.4 12 11 10.8 10.1
3116 21.2 21.5 12.8 12.5 11.1 11.2 9.1 9.2
3920 15.7 14 10.1 10.12 9.1 8.7 7.7 7.5
5100 14.8 14.2 7.8 7.75 8.2 8.2 6.7 6.8

15600 7.45 6.45 3.07 3.14 10.5 9.1 3.6 3.6

Table 2: Dependence on number of objects for spheres
scene with 1M triangles. Bold values represent the
fastest algorithm/implementation for respective number
of objects, per GPU.

We further extended this test to performance depen-
dency on number of objects in a scene while maintainig
constant amount of geometry. This measurement was
carried out on Sphere scene, having 1 million triangles
(with deviation max 2%) in every case. No hardware
instancing was used, every object was drawn via sepa-
rate draw call. Results can be seen in Table 2 and graph
in Figure 6.
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Figure 6: Dependence on number of objects for spheres
scene with 1M triangles.

Contrary to previous measurements, tessellation was
faster on R9 280X, starting from 103 objects, although
reference edge was faster only in 40% cases. Moreover,
as can be seen in Fig. 6, there is a slight increase in FPS
in both geometry shader and tessellation implementa-
tions at about 1000 objects on Radeon. On GTX680,
tessellation method was faster in every case; eferenge
edge provided increased performance only in a half of
measurements, but in all other cases the difference was
only 1-3 FPS.

Sintorn in his AFSM paper Sintorn et al. [2008] stated
that his per-pixel precise shadow maps are 3-times
slower than standard 8Kx8K shadow mapping. In
order to evaluate our algorithm against AFSM, we

Spheres10x10 R280 G680
Triangles TS SM TS SM

32400 995 252 825 245
67600 963 250 667 237

102400 729 244 555 225
360000 233 219 228 190
1081600 88 168 94 135
1440000 72 155 81 115
1960000 41 120 58 103

Table 3: Shadow Mapping vs Tessellation Silhouettes,
10x10 sphere scene, FPS

conducted a measurement against shadow mapping
having resolution metioned above, results of which are
in table 3 and graph 7.
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R280TS
R280SM
G680TS
G680SM

Figure 7: Shadow Mapping vs Tessellation Silhouettes
on a scene with 10x10 spheres, measured in frames per
second.
Not only we managed to outperform shadow mapping
with triangle count up to ~400K triangles, but at al-
most 2M triangles our method was on par or faster
than AFSM - R9 280X dropped to 34% of SM perfor-
mance whereas GTX680 was only 44% slower than 8K
shadow mapping.
We also compared silhouette methods with two-pass
per-triangle tessellation implementation and 8K
shadow mapping (only on sphere scene, our framework
does not support omnidirectional shadow mapping) on
Crytek Sponza scene, results in table 4 and graph 8.
One can observe that per triangle tessellation method
is even faster than than both geometry shader meth-
ods running on Sponza scene. It is also worth noting
that per-triangle geometry-shader-based method pro-
vides more performance on this scene than silhouette-
based approach. On GTX680, the difference between
silhouette and per-triangle tessellation method is 122%,
whereas on R9 280X card it is only faster by 27%.
With increased amount of geometry in our synthetic test
scene, the situation turns around in favor to silhouette
methods. Also performance difference between shadow
mapping and tessellation on Radeon drops under 1/3
ratio, but GeForce is still able to maintain 43% of SM
performance.

4 CONCLUSIONS
We have developed new methods for computing
shadow volume silhouettes using tessellation shaders.

5
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R280 G680
Method Spheres Sponza Spheres Sponza

TS Triangle 5.8 102 7.9 83
TS Silhouette 23.7 130 32 185
GS Triangle 3.1 51 4.9 73

GS Silhouette 34 49 14.8 62
SM 93 0 74 0

Table 4: Overall comparison of GS, TS methods and
classic 8K shadow mapping on testing scenes - Sponza,
and Spheres with 4M triangles. Shadow mapping was
not evaluated on Sponza scene (zeros).
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Figure 8: Overall comparison of methods on testing
scenes - Sponza and Spheres with 4M triangles.

Our two-pass per-triangle tessellation method is, in
some cases, faster than silhouette algorithm imple-
mented in geometry shader, but loses performance as
geometry amount in the scene grows. Compared to
geometry shader per-triangle implementation, it was
faster in every measurement.

The silhouette method is more efficient, and as we have
proven in our measurements, mostly in scenes with
higher amount of geometry. GeForce GTX680 ben-
efited mostly from this algorithm, being faster than
geometry shader silhouette method. As for Radeon
R9 280X, geometry shader method is more suitable.
Tessellation method on Radeon proved to be faster in
Sponza scene, but our synthetic tests on sphere scene
showed that it’s performance is dominant only up to
~300K of triangles when having multiple objects in the
scene, or only up to 15K triangles when only a single
detailed object was drawn. In less detailed scenes it
was able to outperform nVidia-based card, but only up
to aforementioned 300K triangles.

Our robust algorthm was sped up by using a novel
method of multiplicity computation, which was able
to provide up to 31% performance gain in tessellation
method (13.5% in average), maximum speedup in ge-
ometry shader was 10.7% with average of 3.4%.

In comparison to standard SM and Sintorn’s Alias-Free
Shadow Maps (AFSM), our tessellation method pro-
vides better performance than 8K shadow maps up to
~400K triangles and then fall to 43% performance of
shadow mapping at 4M triangles on GeForce, 34% on
Radeon, which is on par or better than AFSM (it’s 3-
times slower than 8K SM) and is also simplier to im-
plement.

In the future, we would like to see an arbitrary± stencil
operation in hardware, configurable in shaders, which
would allow us to increase the speed of our method even
more, due to a lower number of triangles being drawn.
We also want to evaluate more hardware platforms and
explore GPGPU potential in the filed of shadow vol-
umes calculation.
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ABSTRACT
In this paper, we propose a method for recognizing a micro expression which is a small motion appearing on a
face by using a high density and high frame-rate 3D reconstruction method. Some studies report that the micro
expressions are caused by the change of mental state. If we can recognize the micro expressions, this information
could be useful for machines to understand the mental state of a human. With advancements of 3D reconstruction
methods, methods have been proposed to reconstruct dynamic objects such as motions of a human’s body in high
accuracy with high frame rate. Based on the data obtained from the high quality shape reconstruction method, the
proposed method recognizes the micro expressions. To detect a part of the face where the micro-expressions are
appeared, we propose an experimental estimation of the part. We also report a recognition rate of the change of
the mental state using the experimental system.

Keywords
Micro expression, Facial expression, AAM, Facial motion

1 INTRODUCTION

The human face displays much information of an inter-
nal (mental) state of a human. By using facial images,
many studies have been proposed to estimate the hu-
man mental state based on a machine learning. In these
facial expression recognition methods, they define 5-
8 types of human expressions and detect these expres-
sions at more than 90% recognition rate. This confirms
in terms of study that human expressions have certain
universality in which connects human emotions.

On the other hand, humans can purposefully control fa-
cial expressions different from their emotions. How-
ever, when experiments are performed to evaluate a fa-
cial expression recognition, whether or not it matches
the recognized facial expression and the subject’s true
emotion at this time is not distinguished, since it is ex-
cluded from this recognition problem. Ekman et. al. fo-
cuses on a facial expression when the mismatch occurs
between the expression and emotion[1]. According to

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

this work, they point out that when a person shows
facial expressions different from their true intentions,
there exists a part with small expression change and
difference in time to form the expressions. They call
the small change as ”micro expression”. In this study,
we verify whether or not a person’s change in mental
state appears on a face and to figure out the part it is ex-
pressed on by focusing on small movements (micro ex-
pressions) on the face. To detect the micro expressions,
a method which can capture facial motions with high
accuracy and high frame rate are used. Then we cap-
ture the facial motions by using Kinect[5] (common ac-
curacy and frame rate) to detect the micro expressions.
By comparing the recognition results of the micro ex-
pressions between the two capturing method, we also
show the required accuracy and frame rate to recognize
the micro expressions.

2 RELATED WORKS

2.1 Facial expression recognition
There are many studies of the human understanding
based on facial expressions, since the human face
displays various information including different emo-
tions. Among these, numerous experiments have been
performed regarding human expression detection. As
methods to detect expressions, using points that display
the outline of parts such as a mouth (facial feature
points), as well as dividing the face image into small
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regions and using its uniqueness of the region with
luminance gradient have been proposed. For method
using facial feature points, there is a method called
Active Appearance Model (AAM) that places feature
points on the outlines of major facial parts such as eyes
and nose, and using their changes as a feature[6]. Ek-
man et. al. first defined parts called Action Units (AUs)
that serve as a index to capture facial movements, then
extracted the movements from the image to detect
expressions[7]. Kotsia et. al. studied 8 types of AU
movements using Support Vector Machine (SVM) to
reach over 95% expression detection rate[8].

On the other hand, for methods using uniqueness in
small region, Shan et. al. extracted unique Local Bi-
nary Pattern as feature vector to be studied with SVM
to detect expressions[9]. As a result, they were able
to reach 91% identification rate for 7 different types
of expressions. According to a survey article regard-
ing expression detection, many methods have been pro-
posed that successfully reached over 90% recognition
rate[10], and general expression detection has been in
practice. On another note, for the purpose of aid-
ing speech detection from a voice, other methods have
been proposed to detect speech from the shape of the
mouth[11]. Many experiments have been performed to
recognize the information displayed on the human face,
by using facial feature points.

2.2 Researches focus on a micro expres-
sion

Ekman et. al. focused on the subtle movements dis-
played on the face[1]. In their research, they reported
that when a person tries to display expression differ-
ent from their emotions, the small movements appear-
ing on their face (micro expression) becomes differ-
ent from the expression with matched emotion. For
the research that utilizes the change in micro expres-
sion, a method has been proposed that measures the
amount of time it takes for the newborn child to rec-
ognize from the initial movement (200msfrom the be-
ginning) to the time of expression change detection
to identify their development disorder[12]. Su-Jing
et. al. proposed a method that detects micro ex-
pression from an image[2, 3]. Here, 5 types of mi-
cro expressions were detected from a moving image
captured at 60f ps which resulted in about 30− 47%
recognition ratio and concluded that it needs improve-
ments. Studies about the micro expression recognition
are still stages in-development and many studies re-
searched about the method to detect the feature of the
micro expressions[4]. Although mechanical detection
of micro expressions is crucial for human understand-
ing, its subtleness makes it difficult to detect.

Figure 1: Overview of the proposed system.
(a)Measurement of a face during speech. (b)Detection
of a part where a micro-expression appears.

2.3 Methods of feature detection of a face
As mentioned in 2.1, in order to detect expressions
based on facial feature points, it is necessary to ex-
tract high quality feature points from the image. Dollar
et. al. achieved error difference of 3 pixel by studying
the uniqueness on the image using Random fearn[13].
Also, Cao et. al.[14] was able to track feature points
in real time based on AAM, from the depth map ob-
tained from devices such as Kinect[5]. To detect the
micro expressions, it requires highly precise measure-
ment with high quality face shape data, we propose a
method that utilizes the detailed 3D shape data with
subtle changes displayed on the face. In our research,
by using the highly precise measurement of the 3D
shape data, we examine which movement related to hu-
man mental state is being displayed on the face. From
this result, we experimentally created a system that es-
timates a simple human mental state, and tested its de-
tection accuracy.

3 OVERVIEW OF THE RECOGNI-
TION TARGET AND ITS PROCESS

Our experiments are performed under the following hy-
pothesis: if the micro expressions are appeared accord-
ing with the changing of a person’s mental state, by
learning the pair of a facial motion and a mental state
of a person, a machine learning method can find the rel-
evances between the facial motion and the mental state
(fig. 1). This hypothesis agrees with the approach of a
facial expression recognition method. In the following
sections, we will explain the overview of the proposed
method.

3.1 Experimental method and the state of
the subject to be detected

In this research, facial motions under different mental
states are required to recognize the micro expressions.
To collect these motions, we assign the following sub-
jective experiments to capture facial motions (fig. 2).
The subject will see one vocabulary every three sec-
onds on the display, and is to read them out loud. Af-
ter the experiment, the subject is asked whether or not
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Figure 2: Experiment environment of the task.

they knew the vocabulary asked. Then if it was the
first time a subject pronounced a word, even if the sub-
ject could assume the meaning of the word from the
word, the word is categorized as "unknown". From
this experiment, we can record two types of conditions
where one knows the vocabulary already and their vo-
cal state is normal; the other is where the subject did
not know the vocabulary and speaks under pressure
of thought. The reason to choose this method is that
the recognition problem becomes simple with only two
states (knows/don’t know), and the subject can cor-
rectly answer the mental state after the experiment. A
dataset[15] was used for the vocabulary set.

3.2 Measurement method of 3D shape of
a face

In our experiment, we measure the 3D shape of the sub-
ject’s face from the front while they are answering the
questions. For measurement, we use the two types of
3D reconstruction methods; one is that allows high res-
olution and high frame rate, another is a simple mea-
surement method using Kinect. The facial motion data
from the first measurement method is to determine if
there are changes in the face when the subject experi-
ences an unknown word, and to detect the region with
changes. The second measurement method was done to
determine if a simple measurement system can accom-
modate the proposed detection problem. Table 1 and
fig. 3 show the difference between the two measure-
ment methods in respect to measurement preciseness
and the difference in the number of measured points.
The Table 1 shows the numbers of points when the
reconstruction system (camera) is located in the min-
imum distance from a face. The next section will ex-
plain the detection method of the facial area where the
micro-expression is appeared from an input point cloud.

3.3 Estimation of the site of micro expres-
sion using precise 3D facial motions

According to the research of Ekman et. al. men-
tioned above[1]., the human face has parts that are easy
to actively control and parts that are not so easy. It

Table 1: Comparisons of specifications of each mea-
surement method.

Measurement method
High accuracy Kinect

Resolution(mm) 0.3 2
No. of points 30,000 5,000
Frame rate 200 20

Figure 3: Comparison of point clouds captured by both
measurement methods. (a)Points scanned by the high
accuracy method. (b)Points scanned by Kinect.

is reported as one example, the characteristic region
around the mouth is easily controlled, spaces between
eye brows are difficult to control, where the true emo-
tion are often expressed. Since facial movement is
likely to have different uniqueness between different
parts, the face is divided into mouth region, nose region,
and the eye brow region and determined which region
best contains uniqueness regarding detection of words
used in this experiment. For each region, points are se-
lected randomly from the starting frame of the face with
speech, and variation in the depth direction at those po-
sitions is recorded. Then, using the feature vector for
this variation and by placing supervised learning labels
as the unknown words, the difference in the recogni-
tion rate is compared (fig. 1(b)). From the result, in
the parts with high identification rate, the movement re-
lated to the unknown word is considered to be present.
The detailed method is stated in section 4.

3.4 Recognition of unknown word with
Kinect

As method explained in section 3.3, by using a large
number of feature points with high-precision sensor, it
is possible to measure the small changes in the face and
although it is advantageous for the recognition of sub-
tle movements of the face, it requires special equipment
for capturing and also too costly. On the other hand,
its measurement accuracy is low and when using sen-
sor with low frame rate, it is possible to not be able to
find the subtle movement changes. For this problem,
since it is possible to limit the part with unique defor-
mation as mentioned in section 3.3, the change in the
recognition rate is examined for the narrow measure-
ment range. Cheaper 3D measurement device, Kinect is
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used for this experiment. Ideas of measurement method
using the Kinect are described in section 5.

4 STUDY OF SPEECH FEATURE
BASED ON HIGH-PRECISION 3D
SHAPE DATA

This section experimentally detects which site appears
to uniquely show the difference in the shape by recog-
nition of the words during pronunciation using the 3D
shape data of the face taken on high speed and high pre-
cision.

4.1 Measurement of high-precision facial
movement data

In the study presented in this section, it is necessary to
extract the movement unaffected by the difference of
the words spoken by the subject, and only the move-
ments originating from movements from unknown
words. Furthermore, since there is a possibility that a
micro expression might have a‘ habit’specific to
the subject, two patterns of study are performed for the
case of extracting individual features for each subject,
and for the case of extracting regardless of the subject.
For this study, multiple speakers are asked to read the
words multiple times, and the face shapes are measured
individually. The measurement was performed contin-
uously until 14 known and 14 unknown words appear
to be used to be further evaluated. Whether the words
were known or unknown is reported from the subject
after the measurement (after speech).

4.2 Study of movement data and the data
used for the comparison survey

Since there are facial parts that are easy to control
and parts that are not so easy[1] we divide a face into
three regions: mouth, nose, and eyes for defining the
feature vectors of facial movements. This study was
done using the shape deformation data in the region
of radius 2.5cm from the center position, for the three
parts: mouth, nose, and between the eyebrows (fig. 4).
We given the center positions of each region manu-
ally and 200 points are selected randomly in each re-
gion. We define the feature of the facial movement
by using the depth directional changes of 100 frames
(0.5 sec) at each point. By applying the facial mo-
tion tracking method[16], we track the motion of each
points. The following measurement was performed for
the 14 known and unknown words respectively, with
each dataset being represented by 100 reference points.
We define the feature vector of each point as Z-axis
movements of the point in 100 frames (100 dimension
vectors). Also, each feature vector was given a label
whether or not the words were known or unknown.
Based on these feature vectors and labels, even when

ｒ

ｒ

ｒ

Figure 4: Comparison areas of a motion feature.

given with multi-dimensional data with numerous in-
structing data, mechanical study is performed that can
efficiently learn using two class classifying Local Deep
Kernel Learning (LDKL)[17].

4.3 Investigation of the recognition rate
when considering individuality of the
micro expression

We collect the motion data of 28 words (14 known, 14
unknown) from 6 subjects. The 24 words (12 known, 12
unknown) ware used for machine learning and 4 words
ware used for evaluation. Table 2 shows the recognition
ratio for 6 individuals. In any subject’s case, the result
from the motion features of the area around the nose
had the highest detection rate. In particular, 75% or
more detection rate was shown for the knowledge of
words, and is highly likely that the nose area displays
a feature movement. On the other hand, subject B’s
recognition ratio of unknown words was 46%, which
shows that movement feature did not occur. Further,
the recognition rate for the mouth region indicates 54−
65%, but it cannot be said so when it is considered to
have two type classification, thus motion resulting from
the unknown words were found at the mouth region.
This is also true for the region between eye brows.

4.4 Investigation of the recognition rate
when not considering individuality of
the micro expression

Next, we investigate the recognition ratio using the data
without distinguishing characteristic movements for all
subjects. Evaluation was done using the set of vocabu-
lary not used in the learning process for each individual.
The result is shown on Table 3.

Although the identification rate of the result has in-
creased here, when it is compared with the data used
for the learning process in section 4.3, it has decreased.
This result shows that micro expression has some lev-
els of individual differences. This is connected to the
research mentioned by Ekman et. al. that ability to hide
emotions such as a startle is different from subject to
subject[1]. Therefore, when trying to make an identifi-
cation device that uses multiple subjects, a solution is
needed to overcome individual differences.
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Table 2: Recognition rate of unknown words based on the motion data of the same person（%）. T:Known,
F:Unknown words.

Subject A Subject B Subject C Subject D Subject E Subject F Total
T F T F T F T F T F T F T F

Mouth 62 65 54 65 66 45 77 45 70 13 29 62 60 49
Nose 79 77 77 46 75 78 70 69 78 57 73 74 75 67
Brow 44 5 72 34 41 19 55 18 85 51 71 21 61 34

Table 3: Recognition rate of unknown words based on the all motion data（%）. T:Known, F:Unknown words.

Subject A Subject B Subject C Subject D Subject E Subject F Total
T F T F T F T F T F T F T F

Mouth 45 54 69 62 52 75 36 54 53 70 24 68 46 64
Nose 72 45 62 73 73 79 75 76 87 31 73 86 74 65
Brow 58 4 50 61 53 15 45 21 84 76 43 30 55 35

5 DETECTION WITH A SIMPLE SYS-
TEM USING KINECT

From the result of section 4, when identifying the nose
area, information to help identify the cognitive word
can be obtained. Based on this knowledge, the change
of detection rate using Kinect, which has more noise
than the measurement method explained in section 4, is
researched.

5.1 Measurement data and pretreatment
In addition to the target measurement of the 3D shape,
64 points of feature points can be obtained from the
Kinect as the facial feature points[5].. Out of them,
by using the 12 points that make up the outline of the
nose, it is used as the detection and the study of the
depth direction of the point as its feature vector. How-
ever, since there is a possibility that measurement errors
and noise are contained in the Kinect, by pre-analyzing
the motion information for frequency and also remov-
ing the signal component of 10Hz or more, variation
of the time series have been smoothed out. In order
to gather data from all of the seven subjects involved,
facial data was measured for the full 60-words vocal-
ization dataset. The known and unknown word ratio is
215:145. The ratio of the known words is structured to
be slightly higher.

5.2 Recognition based on motion charac-
teristics using Kinect

As similar to the experiment done in section 4.3, the
study and its recognition is done using the same subject.
From the 60-word worth of vocalization data gathered
from one subject, 12 points that make up the nose and
40 frames (2.0sec) were obtained. Also, 45 words dur-
ing the study process, and 15 words for evaluation were
used. The result is as shown on Table 4.

From this result, although it can recognize the informa-
tion regarding the unknown words from a partial sub-
ject, there are some subjects that couldn’t capture any
feature points. As stated in section 4.4, for subjects that
shows little micro expressions, lowering the measure-
ment accuracy makes it difficult to capture the feature
points.

Table 4 also shows the results obtained when using only
motion feature vectors for the mouth and eye brow area.
As with the identification result based on accurate data,
as compared to the nose area, recognition rate has de-
creased. Within the result, there are some results from
the mouth data from subject A and C, subject B’s eye
brow data that has more than 80% accuracy. Since this
is a two class problem, if the detection device tends to
put the input data more in one class, one class will end
up having higher recognition rate than the other. It is
likely that the similar phenomenon occurred in our ex-
periment, since the other ratio was at 43%.

6 CONCLUSIONS
In this paper, by using the dense, accurate facial shape
measurement, we propose a method to find subtle yet
specific moving parts called micro expression. In order
to verify the set of methods to identify the site of mi-
cro expression and its accuracy, as a simple recognition
problem, vocalizing unknown words was assigned to be
further analyzed mechanically. As a result, for the task
given to the subject, by using highly accurate data of
the facial movement, we were able to identify feature
parts that matches with the human mental state, and
able to estimate at about 75% accuracy. On the other
hand, if the accuracy of the face shape measurement
was decreased by few mm and lower the frame rate
to 20f ps, recognition of the micro expression became
troublesome. Further research will improve the exper-
imental method to create micro expression, as well as
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Table 4: Recognition rate（%）based on feature vectors around the mouth, nose and brow. T:Known, F:Unknown
words.

Mouth Brow Brow
T F Total T F Total T F Total

S
u
b
j
e
c
t

A 87 43 67 64 78 70 62 0 33
B 67 33 53 56 60 57 88 14 53
C 80 40 53 100 50 80 60 50 53
D 36 55 44 67 67 67 46 42 44
E 56 50 53 33 67 47 25 29 27
F 72 0 53 88 29 60 83 22 47
G 25 73 60 75 54 60 20 70 53

by performing on larger scale subject number, we aim
to structure feature movements based on micro expres-
sions.
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Human-Computer Interaction Using
Robust Gesture Recognition

Matthias Endler Oleg Lobachev Michael Guthe

University Bayreuth, 95447 Bayreuth, Germany

ABSTRACT
We present a detector cascade for robust real-time tracking of hand movements on consumer-level hardware. We
adapt existing detectors to our setting: Haar, CAMSHIFT, shape detector, skin detector. We use all these detectors
at once. Our main contributions are: first, utilization of bootstrapping: Haar bootstraps itself, then its results are
used to bootstrap the other filters; second, the usage of temporal filtering for more robust detection and to remove
outliers; third, we adapted the detectors for more robust hand detection. The resulting system produces very robust
results in real time. We evaluate both the robustness and the real-time capability.

Keywords
human-computer interaction, gesture recognition, computer vision, hand tracking

Figure 1: Hand detection and tracling. From left to right: overview of the setup; input frame with Haar-detected
bounding box, CAMSHIFT-fitted-ellipse, and bootstrapped-Shape-bounding box; Haar bootstrapping (only once
during initialization); final result with hand tracked and fingers counted, used to control applications.

1 INTRODUCTION

Robust, gesture based device control enables a plethora
of possibilities to simplify our everyday life, as ges-
tures are an important natural form of human expression.
Gestures are a natural part of human interaction. With
intrinsic form of communication for human-machine
interaction one could intuitively control various devices.

A popular approach in gesture recognition is using spe-
cial hardware. Gesture recognition was always highly
motivated by gaming applications. One of the most
prominent examples include Microsoft Kinect that uti-
lizes depth-mapping to augment the vision process. In
a contrast to such approaches, we utilize unaugmented
live 2D input from a webcam. Our goal is to combine

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without fee
provided that copies are not made or distributed for profit or
commercial advantage and that copies bear this notice and the
full citation on the first page. To copy otherwise, or republish,
to post on servers or to redistribute to lists, requires prior
specific permission and/or a fee.

multiple gesture detection methods in a stable pipeline
to achieve robustness and real-time capability.
This work focuses on hand movement. Our system falls
in the category of dynamic action recognition – we con-
sider the temporal aspect. However, before we can com-
pute the hand movement, we need to secure that the
object we are tracking is indeed user’s hand.
We do not apply machine learning techniques, but com-
bine and augment known gesture detection algorithms.
Each method receives input frames and returns a de-
tected shape (in some form) and a confidence level.
These results are combined to maximize performance.
We use the Haar classifier [11, 18], CAMSHIFT [5],
Shape [4], and Skin [13, 16]. An overview is shown in
Figure 1. To further increase the performance we have
modified the algorithms, as detailed below.
Some of these algorithms (we denote detectors or fil-
ters from now on) require prior training. We solve the
problem with bootstrapping. As soon as the simplest de-
tector produces results with sufficient confidence, these
are used to train the more sophisticated detectors. This
is an iterative process, that nevertheless completes quite
fast and does not interfere with the actual interaction
session. The ‘filter cascade’ allows us to execute the
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final training on the actual data, hence no discrepancy
arises between the training and interaction data sets.
The contributions of this paper include: An iterative
bootstrapping approach to supply the filters with re-
quired initial data, basing on the same data stream the
detection will subsequently operate; Modifications of
the detector algorithms to optimize their performance
for hand detection; Evaluation of the resulting software,
especially in terms of real-time capability and robustness
of the detection process.

2 RELATED WORK
Directly related to our approach is gesture recognition
in games, like the Microsoft Kinect [20], however the
Kinect uses additional depth information that we do not
utilize. Wang et al. [19] compared various classifier com-
binations for hand gesture recognition. Their input was
acquired with two cameras, we use only one webcam; in
a further contrast we operate on the live webcam stream
and continuously apply some temporal predicates.
We agree with the general state of the art (e.g. [15]) on
the segmentation of the hand, however, we use a com-
bination of various methods like Viola–Jones classifier
[18] (from now on called Haar) and the CAMSHIFT al-
gorithm [5] instead of their phases two and three of [15].
The advances in sign language recognition [1, 3, 9] are
less relevant to us, as for these approaches two hand
gestures need to be recognized; hand positions relatively
to each other and to the face matter. Varying languages
are a further difficulty level.
We refer to two surveys [8, 14] of recognition and track-
ing methods. Quite related to our work are various
keypoint and feature detection algorithms [2, 10, 12].
A recent comparison of binary features is [7]. Vezh-
nevets et al. [17] survey early skin detection methods.
Similar to many others we also use the HSV color space.
Tripathi et al. [16] use YCbCr color model. Our Skin
reimplements Pulkit and Atsuo [13].

3 FILTERS
Our system consists of several image filters used as
hand detectors. We divide the detectors into position
and the feature cascades. Our approach combines multi-
ple detectors: Haar, CAMSHIFT, Shape, and Skin, an
overview is in Figure 2. The first cascade is responsible
for obtaining the location of a hand in an image, the sec-
ond exposes hand features in a given area of an image.
It requires the data from the first, position cascade to
function properly. Even further, the CAMSHIFT and
Shape filters from the position cascade are bootstrapped
using the data from the Haar filter. Here we describe the
separate filters, Section 4 discusses their combination.
Our Haar filter was introduced as Viola–Jones cascade-
classifier [18], with further extensions (e.g. rotation)
[11]. It produces a magnitude of features, similar to Haar

Position cascade

Feature cascade

Input

Haar

CAMSHIFT Shape

Skin BG

Output

Figure 2: A schematic representation of our approach.
First cascade filters provide information to second cas-
cade. Background subtraction (BG) is future work.

bases and then utilizes AdaBoost [6] to select the few
meaningful specimen. Haar combines multiple weak
classifiers to a stronger one [11]. The cascade of classi-
fiers is a chain, where each classifier detects almost all
positive features and removes a significant part of nega-
tive features – each classifier removes a different kind of
negative features, thus the chain yields highly accurate
results. Haar is typically used for face recognition, the
detection rate for frontal faces can be as high as 98%.
While we also used it to eliminate the face in the input
image in the pre-processing stage, our critical usage of
Haar stems on a training set with hand images.

Continuously Adaptive Mean-Shift (CAMSHIFT) [5]
basically computes a hue histogram of the tracked area
and, in the new frame, shifts the tracked area based on
probabilities of the pixels to be part of the tracked area.
The shift goes to the center of gravity of most probable
pixels. Then the histogram is updated. CAMSHIFT
requires the initial area to track. We basically use the
part of the image for that Haar is confident enough and
track it not merely with Haar, but also with CAMSHIFT
and Shape, see Section 4 for details.

A further (very popular) filter is template matching [4].
Given an base image (the haystack) and a smaller tem-
plate image of size w× h, (the needle), we compare
patches of size w×h with the template image, the nee-
dle appears at the patch position with the maximum
value. Our Shape filter detects the hand position in this
manner. We utilize only the red channel and use the
normalized cross-correlation metric. The shape of the
hand is obtained from the Haar filter.

A single skin color model can be successfully used for
most human beings in HSV color space [5]. The hue
value won’t vary much, only the saturation needs to be
adjusted individually. We adjusted saturation and bright-
ness for the varying real-life lightning configurations,
our Skin detector utilizes these data.

4 TRACKING SYSTEM
We aim for a real-time capable system that is very robust
in terms of detection performance and is easily usable
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as a software component in larger applications. The
system should work without the need for long calibration
steps, it should be platform independent and mostly
unobtrusive. After our system has registered the gesture,
an action is triggered.

Given an average frame rate of 24 fps, a calculation
time of about 40 ms sets a challenging boundary. Even
more, as delays would dramatically affect user experi-
ence. We optimized the code for real-time usage. The
number of false positives needs to be kept to a minimum.
Extensibility is also required. We used a modular plu-
gin system for the detection algorithms and a high-level
scripting language (Python) with the highly optimized
C++ library OpenCV.

All filters were adjusted to improve hand detection. Haar
has proven very robust in our tests, we use it to detect the
initial hand position. During early tests, we experienced
many false-positives with a face. Therefore, a cascade
trained on frontal and profile faces was used to remove
the face in the image (if any), improving the hand detec-
tion rate significantly. We further use two separate hand
cascades. One detects open hands and the other one
fists. All three cascades run inside one detector. Haar
often detects the same object at slightly different posi-
tions, called neighbors. The more neighbors, the more
likely is the correct detection. We dynamically adjust
the minimum number of neighbors to retain a candidate.

Haar performs very good on simple, plain-colored back-
grounds, but it falls short on complex backgrounds
and in difficult lighting conditions. It is quite vul-
nerable to hand rotations. CAMSHIFT can adapt to
changing brightness and hand rotation with backprojec-
tion. It provides stable results for complex backgrounds.
CAMSHIFT is prone to errors, when other skin-colored
objects (e.g. the face) are visible. Shape shows a similar
behavior: Our modification made it agnostic to lightning.
Like Haar, it won’t detect tilted hands. To compensate
for varying light conditions, Haar and Shape work on
normalized grayscale images; CAMSHIFT and Skin
filter operate in HSV.

We assume that the bounding boxes of the hand in two
consecutive frames need to overlap. We use a memory
buffer for a few previous detected hand positions for
each filter and discard outliers. This approach facilitates
a temporal link between separate frames.

CAMSHIFT and Shape are bootstrapped with data from
Haar filter. Haar bootstraps itself – we use an initial cali-
bration phase when the hand is not moved. The consec-
utive bounding boxes, detected by Haar should overlap
(see Figure 1). Such bootstrapping functions surpris-
ingly good and is one of the novelties of our approach.
Haar uses cascade data, pre-trained for hand detection,
but Haar is not training its cascades on the hand of the
user! Just holding the hand in front of the webcam for
few seconds suffices to produce then confident results

with Haar. The hand region is passed to CAMSHIFT
and Shape, so they can perform the tracking. In other
words, with our bootstrapping technique we are able to
track not some hand, but exactly the hand of the current
user. This ensures fast and consistent operation.

5 RESULTS
We evaluate both the robustness and the real-time capa-
bility of our implementation. We use a MacBook Pro
with a 2.4 GHz Intel Core 2 Duo, 4 GB of RAM and its
integrated camera, Python 2.7, and OpenCV 2.4.6.

We test our system in various repeatable conditions
of different ‘difficulty grade.‘We recorded our typi-
cal gestures in various light conditions, with varying
complexity of the background and at various speed
of gesturing. The videos are publicly available un-
der http://bit.ly/R6Owu6. The background complexity
varies between simple background, skin-colored back-
ground, complex background, and mirroring. For the
tests below we used two gestures: ’Exposé’ and ‘Move.’
Table 1 presents the assessment. We saw a good perfor-
mance almost everywhere; underexposure and highly
specular background were expectantly problematic.

# Background Lighting conditions Gesture Speed Result

1 Simple Normal Exposé Slow +
2 Simple Normal Exposé Fast +
3 Simple Overexp. Move Slow +1

4 Simple Overexp. Exposé Slow +
5 Simple Underexp. Exposé Slow +
6 Skin-colored Underexp. (Noise) Exposé Fast +2

7 Moving Changing Exposé Slow +
8 Reflections Underexp. Exposé Fast +2

9 Reflections Underexp. Move Slow −3

10 Reflections Normal Move Slow +1,2

Table 1: Results of the robustness evaluation.

The real-time capability was achieved. In our visual
tests, the system worked fluidly, at significantly faster-
than-normal frame rate. We noticed no disturbance when
the system was working on live video feed. We used
the machine’s integrated camera and also experimented
with an external webcam. The video was sampled at 24
frames per second.

We have benchmarked a typical video sequence for a
drag and drop ‘Move’ gesture (video #3 from above);
the results are shown in Table 2. This table serves as
a quantifiable comparison of our method and existing
work: how would the filters perform solely? We observe
that all filters are highly real-time capable.

Combining the worst case timings of all filters, we theo-
retically achieve at least 18 fps on a quite dated machine

1 With prior bootstrapping.
2 After some tweaking.
3 Haar did not correctly identify the hand.
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Filter
Frames per second

mean median variance min.

Haar 107.74 109.98 331.46 60.51
CAMSHIFT 394.4 403.9 1402.99 161.5
Shape 125.62 130.11 198.81 36.98
Skin 774.4 732.5 48210.8 157.7

Table 2: Benchmark results. We show the hypothetical
frame per second rate for each filter, if executed solely.

using a single threaded implementation. Note that the
actual minimum frame rate is even higher (45 fps), so
the method is definitively real-time capable.

6 CONCLUSION
We have presented a new combination of several detec-
tors for the robust, real-time hand gesture recognition.
We have modified and adapted multiple methods from
computer vision: Haar, CAMSHIFT, Shape, and Skin
filters. They are typically used for face detection, but we
adapted them to hand recognition. We have composed
them into a working and robust system. Our contribution
includes: Chaining the filters into two cascades: one for
position detection and one for the shape of the hand;
Temporal heuristics and position consensus remove de-
tection outliers, thus improving robustness. Our system
has a short-time memory. All filters need to agree on the
roughly the same area, a complete outlier is discarded;
The filters are bootstrapped, hence we always operate
on recent and relevant data.

The bootstrapping is an important trait of our system.
Most filters require some initial images to track and/or
compare with. We iterate one filter until it reaches suf-
ficient confidence levels and then use the successfully
detected hand position as input for the further, advanced
filters. Such a technique proves to be very stable, as
it adapts the whole chain to the particularities of the
current user (hand shape, hand size, skin color, etc.) and
the current setting (e.g. background, light conditions,
white balance). This also increases the robustness.

Our system works with a stock webcam on an inexpen-
sive consumer computer hardware. The average filter
performance was well real-time on a quite outdated ma-
chine. One important future goal is to port our software
to systems with little processing power (such as embed-
ded devices or smartphones). With background subtrac-
tion we would be able to to reduce the search window
and hence to achieve better performance. Threading
would greatly improve the real-time performance by
executing independent filters in parallel.

A crucial issue is the minimization of false positives. We
have already improved this point, but it would be possi-
ble to improve even more. On that account, we want to
implement more heuristics and algorithms, which help

the system track hands despite the occlusion. Of course,
simply detecting more gestures is also important.
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ABSTRACT
This paper proposes a method that applies particle systems to simulate results of hydrological erosion caused by
spout, like riverbeds. The terrain model is divided into two layers. The first one stores heights data (typical height-
field) while the second is reserved for hardness data. This data structure enables fast and simple implementation
of terrain deformation. We present the construction of a particle system terrain modifier, its main attributes and
how they influence the final product of the modelling process. The proposed technique behaves like in classical
particle systems. It uses emitter as element that control starting location, direction and quantity of particles in
a given simulation environment. We choose parameters for particles such as: the current position, directional
angle, linear velocity, rotation angle, rotation velocity and the size which define its zone of influence for landscape
modification processes. Each emitted particle is moving (rolling) over the surface of terrain structure making
deformations at its current position. Scale of the modifications depends on particle parameters and landscape
structure susceptibility for modifications process under the particle influence zone. The proposed method is not
intended to simulate physically erosion process, but focuses on its results for exploitation in virtual environments
in real-time simulations and rapid prototyping of virtual terrains.

Keywords
particle systems, terrain surface modelling, riverbed generation, hardness-field, virtual environment.

1 INTRODUCTION
The achievement of an ideal form in a virtual land-
scape is possible as far as developers, artists and virtual
world builders spend a lot of time manually deforming
polygon-meshes. Alternatively, an acceptable level can
be obtained much faster by automated techniques. Ap-
plications of those techniques have been used in elec-
tronic systems with elements of virtual environment for
military and civilian training courses, digital entertain-
ment and game developing [Ric99a, Bon05a, Sme10a].

The foundations of mostly generation techniques of ter-
rain modelling are based on self similarity fractal algo-
rithms. Traditional method uses Madelbrot’s Midpoint
Displacement algorithm and was proposed by Fournier,
Fussell and Carpenter [Fou82a]. Initial height-field grid

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

has 2x2 resolution and in recursive subdivision, the
method increases terrain model precision by calcula-
tion of height values of newly generated height-field
nodes as the averaged height of the neighbour points
displaced by a random offset. The subdivision part
of the algorithm faced several modifications. Man-
delbrot and Musgrave proposed the Hexagon Subdivi-
sion and Miller presented both Diamond-Square and
Square-Square subdivisions algorithms. All proposed
modifications give alternative models for selection of
neighbour points, but the main idea of algorithm still re-
mains unchanged [Mil86a, Mus89a, Koh92a, Sal02a].
Virtual scenery can be simply improved by adding
rivers, by simulations of geological structure eroded
by flow of spout with use of method based on Com-
putational Fluid Dynamics (CFD). This techniques
simulate natural flow of water based on physical
model [Fos01a, Cha06a]. Results of simulations are
visually acceptable but cost of computations is very
high and disqualify this techniques for interactive
terrain synthesis.
The real-time method for river-based or rainfall erosion
models was presented by Nagashima [Nag97a]. Start-
ing point of the method is put on top of the midpoint
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displacement algorithm, which sets the base edge of
erosion. In the following steps the method makes
deeper modifications as erosion process proceeds.
Teoh [Teo08a] extends procedural method to simula-
tions of coastal erosion, river meanders and river delta
formation.

Particle systems are an alternative approach to chaos-
based terrain modelling. The technique was originally
developed for computer graphics by Reeves [Ree83a]
as a fast method for real-time modelling of object with
irregular, dynamically changing objects with no defined
surface like clouds, fire or explosion. It can be also used
for modelling of vegetation and foliage. Proposition
of parallel implementation was done Sims [Sim90a]
and was adopted by McAllister [McA00a] and Kolb,
Latta and Rezk-Salama [Kol04a] for their descriptions
of particle systems. Using particle systems for terrain
surface modelling, gives us tools to generate complex
height-field data, similar to mountains or island-like
forms [War08a]. Benes and Roa [Ben04a] uses the
technique to simulate sand (or snow) movement and
its interaction with other objects in a virtual environ-
ment. As shown by research of Benes [Ben08a] and
Kristof, Benes, Krivanek and Stava [Kri09a] particle
systems can be successfully adopted in simulation of
erosion processes. Due to its characteristics the tech-
nique can be used as landscape deformer enriched with
canyons or riverbeds.

2 TERRAIN MODEL
We use terrain model which is constructed from two
layers. The first layer is a standard height-field. The
second layer corresponds to the associated hardness-
field [War12a]. The resolution, heights and hardness
records on both layers are corresponding mutually. The
terrain layers initial data can be derived from a file of
real landscape data, e.g., Digital Elevation Map (DEM)
or Geographic Information System (GIS). It can be also
modelled by any automated method, when this infor-
mation is unavailable or cost of its extraction is unprof-
itable and procedural results are quite acceptable.

In the Figure 1 we can see the rendered island based
on height-field layer, generated by particle downfall al-
gorithm [War09a]. The model was rendered in Ter-
ragen. Figure 2 shows artificially generated hardness
layer, with use of the Poisson Faulting hardness synthe-
sis algorithm [War12a]. The sample layer is in 6th class,
which means that it contains information about distri-
bution of six types of materials with different hardness
value (each material is depicted with different shade in
greyscale).

3 PARTICLE SYSTEM
The proposed particle system consists of a collection of
particles and an emitter, which controls starting loca-

Figure 1: Sample of height-field based island.

Figure 2: Sample of generated hardness-field.

tion, direction and number of active particles in the sys-
tem environment. Each particle is described by its posi-
tion, directional angle, linear velocity, rotational angle,
rotational velocity and size.

The particle starting position is selected randomly from
area defined by the emitter window. Particle destruction
occurs in two cases. Firstly, when its current position
exceed bounds of the system workspace. Secondly, as
a result of collision with existing terrain fragment. In
addition, the collision causes modification (erosion) of
the terrain fragment. The erosion zone is related di-
rectly to a collided particle size.

4 RIVERBED MODELLING
Setting the emitter position on a side of virtual terrain
defines the starting point of the modelled riverbed and
its width is defined by the size of the emission window
(see Figure 3).

Figure 3: Outline of modelled riverbed.

For our simulation process we supposed that all par-
ticles move over the landscape surface. Therefore,
we can project their trajectory calculations to a planar
equation. Let (xo,yo) be a position of point (O) around
which given particle (P) rotates. Let (v) be the particle
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linear velocity and (α) be its current linear angle. Let
(r) corresponds to the particle offset to the (O) point
and (β ) be its current rotational angle. Then new po-
sition for the particle (P) defined as pair of coordinates
(x,y) can be acquired with use of Equation 1 and its ge-
ometric representation is shown in Figure 4.

P(x,y) =

 x = xo + v∗ cos(α)+ r ∗ cos(β )

y = yo + v∗ sin(α)+ r ∗ sin(β )
(1)

Figure 4: Geometric representation of rotational parti-
cle position in R2 space.
With the particles movement, terrain is deformed. The
strength of these modifications depends on particle pa-
rameters and landscape erosion resistance. Let (P) be
a particle at position defined as (x,y) and (s) be its size.
Let (i, j) be a coordinate at height-field layer. Then the
decreasing factor (∆h) for this coordinates can be ac-
quired with Equation 2.

∆hi, j =
√

s2−
(
(i− x)2 +( j− y)2

)
(2)

The main feature of decreasing factor (∆h) is that it has
positive value if the height-field cell is inside the parti-
cle zone of erosion and it is negative outside. For our
research, we assumed that each height-field cell with
positive decreasing factor is a subject to erosion pro-
cedure. Let (h) be a height-field layer cell at defined
position (i, j) and (∆h) be its decreasing factor. Let (d)
be a hardness-field layer cell at the same coordinates.
Then the new height value (h′) can be acquired with
Equation 3.

h′i, j =

 hi, j−∆hi, j ∗di, j, if ∆hi, j > 0

hi, j, otherwise
(3)

5 CONCLUSIONS
The flow of particles in a virtual environment is simi-
lar to spout. The appropriate simulation of interacting
particles for virtual terrain scenery makes it possible to
use these techniques to model landscape structures sub-
jected to permanent influence of the hydrological ero-
sion process. The parametric algorithm makes it possi-
ble to adapt those results for a satisfactory level of the

modelled terrain. Selection of suitable system attributes
enables us to simulate the effects of liquid dynamics on
the basic landscape surface.
The performance of the proposed technique depends
mostly on the number of particles and decreases while
this number increases. Computational complexity was
estimated as F(n) = 6n+4, where n is a number of par-
ticles. This property of the algorithm enables landscape
forming in near real-time simulation, thus it offers in-
teractive terrain sculpting.
In Figure 5 we can observe comparison of results of
simulation. Top sub-figure shows riverbed achieved
without particle rotation. The other two sub-figures
presents model were rotational particles were applied
(with and without water layer). All simulations were
performed with identical pre-generated 5th class
hardness-field layer. In Figure 6 we presents other
models generated with the method. All samples was
rendered in Terragen.

(a) model without particle rotation

(b) model with particle rotation

(c) model with particle rotation and without water layer

Figure 5: Sample of riverbeds generated over plain
height-field with pre-generated hardness records.

Further work will focus on the definition of a fully
deterministic method, which could be used to deter-
mine flood routes or for optimal regulation of riverbeds.
Next, we plan extend this technique to terrain models
based on voxel representation.
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Figure 6: Samples of riverbeds generated with the algorithm.
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ABSTRACT
Interactive digital public displays that track viewer’s position are currently inaccessible to the average consumer.
Many tracking systems available on the market are prohibitively expensive and are out of scope for small business
owners to purchase. A system can be devised by researching and testing various consumer level tracking tech-
nologies in a low cost and accessible manner. Microsoft’s Kinect in tandem with Unity3D offers a system that is
straightforward to use and allows for ease of implementation. The resulting technique can be quickly carried out
to create an interactive digital public display.
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Microsoft Kinect, projection, Unity3D, low cost, public display, interactivity, computer graphics

1 INTRODUCTION
The world is growing increasingly interactive, and dis-
plays that were once analog are becoming digital. Bill-
boards are transitioning from paper to large-scale dig-
ital displays, which allow multiple advertisements on
billboard. Within these new digital displays, the ability
to switch and transform the visuals is as easy as a press
of the button [Bor00b]. As these surfaces are transition
from analog to digital the prospect for interactive pub-
lic displays, become abundantly possible. These digital
public displays have the capability to develop beyond
just images and words to create a lasting impression on
the consumer. This development of content on these
public display systems is evolving, however, developers
have yet to leverage today’s technology [Alt01a]. Dig-
ital public displays can become more than just digital
billboards on the side of the road. These displays can
be signs in storefronts, advertisements in transportation
centers, and museum displays.

Although public displays are making the transition
from analog to digital displays, advertisers have not
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prior specific permission and/or a fee.

moved beyond using these display areas as more than
digital posters [Bor00b]. The full potential of these
digital public displays is still an open area to explore.
With the growing number of these displays developing
within outdoor and indoor spaces, there is lies an
ability to create new experiences, which change the
framework of existing public displays [Ren00a]. While
public displays can further explore interactivity within
digital systems, there are existing ideas of interactive
systems that the public know. For example after
user notices that the public display is interactive, the
display should react instantly to the user, to express
usability [Mül00a].
With the increased number of digital public displays
growing, low cost system can be created to track the
viewer and create the illusion of depth and space. In-
teractive three-dimensional worlds can go unexplored
because of the complexity of the communication that
takes place [Hac00a]. Although Cursan was talking
about the interaction between digital three-dimensional
object and a user, this problem manifests itself within
the public display system. Previously the ability to use
three-dimensional cameras was only for companies that
had a large budget. However with Microsoft’s introduc-
tion of the Kinect, the ability for someone to implement
three-dimensional cameras grew higher than ever be-
fore.
As a result of the availability of three-dimensional
cameras a low cost system can be built, that allows
small business and consumers to create interactive

WSCG 2014 Conference on Computer Graphics, Visualization and Computer Vision

Poster Proceedings 55 ISBN 978-80-86943-72-5



three-dimensional public displays. The system is using
a combination of off the shelf technology and low
cost graphics engine to create an easily implemented
interactive system. The system will allow producers to
create displays that utilize three-dimensional graphics,
light, and shadow to create the illusion of depth and
space. Through this system, the three-dimensional
camera will track the viewer’s position and update the
visuals depending on where the viewer is in relation to
the display.

2 RECENT SOLUTION
Large-scale public displays have the freedom to trans-
form the spaces around the world. As a result of the
transition from analog displays to digital displays the
ability to transform the content on the display allows
for a number of possibility’s [Bor00b]. The explo-
ration of existing interactive displays and viewer track-
ing projects yields the possibilities of low-cost inter-
active system that explores three-dimensional graphics
and light and shadow to achieve depth and dimension.

Interactive Large Scale Public Displays
Not all media facades are interactive some might trans-
form a building, a space, or a wall in for the form of
an advertisement [Fis00a]. Although these displays
tend to not be interactive, researchers created a system,
to explore large-scale media interaction on the facades
of buildings. The project SMSlingshot transformed the
building into a large interactive display, which received
messages from the custom input device [Fis00a]. The
display researchers built reacted to the input device
rather than tracking the viewer’s movement. However,
they found that the users enjoyed having authority over
the public display and being able to contribute to the
visuals [Fis00a].

To explore the availability of low-cost technology, re-
searchers focused on creating an interactive system that
allowed many members to interact with the system.
Through their exploration, they used three easily ac-
cessible pieces of technology. The researchers wanted
the set up to be simple and not a complex gaming con-
sole, which resulted in their use of a camera, projector,
and computer [Ozt00a]. With the technology, the re-
searchers used multiple-human tracking algorithms to
create an experience that predicts the future steps of
various people, within the given camera area [Ozt00a].
Through their system, the ability to create a low-cost
system for public interaction can be built. However,
their system only details with two-dimensional images,
mainly footsteps.

Conveying interactivity of the system can be one of the
more troubled aspects of interactive public displays.
Researchers found that an interactive system that
through the use of mirror images of the participants

the recognized interactivity faster than a call to action
did [Mül00a]. To create the shadow of the public
viewer, researchers developed a system that used
Microsoft’s Kinect to track the viewer and create
their shadow. Through this system, they found that
an interactive system should convey interactivity and
instantaneous communication, or the system will fail
[Mül00a]. Public interactive systems have the potential
to be engaging and fun. However, these systems need
to take into account how they are calling the viewers
to communicate with the system. As result researchers
found that systems could be interactive as soon as
someone comes into contact with the display, are the
most effective and attention grabbing. The Focus
was mainly on digital representations of the viewers,
and not on creating three-dimensional worlds that
are affected by the viewer and how the viewer might
perceive this.

Digital Displays that Utilize Tracking Tech-
nology to Engage an Audience
Stookie is an interactive animated artwork that uti-
lized three-dimensional projection mapping techniques
[Jun00a]. Researchers on this project produced a head
statue, which was built in a neutral facial position. This
neutral position allowed them to then exploit three-
dimensional projection mapping, to change the facial
expressions and eye movement of the statues [Jun00a].
Through use of the Kinect, the researchers were able to
create an interactive three-dimensional mapped experi-
ence for viewers. This system would update the eye po-
sition of the statue based on the movement of the pub-
lic, and would call different animation states to convey
emotions.

With consumer tracking technology, researchers cre-
ated a system called FRAGWRAP. Through this sys-
tem developed, researcher projected images on to a
bubble that was infused with fragrance. As a result,
they created the concept of scent mapping, which maps
scent and visual information onto a physical object
[Kyo00a]. Within this system, the researchers devel-
oped a method of tracking the position of the bubble and
updating the projection mapped image to accompany
the bubbles movement. By using the Kinect from Mi-
crosoft, they were able to use the RGB and depth cam-
era to project images on the bubble and modify them
in real-time [Kyo00a], and unity3D for the graphics. In
addition to the Kinect system, they used Processing to
implement form and location control [Kyo00a]. The
ability to track objects and use projection mapping to
display visual data is realized, through this project.

SnowGlobe is a spherical display that focused on
creating an interaction with three-dimensional objects
[Bol00a]. Through this display researchers success-
fully tracked the head of the viewer using a Vicon
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motion capture device, this data was used to maintain
motion parallax of the three-dimensional object in the
display [Bol00a]. To track the head of the viewer
researchers created custom glasses, which had three
reflective infrared markers to track the location of the
head [Bol00a]. Through this product, the researchers
were able to exploit the tracked data and use it to
create the parallax in the three-dimensional image.
Additionally within this system the user had the ability
to interact with the three-dimensional model that was
displayed on the spherical surfaces. The researchers
focused on creating a digital object that provided
for one to completely walk around it, with the use
three-dimensional projectors. The projection display
was a spherical object that reflected a projected data off
the hemispherical mirror, this allowed for a seamless
curvilinear display surface [Bol00a]. This experiment
in tracking with spherical display, show how tracking
technology can be incorporated within in a public
interactive system that explores light and shadow to
create the illusion of depth and space.

3 PROPOSED SOLUTIONS
Currently, there is software and hardware that tracks
people based on a number of different factors. Through
the exploitation of existing software and hardware, the
system can be devised that will update the projected art-
work and create a visual parallax between the viewer
and the projected display. A low cost responsive public
display system can be created that will adjust depend-
ing on the viewer’s perspective by utilizing off the shelf
technology. The user’s experience will change depend-
ing on the place the viewer, in relation to the display.
The projected images will be adjusted depending on the
viewer’s position to achieve appropriate visual parallax
for the viewer. The projected images will give the il-
lusion that the digital imagery projected is behind the
surface structure. Through the visuals depth and dimen-
sion will be exploited to fabricate a lasting impression
on the viewer.

The proposed interactive system can be operational, uti-
lizing four different components. Each of the four com-
ponents of the system is easily accessible to obtain, and
foster a low budget. The four components are track-
ing hardware, a graphics engine/scripts, computer, and
a display unit. To built the responsive interactive system
that reacts to the viewer’s movement, one can utilize the
combination of these four elements.

4 EXPERIMENTAL RESULTS
By researching into various tracking displays, and in-
teractive public display system a select few products
were tested further. These products were webcams, Mi-
crosoft’s Kinect, and Vicon’s Motion Capture cameras.

The three devices were evaluated on accessibility, vol-
ume of tracking area, and portability. Through the ex-
ploration of these products, the best product in the three
categories was implemented into the end system.

Test of Off Shelf Technology
With web cameras, the tracking capability was re-
markably good. However through the system of using
FaceAPI and Unity the tracking area the viewer could
be in was limited to very close to the camera area. The
tracking area only included a less than a foot away
from the camera and to the left and right. Additionally
through this set up the system’s graphics would become
jumpy and jittery in comparison to other product’s
results. Although the tracking area was minimal in
comparison to other products, the webcam is cheap and
portable. The tracking area within the webcam was
this technology’s downfall, to be incorporated into the
system.

Vicon’s motion capture cameras are one of the best
three-dimensional cameras currently on the market to-
day. However, this product is expensive and not vi-
able available product, to the average consumer or small
business. As a result of the price and accessibility the
Vicon’s camera, their product was not an option for a
low-cost interactive system.

Within the last few year’s one consumer product has
revolutionized gaming, interactivity, and interfaces
around the world. Microsoft’s Kinect is one of the
first consumer level three-dimensional cameras that
use infrared light and sensors to gain the location of
the viewer and several other positional data from them.
This camera is not only affordable to consumers and
small businesses, it is easily available and reasonable
in price, if someone would like to buy one. Microsoft’s
Kinect can hang, place, or move easily in compar-
ison to other three-dimensional cameras. They are
lightweight, small, and compact. As a result of this,
they can easily be packed and transported to various
locations. Additionally this camera gives a larger
tracking volume than the area a webcam could achieve.
As a result of these factors, the Microsoft’s Kinect was
the choice product to use within this system.

Prototype System
The system contains four elements a tracking device,
a computer, a graphics engine, and a display unit. To
build a system with a low budget, the rough system
respectively used Microsoft’s Kinect, a free version of
Unity3D, Microsoft’s SDK, a free script package called
Kinect with MS-SDK, a few custom script, a laptop,
and a projector. The final cost to gather these factors
vary depending on the type and quality projection dis-
play system is employed and the availability of a laptop
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Figure 1: Protoype display process

computer. However, the cost can slide between 400 dol-
lars to 1000 dollars.

The rough system tracks a user using Microsoft’s
Kinect infrared emitter, and sensor. Through this
infrared light bounces off the viewer to locate the
position of their body to the Kinect. Once the position
of the viewer is found through the Kinect. The skeleton
data is brought into Unity3D using Microsoft’s soft-
ware development kit and a script package that bridges
the software development kit and Unity3D. Once this
data is brought into the game engine, a custom script
is applied to the camera. This script takes the place of
the viewer’s center chest, and updates whenever the
viewer moves in relationship to the visuals. The viewer
can move forward, backward, right, and left and the
visuals will update with appropriate parallax depending
on their position. Additionally another addition is
the resetting of the scene once the viewer has left the
volume of the Kinect tracking capabilities. Through
the use of unity3D one can use three-dimensional
graphics, light, and shadow to fake the illusion of depth
and space in a location that does not have any.

Graphics Engine
Through this interactive art piece, the goal was to cre-
ate a design that could be easily replicated for anyone
to incorporate within his or her own particular projects.
As a result of this the project focused on finding an ex-
isting method for graphics, rather than trying to write
a custom graphics engine. With these features in mind,
one option came to mind. This graphics engine is called
Unity3D, which is commonly used as a gaming engine.
However, the program is robust and allows for the con-
vergence of different projects and ideas that go beyond
a gaming environment. Through this product, the abil-
ity to create real-time graphics became straightforward,
and simple to be incorporated into an interactive art
piece.

The exploitation of this existing product allows for a
designer to utilize existing features of the program. For
example, the ability to light the scene and use sev-
eral different rendering techniques have been created al-
ready, and can be easily incorporated to create a higher
quality image than one might be able to do when work-
ing on their own person graphics engine product. One

Figure 2: Protoype System

of the downfalls of this graphics engine is that some re-
sults are only available within the pro version of the
product. However, the completely free version, that
anyone can download and use, is on of the best things
about this product. Essentially the free version of the
engine is the same as the professional version, just with
a handful of features not included. Features that are in-
cluded in the professional copy and not within the free
copy are fog, rendering effects, different types of shad-
ows, and image effects. However within the free ver-
sion the designer can only use hard shadows within a
directional light, which gives the designer some free-
dom. However, this freedom does not compare to the
flexibility to create effects within the professional ver-
sion.

Scripts
To work with the Kinect within unity3D, there is a
small set up that one needs to do to start working
with the product. Within this interactive art piece, the
project relied on a few different components. For ex-
ample the Microsoft software development kit (SDK),
the script that bridges communication between the SDK
and Unity3D, and a custom script.

Microsoft’s Kinect Software Development Kit
Through Microsoft’s website, they offer a software de-
velopment kit also know as an SDK for free download
on their website. This SDK is only for windows based
machines, and uses C++, C#, or visual basic to cre-
ate Kinect based applications. Through this SDK, the
data from the Kinect is brought to the computer. Addi-
tionally through this SDK the drivers for the device are
installed, this way the Kinect can communicate to the
computer.

Kinect with MS-SDK
Through the Unity asset store, there is a free package
that bridges the Microsoft SDK to Unity3D. This way
someone can use the skeletal data, depth data, gesture,
and other information the Kinect offers to explore. This
method was the best way to bring this data into Unity in
comparison to other methods, and other various scripts
available on the Internet. Through this package, there
are a number of scenes that explore different aspects of
data found from the Kinect. Through this interactive
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art piece the use of the pointman script was the main
source of information for the position of the viewer.

Custom Script

Although Microsoft’s SDK and the Unity3D extension
allow for skeletal data to be brought into the graphics
engine, there is still one last step. This last step is a
small script that is applied to the camera within a given
Unity3D scene, that updates the camera site depend-
ing on the viewer’s position. What this script does is
take the position of the of the placed pointman center
shoulder joint and translates this position to the camera
position. Through this script the camera gets x, y, and z
values for its position within a given scene. By giving
the camera x, y, and z positions this allows the viewer
to move left, right, forward, backward, up, and down
with the visuals updating accordingly.

Additionally to the giving the camera movement
through the body position of the viewer the script
can increase or decrease the amount of movement the
camera does is response to the viewers movement.
This allows for a designer to decide how much or how
little their designs will react to the viewers of their final
designs.

This script also gives the designer the option to put the
distance the Kinect is in front or behind the display
screen and have there visuals be pushed back in space
depending on the inches the give. To accomplish this,
the designer must create their visual assets and then
combine them into a unity prefab, and place it within
their resources folder. Once the prefab is created a de-
signer can drag the prefab into the given place within
the unity script. The script takes the given inches the
screen is and converts it to meters that are the starting
unit of the graphics engine. After it converts the inches
to meters it places the artwork at that given spot in the
three-dimensional space.

Environmental Issues
Microsoft’s Kinect the display system can be easily im-
plemented as a low cost interactive public display sys-
tem. However, within the confines of using a Kinect
and a projection based display system the best environ-
ment for the system is within indoor or low light envi-
ronments. While using projectors allows the producer
to create a large display image cheaper than buying a
large LCD monitor, the visual quality of the image di-
minishes when light floods the projection area.

Applications
With digital displays increasing with numbers through-
out everyday life, the ability to create interactive dis-
plays is growing with the amount of displays transition-
ing from analog to digital. The process created for this

interactive art piece can express how digital public dis-
plays can utilize existing technology to create the illu-
sion of depth and space. The set-up of this art piece
explores the use of light, motion, and space to create
the illusion of depth where there is none in the actual
display. This effect is created by tracking the viewer’s
location and updating visuals depending on their place
within the space in relation to the display system. Three
areas retail, advertisements, and historical reconstruc-
tions can explore the use of this system further.

Retail

The resulting idea can be applied to retail conditions in
two different manners. The first manner ins which this
process of creating and interactive display can be used
to create a look and feel for the store logo, within their
storefront. The interactive display can take the form of
a logo in front of visuals that match the store’s design
image. Through this the logo can be in front of the
graphics and appear as though it is jumping off the front
of the digital display setting.

Secondly retail can utilize this process by allowing peo-
ple to visualize the product within various different con-
ditions. For example, a consumer can have a picture of
their living room and place a particular product they are
thinking of purchasing within this three-dimensional
world. Unlike other retail options, the consumer and
experience it on a visual and spatial level. Through this
system the graphics can promote a product, an image,
or a feeling that the designer is trying to convey to the
users.

Advertisements

One encounters a number of different displays, which
range from digital ads on computers to ads on the street
or transportation system. Through utilizing this track-
ing framework for ads information can pop out to the
consumer that the marketer would like to emphasise,
rather than relying solely on visual structure of the
graphic design to push their marketing message to the
consumer. Through the use of the three-dimensional
effect brand names and core information can be pushed
forward in the space emphasis importance to the viewer,
where the less important information can be pushed vi-
sually back in space.

Digital Reconstructions

Through the formation of this interactive art piece, the
use of the process can be applied to historical digital
reconstructions. This digital diorama can be placed
within museums to allow visitors to experience worlds,
which they would not able to experience without the
digital reconstruction. The advantages to the digital
version of this versus the recreation of the situation in
real life is the ability to the museum to make updates
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and changes to situations that might change depending
on new information arises about the history of the situ-
ation or artifact.

5 CONCLUSION
Through the formation of this interactive public display
system, the design will be actualized to update three-
dimensional images based on viewer’s location. The in-
teractive system will focus on fostering a low-budget, in
hopes of allowing anyone to create a three-dimensional
interactive public display system. Through using prod-
ucts like Microsoft’s Kinect and Unity3D, this method
is accessible to the general public. The interactive sys-
tem has applications in advertisements for small busi-
ness, art exhibitors, and historical reproductions of en-
vironment. Through this interactive system, the visu-
als will be more interactive and engaging than a poster
with visuals. The interactive system will actively medi-
ate the viewer’s world, and allow for digital displays to
become three-dimensional rather than digital poster dis-
plays. The system will utilize three-dimensional graph-
ics, light, and shadow to create the illusion of depth and
dimension on a flat surface. Through this system, an
immediate reaction to the viewer will allow the display
to communicate its interactivity to the public. As a re-
sult, this will drive attention to the display and poten-
tially to the store or exhibit.
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ABSTRACT 
In our current society, open data streams are more and more available through the Internet. This data can have an 
increasing impact on everyday life. Its full potential can, however, only reached through better integration and 
new interfaces. The goal of this project is to explore the possibilities of repurposing public information in a 
developing area of a large city in the Netherlands. Can we create a tangible interaction with use of physical 
visualization of these data streams? A series of prototypes have been made to develop a physical visualization 
through the method of research through design. Users were involved in expert panels and interviews to fine-tune 
and create a final prototype, Connect-S. The concept shows the opportunities of using physical visualization in 
connection with physical interaction for browsing and navigation. 
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1. INTRODUCTION 
Every day of our lives, data is gathered about our 
activities and interactions with people, objects and 
systems. Technology is advancing at a rate where 
user generated data can be implemented in systems to 
make life more efficient and more connected. A lot 
of data sets are now publicly available through 
systems and services such as Xively (formerly known 
as Cosm)[Xiv13], but also through more mediated 
interfaces embedded in social networks and mobile 
apps (e.g., location-based weather forecast, media 
recommendations etc.).  
Can sources of raw data be turned into meaningful 
information, which could fit our daily life better? 
[LW01] This research project focuses on a future 
scenario for a former industrial, but now developing 
area of the municipality of a large city in the 
Netherlands. Within this area, different types of 
sensors will be placed and open data streams are 
available in the near future. In addition, other 
external data sources will be linked. These open data 

streams can be used to improve information 
distributed about the area to inhabitants, visitors and 
professionals in the area. 
Adopting the methodology of research through 
design [ZFE07], different concepts have been 
developed to create both a physical visualization of 
open data streams as well as means to interact with 
the data.  
The purpose of this paper is to address the potential 
of open data streams and the application in everyday 
life through accessible and easy-to-use tangible 
interfaces. In the following, after outlining related 
work, a series of prototypes leading to a final concept 
are presented, explored and evaluated with 
involvement of stakeholders, experts and potential 
users. The paper concludes with a summary and an 
outlook on future opportunities. 

2. RELATED WORK 
Inspired by the earlier drawings and concept sketches 
of the architects envisioning the city area in 2020 
[FPW09], a benchmark performed on existing work 
related to either public installations [BD08, RKM10] 
or systems connected to the web [BT10, KBM02]. 
While these projects were mainly public installations 
or visions of future city areas [SKP11], installations 
or visualizations of open data streams in the context 
of the Internet of Things [FPC09] at the time did not 
implement system elements in them with the 

Permission to make digital or hard copies of all or part of 
this work for personal or classroom use is granted without 
fee provided that copies are not made or distributed for 
profit or commercial advantage and that copies bear this 
notice and the full citation on the first page. To copy 
otherwise, or republish, to post on servers or to 
redistribute to lists, requires prior specific permission 
and/or a fee. 

WSCG 2014 Conference on Computer Graphics, Visualization and Computer Vision

Poster Proceedings 61 ISBN 978-80-86943-72-5



intended interactivity and appropriate use of 
information.  

 
Fig 1. Existing project involving projection 

mapping on a scale model as visualization [BS11]. 
Aside from the concept of using data visualization in 
public, many projects embed techniques such as 
projection mapping, augmented reality and the use of 
microcontrollers and sensors to enhance the 
experience [BKP01]. 

3. Connect-S 
The system that is developed to address the challenge 
of fitting data to everyday use is called Connect-S. It 
is a publicly accessible visualization in form of table 
with a scale model of the city area, showing open 
data streams and public information through layered 
animations projected from the bottom of the table 
onto the scale model. Passersby could interact with 
this data related to the surrounding by gesture 
recognition, and based on the distance between the 
hand and the table, navigation through layers of 
information was made possible. These layers of 
information were categorized into social media feeds, 
traffic and public transportation, event and planned 
activities in the area, and local activity of citizens.  

 
Fig 2. Sketch of the Connect-S table, including 

visual representations of categorized data layers. 

Research through design 
Based on the research through design approach, an 
iterative process was adopted to create this physical 
visualization. Starting with a scale model of the city 
area and the use of projection mapping as a method 
to animate and visualize the data projected directly 

onto the scale model, several explorations were made 
and discussed with focus groups, experts and 
inhabitants of the area in order to fine-tune the 
animation and the interaction with the proposed 
concept. 
The method allowed for a process of refining the 
interaction and the implementation of technology 
throughout several phases, and through a set of 
prototypes, several possibilities of information 
representation and visualization were built and tested. 
Another prototype focused on the user interaction 
with the table and explored options to navigate and 
interact with different, overlapping layers of 
information by using a combination of ultrasonic 
sensors and direct controls such as rotary controllers 
and buttons. 
These explorations resulted in the final prototype, 
which was optimized by user involvement and 
designed to show the possibility of a public 
interactive system based on physical visualization of 
data, as shown in the following section.  

Experience Prototype 
The final prototype is a moderately scaled down 
version of the drawing shown in Fig. 1. This high 
fidelity prototype serves as an experience prototype 
to show the potential of combining physical 
visualization and tangible interaction.  
The prototype consists of a laser-cut wooden scale 
model of the city area map (including buildings and 
roads, cf. Fig. 5) with an integrated LCD display 
underneath the surface to visualize different 
information layers.  
Users could navigate through the connected data by 
either changing the layers of information through 
hovering their hand on different heights above the 
scale model (cf. Fig. 3). 

Fig 3. User testing the experience prototype 
Another interaction possibility was the use of a 
dedicated rotary controller to skim through time. This 
implementation was needed to show for example 
planned activities in the area over a period of time, 
but also to look at a range of public transportation 
options.  
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The layers of information consisted of the following 
categories: 
- Social Media layer, consisting of messages, 
photographs and videos taken in the area and 
displayed on the corresponding location. Information 
that is made public on the web is repurposed as 
informative data to visitors and inhabitants of the 
area.  
- Traffic Information layer, sets of information 
related public transportation and related information 
to traffic such as the available parking places and 
traffic jams. The public transportation would be 
displayed as a dynamic logo to inform users of the 
transportation schedule.  
- Events layer, a more scripted layer of information. 
Organizations and companies could use this layer to 
promote and announce activities and events. By 
introducing a separate layer for summarizing events 
and activities users can easily foresee (future) events. 
This information would also be mapped out on the 
scale model.  
- Intensity layer, information created by users and 
showing hotspots of areas based on sensors and 
information that is made public over the Internet. The 
use of these data streams and information the concept 
can be considered as a physical visualization of a 5-
dimensional model of values: (x, y, z, time, intensity) 
With use of these five dimensions, the concept would 
be able to use various in- and outputs to function. 
The X and Y dimensions are the dimensions that are 
used for to display location; the values are translated 
to a pixel grid on a LCD display. The Z dimension is 
controllable and mapped to the ultrasonic sensor, 
measuring the distance of the hand and showing one 
of the layered animations. The Time dimension 
would be mapped to a different controller; a rotary 
dial fulfilled the purpose of scanning in the past, 
present and future by browsing through different 
animations per layer. Intensity is only shown on the 
display itself. By creating points and a surface 
surrounding these points on the scale model, specific 
locations and sensors could be visualized 
representing dynamic content.  
Based on the 5-dimensional model and the use of 
these four layers of information the interaction was 
fine-tuned appropriately with through the use of an 
LCD display, ultrasonic sensor and a rotary dial (cf. 
Fig. 4). The action possibilities of the experience 
prototype were influenced considerably by the 
practicalities of a public system and efficiency in 
mind.  

Fig 4. Experience prototype with scale model and 
integrated LCD display, controllers (ultrasonic 

sensor and rotary dial) on the left. 

Fig 5. Close up view of the scale model and 
animation on the integrated LCD display 

4. USER EXPLORATION 
Within the design process of the Connect-S table, 
several methods were applied to validate the final 
concept and to receive feedback from users:  

Expert panel 
An expert panel was used to evaluate the current 
concepts and at the same to map out the design 
implications for the context. Through a series of 
informal interviews with experts in the field of 
architecture, organizations in the area and 
inhabitants, information was gathered about their 
vision and opinion of this plan for the future.  
The findings from these interviews were used to 
generate concepts in the explorative phase of this 
research. Furthermore, requirements and 
practicalities for public installations and useful 
systems could be mapped based on this expertise and 
user involvement.  

User confrontation 
Different users and experts were asked for an 
informal feedback session about the final Connect-S 
prototype, in which they could experience local data 
in a spatial visualization by interacting with the table.  
Findings from these sessions proved to be useful to 
confirm and fine-tune the general impression of the 
concept. While the prototype was tested using a few 
scenarios of using public data, the involvement of 
users proved itself to be useful even on this scale of 
testing the concept with an experience prototype.  
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5. DISCUSSION 
Connect-S showed that the use of (moderate levels 
of) tangible interaction in a physicalized visualization 
can be useful as a medium to display and interact 
with intangible data that is collected and publicly 
available via the Internet, but not accessible for 
everyday use by inexperienced stakeholders. 
Through the design process and the inclusion of users 
during development, a physical visualization based 
on the information about the city area was developed, 
which would enable users to use information more 
actively and efficient in their everyday life similar to 
other physical visualizations [JDF13]. 
In comparison with earlier studies and projects 
involving public installations and implementation of 
technology in city areas [Sta11], this project did not 
only address the aesthetics and implementation of a 
public system, but also emphasizes opportunities of 
using tangible interaction as a means to include open 
data in a meaningful way.  
One of the main reasons for choosing deliberately for 
a solution, which makes the interaction tangible, was 
due to the target user group. The Connect-S concept 
is focused on different users such as inhabitants of 
the area, visitors and working professionals. By 
placing multiple tables in the most populated and 
frequently visited areas users can interact and use this 
public installation both as a visualization of the area 
as well as a functional system strengthening the 
unique identity of the area with modern technology. 
This project was developed and evaluated with the 
involvement of an expert panel and informal 
interviews. The concept was received positively by 
all parties, but needs to be tested on a larger scale in 
the future to make stronger conclusions to strengthen 
the use of open data for tangible interfaces. Also, 
given the quite generic implementation and mapping 
of data to visualization and interaction, the concept 
could be easily scaled up to different parts of the 
same or different cities. As a starting point, however, 
designing for a specific context, such as the future 
city area proved to give the research a more practical 
point of view, thus affecting the outcomes such as the 
experience prototype that users and stakeholders 
could directly and actively test and give feedback on. 
A strong and realistic context certainly accelerates 
the process of designing and developing physical 
visualizations with animated data layers and tangible 
interaction. Through this approach, the table goes 
beyond the boundaries of a (physical) data 
visualization that only shows the aesthetics of data, 
but highly constrains the amount of information 
presented. 

6. FUTURE WORK 
Some pointers for the future have been mentioned in 
the previous sections: The Connect-S concept 

inspires different projects related to tangible 
interaction through the use of visualization of data.  
Developing a prototype with layered animations and 
gesture control is one of the possibilities to create a 
tangible interaction. While this seemed the 
appropriate mapping for the context in this paper, 
other methods of mapping would be possible 
depending on the design requirements. This new 
challenge of system development arises with the 
freedom of mapping the data to an appropriate 
visualization and interaction without the boundaries 
of the physical form. An example is AMP (cf. Fig 6), 
a lamp that uses an original method of projection to 
display the activity around the city by means of 
social media streams. The concept shows different 
interaction possibilities in both the use of 
visualizations and the method of interaction by its 
user in comparison with this research project [ET13]. 

 
Fig 6. AMP concept projecting a city map and 

displaying current activity based on data sourced 
from social media. 

This paper introduces an approach for developing 
concepts concerning visualization of data and the 
tangible interaction for a specific context and user 
group through the method of research through design 
[ZFE07]. For future work, one can consider 
developing an application of data visualization using 
the methodology to create real life applications of 
this field of research involving stakeholders and 
future users.   

7. CONCLUSION 
In this paper Connect-S is introduced, an interactive 
scale model of a city area with animated data layers.  
A tangible interaction was presented as a means to 
give purpose to the open data streams and the 
physical visualization of information related to the 
city area. While the interaction with Connect-S has 
been not explored extensively over a period of time, 
this ongoing research shows potential of integrating 
more systems in daily life that inform and give back 
user generated data.  
The visualization of data can be used as a medium to 
communicate information from open data streams. 
Embedding this information into systems in daily life 
can enrich the experience and the use of data on 
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manners that have not been explored in the past. 
Public systems as in the case of Connect-S show that 
technology can be integrated on a new level of 
interaction, a level that invites users to interact and 
inform on a daily basis and can grow over time 
depending on the use of the system. 
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Kristian Kovačić, Edouard Ivanjko, Hrvoje Gold
Department of Intelligent Transportation Systems

Faculty of Transport and Traffic Sciences, University of Zagreb
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ABSTRACT
Development of computing power and cheap video cameras enabled today’s traffic management systems to include
more cameras and computer vision applications for transportation system monitoring and control. Combined with
image processing algorithms cameras are used as sensors to measure road traffic parameters like flow, origin-
destination matrices, classify vehicles, etc. In this paper development of a system capable to measure traffic flow
and estimate vehicle trajectories on multiple lanes using only one static camera is described. Vehicles are detected
as moving objects using foreground and background image segmentation. Adjacent pixels in the moving objects
image are grouped together and a weight factor based on cluster area, cluster overlapping area and distance between
multiple clusters is computed to enable multiple moving object tracking. To ensure real time capabilities, image
processing algorithm computation distribution between CPU and GPU is applied. Described system is tested using
real traffic video footage obtained from Croatian highways.

Keywords
Multiple object detection, intelligent transportation system (ITS), vehicle detection, vehicle tracking, algorithm
parallelization, trajectory estimation

1 INTRODUCTION
Video sensors or cameras combined with image pro-
cessing algorithms are more and more becoming the
approach to today’s road traffic monitoring and con-
trol. They have become robust enough for continuous
measurement of road traffic parameters [Con14]. From
the obtained video footage high level traffic information
can be extracted, i.e. incident detection, vehicle classi-
fication, origin-destination (OD) matrix estimation, etc.
This information is crucial in advanced traffic manage-
ment systems from the domain of intelligent transporta-
tion systems (ITS).

In order to provide high level traffic information using
a computer vision system, vehicle detection has to be
implemented first. Most often used current approaches
are based on: (i) foreground / background (Fg/Bg) im-
age segmentation methods where moving (foreground)
objects are separated from static (background) objects
as described in [Con12a] and [Con07]; (ii) optical flow
computation of specific segments (moving clusters)
in an image [Con00]; and (iii) vehicle detection

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

algorithms based on the Hough method [Con12b]
or on Haar-like features [Con06]. For real time
systems most suitable approach is the Fg/Bg image
segmentation method because of its low computational
demands. Low computational demand is important
in creating real time systems especially for multiple
object detection and tracking systems.

After a vehicle in an image has been detected, its move-
ment is tracked by storing its pose (position and ori-
entation) and its pose change for each time segment.
Using the saved vehicle poses and pose changes, its tra-
jectory can be estimated. Trajectory estimation can be
performed using various approaches (mostly a predic-
tion/correction framework with odometry as the motion
model) and its basic task is to determine a mathemati-
cal function which will best describe given set of points
(vehicle poses) in 2D space. Vehicle trajectory estima-
tion can be separated into following three parts: (i) find-
ing a function f which will best describe given set of
points in 2D space; (ii) transformation of parameters
from 2D to 3D space model; and (iii) computing move-
ment parameters such as vehicle direction, velocity and
acceleration/deacceleration in 3D space model [Pon07].

Typical commercial computer vision based traffic mon-
itoring systems use one camera per lane to ensure ac-
curate and robust traffic parameters measurement. This
presents a drawback since many cameras are needed for
roads with multiple lanes which makes such systems
expensive. This paper tackles the mentioned problem
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by modifying the image processing part to enable ve-
hicle detection and tracking on multiple lanes in real
time. Image processing is parallelized and its execution
is distributed between the CPU and GPU. So, only one
camera per road is needed making such systems simpler
and cheaper.

This paper is organized as follows. Second section
describes the approach used in this paper. Third sec-
tion describes the vehicle tracking algorithm. Follow-
ing fourth section presents obtained results. Paper ends
with conclusion and future work description.

2 VEHICLE DETECTION
Basic work flow of the proposed system consists of four
main parts: (i) image preprocessing; (ii) Fg/Bg image
segmentation; (iii) pixel clusterization; and (iv) mul-
tiple object tracking. The task of the image prepro-
cessing part is to enhance the image imported from a
video stream using a blur filter. After preprocessing, the
image is passed through Fg/Bg image segmentation to
separate foreground (moving) from background (static)
segments in the image. This method is based on creat-
ing a background model from a large number of prepro-
cessed images and comparing it with the new prepro-
cessed image. The Fb/Bg segmentation result is then
passed through pixel clusterization which computes lo-
cation of each object (vehicle) in a scene and tracks its
trajectory through consecutive images (frames). Final
part for multiple object tracking of the proposed system
performs also vehicle counting using markers defined
in the scene.

In order to accurately detect, track and count vehicles
obtained traffic video needs to satisfy following re-
quirements: (i) camera perspective in the video footage
must be constant over time (fixed mounted camera);
(ii) all moving objects in the scene are vehicles (sys-
tem does not perform classification between detected
moving objects); and (iii) traffic video must not be pre-
viously preprocessed with image enhancing algorithms
(for example auto-contrast function which can degrade
the system accuracy).

Algorithms for image downsampling, image prepro-
cessing and Fg/Bg segmentation are executed entirely
on GPU. Today’s GPUs enable high parallelization sup-
port for mentioned algorithms and can reduce execu-
tion time for basic image processing operations. Part of
the system related to image preprocessing is performed
with a single render call. In Fg/Bg segmentation, cre-
ation of background model is performed with 8 render

Figure 1: CPU/GPU computation distribution.

calls to process one frame. Moving object detection
(comparison of background model and current image)
is performed with one single render call. Algorithms for
pixel clusterization and vehicle tracking are not suitable
to run on GPU because of their structure and therefore
are run entirely on CPU. Pixel clusterization and ve-
hicle tracking algorithms are made of many dynamic
nestings and IF clauses, and too complex to run on GPU
in parallel. The mentioned image processing workflow
and distribution of computations between the CPU and
GPU is given in Fig. 1.

2.1 Image Preprocessing
Every image imported from the road traffic video
footage contains a certain percentage of noise. Noise
complicates the vehicle detection process and signifi-
cantly reduces the accuracy of the described system
so it needs to be minimized. For noise reduction, blur
filters are commonly used. They reduce the number of
details in the image including noise. In the proposed
system a 4× 4 matrix Gaussian blur filter is used for
noise reduction. Work flow of image preprocessing is
given in Fig. 2.

Figure 2: Image preprocessing work flow.

2.2 Foreground / Background Image Seg-
mentation

After the imported image has been successfully pre-
processed, Fg/Bg image segmentation is performed as
shown in Fig. 3. As mentioned, this process consists
of creating a background model of the scene and com-
paring computed background model with the latest im-
age imported from the video [Con13]. The background
model is obtained using the following equation:

BGt=BGt−1 +


n
∑

i=1
sign(Ii −BGt−1)

n

 , (1)

where BGt represents value of a specific pixel in the
background model for current frame, BGt−1 is value of
a specific pixel in the background model for the previ-
ous frame, Ii is a value of the certain pixel in i th image,
and n is the number of stored images.

By comparing mentioned pixels in imported images,
every pixel in the currently processed image can be
classified. If difference between current image pixel
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value and background model pixel value is larger than
specified threshold constant, pixel is classified as a part
of a foreground object. Otherwise it is considered as a
part of the background model. Result of preprocessing
and Fb/Bg image segmentation is given in Fig. 4.

2.3 Pixel Clusterization
After each pixel in the image is classified as part of a
foreground object or as a segment of the background
model, pixel clusterization needs to be performed. Used
approach is based on marking all adjacent pixel that
have the same pixel value as a part of a specific clus-
ter. Afterward, all pixels within the same cluster are
counted and their minimum and maximum values of x
and y coordinates are found. With mentioned informa-
tion clusters can be represented as rectangles. Rectan-
gle center is used as the cluster center.
In the proposed system, pixel clusterization is per-
formed only on foreground pixels. Additionally, all
clusters that do not contain enough pixels related
to them are discarded and excluded from further
processing.

3 VEHICLE TRACKING
The clustering part returns a large number of clusters
i.e. objects or possible vehicles. To sort out objects

Figure 3: Fg/Bg image segmentation work flow:
a) background model creation, and b) background
model and current image comparison.

Figure 4: Original image (a) passed through prepro-
cessing algorithm (b) and Fg/Bg segmentation (c).

Figure 5: Vehicle tracking and counting on two lanes.

that are not vehicles, filtering is applied. In the pro-
posed system, spatio-temporal tracking of objects in a
scene is used for filtering. Every currently tracked ob-
ject in the scene is compared with each cluster detected
in the current image. Cluster that does not match with
any of the previously detected objects is set as a new
object. Cluster matching is performed by searching for
the largest weight factor related to the cluster and spe-
cific object. Cluster will be assigned to the object with
highest weight factor. Appropriate weight factor w is
computed using the following equations:

wdist =1− d −dmin

dmax −dmin
, (2)

warea =1− a−amin

amax −amin
, (3)

wcover=
ais

max(aob j,acl)
, (4)

w =
wdist +warea +wcover

3
, (5)

where d is distance between location of the specific
cluster and estimated object location, dmin and dmax are
minimum and maximum distance between all clusters
and processed object, a is difference between the cluster
area (size) and estimated object area, amin and amax are
minimum and maximum difference between all clusters
area and estimated object area respectively, ais is inter-
section area between cluster and object, aob j is area of
the object, and acl is the processed cluster area.

To compute the distance between location of the spe-
cific cluster and estimated object location their geomet-
ric centers are used. Cluster and object area are com-
puted as their surrounding bounding box area.

4 EXPERIMENTAL RESULTS
The proposed system has been tested using real world
traffic footage captured on a highway with two lanes
near the city of Zagreb in Croatia. Camera was mounted
above the highway and passing vehicles were recorded
using a top view camera perspective as given in Fig. 5.
Duration of the test video was 10 [min]. Obtained orig-
inal video resolution is 1920×1080 pixels (RGB).
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Approach
Vehicle count

Total Lane
Left Right

Overlap
check

Hits 126 65 61
FP / FN 0/6 0/5 0/1

Accuracy 95.6% 92.9% 98.4%

Trajectory
check

Hits 129 68 61
FP / FN 1/4 0/3 1/1

Accuracy 96.2% 95.8% 96.8%
True vehicle count 132 70 62

Table 1: Counting results of the proposed system.

For experimental results, two approaches for vehicle
counting were tested. Both are based on markers (vir-
tual vehicle detectors). Markers are placed in bottom
part of the scene on each lane as shown in Fig. 5 with
yellow and red rectangles. Yellow color denotes an in-
active marker and red color an activated marker. Edges
of markers are perpendicular to the image x and y axis.
When a vehicle passes through marker and a hit is de-
tected, counter for that marker is incremented. First ap-
proach checks if an object is passing through marker
with its trajectory and second approach performs check
if an intersection between marker and object exists.
Both approaches discard all objects whose trajectory di-
rection is outside of a specific interval. In performed
test, all moving objects need to have their direction be-
tween 90−270 [◦] in order not to be discarded. Objects
also need to be in the scene for more than 30 frames.
Value of the threshold constant used in Fg/Bg segmen-
tation method is 10 and number of consecutive images
used when creating background model (n) is 105. Blue
lines in Fig. 5 represent computed vehicle trajectory.
Experimental results are given in Tab. 1. FP repre-
sents false positive and FN represents false negative
hits. True vehicle count is acquired by manually count-
ing all passed vehicles.

In Fig. 6, execution time is given for various reso-
lutions tested on Windows 7 (64bit) computer with

Figure 6: Comparison of execution time of the pro-
posed system.

CPU Intel Core i7 - 2,4 GHz, GPU NVIDIA Quadro
K1000M video card and 8 GB RAM. In the exper-
imental testing, both approaches (overlap and trajec-
tory check) for vehicle counting had the same execu-
tion time. Tested application was compiled without op-
timization and with GPU support. Video importing was
performed by Microsoft Direct Show framework.

From the acquired results it can be concluded that real
time vehicle detection can be performed on SVGA and
lower resolutions using a standard PC computer. On
SVGA resolution, 37 [ms] is required to process a
single frame. This enables maximum frame rate of
27 [fps]. At QVGA resolution, 52 [fps] can be achieved
with 19 [ms] required to process a single frame. It can
also be concluded that approach with trajectory check
gives better results (accuracy) than approach with over-
lap check. In second testing application was fully opti-
mized by compiler and FFMPEG framework was used
for video importing. Achieved results in the second
testing show that application with GPU support and ca-
pability of executing on 8 threads by CPU can achieve
much faster execution. At SVGA resolution, execution
time for each frame was 17 [ms] which enables pro-
cessing of 58 [fps]. At QVGA resolution, execution
time was 7 [ms] which gives capability of processing
142 [fps]. The highest resolution in which application
can still perform real time image processing is HD720
resolution with frame rate of 35 [fps]. In Fig. 8, ratio

Figure 7: Comparison of application execution time
with and without GPU and multi-thread capabilities.
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Figure 8: Execution time distribution between applied
image processing tasks.

between execution time of a specific image processing
task and overall execution time of the implemented ap-
plication is given.

For the purpose of determining the efficiency of the
proposed system with GPU and CPU multi-thread
support, implemented application was modified to run
without GPU support (only on CPU). At SVGA reso-
lution application execution time for each frame was
167 [ms] (5 [fps]) with multi-thread capability (8 work-
ing threads) and 612 [ms] (1 [fps]) without multi-thread
capability (single thread). In Fig. 7, comparison of
previously mentioned version of implementations is
given. All developed version of applications provide
same results regarding vehicle detection accuracy
(number of hits, FP and FN detections).

5 CONCLUSION AND FUTURE
WORK

In this paper a system for vehicle detection and tracking
on multiple lanes based on computer vision is proposed.
Developed system uses only one camera to detect and
track vehicles on a road with multiple lanes. First test-
ing results are promising with vehicle detection accu-
racy of over 95%. Methods used in the proposed system
are easy to implement and to parallelize. They are also
suitable for executing in GPU and CPU multi-thread
environments enabling real-time capabilities of the pro-
posed system. Implemented vehicle trajectory tracking
currently does not use any vehicle dynamics and pre-
dicts the tracked vehicle pose for one succeeding frame
only.

From the execution time distribution analysis results
can be concluded that algorithm for Fg/Bg image seg-
mentation is the most slowest part of the application and
it consumes 76% of the total application execution time.
Further optimization of this algorithm would lower sys-
tem requirements of the application and increase max-
imum resolution at which real time image processing
can be achieved. It would also allow other complex al-
gorithms (vehicle classification, license plate recogni-
tion, etc.) to be implemented into the system and exe-
cuted in real time.

Future work consists of developing a multiple object
tracking system which would estimate vehicle trajec-
tory based on a vehicle model with dynamics included.
Additionally, it is planned to develop a system which
will perform vehicle classification and therefore sepa-
rate vehicles by their type. This will enable detection
and tracking of vehicles that are coming to standstill on
crossroads.
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ABSTRACT 
A new, dataflow driven, modular visual data analysis platform with extensive  data processing and visualization 

capabilities is presented. VisNow is written in Java, easily extendable to incorporate new modules and module 

libraries. Dataflow networks built with the help of interactive network editor can be wrapped into stand-alone 

application for the end users. 

Keywords 
Scientific visualization, modular systems, dataflow driven system, medical imaging 

1. INTRODUCTION 
The VisNow system is based on longtime experience 

of usage and development of AVS systems 

(Advanced Visual Systems Inc., AVS 3-5 and AVS 

Express), IBM Data Explorer and several other 

general visualization systems [Peik07] [Hans04] 

[Para10][HPV13]. VisNow implements the concept 

of dataflow driven, modular system. The user builds 

a network of modules reading, processing and 

mapping data. Generic data structures are passed 

from output ports to input ports and the data 

processing is controlled by the user-manipulated 

parameters. 

2. MODULAR STRUCTURE  
All functionality of VisNow, including data 

input/output, logical and numerical processing (a.k.a. 

filtering), mapping of numerical data into geometric 

object and rendering these objects, are implemented 

as modules. Each module is capable of processing of 

data according to current parameter setting and 

outputting the results. In the case of input modules 

processing data means usually reading them from 

local disk or from some remote source. VisNow 

modules process two types of data: a Field 

encapsulating a discrete representation of data 

defined over an 1-, 2- or 3-dimensional area and a 

GeometryObject encapsulating a Java3D geometry. 

It should be noted that the distinction between 

filtering and mapping modules is somewhat blurred: 

filtering modules output simultaneously graphical 

rendering of the results to be shown in the viewer 

window and mappers usually output the results as 

data object. For example, the module interpolating 

data to a regular mesh outputs the graphic rendering 

of the resulting field and the isosurface module 

outputs both a geometry object and an irregular mesh 

with interpolated data.  Thus, the GUI of a module 

consists usually from Computation UI controlling 

module parameters, e.g. axis and location of a slice 

or input file name, and Presentation UI controlling 

color mapping of data and details of the presentation 

of points, lines, surfaces and volumes. 

2.1. VisNow Granularity 
The majority of existing systems based on the 

dataflow paradigm implement a fine-grained concept 

of relatively small building blocks. This model 

requires building of complicated networks to perform 

even simple tasks. In particular SciRun, IBM DX and 

other systems, require to instantiate “technical” 

modules like a colormap manager, 3D scene etc. to 

make the first geometrical object visible.  

 

Permission to make digital or hard copies of all or part 
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without fee provided that copies are not made or 

distributed for profit or commercial advantage and that 

copies bear this notice and the full citation on the first 

page. To copy otherwise, or republish, to post on 

servers or to redistribute to lists, requires prior specific 

permission and/or a fee. 
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Figure 1. An example of VisNow visualization 

In contrast, the VisNow system uses simple networks 

of high level modules: it is enough to use a reader, a 

slice module, an isolines module and the build-in 

viewer to obtain a reasonable visualization of a 3D 

data set – an application of read-in and see principle.  

 

Figure 2. VisNow network producing Fig.1 

VisNow provides fairly precise estimation of default 

parameter values. In particular, the mapping modules 

that could create extremely large geometries 

automatically downsize the input to reasonable 

dimensions leaving the final control over the 

geometry size to the user. As an example, glyph 

visualization of a vector vield over an 512x512x512 

mesh will be automatically downsampled to 

64x64x64 mesh.   

To simplify the interaction of the user with the 

network and module controls network area, module 

controls and the viewer display are synchronized. 

The user can pick a geometry object in the 3D 

window highlighting in the network area the module 

that created this object and bringing up the module 

controls. 

3. VISNOW DATA STRUCTURES 
VisNow uses internally a single, universal, abstract 

Field data type describing a discretization of an area 

in the Euclidean 1-, 2- or 3-space together with a set 

of numeric and non-numeric data defined over this 

area. The Field data type has two implementations – 

a Regular Field type and an Irregular Field type. 

Basically, a field consists of three basic components 

– the obligatory structure, the (explicitly provided or 

implicitly defined) geometry and a (possibly empty) 

set of values.  

3.1. Regular Field 
The Regular Field type covers all data sets with a 

regular structure, that is, a one- two- or three-

dimensional table structure that is characterized by a 

simple list of dimensions – e.g. a 100,000,000-long 

time series, an 1920x1080 HD image or a 

512x512x300 CT scan. In the simplest case, the 

geometry is defined implicitly with the node pijk 

located at the point (i,j,k). In the general case of a 

regular curvilinear field all coordinates of all points 

can be provided explicitly, and in an intermediate 

setting the user can set affine coordinates consisting 

of the origin point p and one, two or three cell 

vectors v0, v1, v2. 

3.2. Irregular Field 
The Irregular Field type requires explicit definitions 

of both structure and geometry. The structure is 

determined by the number of nodes and a list of Cell 

Sets. Each cell set is a collection of cells (point cells, 

segments, triangles, quadrangles, tetrahedral, 

pyramids, prisms and hexahedra). This data type 

covers basically all data sets occurring in FEM 

structural and CFD computations, but can be (and is) 

used for visualization of molecular structures, 

abstract graph presentation etc. Currently, VisNow 

does not support arbitrary polygons/polyhedral 

requiring off-line triangulation of such sets.  

3.3.VisNow Data Values 
VisNow uses a generic Data Array type to hold a 

variety of simple numeric (unsigned byte, short, int, 

float and double), complex, logical, string and 

generic Java object data. A data array holds the 

proper (flat) array of values of corresponding type 

and some additional data, e.g. name, physical unit, 

minimal and maximal values etc. Each data item can 

be a scalar, a vector or a (possibly symmetric) matrix. 

Thus, vector or tensor data can be processed natively 

with VisNow. 

3.4. Time Dependent Data 
The data values and node coordinates can be static or 

dynamic (defined for a list of time moments). It is 

sometimes important to have different data defined 

for different lists of time moments (e.g. numeric 

forecast outputs provide atmospheric pressure and 

ground level temperature for each five-minute time 

step while precipitation data are integrated over one 

hour intervals and orography or land cover are 

definitely static.  

 

Figure 3. Numeric weather forecast data in the (x,y,t) 

coordinates: orography shown at the base, a pressure 

isosurface shows emergence of low pressure area, 
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wind and rain shown as glyphs 

VisNow allows different lists of time moments for 

each variable (data array or node coordinates) 

providing a reasonable, piecewise linear interpolation 

for a given time moment. The data can be 

dynamically modified with time steps added or 

removed, and VisNow takes care for consistent 

interpolation. In the case of 2D fields, the time 

dependent data can be converted to a stack of slices 

of a 3D field – see Figure 3. 

The only limitation of the VisNow time dependent 

data capabilities is the requirement of constant data 

structure (topology). 

4. STANDARD VISNOW MODULES 

4.1. Input/Output 
VisNow supports a basic set of data formats with all 

types of images, simplified raw volume, AVS field 

and own VisNow regular field metafile format. The 

last file format is designed as a universal metafile 

allowing to read in ASCII or binary files containing 

static or time dependent coordinates and values of a 

regular field. In addition, a reader capable of 

browsing DICOM data is available for medical 

imaging data input, and an interactive trial-and-error 

method of ingestion of volumetric data of unknown 

dimensions is provided. 

 

 

Figure 4. CT data read in from a DICOM file and 

deformed to match a patient image. 

 

Unfortunately, the irregular data are so complicated 

that there is no way of developing a metafile that 

could describe all particular file formats. Thus, 

VisNow offers a set of modules capable of reading in 

AVS UCD, Ansys Fluent, EnSight and VTK data, 

usually with some limitations.  Every partial result of 

VisNow data processing can be stored in the VisNow 

(ir)regular field format. 

VisNow can access data either by a local disk path or 

from remote URL. In addition, VisNow supports 

browsing of UNICORE grid resources either with the 

use of a grid virtual filesystem browser or with a grid 

bean for inserting a GridFTP data transfer as part of 

an UNICORE workflow.  

The content of the viewer window can be written in 

any of the Java supported image formats in arbitrary 

resolution (not limited to the screen resolution). In 

addition, an animation can be stored and converted to 

the MPEG-4 movie format. 

4.2. Data Modification (Filtering) 
VisNow provides standard operations (downsizing 

and cropping regular data, interpolation to user 

defined meshes, simple arithmetic on data etc.). 

Advanced numerical processing modules  include 

differential operations on regular fields with arbitrary 

geometry, FastFourier transform, convolution with 

user defined and editable kernel etc. Data 

calculations can be performed by simple 

mathematical formulas.    

Advanced image denoising, segmentation and 

skeletonization algorithms have been implemented as 

elaborated data filtering modules. These modules are 

mainly used in medical applications. 

4.3. Mapping of Data to Geometries 
Each type of VisNow data (IrregularField, 1D-, 2D- 

and 3D-RegularField) has a default visualization 

mode. VisNow provides elaborated methods of 

mapping component values to colors including  

easily modifiable continuous or quantized colormap. 

In the case of more than one data component it is 

possible to map one component to hue and modifu 

the brightness or saturation by another component, 

e.g. mapping electrostatic potential to hue and field 

intensity to brightness. Blending of grayscale mapped 

anatomical data with physiological data mapped with 

a rainbow datamap is also a standard VisNow 

feature. In addition, the object  transparency can be 

controlled by yet another selected data component.  

The standard mappers library includes slicing,  

volume rendering and isosurfacing of 3D data, 

graphing and isolines creation in the case of 2D data 

and simple graphing of 1D data. Glyphs and text 

glyphs can be used for the representation of data at 

selected nodes. Streamlines, animated streamlines 

and object flow animations are available in the case 

of vector data components.  

VisNow provides extensive capabilities of annotating 

the generated images.  Colormap legends and 

coordinate axes are available with much attention 

paid to the clean and flexible labelling. The user can 

label field values by text glyphs, 3D annotations can 
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be located in arbitrary points of the 3D scene and 2D 

annotations (titles) can be displayed .  

4.4. Viewers 
 VisNow provides a specialized 2D viewer and a 

simple graph viewer in addition to the main 3D 

viewer. A configurable 3D field viewer providing 

volume rendering and/or a set of orthogonal slice 

views helps to visualize 3D medical imaging data 

and an orthogonal viewer generates engineering type 

presentations. 

The 3D viewer is the basic visual interaction node 

with the standard picking, geometric modification 

and (to the limited extent) object drawing. 

5. IMPLEMENTATION AND 

EXTENDABILITY 
VisNow is implemented in Java with Java3D as its 

graphic interface to GL and is structured as a set of 

NetBeans projects.  

Each VisNow module is encapsulated in a Java 

package holding its main clas, an XML description 

file, and (usually) classes holding module parameters 

and a GUI panel. In addition a set of XML library 

descriptions allow to choose between basic, standard 

and enhanced module libraries.  

5.1. Extending VisNow 
New module libraries (plugins) can be created as 

separate NetBeans projects importing standard 

VisNow JAR files and following the package 

structure described above. New libraries can be  

dynamically added and modified at the runtime. Fast 

Java compilation opens an interesting possibility of 

usage of VisNow as a sort of an integrated 

development environment. The user can encapsulate 

newly implemented algorithm into the VisNow 

module and use sophisticated GUI for program 

parameters and visual debugging. As an example, the 

development of non-rigid 3D registration of CT data 

(see fig. 4) has been done entirely within the VisNow 

system with many algorithmic and implementational 

problems found and resolved under constant visual 

control. 

Any module network created in VisNow can be 

easily converted to a Java main class and released as 

a stand-alone application without the network GUI. 

Such form of the  application suits well the needs of 

an end user. 

 

5.2. Java Specific Problems 
Java, together with NetBeans provides excellent 

environment for the development of large, 

complicated projects. Nevertheless, some basic 

limitations should be taken into account or overcome. 

The object paradigm of the language with significant 

memory overhead and the Java3D data access forced 

to use flattened data arrays. For example,  

coordinates of a field of N nodes are processed as a 

single array of the length 3*N. On the other hand, the 

current hardware developments and increasing data 

size displayed a very serious Java language 

limitation. Array indices  and collection sizes are 32-

bit integers as. In effect, all Java data structures are 

limited to the size of at most 231 items. 

We are currently in progress of overcoming this 

limitation by the use of a library of  non-standard 

array-like data structures developed in ICM. The 

JLargeArrays library allows to declare and use arrays 

indexed by long integers and thus the computational 

capabilities are limited only by physical memory 

size. The basic data structures and several basic data 

reading, filtering and visualization modules are 

already converted to JLargeArrays and we expect the 

next release of VisNow at least partly capable of 

large data processing. 

6. VisNow AVAILABILITY 
VisNow is available under GPL Classpath Exception 

public license with the binary installers for Linux, 

Windows and Mac OS, accessible from 

http://visnow.icm.edu.pl. The sources of VisNow and 

JLargeArrays are available at the GitHub repository. 
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ABSTRACT 

For decades the same technologies has been used for generating images on computer systems.  On the one hand 
you have bitmap and on the other hand vector technology. Bitmap or pixel technology is mostly used for the 
representation of rich colour images. The other available imaging technology, vectors, is mainly used to present 
logos and  drawings without photo realistic details.  

But both techniques have their disadvantages and advantages. In recent years a lot of research has been done to 
combine the advantages of both techniques in a comprehensive solution. Much research focused on giving a 
vector illustration a realistic picture look. 

There was no development from scratch and that is exactly what this paper wants to propose, an algorithm to 
invent the pixel again. By always applying new developments on existing technologies generating images 
became a mix of various techniques and a rather complex matter. 

With the use of VectorPixels (VP) the concept of a pixel will be redefined. In contrast with a pixel (Picture 
Element) a VectorPixel will be defined by a mathematical description and be resolution independent. 
 

Keywords 
Pixel, VectorPixel, image description, resolution independent, enlargement. 

 

1. INTRODUCTION 
Every day people are looking at images on a personal 
computer, tablet or mobile device. Programs used on 
these computer systems are becoming more complex 
and the use of images most specific on websites has 
increased significantly in recent years. Instead of 
working on a wired network, computer system users 
are using more often wireless networks. Wireless 
networks are becoming faster but a reduction of data 
transmission enable a more fluent browsing. 
VectorPixels would also minimize this problem by 

using a reduced file size. This can be done by using 

Scalable Vector Graphics (.svg) to store traditionally 
files. The .svg file format is supported by a lot of 
vector based software but delivers a large file when 
saving rich images. 
A second issue is that making enlargements on 

bitmap images will always end pixelated ( (Figure 1). 

Permission to make digital or hard copies of all or part 
of this work for personal or classroom use is granted 
without fee provided that copies are not made or 
distributed for profit or commercial advantage and that 
copies bear this notice and the full citation on the first 
page. To copy otherwise, or republish, to post on 
servers or to redistribute to lists, requires prior specific 
permission and/or a fee. Figure 1. Jagged corner when using a bitmap 

solution when enlarging. 
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Lines for example will be jagged and a mixture of 
pixels with different values of shades will be 
generated. This technique works fine when an image 
is viewed at 1:1 ratio and not enlarged. VectorPixels 
aims to provide a solution for this problem and 

achieve the same image quality as obtained with 
vectors (Figure 2) with a “Richer Image”.  Vectors 
present a sharply defined shape but there is no 
“natural look” or smooth color transition. The new 
proposed approach wants to keep the advantages of 
both imaging technologies but get rid of their 
disadvantages in particular, lack of smoothness for 
vector-based solutions and pixelated enlargements 
for bitmaps (Figure 3, 4). 
 

2. RECENT SOLUTIONS 
Research done by Orzan, Bousseau et al. [1] describe 
a new vector based tracing method for rendering 
smooth gradients from diffusion curves. This 
technique improves the smoothness of transition 

between shapes but not the overall quality of the 
image. Also in this case, image information is added 
that wasn’t there before. This research is partly based 
on a paper published by Elder and Goldberg [3] in 
March 2001 which used edge maps for certain image 
adjustments. 
Tracing is an important issue in creating 
VectorPixels. At a first stage there is a simple line 
tracing, secondly an Edge tracing is carried out. Edge 
tracing has been the subject of a lot of research. 
There are different kinds of Edge detection like Ant-
Based Detection by Aydin [9] which uses a state 
transition function based on 5x5 edge structures. 
Sobel is another possibility a technique used by 
Kunal [10] which uses an edge mask generated by a 
fast edge detector. Generating VectorPixels is 
complex, given that different techniques have to 
combined to get a result. These techniques are line 
tracing, edge tracing and generating the VectorPixel 
itself. Also a VectorPixel has to be positioned with 
shape definition, fill, etc... Currently there is no 
solution that combines all these techniques with each 
other. 
 

3. PROPOSED SOLUTION 
Our solution is a new algorithm called VectorPixels  
and differs much from solutions proposed in the past 
by other researchers. Despite this it uses existing 
technologies. VectorPixel starts from a point that is 
definied by vectors and there is no such thing as a 
resolution grid. Instead of using a bitmap grid to 
position pixels, VectorPixels are positioned relative 
to a reference point. This reference point will be in 
the left upper corner of the image. A logarithm set up 
for VectorPixels can be seen in figure 5.                

Figure 3. Advantages and disadvantages of using pixels to build up Rich Images. 

 

Figure 2. Smooth vector based corner 
when enlarged. 
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This algorithm consists of five parts: 
- Tracing mode 
- Converting pixels to VectorPixels. 
- Retracing edges. 
- Smoothing. 
- Export. 

Because there are no capturing devices available to 
output VectorPixels based images, tracing of existing 
images is necessary. For testing purposes a simple 
line tracing is used. At a later stage other tracing 
techniques could be used or tested. Tracing will 
detect edges in the image by difference in color 
values of pixels. These edges can be rebuilt to be 
resolution independent with VectorPixels. Note a 
main difference with existing solutions using a closed 

path to represent an area of similar pixels (Figure 6). 
With VectorPixels the area is built up with similar 
“vectorized” pixels. The shape and position of a 
VectorPixel can also vary depending on the detail 
needed in an image when enlarged. Changing 
resolution is already embedded in VectorPixels when 
they are created. VectorPixels can also include a 
gradation in order to give softness to edges. 
A library can be provided where different sizes or 
shapes of VectorPixels can be archived and used as 
references. This can offer great advantages when 
saving VectorPixels based images especially with 
compression. In this case only the position of a 
VectorPixel and a reference, need to be saved. Of 
course this is together with the properties of the 
specific VectorPixel such as Fill Color or gradient 

Figure 5. Algorithm for VectorPixels. 

Figure 4. Advantages and disadvantages of using vectors to build up Rich Images. 
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and transformations. Making use of a gradient gives 
the possibility to make a smooth looking edge 
without additional programming. Because it is not 
working with a grid as with bitmaps, it is possible to 
position VectorPixels anywhere on the screen. For 
good order a maximum area (width and height) needs 
to be defined. Instead of using a fixed size in pixels a 
percentage could be used. VectorPixels can also 
overlap each other when a smooth curved line needs 
to be established (Figure 6). An algorithm (Figure 5) 
has been setup for first testing this new technique. 
Secondly this algorithm has to be realised in a 
programming environment which will have to deliver 
evidence that VectorPixels work effectively. 
 

4. RESULTS 
Our new developed algorithm is a theoretical one for 
the moment. Experimental research has now been 
carried out but useful results will be available by 
summer 2014. At a first stage OpenGL programming 
is being carried out to generate Algorithms to 
implement the VP technology on primitive shapes. 
This can be transferred to more complex cases such 
as Rich Images. In a third stage, a more practical 
application on Rich Images is provided with the use 
of VP in combination with Augmented Reality. Most 
of the augmented information is presented on top of 
an image (Figure 7). Information can be very divers, 
like distance between two points presented by a line 

(and value) or a 3D representation of an object. AR 
technology is often a collaboration between software 
and hardware (glasses) for displaying additional 

information. Earlier research indicated that especially 
the lack of decent representation of extra information 
is a barrier for most users to get involved with 
Augmented Reality. In general there are also great 
expectation in the area of smoothing edges to be 
achieved more easily (Figure 8) than it happens with 
current technologies. Also reducing file size is an 
important goal. Another area where VectorPixels will 
be tested after been implemented in a 2D 
environment will be the use in a 3D environment [4]. 
Experiments will be conducted to measure the 

Figure 6. Tracing and smoothing VectorPixels. 

Figure 8. VectorPixels shape define quality. Gradation included for smooth transition. 

Figure 7. Augmented reality on top of a 
bitmap image. 
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elapsed time for computation of VectorPixel 
algorithm. This could become one of the biggest 
drawbacks of VectorPixels due to the large 
processing requirements of calculations. 
 

5. CONCLUSIONS 
A lot of experimental research has to be done yet. 
Once first results become available a preliminary 
conclusion can be made. A schedule has been setup 
to get the first results published by the summer of 
2014. The proposed algorithm is the baseline and 
could be refined when testing VectorPixels. This 
research is part of a larger whole. VectorPixels were 
first started to be used in 3D texturing. When 
VectorPixels are finally defined and working for 2D 
rich color images it can be transferred for use in 3D 
texturing. Especially in the area of shading it could 
be a great addition when Phong or Lambert shading 
needs to be calculated. This work will also benefit 
from the antialiased voxelization described in 
Prakash [11], [12]. 
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ABSTRACT 
Robustly extracting the features of lane markings under different lighting and weather conditions such as 

shadows, glows, sunset and night is the a key technology of the lane departure warning system (LDWS). In this 

paper, we propose a robust lane marking feature extraction method. By useing the characteristics of the lane 

marking to detect candidate areas. The final lane marking features are extracted by first finding the center points 

of the lane marking in the candidate area then these center point pixels are labeled according to the intensity 

similarity along the direction of the vanishing point. The performance of the proposed method is evaluated by 

experiment at results using real world lane data. 

 

Keywords 
LDWS (Lane Departure Warning System), Lane Marking Feature Extraction, Lane Detection, Image Processing, 

Computer Vision  

 

1. Introduction 
Recent automotive industry mainly concerns about 

the safety and convenience of the driver and much 

research work on systems such as ITS (Intelligent 

Transport System) and ADAS (Advanced Driver 

Assist System) have been conducted. One of the 

main key technologies of ITS and ADAS is the 

LDWS (Lane Departure Warning System), a system 

which detects information of the current driving lane 

and warns the driver when the vehicle begins to 

move out of its lane. This system has become more 

famous and many studies are underway as it is 

designed to minimize accidents caused by the 

unconsciousness of driver. 

The Lane Marking Feature Extraction used in LDWS 

system is based on conventional methods such as 

color model method[Sun06a], [Lee09a], edge 

information method[Lin10a], [Macek04a], B-Snake 

method[Wang04a], stereo method[Yaylor96a], 

[Hattori00a], and perspective transformation 

method[Aly08a].  

In the color model method; the lane marking is first 

detected by converting the RGB image into the HSI 

(hue, saturation, intensity) color model and then 

binarizing it by using saturation and intensity values. 

The Lane marking is detected well in good 

environment conditions but, the detection rate 

becomes very low and poor in low light situations 

such as sunset or dawn and even when shadow is 

mixed. 

In the edge information method, Canny or Sobel 

filters are used to detect the lane edges. The line is 

then extracted by identifying the straight line 

components using the Hough space. Unlike the color 

model method, this method manages to detect the 

line in different lighting conditions such as sunset or 

cloudy environments without being affected by the 

color temperature. But the extraction of the lane 

marking becomes more difficult if edges other than 

straight line components are detected. 

In this paper, we generate an accumulative intensity 

difference image of the lane marking and road areas 

by using the characteristics of the lane marking. Then 

we obtain the center point candidate image of the 

lane marking by using the distribution kernel of the 

accumulative image and label the pixels of the image 

in the direction of the vanishing point. The current 

driving lane is then detected by the Hough 

transfortation of the lane marking feature extraction 

image. 

Section 2 of the paper describes the lane feature 

extraction process, Section 3 describes the procedure 

used to detect the lane marking using feature points, 

Sections 4 evaluate the recognition rate of the 
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proposed method through experiment results and 

Section 6 depicts conclusion. 

 

2. Lane Marking Feature Extraction 
In our paper, we have made three assumptions for 

robust lane marking feature extraction in different 

lighting conditions. Three assumptions are as follows. 

-First, the lane marking has a constant width. 

-Second, the intensity value of the lane marking 

area is higher than the intensity value of the road 

area.  

-Third, the driving direction and the lane marking 

are parallel.  

As above mentioned assumptions are invariant to 

light conditions; they are used to detect the candidate 

region of the line in LDA (Line Difference 

Accumulation). The center points of the candidate 

area are then detected in the process of LCC (Line 

Center Candidate) and the lane marking is detected in 

the LCC-R (Line Center Candidate-Refinement) 

process by removing the components except the 

detected center points. Fig. 2 shows the proposed 

lane marking detection procedure. 

 
Figure 1. Flow diagram of the proposed algorithm 

 

2.1 Line Difference Accumulation(LDA) 
An input image is first converted into a gray image. 

The intensity difference of image I(      and I 

(        is calculated using Equation (1) where I 

(   ) is pixel intensity and d is an offset value of x. 
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After generating D(   ) according to Equation(2); 

Equation (3) is used to create H(x,y) LDA image by 

increasing the value of d from     to     . 
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        = μ x (y –   )+3                                          (4) 

 

In Equation (4), y is the y-axis coordinate used to 

calculate d and    is the y-axis coordinate of the 

vanishing point. Even though the width of the lane 

marking is said to be same; the width of the lane 

marking in image is proportional to the y-axis and as 

a result; d is changed according to the y-axis as it is 

expressed in Equation (4). μ is a weight factor of the 

lane marking width, and it is determined by camera 

calibration. 

 

The intensity value of the road area in the gray level 

image is low and the intensity value of the lane 

marking is high. As the intensity difference between 

these two values is high; it allows us to acquire a 

potential candidate region. In the detected H (   ) 

image, one pixel can be a strong candidate of the lane 

marking  if the intensity difference between the pixel 

and another pixel apart from d distance is high.  

 

 

(a)                                          (b) 

 

(c)                                             (d) 

Figure 2. Result of LDA image. (a) input image.   

(b) cropped input image of the red box.  (c) LDA 

image. (d) cropped LDA image of the red box. 

 

Detected lane marking candidate area is shown in 

Figure.2 and the center point appears to have the 

highest intensity. As it contains the highest intensity, 

strong candidates can be detected without any 

difficulties even sunset or shadow areas contain 

lower intensity. 
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2.2 Line Center Candidate(LCC) 
In this section we find the center of the candidate 

area using the LDA (Line Difference Accumulation) 

image which we have detected in the previous 

section. An LDA image pixel gets a higher intensity 

value as it becomes the center point of the lane 

marking and it gradually decreases toward the 

outskirt of the lane marking. The kernel which has a 

distribution function of   (         (        

(equation (5)) inside the search range is correlated 

and the largest pixel of the result is assigned as the 

center of the line. 

  

     (a)                         (b) 

Figure 3. Result of LCC image. (intensity of the 

image was reversed) (a) LDA image. (b) LCC 

image.. 

 

 

Figure 4. Distribution function, f (x) = 5 / (5 + x^ 2) 

 

C(x,y) =   
        

   [                            ]
 ( 

                     ∑ ((
 

    )   (        )          
              

        

(5) 

SearchRange    =  α x (y -   ) + 3         (6) 

KernelSize        =  β x (y -   ) + 2         (7) 

 

α and β are arbitrary constants which are determined 

through experimentation. KernelSize determines the 

size of the distribution kernel whereas SearchRange 

determines the search range. We set the size of the 

kernel and the SearchRange to be proportional to the 

y-axis as the pixel width of the lane marking is 

proportional to the y-axis. According to Eqution(5), 

the maximum value point of the distribution kernel in 

the search range is assigned as the lane center 

candidate. Figure.3 shows the results of the Line 

Center Candidate. 

 

2-3. Line Center Candidate Refinement (LCC-R) 
The noise of the LCC image obtained in the previous 

section can be detected as a candidate region of the 

center of the lane marking.  

 In this section, we remove the noise of the candidate 

region by applying the connected component labeling 

(Figure5.) along the vanishing point direction starting 

from the bottom of the y-axis. In this process, if the 

number of connected pixels is less than five; 

connected area is not considered as a lane marking 

candidate and will be removed. Figure5 shows the 

labeling process.  Figure.6 shows the Line Center 

Candidate Refinement results. 

 

 

          

          

          

          

          

          

          

          

Figure 5. LCC-R image labeling process 

 

                   (a)                                         (b) 

Figure 6. Result of LCC-R image.  

(a) LCC image. (b) LCC-R image.. 

 

3. Lane Marking Detection 
In this section, we detect the lane marking by using 

the LCC-R image which we obtained in the previous 

section.  

In order to detect the lane marking, we apply the 

Hough transform [Yu97a] to the LCC-R image. The 

two Hough lines which have the highest intensity 

value of the LDA image in the vanishing point 

direction are determined as the last lane markings. 

Figure.7 shows the results of the final lane marking 

detection.  
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4. Experiment 
After mounting the Pointgrey’s Grasshopper2 and a 

lens with focal length of 8mm in the car, we 

performed the experiment by obtaining image at 30 

fps in a 640 ⨉ 480 resolution in a PC running 

Windows7 containing an Intel Corei5-3470 3.20GHz 

with a 8GB RAM.  

If the Hough line is presented on the lane marking, it 

is assigned to the Success column. If a Hough line 

does not exist or presented  on a non lane marking 

position; it is assigned to the Fail column. Figure 8 

shows the results of lane feature extraction done in 

various lighting conditions. 

 

 Total 

frame 

Success 

(frame) 

Fail 

(frame) 

Recognition rate (%) 

Daylight 1500 1493 7 99.53% 

Sunset 1200 1184 16 98.66% 

Shadow 800 756 44 94.50% 

Night 1200 1189 11 99.08% 

complex 1000 946 54 94.60% 

Total recognition rate 96.27% 

Table 1. Recognition in various environments 

A higher overall recognition rate of 96.27% was 

obtained when we performed the experiment in 

complex environment conditions such as daylight, 

sunset, shadow and night. 

Incorrect recognition occurs when guardrails or 

sidewalks are detected as they have the similar 

characteristics as the road lane marking.   

If the paint of the line is tattered, it can be detected as 

noise and will be removed.  

In cases of misrecognition; shadows of road side 

trees, buildings can be detected as the road line when 

the sunlight is projected parallel to the road in the 

same angle. 

 

5. Conclusion 
A robust lane marking feature extraction method in 

various light conditions was proposed. In this 

proposed method, the LDA (Line Difference 

Accumulation) image was obtained by using the 

independent characteristics of illumination and the 

LCC (Line Center Candidate) image was obtained by 

using the intensity distribution characteristics of the 

lane marking which was obtained by LDA. After 

removing the noise from the LCC image; the strong 

lane marking which was invariant to different 

environment conditions was obtained by detecting 

the LCC-R image. The processing speed also can be 

used for real-time detection at 22.31fps as the 

experimental results from a variety of lighting 

conditions gave a very high average recognition rate 

of 97.94%. 
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Figure 8. Result of lane feature extraction by various lighting conditions. 
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ABSTRACT 
LEGO has been very popular toy in the world because it is attractive and fun to play with and stimulates one's 

creativity by providing means to conveniently assemble a variety of interesting shapes using the limited types of 

given bricks. However, it is hard for the beginners to design and assemble complex models they desire to make 

without instructions. Building a LEGO assembly manually usually requires a significant amount of trial-and-

error. LEGO company therefore presented the LEGO construction problem in 1998 and in 2001. The problem 

statement is "Given any 3D body, how can it be built from LEGO bricks?" In this paper we will investigate the 

current research efforts to address the LEGO construction problem. We will review the problem definition, 

formulation, and a variety of approaches to solve the problem. We will discuss the data representations for input 

3D polygonal models and the LEGO assembly structures, cost functions that will guide the search for the 

optimal solution, and various solution methods.  

Keywords 
Engineering, Design, LEGO, Construction, Optimization, Evolutionary, Algorithms 

1. INTRODUCTION 
In the 1940s in Denmark, LEGO was designed, 

developed, and produced by the LEGO company, the 

most successful toy manufacturer [Sma08, Sil09]. 

LEGO has been very popular toy in the world 

because it is attractive and fun to play with and 

stimulates one's creativity by providing means to 

conveniently assemble a variety of interesting shapes 

using the limited types of given bricks(Fig. 1) [Tes13, 

Ono13].   

However, it is hard for the beginners to design and 

assemble complex models without instructions  

[Ono13]. Building a LEGO assembly manually 

requires a significant amount of trials-and-errors 

[Tes13]. LEGO company therefore presented the 

LEGO construction problem in 1998 and in 2001. 

The problem statement is "Given any 3D body, how 

can it be built from LEGO bricks [Tim98]?"  

Researchers tried to develop softwares that can 

automatically generate LEGO assemblies and 

assembly instructions from the geometric 

specifications of the desired object. In most research 

efforts, 3D polygonal model data were used as 

specifications of the objects.  

LEGO construction problem is simple and easy to 

understand. It is however hard to solve using 

mathematical or algorithmic approaches on computer 

because there exist a number of different ways to 

construct a LEGO model for an object specified by 

users [Sma08].  

 

Figure 1. Computer generated LEGO 

representation(left) and real LEGO 

assembly(right) [Tes13] 

Other than the applications for entertainment 

purposes described above, study on LEGO 

construction problem will have great practical value 

and contribute to other areas such as engineering 

design or engineering education because the process 

of LEGO assembly generation is similar to the 

generation of real engineering artifacts [Pey03]. 

Campbell et al. showed that how various physical 

and chemical principles related to nanoscale science 

and technology can be demonstrated using LEGO 

models [Cam12]; Wang et al. designed and 

developed a digital LEGO system that provide a 

generic representation of security protocols and used 

it in teaching students. The digital LEGO system 

helps the students conveniently understand these 

abstract concepts [Wan08]; Yip-Hoi and Newcomer 

used LEGO to teach CAD modeling techniques to 

engineers [Yip11].  

Solution methods developed to solve the LEGO 

construction problem are related to other interesting 
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problems: Mitani et al. proposed a method to produce 

unfolded papercraft patterns of toy figures from 3D 

polygonal mesh data using strip-based approximation 

[Mit04]; Igarashi and Suzuki proposed a method to 

create close-fitting customized covers for three-

dimensional objects [Iga11]; Xin et al. proposed a 

method to design and model burr puzzles from 3D 

geometric models [Xin11]; Lo et al. proposed a 

method to generate 3D Polyomino puzzle that 

constructs 3D surface model using Polyomino pieces 

[Lo09].  

In this paper, we investigated a variety of approaches 

to solve the LEGO construction problem. In the next 

chapter, the problem definitions and formulations 

will be covered. In chapter 3, we will discuss the data 

representations for both of the input 3D polygonal 

models and the LEGO assembly structures. In 

chapter 4, we will introduce the cost functions that 

will guide the search for the optimal solution and in 

chapter 5 we will discuss various solution methods 

that have been used to solve the LEGO construction 

problem.  

2. Automated LEGO Assembly 

Construction Problem 
When a user has a design of an arbitrary object in 

mind, she will try to build an LEGO assembly with a 

significant amount of trials and errors. LEGO 

construction problem is to find the optimal way of 

converting 3D polygonal mesh data to LEGO 

representation given the number of LEGO bricks.  

Smal defined the LEGO construction problem as the 

development of a software application that generates 

the LEGO building instructions for the given 

arbitrary real-world object [Sma08]. Here, the real 

world object is represented by 3D polygonal mesh 

models. The output of the LEGO construction 

software applications include LEGO model 

representations, 3D renderings of the LEGO model, 

and assembly instructions for building the LEGO 

models.  

We need to simplify the problem by applying several 

restrictions that can reduce the search space for the 

solution [Gow980][Sma08][Tim98]. Real-world 

object that users desire to build must be firstly 

converted to an appropriate representation such as 

"legolised" representation. The legolised 

representation is a matrix whose elements can only 

have ones and zeros. The value one for an element 

denotes that the space is covered with a brick or a 

part of a brick, the value zero denotes an empty space 

[Sma08].  

Bricks available in building a LEGO representation 

must be restricted to a limited number of types to 

save processing time for optimization by reducing the 

search space. Usually, "family" LEGO bricks and 

DUPLO bricks were used in previous research to 

address the problem [Pet01]. To save time and reduce 

the number of bricks, the inside of the sculpture must 

be kept hollow as far as the connectivity and stability 

are kept. Colors can be ignored to save processing 

time because incorporating color information into the 

problem can increase another dimension of search 

space resulting in drastic increase in search space 

[Sil09].  

There are two major performance criteria that the 

solution of the LEGO construction problem must 

satisfy. The first criterion is that the created LEGO 

sculpture must be connected and stable. Another 

criterion is that the conversion from an object model 

to a corresponding LEGO representation must be 

complete in a reasonable time period [Sma08].  

The automated LEGO construction problem can be 

formulated as an optimization problem to find the 

optimal LEGO structure that best represent the input 

real-world object. In general, optimization techniques 

can be divided into two categories: one is a 

deterministic technique and the other is a stochastic 

technique. Deterministic approaches are used to find 

the globally optimal solution and they are appropriate 

to the problems whose solution space is relatively 

small. Efficient state space search methods such as 

branch-and-bound methods, or algebraic methods are 

usually used to find the globally optimal solution. 

When the solution space is extremely large and it is 

therefore not feasible to find global optimal solution, 

Stochastic technique can be used. Stochastic 

technique finds good solutions in a reasonable time 

period by using heuristics and probability theories 

that guides the search [Sma08].  

The automated LEGO construction problem cannot 

be solved using deterministic optimization techniques 

because the solution space is extremely large. We 

therefore discuss stochastic optimization techniques 

to solve the LEGO construction problem [Sma08].  

There are a variety of solution methods to address the 

optimization problems and greedy methods, local 

search, beam search, cellular automata and 

evolutionary algorithms were used to solve the 

LEGO optimization problem. From next chapter, we 

will discuss the approaches used to solve the 

automated LEGO construction problems.  

3. DATA REPRESENTATIONS  
The real-world object that the users desire to create 

are usually given as a 3D polygonal mesh models. 

Users can create the 3D mesh models using modeling 

softwares or can easily download them from the 

internet [Lam06]. The first step in solving the LEGO 

construction problem therefore is to convert a given 

3D polygonal mesh models to a data representation 

that is appropriate for the process of LEGO assembly 

generation. A typical data representation for the real-
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world object is a "legolised" model proposed by 

[Gow98].  

 

Figure 2. A 3D polygonal model and its legolised 

representation for a horizontal cut [Sam08] 

Voxelization  
Voxel representation is naturally employed by 

researchers to represent the real-world objects 

because basic LEGO bricks has the rectangular 

shapes that matches well with voxels. LamBrecht  

used ray casting technique in voxelizing the input 3D 

mesh models. Their approach casted a ray in a axis-

aligned direction from the each column of voxels. 

The algorithm conducts voxelization by iterating 

through all the faces of the model in the cube and 

testing for intersection between the face and the ray 

[Lam06].  

Silva et al. proposed a novel voxelization algorithm 

that uses point samples of the surface to determine 

which voxels each point belong to. Their algorithm 

assumes a uniform sampling of the surface. In 

general, it is however not guaranteed for most of the 

triangular meshes due to their shape irregularity with 

varying edge sizes. They therefore conducted a 

subdivision algorithm to transform the given mesh 

model into a uniformly sampled model where all 

lengths of all the edges are smaller than the user-

specified resolution. They implemented their 

algorithms on the GPU to achieve the real-time 

performance [Sil09].  

After or during the voxelization process current 

approaches hollowed the model to decrease the 

processing time by hollowing the model. This 

process is conducted by removing unnecessary bricks 

while stability is not damaged [Tes13][Lam06].  

We have to consider the trade-off of the voxel 

resolution when we perform the voxelization process 

and specify appropriate resolution depending on the 

application purposes. If the resolution is high, we can 

represent the more detailed shapes of the model but it 

increases the processing time drastically. If the 

resolution is low, the voxelization algorithm runs fast 

but the quality of the model is not convincing. [Tes13]  

LEGO Model Representation 
 

 

Figure 3. Examples of basic LEGO bricks 1x1, 

1x2, 1x3, 1x4, 1x6, 1x8, 2x2, 2x3, 2x4, 2x6, 2x8 

[Ono13] 

The simplest way of representing LEGO model is 

using the voxel representation. In this approach, each 

voxel can be identical to the unit LEGO brick of the 

size 1x1 or a part of a larger brick (Fig. 3) [Ono13].  

In this approach, the voxel representation is 

converted to the LEGO representation within the 

voxel space.   

 

Figure 4. A legograph that represent the 

connectivity among the bricks in voxel space 

In the beginning of the process, each voxel that the 

object covers is occupied by an unit brick and then 

replaced later by the larger bricks by merging the unit 

bricks considering connectivity among the bricks 

[Ono13].  

 

Figure 5. An example of a LEGO assembly 

structure and a corresponding assembly graph 

[Pey03] 

Peysakhov and Regli used assembly graphs to 

represent feature-based connectivity of LEGO 

assemblies. An assembly graph is very expressive 

and can represent a variety of LEGO assembly 
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structures comparing other representations. In 

assembly graphs, the nodes represent LEGO 

elements and the edges represent connections among 

the elements. They also proposed a graph grammar 

that can be used to evaluate the validity of the LEGO 

assembly structure [Pey03].  

 

Figure 6. LEGO brick layouts (left) and 

corresponding graph representation [Tes13] 

Testuz et al. proposed another graph representation 

for the LEGO structure. Fig. 6 shows the LEGO 

brick layouts and corresponding graph 

representations used to evaluate connectivity and 

stability of the construction. In their graph 

representation, a node denotes a LEGO brick and an 

edge denotes the connection between the bricks. The 

solidity optimization to improve the stability of the 

construction was conducted based on the assumption 

that the more LEGO bricks are connected, the 

stronger the connectivity will be [Tes13].  

 

Figure 7 A brick layout and corresponding NTP 

representation in two--dimensional space [Fun98] 

Funes and Pollack proposed a network of torque 

propagation structure to represent a LEGO assembly 

to evaluate the stability of the structure. A network of 

torque propagation (NTP) consists of: (1) a list of 

bodies, (2) a list of joints, (3) a list of forces, and a 

symbol G that denotes the "ground". Here a joint is 

defined as a the center position of the area of contact 

between a pair of bricks [Fun01].  

When using evolutionary algorithms to solve the 

problem, the solution itself of the problem must be 

encoded as genotype representations. There are two 

approaches to represent genotype: one is direct and 

the other is indirect representation. Direct genotype 

representation is conceptually identical to the 

phenotype or the solution of the problem. In indirect 

representation phenotype can be constructed from the 

transformations of its genotype [Pey03].  

The advantage of the indirect representation is that it 

can focus the search process through the feasible 

search space by significantly reducing the space.  The 

disadvantage of the indirect representation however 

is that the standard genetic operators cannot be 

directly used [Pet01]  

4. Cost Functions  
The cost function for the optimization problem must 

be designed based on the performance criteria of the 

problem described in chapter 2. The most important 

factors to consider for cost function design are 

stability of the created LEGO assembly and the 

processing time to create it. Gower et al. introduced a 

set of heuristics that are useful in designing the cost 

function for the problem based on their rigorous 

research [Gow98][Sma08].  

Gower et al. proposed six heuristics that are 

necessary to guarantee the stability of the created 

LEGO assembly. The first three heuristics are as 

follows: (1) A high percentage of the area of each 

brick should be covered by other bricks from above 

and below; (2) Larger bricks must be preferred over 

small bricks; (3) Bricks in consecutive layers should 

have alternating directionality [Gow98][Sma08].  

 

Figure 8 The boundary defined by the 

neighboring bricks (left) and the vertical 

boundary (right) [Sma08] 

We need to be more careful at the boundaries of the 

whole model and vertical boundaries of each brick 

where connectivity is more vulnerable. The other 

three heuristics addressed the connectivity and 

stability problem at the boundaries: (1) A high 

percentage of the vertical boundaries of each brick 

should be covered by bricks in the consecutive layers; 

(2) A brick must be placed such that the middle of 

the side should be at the boundary defined by the 

neighboring bricks; (3) If a brick covers a vertical 

boundary in the previous layer, the middle of the 

brick must be aligned to the boundary 

[Gow98][Sma08]. 
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Based on the heuristics Gower et al. defined a cost 

function as follows:  

                      

where,    relates to the alternating directionality,    

corresponds to coverage of the vertical boundaries,    

relates to the coverage of the boundary defined by the 

neighboring bricks, and    encourages the use of 

larger bricks.   's represent the weights for each term.  

Peysakhov and Regli 03 proposed a more advanced 

and flexible form of the cost function to evaluate the 

ability of an LEGO assembly relative to its 

performance and function. Their cost function use the 

attributes of the LEGO structure including weight, 

number of nodes, and size of the structure. Their cost 

function is as follows:  

         

                      
 

Here,    is the weight function that represents the 

importance of the parameter. They set the weight 

value as the equal value to the parameter  itself for 

the most important parameters. They set the weight 

value to the square root of the parameter for less 

important ones. For the least important parameters, 

they used square root of square root of the parameter.  

                      

   denotes the properties that will be maximized such 

as reliability.    denotes the properties that will be 

minimized such as manufacturing cost, and    
denotes the properties that will be as close as to the 

specific constant value    [Pey03].  

5. Solution Methods 
A variety of approaches have been proposed to solve 

the LEGO construction problem. In this section we 

will describe and discuss those solution methods 

including greedy algorithms, local search, beam 

search, cellular automata, and evolutionary 

algorithms 

Greedy Algorithms  
Ono and Alexis 13 proposed a method to convert a 

3D mesh model into a corresponding LEGO model 

by using their replacement strategy. The input to the 

system is the 3D model and user-specified level-of-

detail. The system. The system converts the input 3D 

model into a voxel model based on the level-of-detail, 

and then converts it to the LEGO model [Ono13].  

The system places the unit LEGO brick of the size 

1x1 to each voxel. It then merges the unit bricks to 

replace each voxel with larger bricks so that the 

resulting LEGO structure would be more stable. 

They represent the LEGO structure as a legograph 

shown in chapter 3 with three different types of links 

they defined. The replacement is conducted layer-by-

layer, from bottom to top and the replacement is 

performed in each layer using a greedy method. In 

the replacement procedure, for each position the 

brick type with the highest score is chosen to be 

replaced. The strategy for the scoring is designed to 

guarantee the stability of the resulting LEGO 

structure and it is similar to the cost function 

described in chapter 4. When the LEGO structure is 

built, their system automatically generates the 

assembly instructions [Ono13].  

 

Figure 9. The result of greedy method by [Ono13] 

Testuz et al. proposed a similar method to [Ono13] in 

that they fill the unit bricks into each voxel first and 

then merge and split the bricks sequentially to obtain 

the optimal layout using greedy method. Their merge 

algorithm randomly select a brick and find a legal set 

of neighbors. It then repeat choosing the neighbor 

with the lowest cost and select the neighbor with the 

lowest cost value until there are no more mergeable 

neighbors. This process repeats until there is no more 

brick to merge [Tes13].  

In building the LEGO model Testuz et al. evaluate 

the stability of the model as other approaches do. To 

achieve this, they used the graph representation 

described in chapter 3. In the stability evaluation, 

they assumed that the stability will be stronger if the 

more bricks are connected to each other [Tes13].  

Local search 
In each step of the procedure, local search approach 

considers only a small subregion and attempt to find 

the best brick placement to fill the subregion 

[Gow98][Sma08]. Only a few bricks are permanently 

placed in each step considering the effect of the local 

placement for the global solution. Then the subregion 

slightly moves so that a new subregion overlaps the 

previous one as a sliding window [Sma08].  

In this approach, the important issue is the size of the 

subregion. If the size of the subregion is too small, it 

is hard for the local placement contribute to the 

global optimization. On the other hand, if the size of 

the subregion is too large, the search space would be 

larger resulting in increase in processing time. The 

optimal size for the subregion therefore must be 

determined based on the size and characteristics of 

the input real-world object. [Sma08]  
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To apply simulated annealing to the LEGO 

construction problem, we can firstly divide each 

layer into subregions of smaller size. Then the 

subregions will be randomly filled with arbitrary 

placements of LEGO bricks resulting in the initial 

state. For each subregion a set of successor states are 

generated by replacing a small number of bricks with 

new bricks. New successor states are generated until 

we find a new state that decreases the energy. The 

search process will stop after the number of iterations 

specified by a user is complete or when an acceptable 

solution is found [Sma08].  

Simulated Annealing 
Simulated annealing is a variant of the hill-climbing 

technique that computes all possible successor states 

from the current state and then selects the best 

successor. The well-know limitation of the approach 

is that it can easily converges to the local minimum 

instead of the global optimum [Sma08].  

At each iteration, simulated annealing algorithm 

considers a set of neighboring states from the current 

state. It probabilistically compares between moving 

to new states and staying in the current state and then 

decide the new state that minimizes the energy. This 

process repeats until it finds a satisfactory solution 

[Sma08].  

Beam Search  
A beam search is conceptually similar to the 

simulated annealing approach in which successor 

states are generated and evaluated to find a new state 

with better quality. A beam search approach a best-

first search algorithm and it is different from the 

simulated annealing approach in that all the possible 

successor states are generated and evaluated using a 

cost function to find the new state with the best cost. 

The algorithm therefore searches for the best local 

solution at each step [Sma08].  

 

Figure 10. Beam search tree to a fill 3x3 layer 

using the standard LEGO bricks [Sma08]  

At each step a beam search algorithm finds best k 

successors and they are added to their parent states. 

Then the search process continues while pruning the 

states that cannot generate any successor states of 

better quality from the search tree. The problem 

however is that it can focus on a too narrow search 

space resulting in not convincing solutions. An 

improvement for this problem is to select the k 

successors probabilistically with a higher probability 

of selecting the lower cost successors to create a 

broader search space [Sma08].  

Cellular Automata  
van Zijl and Smal proposed an approach using 

cellular automata based on the cost function proposed 

by [Gow98][Van08]. Their approach is conceptually 

similar to the merge/split approach using several 

heuristics that guides the search [Tes13]. The 

approach virtually cuts the given 3D object into 

horizontal two-dimensional layers. It finds the 

optimal 2D layout first and then join them to 

construct final 3D model.  If we solve a 2D layout 

optimization problem separately, the stability of the 

resulting model cannot be guaranteed. They therefore 

used the Gower et al.'s heuristics during each step to 

solve the 2D problem to guarantee the solidity of the 

model [Gow98][Van08].  

 

Figure 11. An example of cellular automata 

representation (a) the 2D grid, (b) potential merge 

neighbors, (c) potential new clusters, (d) the final 

three clusters [Sma08]  

This approach used a legolised representation 

described in chapter 3. In initial stage, each cluster of 

unit size 1x1 that contains value one represent a unit 

LEGO brick. For each cluster the algorithm checks if 

it can be merged with any of its Von Neumann 

neighborhood. Two clusters can be merged if the 

merge can result in a new cluster that represent a 

larger valid LEGO brick. This merge operation is 

conducted for all the clusters in the layout. The order 

of merges can be random, front-to-back, or any other 

orders chosen by a user [Van08].   
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Evolutionary Algorithms 
Evolutionary algorithms are very effective 

optimization technique for the problems whose 

optimal solution is hard to formalize. LEGO 

construction problem is a hard combinatorial 

optimization problems in which it is infeasible to find 

the optimal solution and the "good" solutions of 

reasonable quality are enough. Evolutionary 

algorithms could be a proper approach to solve the 

problems that have such features and nature 

[Pey03][Pet01].   

To solve an optimization problem using evolutionary 

algorithms, we have to encode the solution of the 

problem as chromosomes, define the evaluation 

function, and develop mutation and recombination 

operators depending on the characteristics of the 

given problem. We have discussed about the 

genotype representation for LEGO construction 

problems in chapter 3 and we will therefore discuss 

about evaluation functions and operators developed 

to solve the problem using evolutionary algorithms 

[Pey03][Pet01].  

There are two approaches to genotype 

representations: one is direct representation, and the 

other is indirect representation. In direct 

representation the genotype is conceptually identical 

to the corresponding phenotype. On the other hand, 

in indirect representation, the genotype is 

transformed to construct the corresponding 

phenotype. Indirect representation usually have more 

information about the phenotype and it therefore can 

focus the search space by reducing the space. The 

problem of indirect representation is that the standard 

operators such as mutation and crossover do not 

directly work. We therefore have to redefine the 

operators according to the structure of genotype 

[Pey03][Pet01].   

 

Figure 12. An example of genotype representation 

by [Pes03] 

Peysakhov and Regli developed their chromosomes 

using a combination of two data structures: one is an 

array of all nodes, and the other is the adjacency hash 

table containing all edges as shown in fig 12. The key 

value of the hash table represents the position and 

direction of edges. For example, the key "1>3" 

means that the edge connects from the node 1 to the 

node 3. Hash table also describe how the LEGO 

elements are connected [Pey03].  

The mutation operator of [Pey03] is applied with 

constant and low probability to provide the balance 

between the exploration and exploitation. When a 

mutation arises for a node, a LEGO brick is simply 

replaced by the same type brick with different size 

[Pey03].  

 

Figure 13. An example assembly graph for the 

LEGO car [Pey03] 

Crossover is conducted by two operators: cut and 

splice. It selects two chromosomes for crossover and 

random points are selected respectively for the two 

chromosomes by cut operator. The tail parts of the 

parent chromosomes are then spliced with the head 

parts of them [Pey03].  

Petrovic proposed more advanced and complicated 

operators as follows. His crossover operator firstly 

selects a rectangular region at random. Then a part of 

LEGO bricks are copied from one parent and other 

bricks that do not conflict with already placed bricks 

are copied from another parent [Pet01].  

Petrovic suggested the following mutation operators 

because random mutation operator can generate 

overlaps.  

 A brick is replaced by other random brick.  
 A brick is added to an empty location randomly.  
 A brick is shifted by one unit in one of the four 

possible directions.  
 A brick is eliminated from the layout  
 A brick is extended by one unit in one of the 

four possible directions.  
 All bricks that are in a random rectangle are 

replaced by random bricks 
 The whole layout is initialized again 

In his mutation operators, larger bricks are always 

preferred to be replaced to increase stability of the 

structure [Pet01]. 

6. CONCLUSIONS 
In this paper, we reviewed a variety of research 

efforts to address the automated LEGO construction 

problem. We investigated the problem definition and 

formulation, various data representations for 3D 

polygonal mesh models and LEGO assembly 

structures, cost functions to solve the optimization 

problem for LEGO construction and solution 

WSCG 2014 Conference on Computer Graphics, Visualization and Computer Vision

Poster Proceedings 95 ISBN 978-80-86943-72-5



methods a number of researchers proposed. To date, 

graph representations have been widely used to 

represent the LEGO structure and as solution 

methods, greedy algorithms, simulated annealing, 

beam search, cellular automata, and evolutionary 

algorithms have been used to automatically construct 

LEGO structure minimizing the number of bricks 

used and guaranteeing the stability of the built 

structure. Those approaches are useful to create a 

LEGO structure design for given 3D polygonal 

models for entertainment purposes and also can be 

useful for engineering education.  
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ABSTRACT 
Modeling plausible deformation of the objects has been an important task in computer animation and game 

design industry. The approach proposed in the paper deals with a polygonal mesh deformation splitting the 

vertices of the mesh into two types: cluster vertices and free vertices. With the user defining the shape of the 

mesh key areas with the help of cluster vertices, the algorithm takes advantage of non-linear geometric 

deformation for calculating free vertices position. The approach could be used both for creating a sequence of 

altered model shapes to produce a character animation (with the help of user-created control cluster data) and for 

visualizing some ecological processes. 

Keywords 
Control cluster, non-linear deformation, skeletal animation, polygonal mesh deformation. 

1. INTRODUCTION 
Deforming model meshes has become an active field 

of research [1-5]. It can be used both for modeling 

characters and for creating a sequence of altered 

model shapes to produce an animation.  

Most of the algorithms can present either physical or 

geometric approach. We concentrate in the geometric 

approach domain. Most of the geometric algorithms 

proposed demonstrate shortcomings connected with 

their linear approach. So this research focuses on  the 

non-linear geometric approach to deformation. 

In this paper a geometric method for plausible 

polygonal model deformation is proposed. It makes 

use of control clusters to facilitate the work of the 

animator in creating realistic animation of the 

character without involving much user-input data. 

The method proposed provides intuitive control and 

it is easy to use because it allows the user to 

influence only a small group of vertices leaving the 

non-linear deformation of the rest of the vertices to 

the algorithm.  

In the previous papers an approach based on a control 

clusters technique for correcting 2D models skinning 

deformation was presented [6]. This paper is to 

describe a generalized and more versatile approach to 

deforming 3D polygonal models – Control Cluster 

Method (CCM). The generalized approach can be 

implemented in a wide variety of applications 

including physical processes simulation, such as 

ecological processes (e.g., computational domain 

flooding and dewatering as a result of wind upsurge-

downsurge; fire spreading; prevalence of air and 

water pollution).  

2. RELATED WORK 
Among the geometric deformation technologies 

connected with skeletal animation the most widely 

used is Linear Blend Skinning (LBS). Being simple 

and straightforward LBS is notorious for its well-

studied shortcomings [7].  

To avoid well-known artifacts Pose Space 

Deformation proposed in [8] takes advantage of 

using sample shapes of the model, the technique 

requiring much input from the user [9].  

Dual-quaternion skinning is a more recent skeletal 

animation technique [10], describing both rotations 

and translations using quaternions. Having no 

shortcomings of LBS, dual-quaternion skinning 

demonstrates some new artifacts connected with too 

much volume.  

It was also proposed in [11] to pre-compute 

optimized skinning weights for linear and dual-

quaternion skinning at joints to approximate the skin 

transformations produced by nonlinear variational 

deformation methods. 

Permission to make digital or hard copies of all or part of 

this work for personal or classroom use is granted without 

fee provided that copies are not made or distributed for 

profit or commercial advantage and that copies bear this 

notice and the full citation on the first page. To copy 

otherwise, or republish, to post on servers or to 

redistribute to lists, requires prior specific permission 

and/or a fee. 
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[12] exploits the advanced compositions mechanisms 

of volumetric implicit representations for correcting 

the results of geometric skinning techniques. 

3. PROPOSED APPROACH 

3.1 General description 
Control cluster method assumes all the vertices of the 

model are split into two types: cluster vertices and 

so-called free vertices. The position of the cluster 

vertices is defined by some input data (see 3.4). The 

key areas of the mesh defined by cluster vertices 

form the shape of the model, thus cluster vertices are 

used for controlling the deformation of the model. 

The position of free vertices is calculated 

automatically. 

3.2 Cluster vertices transformation 
Cluster vertices can be transformed in a great variety 

of ways, either by mesh editing or by applying some 

deformers including lattices, cage or skeleton. 

Cluster vertices transformation could be also defined 

by data from some type of measuring equipment, for 

example water level measuring device. 

3.3 Free vertices transformation 
If a vertex does not belong to the cluster, it is 

considered a free one and its position is recalculated 

based on its position in the model topology and its 

nearest cluster vertices position. Free vertices 

position can be defined in several non-linear ways, 

including cubic cardinal splines generalizing cubic 

Catmull-Rom splines [13] so that it corresponds to 

the position of the cluster vertices. 

Using interpolation, C
1
-continuity and local control, 

cardinal splines are an acceptable way to solve the 

task. The C
1
-continuity of the spline provides a 

smooth natural look of the character, with the spline 

remaining flexible. Also the spline interpolates its 

control points giving direct control over the points of 

the curve. With local control the spline has every 

control vertex provide a slight impact on the overall 

look, so the model details are preserved. Therefore 

cardinal splines allow the achievement of realistic 

deformation of commonly difficult parts of the 

model. 

The shape of the curve the spline gives depends 

heavily on the parameterization defined [14]. 

Choosing a spline parameterization for our method 

we considered three types: uniform parameterization, 

chord-length parameterization, centripetal 

parameterization.  

Uniform parameterization is considered the most 

popular choice for cardinal splines, though for curves 

with segments of different length this 

parameterization often leads to artifacts such as self-

intersections within short curve segments [14], which 

is as usual unacceptable. Cusps and intersections are 

also possible when using chord-length 

parameterization, the curve “overshoots” within 

longer curve segments. Centripetal parameterization 

is the only not to generate such artifacts. Moreover, 

among these parameterizations the centripetal version 

appears to produce a curve that is closer to the 

control polygon than the others. 

Despite the fact that it is mathematically proven that 

centripetal parameterization lacks traditionally 

undesired features such as cusps and intersections 

within a segment [14], the CCM uses chord-length 

parameterization. Our reasoning behind this 

preference differs from the standard one as CCM can 

deal with character models. Firstly, the curvature of 

the relatively long curve segments is larger in 

comparison with the results of the other 

parameterizations considered, and it tends to remain 

small within shorter curve segments. It helps achieve 

a more realistic look of the character, as human-like 

models will not lose much volume when animated. 

Secondly, chord-length parameterization is 

considered the best as it provides a very well-

conditioned linear system of equations compared to 

other parameterization types. So if pi, pi+1are spline 

control points the parameterization i1i pp   ii tt 1  is 

used.  

The cardinal spline curve segment shape depends on 

four neighboring data points: pi-2, pi-1, pi+1, pi+2. The 

tangent is calculated as  

11

1









kk

k
tt

qm 1k1k pp
)(

  

The tension parameter q defines the curvature of the 

spline, 1,1][q . The method sets q=-0.5 as the 

default parameter value. 

3.4 Fields of application  
Control cluster method could be used in different 

spheres of visualization ranging from animation to 

ecological processes simulation.  

The cluster vertices deformation can be set using 

user-input data, including different deformers such as 

a skeleton to produce a character animation or some 

certain pose of the model.  

Provided cluster vertices positions are defined by 

some scientific equipment, a wind upsurge-

downsurge flooding and dewatering simulation could 

be achieved with the help of control cluster method. 

Among possible spheres of control cluster method 

application in ecological processes simulation fire 

spreading and prevalence of air and water pollution 

can be mentioned. 

In this paper application of the method to animation 

of human-like character models is presented. 

(1) 

WSCG 2014 Conference on Computer Graphics, Visualization and Computer Vision

Poster Proceedings 98 ISBN 978-80-86943-72-5

Skala
Obdélník



3 

 

4. APPLICATION TO SKINNING 

4.1 Skinning cluster vertices 

transformation 
Skinning application of CCM can be used for 

creating character animation. Generally speaking, 

cluster vertices transformations can be defined in 

different ways that are not strictly set. To 

demonstrate it we consider three different ways for 

cluster vertices transformation in creating arm 

rotation animation: Linear Blend Skinning, Pose 

Space Deformation and procedural dependence. 

The most efficient, versatile and wide-spread way of 

creating a character animation is Linear Blend 

Skinning. So base cluster vertices can be deformed 

with LBS.  

Let B={bi} be a skeleton, i.e. a hierarchy of bones. 

Every bone bi is assigned a coordinate system and a 

3D transformation (translation, rotation and scaling), 

defined by matrix Wi. The transformation of a child 

node of the hierarchy inherits its parent node 

transformation. Every vertex PVv
is associated 

with a set of weights {wi}, 
1

i
 iw

, where wi is the 

weight of the bone bi. Weight wi defines the extent to 

which the vertex position is influenced by the bone 

bi. Let {Bi} be the skeleton configuration in the bind 

pose. The skeleton being in an arbitrary pose {Wi}, 

the transformed position of cluster vertex v' is 

calculated according to the formulae 

 
i

iii BWw v)v(v'
1LBS  

Being versatile and computationally efficient, LBS 

demonstrates some undesired artifacts, such as 

volume loss. One of the defects, so-called “collapsing 

elbow”, results in unnatural look of the character. To 

correct those undesired artifacts PSD can be used. It 

requires using sample pairs <X, S>, where X is a 

user-input sample shape of the model corresponding 

to skeleton configuration S. With the flexibility of 

control cluster method it is possible to avoid defining 

sample shapes of the whole model. Instead only the 

problem vertices of the elbow area of the model can 

be defined as cluster ones and only one sample pair is 

used for deforming those vertices likewise PSD thus 

achieving the necessary amount of volume. So 

cluster vertices of the elbow problem area undergo 

additional transformations with the help of the 

displacements  

Let us assume that v is a vertex position in the sample 

pose of cluster vertices in the pose X
i
, v

0
 is vertex 

position in the bind pose B. Then displacement dj in 

the bone bj local coordinate system is calculated as 

follows: 

0

jj v)b(vd
11 ,   jBLBS

 

If the current pose X=X
i
, the current position of the 

control cluster vertex v is calculated as: 

  

j

jjj BWwLBS )dv(d)(v,v' j

1

 

Another welcome feature for realistic animation is 

muscle bulging. It could also be achieved using PSD 

but it would require for the user to create some 

sample pairs to imitate realistic muscle bulging. As 

an alternative way cluster vertices corresponding to 

biceps area of the upper arm can be deformed 

procedurally depending on the angle between upper 

arm and lower arm bones. 

5. RESULTS 
For the sake of example cylinder model (a simplified 

“hand” model) with rigging is used (see Fig. 1). All 

the vertices are split into 4 groups: 3 cluster groups 

and free vertices.  

 

The base cluster vertices of the model are deformed 

with help of LBS, they define the overall shape of the 

model. Cluster vertices of the “elbow” problem area 

of the model are transformed using one sample pair 

for the four cluster vertices, the sample pair being 

extracted from PSD sample shape of the whole 

model. To create biceps bulging effect corresponding 

cluster vertices position is calculated procedurally 

based on the angle between the two bones. 

Comparing the three methods (LBS, PSD and CCM) 

in a rotation animation without muscle bulging it is 

possible to say that yielding close results neither 

PSD, nor CCM demonstrates the volume loss 

common for LBS (see Fig. 2). As far as user input 

data is concerned, PSD requires to create at least one 

12 vertices sample pair for the animation, while it is 

enough to store one 4 vertices sample for CCM. 

Moreover, with a greater angle of rotation due to 

using cardinal splines CCM forms a cusp in the area 

Figure 1. The model of a cylinder with a two 

bone skeleton. Red – cluster LBS deformed 

vertices; yellow – cluster likewise PSD deformed 

vertices; green – cluster procedurally deformed 

vertices; blue – free vertices. 

 

 

(2) 

(3) 

(4) 
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of the elbow that is natural for human like characters 

(see Fig. 3). 

 

 

6. CONCLUSION AND FUTURE 

WORK 
Control cluster method is a novel approach for 

geometric non-linear deformation of the model in a 

labor-saving way. In this paper its application to 

skinning is described. Applications of the approach 

to other fields as physical processes simulation is in 

the scope of the future research. 
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Figure 3. CCM rotation animation of the model 

with a slight muscle bulging effect. 

 

 

Figure 2. Side view of the model, frames of the 

child bone rotation animation. From left to 

right: LBS, PSD, CCM. 
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