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ABSTRACT

Dynamic graph layouts are often used to position nodes in local views of large graphs. These layouts can be
optimized to minimize changes when navigating to other parts of the graph. Dynamic graph layout techniques
do not, however, guarantee that a local layout is recognizable when the user visits the same area twice. In this
paper we present a method to create stable and deterministic layouts of dynamic views of large graphs. It is based
on a well-known panorama-stitching algorithm from the image processing domain. Given a set of overlapping
photographs it creates a larger panorama that combines the original images. In analogy to that our algorithm
stitches pre-computed layouts of subgraphs to form a larger, single layout. This deterministic approach makes
structures and node locations persistent which creates identical visual representations of the graph. This enables
the user to recognize previously encountered parts and to decide whether a certain part of a dataset has already

been explored before or not.

Keywords

dynamic graph, explorative analysis, mental map, graph layout stitching

1 INTRODUCTION

Showing the structure emerging from the network con-
nections is one goal of graph visualization. However,
human’s visual intelligence can be used only if ade-
quate data displays are provided. Using node-link di-
agrams is a popular visualization technique that works
particularly well for small to medium-sized graphs. The
goal of our technique is to ease the exploration of local

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.
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structures of large static graphs based on a node-link
diagram.

A typical user task is the exploration of the neighbor-
hood around a focal area of the graph. We consider such
an exploration as success if the user is able to mentally
chart the visible parts of the graph. Thus, it increases
the area the user is familiar with. To be precise, “fa-
miliarity” reflects two abilities to us: Firstly, the user is
able to recall a visible area upon revisiting. Secondly,
the user is able to mentally extend this area beyond the
visible part enabling the user to plan and predict nav-
igation. Revisitation has been identified by Lee et al.
[LPPT06] as one of the tasks to be supported by graph
visualization.

The tasks we support with our technique are character-
ized by the following two assumptions: The first one is

ISBN 978-80-86943-74-9
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that the information on the local level is more important
than the global structure of the graph. The second as-
sumption is that movement along the edges is required
to gather required information. An example for such
tasks are investigations in citation networks or social
networks. We derive two conflicting requirements from

ey
Figure 1: Identical network parts have been highlighted
in a global layout (left) and a local, independent lay-
out (right). The former display makes the impression
that the clusters were linearly connected. In particular,
it seems as if the shortest path from red to blue leaded
through green and yellow. However, the local view re-

veals that this is not the case.

A
4

Fhb

these goals and task characteristics. In the following,
we will describe these requirements, show why they are
conflicting and propose a solution to resolve this con-
flict as the core contribution of this paper:

The first requirement is to show only the part of the
graph the user is interested in and to adapt the layout
to this visible subgraph. To give an example, Figure 1
shows a global layout with five clusters in a linear ar-
rangement. Instead, a local layout of the clusters ex-
poses the actual topology of these clusters. This re-
quirement is dealt with in a number of existing dynamic
layout approaches. Dynamic layout covers techniques
for the selection of interesting or important areas of the
graph, for the definition of incremental layouts and the
smooth transition between consecutive layouts of these
visible subgraphs during exploration. We will call these
visible subsets of the graph frames from now on. The
rationale for smooth transition is to minimize the users’
effort to keep track of the evolving layout. However,
this applies to consecutive frames only. Revisiting a
known area of the graph after extensive exploration usu-
ally results in very different layouts.

This fact leads to our second requirement. Whenever a
user revisits an area of the graph for a second time the
difference between the two layouts should be as small
as possible. We state that this requirement applies re-
gardless of the length or direction of the user’s explo-
ration path between any two visits of the same area. For
static graphs we argue that the visible layout is deter-
mined by the currently visible subgraph only. A simple
solution exists if only the second requirement were to
be considered: Compute a static layout of the complete
graph and toggle the visibility of nodes and edges as
needed. However, a static layout conflicts with the first

Full papers proceedings

requirement, because it naturally does not adapt to local
features.

Our solution is a resolution of this conflict fulfilling
both requirements. We propose a dynamic layout that
adapts to the currently visible subgraph, but which is
independent of the exploration path. The main chal-
lenge is to keep the layouts “stable” during exploration.
We use a two-level-layout strategy to solve this prob-
lem. The first-level layout is done before interactive ex-
ploration: We compute a set of overlapping subgraphs
which covers the entire graph. The overlapping cover
guarantees that most of the nodes will appear in at least
two subgraphs. For every subgraph a layout is com-
puted independently to produce the first-level layout.
These layouts serve as “building-blocks” for the second
level layout that is used during exploration.

The challenge of the second-level layout is to combine
these layouts depending on a given visible area of the
graph. The node coordinates from different subgraph
layouts need to be merged in a deterministic fashion. To
achieve this goal we choose a technique that originally
comes from the field of image processing: Panorama
stitching is used to merge a set of overlapping pho-
tographs into a single, seamless image. We transfer this
technique to graphs. Depending only on the currently
visible frame, individual subgraph layouts are selected,
weighted and merged to produce the final, visible lay-
out.

To the best of our knowledge, these conflicting require-
ments have not been solved with a single technique be-
fore. Our contribution is a technical solution serving as
a proof-of-concept which fulfills both requirements. It
extends the notion of layout stability from “frame-to-
frame-coherence” to “frame consistency”. This means
that the layout of any subgraph looks the same or at
least similar for every visit. As a concept, it makes
use of existing approaches to create subgraphs and their
layouts, but it is not bound to specific approaches. In
fact, we believe that this concept offers a design space,
which is worth to be explored further in future.

The rest of the paper is organized as follows: Section 2
discusses related work in the area, before the concept
of our method is described in Section 3. In Section 4
we present test results for artificial and real datasets be-
fore we conclude with discussion and future work in
Section 5.

2 RELATED WORK

In this section we first describe fundamental work on
the preservation of the mental map for the navigation in
network visualization, especially with respect to design
considerations and criteria. After that, we present tech-
niques which have been developed to tackle this prob-
lem by improving layouts and/or interaction.

ISBN 978-80-86943-74-9
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The preservation of the mental map of graph visualiza-
tion has become an important goal ever since its intro-
duction by Eades et al. [ELMS91]. In the literature,
dynamic layout techniques have been proposed to solve
two different problems: The first problem is the layout
computation of dynamic graphs, which has been for-
malized by North [Nor96]. The second problem is the
layout of a dynamic view of a graph, which has been
described by Huang at al. [HEW98]. A dynamic view
is basically a visible subgraph, which can be “moved”
interactively for browsing. This problem has been ap-
plied to static graphs, for example, by Huang et al.
[HELOS5] and van Ham and Perer [VHP09]. Accord-
ing to North layout stability is achieved by minimizing
layout changes between consecutive frames. Interest-
ingly, the two problems are similar from the perspective
of this criterion alone. In fact, many existing techniques
could be used to solve both problems. Our definition for
layout stability, however, does not apply to consecutive
frames alone. In addition we require that the layout of
any given subgraph will be the same upon revisitation.
Hence we can only claim to solve the second problem
here; the dynamic view of a static graph.

We consider the layout stability as a means to augment
recall on recently visited regions of the graph. The re-
sults of Marriott et al. [MPWGI12] suggest that lay-
out features have different cognitive impact, e.g. fa-
voring symmetry or orthogonality. In an earlier study,
Purchase and Samra [SP08] note that minimal node
movement may not be the most relevant criterion for
mental map preservation. Archambault et al. [APP11]
compare animation approaches to small-multiple ap-
proaches, but their effect on mental map preservation
are inconclusive. We have to note that especially recall
experiments are naturally limited to small graphs - and
schemes to transfer results to real world graphs have yet
to be devised.

Many dynamic layout techniques are modifications of
static layout techniques which impose specific con-
straints or quality objectives on the transition between
two consecutive layouts. Brandes and Mader [BM12]
compare different measures, especially with respect to
the trade-off between individual layout quality and sta-
bility between frames. They note that even slightly low-
ered requirements in quality often offer a significant
boost in stability. Virtually all elements of a graph vi-
sualization have been covered by previous approaches
to stabilize the mental model upon dynamic changes.
For example, Frishman and Tal [FT08] and Erten et
al. [EHK'04] propose approaches where quality ob-
jectives apply to the node movement. Frishman and
Tals approach fine-tunes the inertia of nodes between
consecutive frames. Erten et al. propose a natural ex-
tension to force-feedback techniques by using a (2+1)-
dimension layout using virtual edges connecting differ-
ent time-frames. Other approaches, like that of Dwyer

Full papers proceedings

et al. [DMST08] and Frishman and Tal’s [FT04] fo-
cus on the preservation of node clusters in the dynamic
layout. Additionally, Dwyer’s approach optimized the
arrangement of polyline-edges. Aside from spring-
embedding layouts, dynamic layout methods have also
been used in conjunction with other techniques. For ex-
ample, Gorg et al. [GBPDO05] use Sugiyama-style lay-
out techniques.

Among these approaches, our technique relates most
to cluster-preserving dynamic layouts. However, the
“clusters” in our approach are subgraphs, which are lay-
outed independently in a preprocessing step and merged
together depending on the current area of interest of the
user. Archambault et al. [AMAOQ7] present a similar
strategy with the static multi-level technique Topolay-
out. Topolayout creates hierarchical partition layouts
with the most suited technique and merges them to min-
imize edge lengths and crossings. In contrast, our tech-
nique creates overlapping subgraphs which are dynam-
ically merged along the overlapping nodes.

Aside from techniques which aim to preserve the men-
tal map on a purely structural level, the role of interac-
tion and navigation cues must be considered as well. In
fact, Marriott et al. note in their study [MPWG12] that
node labels are more powerful cues for mental map-
ping. However, we think that layout stability supports
the effective use of local navigation cues like labels, be-
cause they need to be located in the view to be use-
ful. Moscovich et al. [MCH*09], van Ham and Perer
[VHP12] and May et al. [MSDK12] propose techniques
to ease navigation across larger distances. Their com-
mon idea is to provide visual cues pointing to otherwise
invisible nodes or regions of the graph.

3 CONCEPT

In this section we will describe how we derive a deter-
ministic global layout from a set of local layouts. We
therefore transfer the panorama stitching algorithm to
the graph layout domain. Before we can perform our
layout stitching algorithm, a set of subgraphs with over-
lapping node sets needs to be created. A local layout is
then computed for every subgraph - independent from
the rest of the graph. We refer to these subgraph layouts
as patches from now on. We then align these patches
to match the positions of all nodes that exist in more
than one subgraph as good as possible. The position
of nodes that exist in multiple patches are then merged
and a unified layout is created. The basic idea is illus-
trated in Figure 2. In the final step, we will explain how
to create a layout that consists of more than just two
patches.

3.1 Definitions

We define a graph G(V, E) comprising a set of vertices
V together with a set of edges E. Our method works

ISBN 978-80-86943-74-9
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Figure 2: The green layout patch is aligned to the red
patch using the four shared nodes. Nodes that exist in
both layouts are merged, creating a unified layout of
both patches.

with both directed and undirected edges without limita-
tions. However, we will assume for the sake of simplic-
ity that the graph is connected, i.e. a path exists between
every pair of nodes in G. We also define a clustering
C(V) as a mapping of V to a set of classes, so that every
vertex in G is linked to one or more classes.

3.2 Pre-processing

The series of visible frames is defined by the user who
is browsing this graph on a local level. We do not
define the means of interaction here, but we assume
that the set of visible nodes can be derived from the
user’s interaction. Our concept defines a local layout
for this subgraph. Given a set of visible nodes, the set
of layout patches that need to be merged can be derived.
The frame which was displayed during the last timestep
does not influence the layout of the current frame. This
ensures that the same picture is created — independent
from the exploration path.

If no set of patches for a graph is provided, we com-
pute a cover of overlapping subgraphs from a topology-
based clustering, so that every vertex of the graph is
contained in at least one patch. Our approach works
with basically any clustering algorithm. However, we
point out that the cluster size and content have an influ-
ence on their layout which in turn influences the cluster
shape that is used for the stitching.

The resulting clusters cannot be used directly as
patches, because the clustering typically creates a
partition of the graph, i.e. every node is contained in
exactly one single cluster only. A straight-forward
approach to make them overlap is to include neighbors
of the first degree. In other words: nodes from other
patches that are directly connected are added to the
node set of the patch. Larger sets are created by adding
neighbors of neighbors and so on.

We consider two clusters to be connected if they share
at least three nodes. This is the minimum number of
points that is required for the layout patch alignment
computation.

As soon as the subgraphs are created, a layout is
computed for each of them. This can be performed
completely independently which allows for using
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different layout algorithms. Moreover, the computation
can be done in a pre-processing step, but also deferred
until the layout is actually needed which avoids
unnecessary computational overhead. Force-directed
algorithms such as that of Fruchterman and Reingold
appear to be a sound choice as they reveal local
structure and are flexible to integrate user-specified
requirements[Kob12].

3.3 Shape Matching

The sub-layouts are computed independently, therefore
the position of nodes is given in a local coordinate sys-
tem. Nodes that exist in more than one layout generally
have different positions in each of them. We will now
describe how two patches with overlapping node sets
can be aligned so that the distance in between is min-
imized. Individual node positions do not fit perfectly,
but this will be fixed in a later step.

The idea of stitching shapes is based on the work of
Brown and Lowe[BLO07] who describe an approach for
automatic panorama stitching. The authors compute a
matching transformation for images based on distinct,
but overlapping point clouds. This process is far less
complex for graph layouts as no image post-processing
such as brightness compensation is required. Most im-
portantly, the point correspondences in the two point
sets is known in our setting which simplifies the algo-
rithm.

The second, important contribution comes from the
the shape-matching algorithm of Miiller et al. which
works with identical point clouds but in a very differ-
ent context{tMHTGO05]. The authors present a method
that allows for elastic deformation of three-dimensional
objects. With the help of shape matching, the points
of the deformed object can be gradually transformed
back to their original position. For that, the two ge-
ometric point sets are compared and a transformation
that reduces the pair-wise distance between all points
to a minimum is deduced. Apart from translation and
scaling, their transformation scheme offers refinements
such as twisting and compression which are not present
in the work of Brown and Lowe.

We trivially acquire a set of vertices that exist in two
given layouts by computing the intersection of the two
sets.

As long as the set contains at least three vertices, we can
use the standard least-squares fitting method [AHB87]
to compute a deterministic matching transformation.
For the sake of simplicity, we will restrict this compu-
tation to rigid transformation, i.e. rotation and transla-
tion, but general affine transformations are feasible as
well. For every point p in sublayout A we specify its
counterpart p’ in sublayout B as

pi=Rpiti+e

ISBN 978-80-86943-74-9
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Figure 3: Rotating one of the two point clouds (green)
reduces the average distance between pairs.

Here, R is a rotation matrix, ¢ a translation vector and €
the measure of error. After solving for € and accumu-
lating the error over all points, we get

n n
e =Y &’ = Yllpi— (Rpi +1)|?

The error becomes minimal if both point clouds have
the same centroid [AHB87]. This can be achieved by
subtracting the centroid of their respective sets (denoted
as c¢p and c,y) from the point locations. The task is
now to find an optimal rotation matrix where the pair-
wise distance is minimal for all points. This matrix can
be deduced from a 2 x 2 cost matrix H that measures
the distance between two point clouds. We subtract the
centroids from both datasets to bring them to the origin
and define this matrix H as

n

H =Y (pi—cp)(pi—cy)"

i

Using singular value decomposition (SVD), the matrix
H can be factorized into two rotations U and V and a
diagonal scaling matrix S.

[U,S,V] =SVD(H)

See, for example, the introduction by Wall el al.
[WRRO3] for details on the mathematical background
of the singular value decomposition. The final desired
rotation matrix can be computed as:

R=vUT

The final result is a transformed point p; that represents
the point p; of sublayout A in the coordinate system of
sublayout B.

Di= R(Pi - Cp) +cp

The accumulated difference between p; and the original
point p! relates to the previously computed error € and
can be used as a quality measure for this transformation
process.

3.4 Combining multiple shape matching
transformations

The approach we presented so far works well for com-
bining two patches. However, in general, a frame con-
sists of more than that. We therefore describe how to
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stitch multiple patches in one frame and how we create
a smooth transition between two consecutive frames.
The problem we solve here is to find a deterministic
order in which the patches are stitched. Therefore, we
create a meta-graph of the patches. Two patches are
connected, if two patches share common nodes (see
Figure 5 left and center). Thus, they can be stitched
together. For the remaining part of the paper, this graph
is referred to as patch graph.

If the patches that should be merged are connected di-
rectly, only a deterministic order of stitching operations
needs to be defined. Otherwise, also a connecting series
of patch stitchings must be generated to ensure that also
distant patches can be combined.

This series of stitchings of overlapping patches can
been seen as a path in the patch graph. Also, on this
level of abstraction, the interactive exploration can be
seen as a user-driven traversal of this patch graph.

Starting with a single patch, the user continues explor-
ing, eventually reaching a part of the graph, that can not
be visualized without including additional patches in
the visible subgraph. Adjacent patches are then added
until the requested graph region can be visualized. This
graph traversal must be stateless and therefore indepen-
dent of previously visible patches. If this was not the
case, different exploration paths would have different
stitching orders thus result in different global layouts.
Three possible setups are depicted in Figure 4.

Q0>

Figure 4: Three patches (A, B, C) with correspond-
ing 1-to-1 stichtings (top row). If the patches would
be stitched in the order they become visible, differ-
ent stitched layouts would result. In this configuration
three different global layouts could be produced (bot-
tom row).

The reason for this is that the patch graph contains mul-
tiple paths that connect the visible patches. Reducing
the number of edges naturally leads to a reduction of
the number of paths. To enforce a stable matching or-
der, we remove all edges from the patch graph that are
not strictly necessary to keep the graph connected (see
the illustrations in Figure 5). What is left is a spanning
tree of the graph and can be computed by Kruskal’s al-
gorithm.
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Figure 5: The original graph is reduced to a graph of
patches which is then reduced to a spanning tree. This
tree is used to define unique paths between any two
nodes.

It is also able to incorporate edge weights, thus com-
puting the spanning tree with lowest total weight — the
minimum spanning tree (MST). Starting with a graph
that has contains all nodes but no edges, edges with the
lowest weight are continuously added as long as they
don’t lead to cycles in the graph.

Although the error value of each matching seems like a
natural choice to maximize the quality of the whole lay-
out, several drawbacks lead us to the decision against
using it. First and foremost, using the matching error as
edge weight is possible only if the matching error was
known for all pairs of connected patches. Computing
the optimal affine transformation of all possible com-
binations of layout patches is rather time-consuming.
Furthermore, interactive manipulation of a single patch
layout would result in changing weights for its incident
edges, which in turn could cause changes in the span-
ning tree of the patch graph.

Instead, we define a similarity-based weight function so
that edges between pairs of patches with large overlap
ratios have lower edges weights. They are then most
likely to be stitched first. The Jaccard similarity coef-
ficient is a measure that indicates how similar two sets
are and is defined as:

_|AnB|
~ |AUB|

This measure does not require the computation of the
matching error between all edges in the patch graph.
Similar to the distance function that is often used in
graph clustering, we can use this (or another) similar-
ity measure and assign this value to the edges of the
patch graph.

J(A,B)

For every pair of layout patches in this spanning tree,
only one single path exists. These paths in the tree are
no longer the shortest in general when compared tot the
original patch graph, but this reduction in freedom re-
sults in consistent patch stitching chains. This also en-
sures independence of previous frames, as the stitch-
ing order is fixed. We use the root of the spanning tree
as end point for all paths. Thus, every visible patch is
stitched to its parent patch until the root node in encoun-
tered. This is a critical aspect as it ensures that patches
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are always matched to the same neighbor patches. The
local position of a node is thus transformed by the se-
ries of affine transformations of the patches along the
path to the root patch.

Some nodes belong to multiple patches and would,
without additional correction, have multiple positions
on the drawing canvas. We therefore derive from all
these positions a commonly shared, unique position. In
such cases, we use a linear combination of the nodes’
weight factor to place the nodes depending on time and
the user focus. This ensures a smooth transition from
one layout frame to another.

4 PRELIMINARY TESTS

In this section we will present some test results of both
artificial and real datasets. First we demonstrate the
concept in detail using a basic test graph. Second, we
use a real dataset to demonstrate that different explo-
ration paths result in congruent layouts.

4.1 Concept verification

The first test run is based on a graph of the form of
a Venn diagram for three sets (see Figure 6). It con-
tains three node rings that overlap at the center. This
graph is small yet complex enough to test the correct-
ness of our approach. Its structure allows, on the one
hand, the extraction of three overlapping patches — the
rings — and ensures, on the other hand that their layouts
overlap only very little while having excellent matching
error scores.

Figure 6: From left to right: The Venn diagram (1) is
split into three overlapping subgraphs (2). These form
a patch graph (3) with 3 patches and 3 edges which is
reduced to a tree (4) to enable a stable interactive ex-
ploration.

We create the patch graph and compute a spanning tree.
Using the tree, we then merge one patch after another
in coordination with the interactive exploration compo-
nent. The green patch is shown first and thus forms the
root patch for rendering and remains as it is (Figure 7
left). The blue patch is flipped, rotated and translated
to the bottom of the green, minimizing the matching er-
ror between the green and the blue patch. The common
nodes are then merged, creating the layout in Figure 8
center). In the next step, the orange patch is aligned
with the blue, already aligned patch. This results in a
total transformation (Figure 8 right) of about 180° for
the orange patch. Lastly, the node positions are unified
where necessary and merged for the final, visible graph.
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Figure 7: Individual layouts of the three patches of the
Venn diagram graph.

Figure 8: Initially, only the green layout is visible (left).
In the next step, the blue patch is matched against
the green patch (center). Finally, the orange patch is
matched to the blue patch (right).

The second test we performed was with a pair of star-
shaped subgraphs which has been extracted from a real
dataset. The layout of both subgraphs is strongly af-
fected by the high degree of the central nodes. The in-
tersection of the node sets contains only four elements,
but both star nodes are included. This leads to a signifi-
cant overlap of the patches, but the star patterns are still
visible (Figure 9).

Figure 9: Two star-shaped patches (green, blue) are
stitched together forming a single graph layout (gray).
The common nodes (red) that form the base for the
matching are the only nodes that are distorted. Al-
though the central nodes are in both sets, both patches
are recognizable in the stitched layout.

In a similar dataset, two star-shaped graphs have been
extracted again, but this time, they intersect only at their
boundaries.

Figure 10: Two star-shaped patches (green, blue). A
clear outlier region in the green patch leads to a clear
separation in the stitched layout (right).
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As can be seen in Figure 10, the patterns are stitched
with only very little deformation of the original shapes.
More importantly, the nodes that form the connection
between the two clusters are clearly distinguishable in
the stitched layout.

4.2 Exploration independence

The claim of this paper is to create a deterministic lay-
out which is independent of the exploration path. We
test this hypothesis by navigating through several clus-
ters of a larger graph in different order and compare the
generated layouts.

The dataset for this test is a network graph from the
medical domain [GCV107] with roughly 1.5k nodes,
5.5k edges. Our clustering algorithm created 77 layout
patches. The size of the graph features a fair amount
of complexity while still being visually comprehensi-
ble when viewed as a whole (Figure 11). We used a
force-directed layout of the whole dataset to display the
exploration path as ground truth and compare the re-
sults. With only one single parameter — the number of
iterations — the chinese whispers algorithm [Bie06] ap-
peared to be a good choice for the clustering of this
graph.

Figure 11: The explored graph part in the global layout

Several different explorations have been performed to
verify the validity of our approach. They all started at
different points exploring the same clusters, but in dif-
ferent orders. As can be seen in the teaser figure on the
first page, the resulting stitched layouts are congruent.
The construction of two exemplary stitched layouts is
depicted in Figure 12 and Figure 13, respectively.

S CONCLUSION & OUTLOOK

In this paper we presented a new approach that aims to
create dynamic graph layouts which are independent of
the exploration path. It works independent of specific
layout algorithms and thus also works for highly dy-
namic force-directed layout algorithms. When the user
explores large graphs with dynamic views, new nodes
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Figure 12: The first exploration through five clusters in
the order 1, 2, 3, 4, 5.

*@%&f

Figure 13: In the second run, the clusters were explored
in the inverse order resulting in a congruent layout.

are typically added in the proximity of existing, linked
nodes.

This approach is thus highly dependent on the explo-
ration path — the layout can look very different even for
very similar explorations. Our method overcomes this
limitation with techniques from the computer vision do-
main where image stitching is used to merge multiple
photographs with overlapping areas into a larger im-
age. In analogy to that, our method uses pre-computed
layout patches that are sewn together in deterministic
order. Consequently, the resulting layout is stable, in-
dependent of the user’s exploration path and will, thus,
always look the same. In contrast to many other dy-
namic graph layout algorithms, a fair amount of com-
putational effort can be pre-computed which increases
the interactivity and reduces the workload at runtime.
Being able to work with different layout algorithms for
different patches makes it also very versatile.

Compared to conventional layout methods, the addi-
tional computational effort is also rather small. The
cost of layout computation is increased by the factor of
nodes that exist in multiple matches. Runtime costs are
limited to the creation a 2 x 2 cost matrix and its decom-
position which has a constant running time [MHTGOS5].

The layout stitching method we presented sees the sub-
graph as a disconnected point cloud and merges the
patches without respect to the topological structure.
Closely related to that, it also ignores the points that
are not in the intersection of the two nodes sets. As a
result, two layouts could be aligned so that the disjoint
parts overlap as well which is undesired.

We assume that more sophisticated approaches for the
computation of the patch overlaps could mitigate this
problem and improve the stitching quality. This in-
cludes the use of the graph topology metrics such as
connectivity to find and include the best-fitting nodes.
An ideal strategy would include nodes that emphasize
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certain visual features of the cluster layout to make the
structure memorable. We are convinced that the in-
terpretation of layouts as images features a plethora of
concepts and approaches just waiting to be transferred
and applied to graph layouts.
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ABSTRACT

We present a novel and expedite way to compress triangles meshes, fans and strips for ray-tracing on a GPU. Our
approach improves on the state of the art by allowing the lossless compression of all connectivity information
without changing the mesh configuration, while using linear time and space with the number of primitives. Fur-
thermore, the algorithm can be run on a stream processor and any compressed primitive can be indexed in constant
time, thus allowing fast random-access to geometry data to support ray-tracing on a GPU. Furthermore, both trian-
gle and quad meshes compress particularly well, as do many type-specialized mesh structures where all primitives
have an equal number of vertexes. Our results show that the compression algorithm allows storing and ray-tracing
meshes with tens of millions of triangles on commodity GPUs with only 1GB of memory.

Keywords

Ray-tracing, gpu, mesh, compression.
1 INTRODUCTION

Polygon meshes are the most common representation
for scene geometry. Triangles are the most common
primitive although quad meshes are also popular in
some applications being particularly suitable for archi-
tectural scenes where large and flat surfaces are the
most preeminent features in a scene.

Triangle meshes may also be represented with triangle
fans or triangle strips. These allow additional space sav-
ings by taking advantage of the fact that there will often
be common edges in a triangular mesh. The common
edges in fans and strips also mean the computational
costs required to compute visibility will be reduced by
virtue of symmetry in the adjacent triangles.

However, meshes are a very inefficient and storage con-
suming way of representing complex scenes, which
makes it difficult to fit even moderately complex scenes
inside graphical cards with limited memory, in more
complex scenes it may be required to use different kinds
of primitive types to enable higher face data compres-
sion as can be observed in Figure 1.

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.
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Figure 1: Sponza scene. Triangles are shown in red,
quads are yellow, triangle fans are blue, triangle strips
are violet. A triangle mesh representation would use
1.62 MB of space compared to the representation in the
figure which only requires 1.17 MB. Thus we achieve
a 72% compression ratio just by employing these more
complex primitives.

A common way used to store such meshes with differ-
ent primitive types is displayed in a simplified form in
Figure 2. For example in PBRT [PH10] a scene is stored
in a list of primitives where each primitive is subclassed
from a main object class. This leads to much waste
of memory storing pointers, C++ class data, etc when
the scene is a mesh, so PBRT supports type specialized
triangles meshes as well for improved performance in
such cases as can be seen in Figure 4. Similar special-
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Figure 2: Regular data structure to store an n-gon mesh.

TRIANGLE  QUAD

TRIANGLE FAN TRIANGLE STRIP

Figure 3: Primitive types.

ized quad meshes could have been implemented just as
well as can be observed in Figure 5.

In this work we shall present an algorithm for mesh
storage. This algorithm shall enable storing triangle
meshes and quad meshes with low storage require-
ments, like the type specialized versions, thanks to an
innovative way of storing and compressing the prim-
itive array data using arithmetic encoding. In addi-
tion the algorithm can also store and compress n-gon
meshes with triangles, quads, triangle fans, and triangle
strips. Face data is stored in a compressed array with
the leading zeros trimmed out.

Our algorithm thus employs non-lossy primitive com-
pression (arithmetic encoding) and face compression
(discard leading zeros). It can also quantize 32-bit ver-
tex coordinate data down to 16-bits in a lossy fashion.
In practice the lossy compression scheme seems to have
little impact on final output quality for the tested scenes,
as can be seen in Table 4, and enhances compression
further. In order to minimize the loss of precision all
coordinates are converted from world to scene coordi-
nates prior to the quantization step.

Our algorithm does not require expensive preprocess-
ing, e.g. the construction of temporary data structures
for doing adjacency queries on the mesh, so it runs in
O(n) linear time. It produces similar compression re-
sults to other more complex hybrid geometry and ac-
celeration structure compression schemes.

Finally we will do a performance comparison of
our achieved compression ratios versus the industry
standard GZIP [Deu96] compression tool which uses
a Lempel-Ziv [ZL77] compression scheme. GZIP is
inherently serial since it is required to read previous
values to determine the next consecutive value in the
stream.

We note that our algorithm features constant time O(1)
random access to any primitive, while GZIP works only

nPrimitives

Figure 4: Specialized triangle mesh.
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on streaming data, thus GZIP requires O(n) time in
the worst case to access any random primitive. Hy-
brid schemes often store the scene in a tree structure
in which accesses take O(logn) time to complete.

2 RELATED WORK

We are going to limit ourselves to mentioning other al-
gorithms which work purely on scene compression first.
Our algorithm is intended for generic use, specifically
for meshes, and is agnostic to the kind of ray tracing
acceleration scheme being used.

For those rendering algorithms which operate on large
blocks of data say on a page level basis, such as out-of-
core algorithms, they may still find Lempel-Ziv or other
similar general purpose compression schemes worth-
while. While these algorithms are inherently serial mul-
tiple blocks can be worked in parallel with a minor com-
pression ratio penalty. This is the approach followed by
the LZSS streaming compression algorithms [OSC12].
Also essential is work on processing variable length
data on streaming architectures [Ball0] in an efficient
fashion with a parsimonious use of atomic operations.

Given that we are using a ray-tracer primitive inter-
section tests for triangles [MT97], quads [LDO0S5], fans
[GAO5], and triangle meshes in general [AC97] demand
being mentioned.

In the realm of geometric compression and mesh opti-
mization several works stand out:

e Isenburg [ILS05a, ILSO5b] uses arithmetic encod-
ing to compress vertex coordinates while taking
advantage of parallelogram predictors in triangular
meshes by virtue of having knowledge beforehand
of the mesh topology leading to improvements in
the encoding predictor function.

Yoon [YLPMOS5, YLO6] reorders the geometry in or-
der to increase memory coherency during the ren-
dering pass thus improving rendering performance.

nPrimitives

Figure 5: Specialized quad mesh.
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Figure 6: Compact data structure to store an n-gon mesh.
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There are other interesting works on compressing ray
tracing acceleration structures together with the geom-
etry. These are not acceleration scheme agnostic and
take advantage of local knowledge coming from the
cells. For example, take a partition cell’s bounding box,
and improve compression of both the partitioning struc-
ture and the geometry contained therein since you know
the vertexes range of values is constrained to the box.

Most of the interest in this sort of scheme lies with
bounding volume hierarchies (BVHs) since in that sce-
nario you do not need to store the same faces twice in
different leaves of the tree.

BVHs do not have duplicated primitive instances in
different cells. Yoon [YLO7, KMKY10] has done
a lot of work in this area of hybrid BVH and mesh
storage schemes. More recently Garanzha [GBGI11]
has worked on a more simplified hybrid BVH and mesh
storage scheme implemented for use on a streaming
architecture. Another approach is that taken by Lauter-
bach [LYMO7] where a hybrid Kd-tree and triangle
strip scheme is used to represent mesh data. The main
issue with all of these particular hybrid algorithms is
their complexity, requiring expensive preprocessing
e.g. the construction of temporary data structures
for doing adjacency queries on the mesh, and their
difficulty of implementation. Preprocessing takes a
long time so these methods are not useful for dynamic
scenes with destructible geometry. The encoding meth-
ods of Garanzha are much more amenable for GPU
implementation than Yoon’s more elaborate work and
the algorithm provides good rendering performance
due to the use of a surface area heuristic (SAH) BVH,
good data locality, and aligned memory loads.

Our work is intended to be acceleration structure ag-
nostic so we do not rely on any of these schemes. The
algorithm we devised is also amenable to implementa-
tion on a streaming architecture and can be computed
in O(n) linear time. Our algorithm may be used on any
object/space subdivision structure: BVHs, KD-trees,
Grids. It is also applicable for other applications which
do not require the use of an acceleration structure and
just require random access to the mesh geometry.

3 ALGORITHM

Our algorithm compresses an n-gon scene. As an exam-
ple the scene can be described in the .0OBJ file format.
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3.1 Scene Loading

The scene loader processes the scene data and generates
a regular data structure such as that seen in Figure 2 as
output.

Since .0B]J file format n-gons are not necessarily planar
this means we cannot use explicit ray-polygon intersec-
tion routines safely.

So we load the scene n-gons in the following fashion:

o if the polygon has three faces, the output is a triangle
which is stored in the primitive and face arrays.

o if the polygon has four faces, the output is a triangle
fan which is stored in the primitive and face arrays.

e if the polygon has five or more faces, the output is
passed through the GLUTESSELATOR which splits
the n-gon into triangles, triangle fans, and triangle
strips that are in turn stored in the primitive and face
arrays.

In the next step we process an array such as the one in
Figure 2 into a compact array like the one which can be
seen in Figure 6. This is done with a SCAN operation:

def scan(uint sprims, uint nprims) {
for (uint i=1; i<=nprims; ++i) {
prims[i+1] += prims[i];
}
}

Listing 1: SCAN.

The complexity of a SCAN also known as PREFIX-SUM
operation is O(n) but in a parallel processor it can be
computed even faster. With such a pass we reduce the
amount of memory required to store the primitive array
by roughly a half.

3.2 Geometry Compression

Next to the primitive array compaction we proceeded to
its compression.

We employ arithmetic encoding to compress the prim-
itive array using the PACKPRIMITIVES function. The
predictor function we are employing assumes all the
primitives in the scene have the same number of faces.
So for triangle meshes and quad meshes the primitive
array is shrunk to nothing and the array degenerates to
those seen in Figures 4 and 5 respectively. This is the
optimum outcome.

ISBN 978-80-86943-74-9




21st International Conference on Computer Graphics, Visualization and Computer Vision 2013

LADY BIRD BULLDOZER SANDAL FAIRY FOREST LAMBORGHINI SPONZA
num vertices 23903 105507 2636 97124 575416 39742
original
num faces 93984 436587 11676 365949 3017847 149926
num triangles 0 145529 1197 17715 1005949 1170
num quads 23496 0 1970 78201 0 34819
num fans 0 0 29 0 0 649
num strips 0 0 0 0 0 248
triangulated
num faces 140976 436587 15852 522351 3017847 228462
num triangles 46992 145529 5284 174117 1005949 76154

Table 1: Scene geometry data.

For more complex scenes with dissimilar primitives the
delta between the predicted and actual value is stored
packed tightly as a small integer of range 2”58 in a bit
array.

left one bit to accommodate a flag stating if they are a
triangle fan (0) or triangle strip (1) respectively.

def packPrimitives(uint sprims,
float avg;
avg = float(prims[nprims+1])/nprims;

uint nprims) {

int Min = 0;
int Max = 0;

min = prims[nprims+1];

for (uint i=0; i<=nprims;
uint predict = avgx*i;
uint actual = prims[i];
int diff = long(actual)—predict;

i++) {

Min
Max

min(diff , Min);
max (diff , Max);

}

// arithmetic encode
pMSB = log2 (Max—Min);
hprims = callocBits (nprims+1, pMSB);

for (uint i=0; i<=nprims;
uint predict = avgxi;
uint actual = prims[i];

i++) {

uint diff =
pack (hprims, i,

actual —predict —Min;
diff);
}

uint2 params;

params.x = as_int(avg);
params.y = Min;
return params, hprimis;

def packFaces(uint xfaces, uint nfaces .
uint fMSB = log2(nvertices *2);
hfaces = callocBits (nfaces, fMSB):

uint nvertices) {

// compress leading zeros
for (uint i=0; i<nfaces; ++i) {
pack (hfaces , i, faces[i]);

}

return hfaces;

Listing 3: PACKFACES.

Finally we quantize the vertexes from 32-bits per x,y,z
component to 16-bits per component. First we take care
to ensure we do this while operating in scene bounding
box space in order to reduce the range of data we will
compress. Then the quantization to 16-bits per compo-
nent is done. This is our only lossy compression step.
This PACKVERTICES function compresses vertexes by
50%.

def packVertices (Axisbox bounds, uint =vertices , uint nvertices) {

hvertices = new ushort3[nvertices];

// transform to scene bounding box coordinates and quantize to 16—bits

const float3 scale = 65535.0f/(bounds.Max—bounds.Min);

for (uint i=0; i<nvertices; ++i) {
hvertices[i] = vertices[i] — bounds.Min) * scale;

return hvertices;

Listing 2: PACKPRIMITIVES.

Compression of face data proceeds in a similar fashion
to the small integer packing method mentioned before.
We compress away the leading zeros in the face data
using the PACKFACES function.

The small integers will have a range of 2/M58. The
faces of primitives other than triangles are shifted to the

Full papers proceedings

Listing 4: PACKVERTICES.

The error produced by the quantization step is minimal
in the scenes we tested as can be seen on the rightmost
column in Table 4.

In a typical scene composed of manifolds there are
more polygons than vertexes so face compression is
very important contrary to what one might otherwise
assume. This can easily be established empirically by
looking at the scenes in Table 1.

3.3

During ray tracing scene traversal it will be required
to test if a given primitive is intersected by a ray. All
primitive intersection tests are done using the Moller-
Trumbore [MT97] ray-triangle intersection algorithm.

Intersection Testing
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This can be accomplished with the TEXTPRIMITIVE
pseudo-code.

bool testPrimitive (Axisbox bounds, uint id, Intersection =xisect) {
const uint i = prims[id];
const uchar nverts = prims[id+1] — i:

switch (nverts) {
case 3:
{
const uint3 idx = vload3 (0, faces+i);
return testTriangle (bounds, idx, vertices , ray,
}
break ;
case 4:
{
const uint4 idx = vload4 (0, faces+i);
return testQuad(bounds, idx, vertices , ray.
}
break;
default:
if ((faces[i] & 1)) {
return testStrip (bounds, nverts,
} else {
return testFan (bounds, nverts ,
)

break ;

isect);

isect);

vertices , faces+i, ray, isect);

vertices , faces+i, ray, isect);

return false;

Listing 5: TESTPRIMITIVE.

Unfortunately, like we mentioned before, it cannot be
trusted that the quads in an .0OBJ file will be planar as
is indeed the case in the FAIRY FOREST, SANDAL, and
other test scenes. It is debatable if we should just con-
strain the primitives to e.g. triangles and fans in order
to support n-gons since it would greatly simplify the
control code and save 1 bit per face.

4 TEST METHOD

The algorithm was implemented in C++ and OpenCL
on Linux. The test platform is an AMD FX 8350 8-
core CPU @ 4.0 GHz powered machine with 8 GB of
RAM. The graphics card includes a NVIDIA GeForce
GTX 660 Ti GPU with 2 GB of RAM. All ray tracing
rendering is offloaded to the GPU.

The ray-tracing engine supports hashed grids [LDOS]
as a spatial subdivision acceleration structure. All the
compute intensive parts of the grid construction algo-
rithm are also run on the GPU. Due to limitations of
space we do not describe this engine in detail here.

All scenes were rendered at 1024 x 1024 resolution
with one sample per pixel using Phong shading.

We selected several test scenes not just for having large
amounts of geometry but for the richness of their poly-
gon soup so to speak. In order of presentation the

scenes are:
LADY BIRD Quad mesh of an organic creature.
BULLDOZER Triangle mesh of a construction vehicle.
SANDAL More complex primitives. e.g. triangle fans

in the sole of the shoe.

Standard benchmark scene which features
both triangles and quads.

FAIRY FOREST

LAMBORGHINI Large triangle mesh of a car with over 1M

triangles.

SPONZA Complex scene in terms of geometric detail
due to the arches but also features several flat

surfaces such as walls.
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For more information on the scene geometry data
please consult Table 1.

The following tests were considered to be interesting:
- To test our proposed compression methods vs other
schemes, namely [GBG11], specific for geometry com-
pression for GPU ray tracing purposes.

- To determine the performance of the primitive array
predictor function in the arithmetic coding phase we
test the misprediction residuals i.e. the delta between
the predicted and actual values in the test scenes.

- Compression ratio of our proposed compression meth-
ods vs uncompressed data in terms of: space savings
and rendering frame rate.

- Compression ratio of our proposed compression meth-
ods vs GZIP to determine how good our compression
algorithms are at achieving space savings compared to
a standard streaming compression algorithm.

5 RESULTS

As can be seen in the left of Table 2 our implementa-
tion uses less memory than the non-compressed trian-
gle meshes of [GBG11] because we do not store du-
plicate triangle vertexes. Our compressed face and ver-
tex scheme achieves similar compression results to their
compressed quad mesh for the tested scenes without re-
quiring any pre-processing to convert the triangle mesh
to a quad mesh as they do. Our algorithm also supports
the use of quad meshes but, as can be seen in the right
of Table 2, this is not required to achieve good com-
pression ratios due to our face compression algorithm
and the storage of unique vertexes only.

One of the big issues with any scheme employing arith-
metic coding is getting the right prediction function.
In our case, since we want random access in constant
time we cannot consult prior values since that would
require decoding them beforehand, plus all the pre-
vious values to those, to begin with. So our predic-

=

missprediction of the primitive offset heuristic

Lady Bird ——
Bulldozer
Sandal

Fairy Forest
7 Lamborghini
Sponza

primitive

Figure 7: Delta between the predicted and actual values
in the test scenes. It displays perfect prediction in the
triangle and quad meshes such as Lady Bird, Bulldozer,
Lamborghini scenes. For the other scenes the mispre-
diction residuals can be quite large.
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OURS P [GBGI1]NCT || Ours PFV | [GBGI11]CQ
DRAGON |53 95 MB 247.85 MB 80.03 MB 82.62 MB

7 MTRI

THAL 171.66 MB 343.32 MB 114.44 MB 114.44 MB
10 MTRI

Lucy 481.61 MB 963.22 MB 331.11MB | 321.07 MB
28 MTRI

Table 2: Comparison of the space required to store a mesh using our
algorithm versus Garanzha [GBG11]. First we compare the memory
usage of both our specialized triangle meshes. Next we compare the
performance of our compressed face and vertex scheme versus their
compressed quad mesh.

tion function must rely only on a table of values inde-
pendent of the compressed array. In our case we use
a linear prediction function to approximate the primi-
tive data values. This works well when the scenes all
have similar sized n-gons i.e. triangle or quad meshes
where the residuals are zero. The mispredictions and
residuals increase with the storage of different sized n-
gons. This can be observed in Figure 7 where the LADY
BIRD, BULLDOZER, LAMBORGHINI primitive arrays
get compressed to 0 bits per primitive while on the other
scenes namely SANDAL, FAIRY FOREST, and SPONZA
this does not happen. This problem could probably be
reduced by employing higher order prediction functions
such as polynomial functions with more terms than our
linear function.

From the extensive test results, which can be observed
in Table 3, we managed to confirm several of our hy-
pothesis as matters of fact. The support for triangle
and quad mesh scenes, such as LADY BIRD, BULL-
DOZER, and LAMBORGHINI, is excellent with very
good compression capabilities and, in some cases, we
even achieve enhanced frame rates over the uncom-
pressed baseline due to improved data locality caused
by the compression. This is most obvious when com-
pressing the primitives array and enabling the lossy
vertex compression together in the pure triangle and
quad meshes i.e. the PV results. This option also
enables reasonable compression ratios in the order of
~ 70%.

We can also observe that for the more complex scenes
using large n-gons we often get higher frame rates by
triangulating the scene beforehand. This is rather evi-
dent in the SPONZA and SANDAL scenes in particular.
This is due to spatial subdivision. These larger primi-
tives will occupy more cells in the grid and hence there
will be more redundant intersection calculations going
on. This could perhaps be improved with the use of
mailboxing. We did not attempt to use mailboxing in
our implementation. Another possible improvement is
better specialized ray-triangle fan, and ray-triangle strip
intersection routines which reduce the amount of redun-
dant ops such as those mentioned in Section 2. This
does not apply to the FAIRY FOREST scene because of
its smaller n-gons. That scene consists of only triangles
and quads.
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We get our worst frame rate results when face compres-
sion is enabled. This is due to the loss of use of vector-
ized memory loads in our implementation and the un-
aligned memory accesses to access elements after the
compression. This can most likely be improved further
by creating dedicated vectorized load operations for our
bitarray structures.

Invariably the highest compression ratios happen when
we enable all of our compression techniques: primitive
compression, face compression and vertex compression
i.e. the PFV results. In fact with all these techniques
enabled we get better compression ratios than GZIP in
many scenes such as LADY BIRD, SANDAL, FAIRY
FOREST. The only scenes where GZIP manages to win
over our compression scheme are those scenes where
the vertexes have redundant coordinates or there are re-
dundant vertexes such as the BULLDOZER, the LAM-
BORGHINI, and SPONZA. This problem with vertex
quantization techniques had already been identified by
Isenburg et al.

We remind the reader that contrary to GZIP our al-
gorithm allows random access to any primitive in the
scene in O(1) constant time which is essential for ray-
tracing and other applications. This is particularly rel-
evant for stringy kd-trees with few primitives per leaf.
We get compression ratios in the order of ~ 40 — 50%
which is commensurate with streaming lossless com-
pression techniques which are a lot harder to parallelize
on a GPU properly since they require sequential access
to compress or decompress data.

6 CONCLUSIONS

We have demonstrated an n-gon (triangle, quad, tri-
angle fan, triangle strip) scene compression algorithm
which can compress such a scene in linear O(n) time
with constant O(1) scene primitive access time. For the
special case where the n-gons in the scene are all the
same size like triangle or quad meshes the additional
space used over a type specialized structure is essen-
tially zero. The algorithm can optionally provide lim-
ited compression ratios with improved rendering per-
formance, or much improved compression with worse
rendering performance than in the uncompressed case.
The compression ratios, in the order of ~ 40 — 50%,
are competitive with those achieved using the GZIP tool
which, contrary to our algorithm, does not allow con-
stant time random access to the data.

In the future it should be possible to significantly im-
prove the primitive array compression level using non-
linear prediction functions. We also believe that either
a limit on the size of triangle fans and triangle strips
is imposed, in order to improve the performance under
spatial subdivision ray tracing, or there needs to be a
way to more quickly detect misses for such complex
primitives, use mailboxing, or more than one of these
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schemes. Otherwise the rendering performance for the
complex primitives will be subpar, even if the com-
pressed sizes for scenes using these primitives would
be a lot better.
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LADY BIRD BULLDOZER
REGULAR 739.03 KB REGULAR 3.43MB
TRIANGULATED 1014.37 KB TRIANGULATED 3.43 MB

TECHNIQUES Gzip OURS CoMP RATIO FRAME RATE Gzip OURS CoMP RATIO FRAME RATE

393.12 KB 739.03 KB 100 % 102.94 FpPs 1.28 MB 3.43MB 100 % 88.58 FPs
v S 598.97 KB 81.05 % 100.93 FPs . 2.82 MB 82.39 % 87.87 FPS
F 555.46 KB 75.16 % 81.44 Fps 2.70 MB 78.74 % 69.24 FPs
Fv 415.41 KB 56.21 % 78.06 FPS 2.10 MB 61.13 % 68.66 FPs
P 647.24 KB 87.58 % 111.16 FpPS 2.87 MB 83.81 % 94.51 FPs
PV S 507.18 KB 68.63 % 104.92 Fps .. 2.27MB 66.19 % 95.30 FPs
PF . 463.68 KB 62.74 % 84.25 Fps .. 2.14 MB 62.55 % 73.26 FPS
PFV ... 323.62 KB 43.79 % 85.53 FPS ... 1.54 MB 44.94 % 74.93 FPS
T 465.78 KB 1014.37 KB 100 % 87.16 FPS 1.28 MB 3.43MB 100 % 87.98 FPS
TV 874.31 KB 86.19 % 90.81 FPS 2.82 MB 82.39 % 88.40 FPs
TF S 739.03 KB 72.86 % 65.04 FPS A 2.70 MB 78.74 % 69.23 FPS
TFV 598.97 KB 59.05 % 67.92 FPS 2.10 MB 61.13 % 68.52 FPS
TP 830.80 KB 81.9 % 97.14 FPS 2.87 MB 83.81 % 94.37 FPS
TPV . 690.74 KB 68.1 % 100.40 Fps . 2.27 MB 66.19 % 95.62 ¥ps
TPF . 555.46 KB 54.76 % 71.23 FPS . 2.14 MB 62.55 % 73.08 FPs
TPFV . 415.40 KB 40.95 % 73.98 FPS . 1.54 MB 44.94 % 74.91 Fps

SANDAL FAIRY FOREST

REGULAR 88.99 KB REGULAR 2.87 MB

TRIANGULATED 113.46 KB TRIANGULATED 3.77 MB
TECHNIQUES Gzip OURS COMP RATIO FRAME RATE Gzip OURS ComP RATIO FRAME RATE
54.56 KB 88.99 KB 100 % 195.99 Fps 1.54 MB 2.87 MB 100 % 25.45 FPS
v 73.55 KB 82.64 % 186.20 FpPs 2.32 MB 80.66 % 25.03 FPS
F 61.91 KB 69.57 % 157.39 Fps 2.26 MB 78.74 % 19.39 Fps
FV 46.47 KB 52.21 % 151.69 FpPs 1.71 MB 59.4 % 18.92 FPS
P 79.23 KB 89.03 % 180.00 Fps 2.67 MB 92.84 % 22.52 FPS
PV 63.79 KB 71.68 % 168.37 FPS 2.11 MB 73.5 % 21.82 FPs
PF 52.15KB 58.6 % 145.47 Fps 2.06 MB 71.58 % 17.18 FPS
PFV 36.71 KB 41.25 % 141.51 FPS 1.50 MB 52.24 % 17.41 FPS
T 61.66 KB 113.46 KB 100 % 193.17 FpPs 1.80 MB 3.77 MB 100 % 21.95 FpPs
TV 98.02 KB 86.39 % 183.96 FpPs 3.21 MB 85.25 % 21.34 Fps
TF 76.69 KB 67.6 % 158.19 FPs 2.90 MB 76.87 % 16.90 Fps
TFV 61.25 KB 53.98 % 151.65 FpS 2.34 MB 62.12 % 16.49 Fps
TP 92.81 KB 81.8 % 196.04 Fps 3.10 MB 82.37 % 23.72 FPS
TPV . 77.37 KB 68.19 % 188.65 FPS .. 2.55 MB 67.63 % 23.66 FPS
TPF 56.05 KB 49.4 % 158.18 FPS 2.23 MB 59.24 % 17.67 FPS
TPFV e 40.60 KB 35.78 % 154.70 FPS . 1.68 MB 44.49 % 17.76 Fps

LAMBORGHINI SPONZA

REGULAR 21.93 MB REGULAR 1.17 MB

TRIANGULATED 21.93 MB TRIANGULATED 1.62 MB
TECHNIQUES Gzip OURS COMP RATIO FRAME RATE Gzip OURS CoMP RATIO FRAME RATE
8.87 MB 21.93 MB 100 % 53.27 FPS 426.95 KB 1.17 MB 100 % 54.73 FPS
\Y% 18.64 MB 84.99 % 54.10 FPS 962.61 KB 80.52 % 52.20 FPS
F e 17.98 MB 81.96 % 43.74 FPS L. 920.95 KB 77.04 % 43.49 FPS
FV 14.68 MB 66.95 % 44.19 FPS 688.08 KB 57.56 % 41.24 FPS
P 18.10 MB 82.51 % 58.93 FPS 1.08 MB 92.09 % 50.47 FpPs
PV 14.80 MB 67.49 % 61.11 FPS 868.04 KB 72.61 % 47.14 FpPS
PF 14.14 MB 64.46 % 47.16 FPS 826.38 KB 69.13 % 40.10 FPS
PFV L. 10.85 MB 49.45 % 49.03 FpPS S 593.52 KB 49.65 % 38.38 FPS
T 8.87 MB 21.93 MB 100 % 53.02 FPS 548.34 KB 1.62 MB 100 % 64.05 FpPS
TV 18.64 MB 84.99 % 53.77 FpPs 1.39 MB 85.94 % 59.70 FPs
TF 17.98 MB 81.96 % 43.84 FPS 1.21 MB 74.73 % 48.51 FPS
TFV e 14.68 MB 66.95 % 43.93 FPS . 1004.45 KB 60.67 % 45.88 FPS
TP 18.10 MB 82.51 % 58.93 FpPs 1.33 MB 82.03 % 62.45 FPS
TPV e 14.80 MB 67.49 % 60.80 FPS . 1.10 MB 67.97 % 59.45 Fps
TPF 14.14 MB 64.46 % 47.14 FpPs 939.83 KB 56.77 % 47.35 FPS
TPFV 10.85 MB 49.45 % 48.96 FpPS 706.97 KB 42.7 % 45.95 FpPS

Table 3: Performance results. Includes data about total memory required without compressing scene data, the out-
put size by compressing the scene data with gzip, the amount of the memory required to store the scene with some
of our techniques enabled, the compression ratio, and finally the frame rate using any combination of the given
methods. T triangulates the scene geometry, P losslessly compresses the primitive lists using arithmetic encoding,
F losslessly compresses the faces by discarding the leading zeros of a vertex index, V does lossy quantization from
32-bits to 16-bits.
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PSNR: Y: 41.23 dB, Cb: 56.71 dB, Cr: 50.69 dB

Table 4: The first column from the left allows the visualization of the primitives types in the test scenes: triangles
are shown in red, quads are yellow, triangle fans are blue, triangle strips are violet. The second column shows
image output without vertex compression. The third column shows image output with lossy vertex compression
quantized from 32 to 16 bits.

Full papers proceedings 18 ISBN 978-80-86943-74-9



21st International Conference on Computer Graphics, Visualization and Computer Vision 2013

Hough Transform-based Technique for Automated Carbon
Nanocone Segmentation

Andries H. Smith'
TDepartment of Computer Science

Jong Kwan Lee’
fDepartment of Physics & Astronomy

Hao Huf Eric S. Mandell*

Bowling Green State University
Bowling Green, OH 43403, U.S.A.

{smithah, leej, haohu, meric}@bgsu.edu

ABSTRACT

A new technique to automatically segment the L-shaped carbon nanocone structures from Transmission Electronic
Microscopy (TEM) images is described. The technique enables robust segmentation of the structures by exploiting
a simplified Generalized Hough Transform (HT)-based processing. Exploitation of parallelism on commodity
hardware is also explored for efficient processing. Effectiveness of the technique is evaluated through experiments
on synthetic, simulated, and real images of carbon nanocone structures.

Keywords

Hough Transform, Carbon Nanocone Segmentation, Image Processing

1 INTRODUCTION

Automated feature segmentation has been utilized in
many research and application domains (e.g., [Pie03,
WCHO04, YLLOS, CNGO09, Saf12, KIB12]) as it plays
a key role in localizing objects of interest efficiently
and effectively. Often, localization of objects leads to
discovery of information which can help understanding
of the underlying characteristics of the objects. For ex-
ample, independent component analysis-based segmen-
tation [WCHO4] has been applied in medical imaging
to characterize blood supply patterns which are criti-
cal for the profound analysis of cerebral hemodynam-
ics. An automated method for localizing auroral ovals
in satellite images was also introduced [CNGO09]. Such
a method can help scientists study the Earth’s mag-
netic field. A fast on-line video motion segmentation
method [KIB12] has also been recently presented in a
multimedia application. In this paper, we introduce a
new, robust automated technique for segmentation of L-
shaped carbon nanocone structures from Transmission
Electronic Microscopy (TEM) images.

Carbon nanocone structures represent a class of novel
materials that are of high interest to investigations
of carbon’s role in fossil fuel, hydrogen storage, and
nanotechnologies. These structures appear as two

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.
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Figure 1: A sample of carbon nanocone TEM image

linear structures joined at a common point in TEM im-
ages. Moreover, the linear structures form an angle of
approximately 110° or 140° for the faceted nanocones
and 113° or 150° for relaxed nanocones [ManOS].
(Faceted and relaxed nanocones are types of carbon
nano-structures that are studied by many scientists.) A
robust localization of such carbon nanocone structures
is a key precursor to effective use of the TEM images in
many fields, such as biosensors or nanocomputing. A
sample TEM image of the carbon nanocone structures
is shown in Figure 1. In the figure, two sample carbon
nanocone structures (i.e., dark linear features) are
marked by two sets of colored arrows for readers.
As shown in the figure, other non-nanocone features
are also present, the carbon nanocone structures
are oriented in various ways and have varying side
lengths and varying contrasts along the structure,
making automated segmentation of the structures very
challenging.
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The new automated segmentation of carbon nanocone
structures is based on a variant of the Hough Trans-
form (HT) [Hou62]. The new technique enables robust
segmentation of the structures by utilizing a simplified
binning process in the Generalized Hough Transform
(GHT) [Bal81]. (GHT will be discussed in the next sec-
tion.) We also exploited data parallelism on commodity
hardware for efficient processing.

The paper is organized as follows. In Section 2, the
related work is discussed. The new segmentation tech-
nique is introduced in Section 3. In Section 4, the ex-
perimental results and analysis are presented. Section 5
concludes this paper.

2 RELATED WORK

The related work, including the work our technique is
based on, is discussed next.

2.1 Hough Transform and Its Variants

The Hough Transform (HT) [Hou62] is a well-known
pattern detection method that enables recovery of
global patterns in the image space via local pattern
processing in the transformed parameter space. In a
typical HT processing, the edge points (which present
the object boundaries) in the image space are mapped
to a binned parameter space in which dimensions
of the space represent the pattern parameters. This
parameter space is defined as the accumulator. After
the binning process, the target pattern parameters are
recovered by taking the parameters of the bins which
contain the highest parameter vote counts. (While most
of the HT-based methods considered the edge points
in the image, direct application of HT processing on
gray-scale images has also been reported [Sha96].)

The standard HT-based methods have been utilized suc-
cessfully in many shape-based processing applications.
However, the high memory and computational require-
ments of the standard HT make it difficult to apply for
recovery of complex shapes. In addition, the standard
HT aims to detect only analytic patterns; thus, it is dif-
ficult to apply it directly to arbitrary shapes (e.g., L-
shaped carbon nanocone structures).

One way to reduce the HT’s computational cost is to
partition the high dimensional parameter space into
lower-dimensional subspaces and then find the shape
parameters in the series of lower dimensional subspaces
(e.g., [HoC96]).

The Randomized Hough Transform (RHT) [XOK90]
is a class of HT which can also reduce the standard
HT’s computational cost. While the standard HT con-
siders all edge points, the RHT processes many sets
of randomly selected edge points where each set maps
to a single bin in the parameter space, allowing fewer
computations during the binning process. An RHT-
based method for ellipse detection was proposed by
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Table 1: R-table in GHT

McLaughlin [McL98]. The method benefits from the
RHT’s random processing and the lower dimensional
sub-parameter spaces. Cao et al. [CNGO09] have ex-
tended McLaughlin’s RHT to employ a linear least
squares fitting for a more accurate and efficient binning
process.

The Generalized Hough Transform (GHT) [Bal81] is
another class of HT that allows detection of both an-
alytic and non-analytic shapes in images. Instead of
binning the votes via an analytically-defined mapping
scheme, the GHT utilizes a model of the object that
consists of the boundary gradient direction and the dis-
tance from a reference point of the object to each point
on the object boundary in a lookup table, called the R-
table. (A reference point of the object can be any im-
age point which can be used as an "anchor" for the ob-
ject.) Specifically, the R-table defines a multi-valued
mapping among the table indices corresponding to the
gradient directions @ (J;), at the boundary points p;, and
the vectors 7 from the boundary point to the reference
point ¢ of the object. The R-table is constructed by it-
erating over the object boundary points, calculating the
set of #; for each index ¢(p;), where i indexes a set of
boundary points with the same gradient direction and
7; is the vector from j; to ¢. A sample format of the
R-table is shown in Table 1. As shown in the table,
there are multiple values 7; ; for each index. For each
edge pixel p; with R-table index ¢(p;), the potential
reference points ¢; of the object is determined as ¢; =
Pi + ;. Then the binning process is performed for the
corresponding values of ¢;. The GHT allows rotation-

(a) (b)
Figure 2: Illustration of the Generalized Hough Trans-
form (GHT): (a) p;, ¢(p;), and 7, (b) rotation invariant
for O by re-indexing R-table
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Figure 3: Overview of new GHT-based technique

invariant and scale-invariant object detection by modi-
fying the R-table according to the rotation and scaling
parameters; for scale invariant and rotation invariant de-
tection, the R-table values are multiplied by the scaling
vector or re-indexed, respectively. Figure 2 illustrates
the key components of the GHT. In Figure 2 (a), the
boundary point, p;, the gradient direction, ¢(p;), and
the vector 7 are shown. Figure 2 (b) illustrates that
the vector 7 needs to be rotated by 6 and ¢ needs to
be replaced by ¢ — 0. This can be done by simple re-
indexing of the R-table contents.

2.2 GPU-based Hough Transform

Computation using programmable graphics processing
units (GPUs) has been utilized in traditional graphics
as well as in an increasing number of more general-
purpose applications, including simulation, data min-
ing, analytics, databases, etc. GPU computation has
also been employed in HT-based work. Here, we briefly
discuss some of the key GPU-based HT work.

One early GPU-based HT was introduced by Strzodka
et al. [SIMO3]. In their method, programmable GPU
shaders were utilized to speed up the binning process
using the GPU textures as the lookup table for the
shape parameter mapping. Ujaldon et al. [URGO7] have
presented a circle HT which uses a specific graphics
pipeline (i.e., the rasterizer) for voting the circle can-
didates from a set of seeds computed by GPU vertex
shaders. Other GPU-based HT methods include detec-
tion of more complex shapes (e.g., [ZhL05, LWNOS,
Degl0]). One efficient GPU HT for ellipse detection
has been employed in real-time face detection [ZhLO05].
Lee et al. [LWNO8] presented a GPU-based HT for ef-
ficient ellipse detection in satellite imaging. Their HT
uses a small set of CPU-generated random seeds in ef-
ficient GPU-based RHT processing for localization of
the aurora oval.

2.3 Carbon Nanocone Segmentation

Although many methods to automatically-segment ob-
jects of interest in other types of imagery have been re-
ported in the literature (e.g., [PRN04, LWNOS]), the re-
cently presented work by Ngatuni et al. [NLW12] is the
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only automated method for carbon nanocone segmen-
tation. Their HT-based shape detection method intro-
duced a new parameter space for the carbon nanocone
structures. Their parameter space is defined by the
pre-computed distances and the orientations of a set of
points on the structure. However, while the method
produced accurate detection results, the binning pro-
cess was applied for all combinations of the edge point
pairs; thus, the method was slow. In addition, since the
method weighs the pairs of the edge points that have
the same distance from the point joining the two sides
of the structure, the method fails to detect the struc-
tures that have different side lengths. (In Section 4, we
briefly compare the method with our new technique.)
The new automated segmentation technique introduced
in this paper aims to overcome these weaknesses. The
new technique is based on a new type of Generalized
Hough Transform (GHT) which simplifies the original
GHT’s binning process.

3 NEW SEGMENTATION TECH-
NIQUE FOR CARBON NANOCONE
STRUCTURES

In this section, the new technique for the automatic seg-
mentation of the carbon nanocone structures from TEM
intensity images is detailed. The key component of the
technique is a simplification of GHT that enables ex-
traction of credible L-shaped carbon nanocone struc-
tures. Exploitation of parallelism on commodity hard-
ware is also discussed.

3.1 Overview

Figure 3 presents an overview of the technique. The
technique includes preprocessing steps that “clean” the
image, determine the potential carbon nanocone pix-
els, and compute a lookup table, the simplified GHT-
based bin voting step that exploits the characteristics of
L-shaped object, and post-processing steps that merge
segmented structures that are very close to each other
and determine the structure side lengths. (In the figure,
the dotted oval for the lookup table construction step
indicates that it is computed only one-time.)
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3.2 Preprocessing

In the new carbon nanocone structure segmentation, a
set of image processing steps are applied (1) to high-
light carbon nanocone structure, (2) to remove the non-
nanocone structures, and (3) to generate the edge point
image for HT’s binning process.

First, median filtering is applied to the intensity-
inversed image to remove high spike noise and smooth
out the structures. We empirically determined that 7x7
median filtering could eliminate much of the high spike
noise and fill the gaps within the structures. Second, an
intensity cumulating scheme is applied to the median
filtered image to highlight the carbon nanocone struc-
tures. This intensity cumulating is done by replacing
each pixel intensity with the maximum of the pixel
intensity sums in narrowed rectangular-shaped (e.g.,
15x5) image regions centered at the pixel. Since the
carbon nanocone structures are linear features, this
intensity cumulating step highlights (i.e., increases the
contrast of) the structures and fills in the gaps within
the same structures.

Third, a modified version of the Strous linear feature
pixel labeling algorithm [StrO0] is applied to the image
“cleaned” in the first two steps. The Strous algorithm
allows determination of local bright pixels by consider-
ing 3x3 local image region. We have modified the al-
gorithm to consider 5x5 local image region with a less
restricted constraint to label a pixel as a potential point
on the carbon nanocone structures. This modification
allows more points on the structures to be labeled as the
potential nanocone pixels. However, this modification
results in “thick” potential carbon nanocone structures.
To select the points along the centerline of the struc-
tures, the morph-thinning [Dou92] is applied to the re-
sult of the modified Strous algorithm. (Morph-thinning
is one of the widely-used thinning operators which em-
ploys a morphological erosion-based hit-or-miss oper-
ator to the original image with a pair of structuring el-
ements, and then subtracts the result from the original
image.)

Lastly, global and adaptive thresholdings are applied to
the “cleaned” image to remove non-nanocone features.
Specifically, the binary result of thresholdings is used
as a mask on the morph-thinned image. For the global
thresholding, its threshold is the median intensity 7 of
the filtered image; all pixels whose intensities are less
than T are considered to be non-nanocone pixels. For
the adaptive thresholding [GoWO02], the filtered image
is sub-divided with overlapping and thresholding is ap-
plied in each sub-region. We have found empirically
that sub-dividing the image into 64 x 64 pixel tiles with
50% overlap (e.g., the top-half of a sub-region overlaps
the bottom-half of the regions that is above sub-region)
produces the best results for the TEM images.
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3.3 New HT for carbon nanocone segmen-
tation

The carbon nanocone segmentation technique pre-
sented here exploits a simplified lookup table-based
GHT binning scheme to recover the L-shape structure
parameters.

In the technique, the coordinates of the reference point
and the orientation of the L-shape are used as the shape
parameters for the carbon nanocone structure. Figure 4
shows a L-shaped structure and its parameters. The ref-
erence point O is defined as the point joining the two
structure edges and the orientation Y is defined as the
angle between the x-axis and the vector halving the two
edges. (In the figure, the side edges of the structure are
denoted as the counter-clockwise and clockwise edges.)

The new segmentation technique utilizes a simplified
lookup table that is designed to recover the L-shape
parameters through a GHT binning process. We will
call this lookup table the L-table in this paper. Unlike
the standard GHT’s lookup table, the L-table does not
include many entries for different gradient directions
since the gradient directions are the same for all the
points on the same edge of the structure; thus, the L-
table includes entries for only two gradient directions,
one for each edge of the linear structure. In addition, the
L-table is indexed by the distance between the reference
point to the points on the on the edges. This indexing
strategy yields a very simple scalar-valued lookup table
mapping from the distance to the orientation. In addi-
tion, unlike the standard GHT, the new HT binning pro-
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Figure 4: Illustration of a L-shape structure (represent-
ing a 110° faceted nanocone): O and 7 represent the ref-
erence point and the structure orientation, respectively.

CCW edge CW edge
Distance | Orientation Distance | Orientation
1 55° 1 —55°
2 55° 2 —55°
3 55° 3 —55°

Table 2: A diagrammatic representation of the L-table
for 110° faceted nanocones
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cess does not include a scaling of values in the L-table.
Instead, a simple post-processing step to determine the
edge lengths of the structure is included to reduce the
computational cost. (This post-processing step is dis-
cussed in the next subsection.)

In our HT binning process, each bin of the accumulator
contains two vote values; one vote counts for each edge.
This two-value bin enables segmentation of L-shapes
with imbalanced side lengths—even if the vote counts
from one short edge is low, the vote counts from the
other longer edge is high; thus, the structure parameters
can be recovered.

3.4 Post-processing

It is possible for the new HT binning process to produce
structures that are very close to each other. In addition,
the binning process determines only the coordinates of
the reference point and the orientation of the structure
(but not the edge lengths). To merge structures that are
close to each other into one structure and to determine
the edge lengths, we post-process the output of the bin-
ning process.

To merge the structures that are very close to each other,
we find the peaks in the parameter space (i.e., 3D accu-
mulator) viaa N x N x N local search. Specifically, the
merging is done by averaging the structure parameters
for the local maxima above a threshold value within the
local search space. We have used a threshold value that
is dependent of the total number of the edge points to
allow varying threshold value for different noise lev-
els. (We empirically determined that about 3% of the
total number of edge points is a good threshold value
and 16x16x 16-accumulator-bin is a reasonable local
search space for the carbon nanocone segmentation.)

The lengths of the structure edges are determined via
a simple edge extension scheme that extends the edge
from the reference point along the edge directions.
Each side edge is extended if there exists “enough” evi-
dence of potential nanocone pixels within a rectangular
(e.g., 7x3) region along the edge direction.

3.5 Efficient Processing

To efficiently process the new technique’s binning pro-
cess, we have also explored the data parallelism on
commodity hardware. While other types of paralleliza-
tion are possible, we focused on multithreading in a
shared memory environment. (We have also reported
our preliminary results on GPU-based processing in
Section 5.) Both OpenMP and Pthreads have been used
in our parallel implementation. In the multithreading, a
set of edge points are assigned to each thread and pro-
cessed independently. The updates to the accumulator
in the shared memory is done via atomic addition.

To increase the performance of the parallel imple-
mentation, we manually set the processor affinity
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of each OpenMP thread using the Pthreads library.
Each OpenMP thread’s processor affinity was set to
a particular CPU core corresponding to its thread

(a) 0%

(b) 0%

(c) 0.5%

(e) 1.0% (f) 1.0%

() 2.0% (h) 2.0%

msb% @sb%

Figure 5: Results on synthetic images with perturbing

noise of ¢ = 1.5 and five different background noise
levels (0%, 0.5%, 1.0%, 2.0%, and 5.0%)
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for r from 1 to 360° do
for d from 1 to Max,; do
for b, from 1 to Width do
for by from 1 to Height do
for p from 1 to NumPatterns do
0x,0y = L(by,by,r,p,d)
increment A[p][o,][oy][r]

Algorithm 1: An example of a naive implementation of
the binning process

for p from 1 to NumPatterns do
for b, from 1 to Width do
for b, from 1 to Height do
for d from 1 to Max,; do
for r from 1 to 360° do
Ox,0y = L(bx,by,r,p,d)
increment A[p][o,][oy][r]

Algorithm 2: A better implementation of the binning
process with increased spatial locality of reference

ID using a pthread_setaffinity_np() call. We also
increased locality of reference by re-ordering the
algorithm.  Setting processor affinity allowed for
significant performance improvements for the parts of
the algorithm with increased locality of reference. This
can be attributed to the increased effectiveness of each
of the CPU caches under these conditions.

One simple example that illustrates the consideration
of locality of reference is shown in Algorithms 1 and
2. Algorithm 1 typifies an implementation of HT bin-
ning process that does not exploit the locality of refer-
ence well. Due to the row-major-order access pattern
of the multidimensional accumulator, the memory ac-
cess for each iteration of the nested loop results in very
high number of cache misses. Algorithm 2 optimizes
the naive algorithm by considering more spatial local-
ity of reference.

4 EXPERIMENTAL RESULTS

The effectiveness of the new carbon nanocone struc-
ture segmentation technique has been benchmarked us-
ing over 1,000 synthetic images and 20 simulated and
real carbon nanocone TEM images. (All of the images
tested were of size 512 x 512.) The benchmarking
included measuring the effectiveness of the technique
by considering four different errors—errors in reference
point position, structure orientation and side lengths—,
the false positive rate, and the match rate, and measur-
ing the efficiency of our parallelized implementation.

We have used the Oakley cluster system of the Ohio Su-
percomputing Center in our experiments. The system
supports 12 cores (Intel Xeon x5650 2.66 GHz CPUs)
and 48 GB memory per node (up to thousands of cores
in total) and 128 Nvidia Tesla M2070 GPUs in total.
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Here, we note that while the cluster system provides the
state-of-art computing power and our parallelized im-
plementation is scalable to use all the system resources,
our experiments were limited to amount of resources
that are available on a typical PC configuration (e.g.,
a hyper-threaded, 6-core CPU and one programmable
GPU). This limited resource usage allows to show the
technique’s performance for typical PC users.

For the synthetic images, we modeled the carbon
nanocone structures using two straight lines joined
at an angle of 110° or 140°. Modeled structures also
had different random side lengths. In addition, two
different types of image noise were considered; random
background noise and random noise that perturb the
positions of the edge points. We have considered
0%, 0.5%, 1.0%, 2.0%, and 5.0% background noise.
Gaussian random noise with zero mean and o’s of
0.0, 1.5, and 3.0 was used to perturb the edge point
positions.

Figure 5 shows the five samples of the synthetic im-
ages on the left column and the segmentation results as
red (and orange) overlays for the same images on the
right column. These synthetic images contain five dif-
ferent levels of the background noise with the perturb-
ing noise of 0 = 1.5. As shown in the images, the new
technique well-segmented all the structures (even for
the image with the high background noise). Here, we
note that the technique also produced some false posi-
tives. While some of the false positives were caused by
image noise, many of them were caused by randomly
oriented, nearby structures in which the edges from dif-
ferent structures made up a L-shape similar to a car-
bon nanocone. Such false positives are shown as or-

(b)

(d)

Figure 6: Results on simulated nanocone TEM images
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Noise Level 0.0 0.005 0.01 0.02 0.05
(# of Edge Pt.) (704) | (2811) | (3308) | (5885) | (18845)
Ref. Pt. Position 0.51 0.41 0.51 0.47 0.67
Orientation 0.31 0.33 0.39 0.58 0.99
Side Length 1.43 1.69 2.11 3.81 16.95
Match Rate 0.99 0.99 1.00 1.00 1.00

(a) With perturbing noise of 6 = 0.0

Noise Level 00 | 0005 0.01 0.02 0.05

(# of Edge Pt.) (610) | (2683) | (3209) | (5787) | (18714)
Ref. Pt. Position || 0.71 0.72 0.70 0.73 0.93
Orientation 052 | 055 0.63 0.83 1.19
Side Length 1.63 238 291 4.78 16.83
Match Rate 1.00 | 099 1.00 1.00 0.95

Noise Level 0.0 0.005 0.01 0.02 0.05
(# of Edge Pt.) (616) | (2686) (3220) (5793) (18723)
Ref. Pt. Position 1.42 1.35 1.43 1.57 1.52
Orientation 0.79 0.80 0.91 1.11 1.43
Side Length 2.98 3.37 3.45 6.02 14.95
Match Rate 0.92 0.914 0.88 0.78 0.16

(c) With perturbing noise of 6 = 3.0

Table 3: Average errors on synthetic image tests: ref-
erence point position error (in pixels), orientation error
(in degrees), side length error (in pixels) and average
match rate

Max.
0.22

Mean | Min. | Std. Dev.
0.14 0.00 0.05

Rate
False Pos. Rate

Table 4: False positive rate on synthetic images

ange overlaps in Figure 5. For instance, all four false
positives in Figure 5 (b) were from the edges of two
different structures that made up a L-shape.

Tables 3 and 4 summarize the segmentation results for
all the synthetic image tests. The average errors in the
reference point position, orientation, and side lengths of
structures, and the match rate are shown in Table 3 and
four metrics (i.e., maximum, mean, minimum, and stan-
dard deviation) of the false positive errors are shown in
Table 4. Table 3 also includes the number of edge points
considered for different noise levels. As shown in Ta-
ble 3, the new technique produced very low errors with
high match rates for most of the cases. For example,
synthetic image tests with a perturbing noise of 6=1.5
and background noise of 0.01% had the average errors
of 0.70 in pixels, 0.63 in degrees, 2.91 in pixels for the
reference point position, orientation, and side length,
respectively, and had a 100% match rate. For most of
the synthetic image tests, the new segmentation tech-
nique had a match rate of higher than 90%. While the
average match rate for the image with the highest noise
level (i.e., 5% background noise and perturbing noise of
0=3.0) was only 16%, a typical “cleaned” TEM images
of carbon nanocone does not contain similar noise lev-
els. As shown in Table 4, the technique produced about
14% false positive errors on average. However, many
of the false positives were caused by the randomly ori-
ented, nearby structures that were explained previously.

For the simulated image tests, the carbon nanocones
were created using the TEM image simulation pre-
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sented by Kirkland [Kir88]. (This image simulation
has been used by other scientists in the field.) Fig-
ure 6 shows the segmentation results on two samples
of simulated TEM carbon nanocones images. In the
figure, the sub-images (a) and (b) are the simulated im-
ages with different numbers of nanocones and the sub-
images (c) and (d) show the segmentation results as
red (for matched structures) and orange (for false posi-
tives) overlays. As shown in the figures, the new tech-
nique segmented all of the structures for these images.
Some false positives were also segmented for the sim-
ulated images. Many false positives were also caused
by nearby structures in which the edges from differ-
ent structures made up a L-shape similar to a carbon
nanocone. For instance, Figure 6 (d) contains two of
such false positives.

To analyze the effectiveness of the new segmentation
technique for the real carbon nanocone TEM images,
the manual segmentation results were used as the gold
standard since the actual positions of the real carbon
nanocone structures were unknown. For the manual
segmentation, the reference point positions, the struc-
ture orientations, and the side lengths were manually-
selected by a field expert. (Here, we note that the
field expert indicated that manual segmentations of the
structures are ambiguous and can often lead to mis-
segmentations.)

Figure 7 shows the segmentation results on three sam-
ples of real images. In the figure, the sub-images (a)-
(c) show the input images, the sub-images (d)—(f) show
the manual segmentation results as green overlays, and
the sub-images (g)—(i) show the automated segmenta-
tion results as red (for matched structures) and orange
(for false positives) overlays. As shown in the fig-
ures, while the new technique segmented the carbon
nanocone structures reasonably well, it also produced
relatively high number of false positives (i.e., the or-
ange overlays in the figure). Some of the false posi-
tives were from side edges from two different nearby
structures making a L-shape. Others were from hu-
man bias on the subjective manual segmentation of
the field expert; the field expert has agreed that some
of the carbon nanocone structures were missed in the
manual segmentation results after comparing the results
with the automatic segmentation results. This differ-

Errors & Rates Simulated Real
Ref. Pt. Position 1.94 241
Orientation 1.14 1.95
Side Length 3.33 26.04
Match Rate 0.94 0.86
False Pos. Rate 0.05 0.59

Table 5: Average errors on simulated and real image
tests: reference point position error (in pixels), orien-
tation error (in degrees), side length error (in pixels),
match rate and false positive rate
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Figure 7: Results on real carbon nanocone TEM images

ence suggests that the results from the new automated
segmentation technique could be the “better” segmen-
tation results than the manually-segmented results in
some cases.

The same types of errors were measured to benchmark
the new technique’s effectiveness on the simulated and
real images: the errors in the reference point position,
orientation, side lengths, and the match rate and false
positive rates. Table 5 summarizes the benchmarking.
As shown in the table, the new segmentation technique
produced very low errors with high match rate for the
simulated images; it produced average errors of about
1.94 pixels, 1.14 degrees, 3.33 pixels for the reference
point position, orientation, and side lengths, respec-
tively, with 94% match rate and 5% false positive rate
on average. The technique also produced very low av-
erage errors in the reference point position and the ori-
entation (i.e., about 2.41 pixels and about 1.95 degrees,
respectively) with a match rate of 86% for the real im-
age testings. However, it produced somewhat a high
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average side length error (i.e., about 26 pixels for both
edges) and 59% false positive errors. These high side
length and false positive errors were caused by the im-
age noise on the carbon nanocone TEM images, the
low-contrasted and blurry nanocone structures, and by
the human bias on the gold standard (i.e., manually-
segmented structures) used for the comparison.

Next, the efficiency of the new segmentation is bench-
marked by measuring the execution times on our
multithreading-based parallelization of the technique
using the synthetic image tests. Figure 8 summaries
the efficiency benchmarking results. In the figure, the
speedups of the multithreading using 1, 2, 4, 6, 8, 10,
and 12 threads are shown for the images with different
noise levels. For each noise level, the total number of
edge points is also noted in parentheses in the figure.
(We note again that only up to 12 threads were used in
our experiments for the reason discussed previously.
However, our parallelization is scalable to use more
threads to achieve real time processing.) As shown
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Figure 8: Speedups of multithreading-based parallel
processing on synthetic images with different back-
ground noise levels with perturbing noise of o = 1.5,
(the total # of edge points are shown in parenthesis)

in the figures, the multithreaded version performed
and scaled reasonably well. For example, when using
12 threads, we have achieved 6.59 (i.e., from 34.48
seconds to 5.23 seconds) and 9.24 (i.e., from 187.60
seconds to 20.31 seconds) speedups for noise levels of
0.0% and 0.05%, respectively over the single threaded
version. The execution times (shown in Table 6) varied
for different noise levels by about 18% to 23% since
the total number of edge points considered in the
images varied about from 819 to 18,710 edge points
on average. Here, we also note that the performance
improvements discussed in Section 3.5 contributed
about 10% performance increase.

Lastly, a brief comparison of our automated segmen-
tation and the only prior carbon nanocone segmenta-
tion method by Ngatuni et al. [NLW12] is reported.
The comparison experiments included measuring the
same types of the errors and the execution times us-
ing synthetic images with different types of L-shaped
linear structures and using one real image (shown in
Figure 7 (a)). While our technique performed well on
the synthetic image (i.e., errors, match rate, and false
positive rate similar to the ones reported in Table 3),
their method performed poorly for the synthetic im-
ages with L-shapes that have different side lengths since
their method weighs the pairs of edge points that have
the same distance from the reference point in their bin-
ning process. Their method also segmented only one
structure for the real image. In addition, their method
ran about 3—10 times slower than the serial version of
the new segmentation technique.

S CONCLUSION

We have presented and evaluated a new technique of
segmenting L-shaped structures in high-resolution car-
bon nanocone TEM images. The new technique in-
volves use of a simple lookup table that enables efficient
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Noise Level 0.0 0.005 0.01 0.02 0.05
(#of Edge Pr) || (819) | (2681) | (4313) | (7769) | (18710)
T thread 3443 | 4756 | 6223 | 93.67 | 187.60

2 threads 19.60 | 27.62 | 37.10 | 5139 | 98.81

4 threads 1146 | 1594 | 1948 | 2670 | 5043

6 threads 826 | 11.16 | 13.08 | 19.07 | 37.65

8 threads 6.69 8.63 11.08 | 1524 | 27.94

10 threads 529 | 737 9.53 1277 | 2373

12 threads 5.23 6.78 8.03 1087 | 2031

Table 6: Execution times (in seconds) of

multithreading-based parallel processing on synthetic
images with different background noise levels with
perturbing noise of ¢ = 1.5, (the total # of edge points
are shown in parenthesis)

GHT binning process. The new automated segmenta-
tion technique produces reasonably good results for a
variety of carbon nanocone images and provides a con-
sistent solution. In addition, the multithreading-based
parallelization of the technique with the exploitation of
locality of reference performs the computationally ex-
pensive processing of the segmentation efficiently.

For the future work, other preprocessing steps to dis-
tinguish the carbon nanocone structures from other fea-
tures in the image can be explored. Improvement of
the load balancing in the multithreading may also be
possible. We plan to achieve real-time processing of
the technique by considering a fine-grained parallel
approach using programmable GPU processing (e.g.,
using CUDA) and by considering MPI-based multi-
processing. Our preliminary results on CUDA-based
GPU processing shows about 4-6 times performance
speedups. However, the limit on the GPU’s shared
memory and the inefficient atomic operation on the ac-
cumulator update make the GPU-based algorithm chal-
lenging. One challenge of the MPI-based multipro-
cessing is the overhead to gather the large accumulator.
For example, the MPI_Allreduce operation for gather-
ing the 3D accumulator took about 2.2 seconds in a 12-
node configuration. One simple solution to reduce this
overhead could be to increase the size of each bin in the
accumulator (with a cost of relatively small accuracy).
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ABSTRACT

Constructing a smooth surface of a 3D object is an important problem in many graphics applications. Subdivision
methods permit to pass easily from a discrete mesh to a continuous surface. A generic problem arising from
subdividing two meshes initially connected along a common boundary is the occurrence of cracks or holes between
them. Therefore, we propose a new method for joining two meshes with different resolutions using a tangent plane
local approximation and a Lifted B-spline wavelet transform. This method generates a connecting mesh where
continuity is controlled from one boundary to the other. This guarantees that the discrete continuity between these
mesh areas is preserved and the connecting mesh can change gradually in resolution between coarse and fine areas.

Keywords

Mesh connection, smoothness, local approximation, B-spline wavelets.

1 INTRODUCTION

3D object models with complex shapes are generated
by a set of assembled patches or separate mesh areas
which may be at different resolution levels, even with
different subdivision schemes. Cracks, gaps or holes
may appear on their surfaces because of having a dif-
ference in subdivision schemes or a difference in reso-
lution levels between adjacent faces.

In order to overcome these drawbacks and particu-
larly cracks, this paper presents a new technique cre-
ating a smooth connecting surface linking two meshes
with different resolutions and with different subdivision
schemes. We aim at constructing a high quality con-
necting mesh between two selected areas of a model
so that we can preserve the “continuity” between these
selected mesh areas to generate a smooth surface. It
means that the curvatures must be “continuous” on the
boundaries, which must be studied in terms of discrete
curvatures, the latter being not presented here. The dis-
crete boundary curves of the connecting mesh are cre-
ated by a linear interpolation, a tangent plane local ap-
proximation, and a Lifted B-spline wavelet transform.
They respect the local curvatures and change their point

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.
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densities gradually from coarse to fine and conversely.
Our contributions are as follows: 1) Provide a mesh
joining solution by constructing a high quality connect-
ing mesh (CM) between two meshes defined with sub-
division surfaces, each mesh being at a different subdi-
vision level; 2) Detect and remove cracks on the surface
caused by a difference in resolution between neighbor-
ing faces; 3) Apply a local tangent plane reconstruction
and a wavelet transform to position newly inserted ver-
tices on the expected surface. This enables us to re-
construct smooth connecting surfaces from boundary
vertices of the two meshes. Therefore, the continuity
between the meshes will be preserved; 4) Allow filling
holes, pasting meshes, and joining 3D objects to gener-
ate a smooth discrete surface with a natural shape and
visually fair connectivity.

The remaining of the paper is organized as follows:
Section 2 and 3 detail the previous and related works
for mesh connection. Our algorithm is described in sec-
tion 4 and details are given in section 5. We show and
compare results of our algorithm in section 6. Finally,
we draw the conclusion in section 7.

2 PREVIOUS WORKS

Subdivision surfaces have been used widely in fields of
geometric modeling, computer graphics for shape de-
sign, animation, multi-resolution modeling or even as
movie production, game engines and many other engi-
neering applications. Today one can find a variety of
subdivision schemes for geometric design and graphi-
cal applications such as Catmull-Clark [Cat98], Doo-
Sabin [Doo78], Butterfly [Dyn90], Loop [Loo87], etc.
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In addition, the theory of wavelets has been applied suc-
cessfully in the areas of computer graphics as surface
reconstruction, subdivision, multi-resolution analysis,
etc. Many subdivision methods applying wavelet-based
multiresolution analysis of an arbitrary surface were in-
troduced in [St096, Lou97, Mal98, Zor00], etc. More-
over, subdivision wavelets with the lifting scheme have
been developed in [Swe98, BerO4a]. This latter could
be an interesting approach for CAD applications, like
surface reconstruction.

Commonly, a subdivision of the entire input mesh is
not necessary nor desired while one only needs to sub-
divide some areas of the mesh to add details on the
object or obtain a smoother surface. This is impor-
tant to reduce the number of faces of the mesh as well
as the unnecessary subdivision levels, and save the re-
finement time or the storage space. Some research
[Hus10, Hus11, Pak07] are related to the incremental
subdivision method with Butterfly, Loop and Catmull-
Clark schemes. The main goal of these methods is to
generate a smooth surface by refining only some se-
lected areas of a mesh and remove cracks by simple
triangulation. However, this simple triangulation has
some undesired side-effects. It changes the connectiv-
ity, the valence of odd vertices, and produces high va-
lence vertices leading to long faces. This not only al-
ters the limit subdivision surface, but also reduces its
smoothness. It creates ripple effects on the subdivision
surface. Moreover, these methods recommend adap-
tively refining the areas of interest using the same sub-
division scheme. A surrounding part of the area out-
side the adaptively subdivided area is also refined in
the most common case in order to reduce brutal nor-
mal deviation. The error is computed at each step and
the subdivision is stopped once this error reaches a user
specified threshold. Users need to compute and control
over a number of subdivision steps.

On the other hand, such models of 3D objects are
formed by assembled patches or meshes. Thus,
available methods to join these meshes along boundary
curves between them are of immediate practical
interest. The main challenge in designing a mesh
connection algorithm is to guarantee that the continuity
between the meshes is preserved, while the resolution
between them is changed gradually. In addition, the
algorithm would be simple, and efficient. This problem
has been studied extensively and there are several
considerable research works relevant to connecting
or joining meshes in [Bar95, Fu04]. These methods
consist in connecting the meshes of a surface at the
same resolution level which adopt various criteria to
compute the planar shape from a 3D surface patch by
minimizing their differences. They are computationally
expensive and memory consuming. Recently, Di Jiang
and F. Stewart [Jia07] introduced the joining algorithms
based on the use (as a supplement to absolute error

Full papers proceedings

criteria) of normal-vector error criteria for the dis-
crepancy between the surface patch and the associated
mesh patch. They join given meshes together while
maintaining a proxy for the normal-vector error, as well
as the absolute error. However, these algorithms adjust
the vertices of the input meshes in a way that constrains
them to lie in a transfinite interpolation defined by
Whitney extension. Therefore, they can produce large
changes in the normal direction of triangles near the
mesh boundary, even turn the triangles upside down by
the joining process. Moreover, the algorithms do not
mention the continuity and the progressive change in
resolution between meshes after joining them together.

In [Phan12], a mesh connection method based on a RBF
local interpolation and a wavelet transform has been
introduced. In this paper we propose a more reliable
method for mesh connection which allows us to con-
struct a high quality connecting mesh and a continuous
surface. The goal is to gain in both time of compu-
tation and surface quality. This new method is based
on a tangent plane local approximation and a wavelet
transform without solving any linear system, handling
cracks, modifying the original boundaries of mesh areas
of a model and the closest faces around the boundaries
during the connecting process. We will compare both
methods in section 6.

3 BACKGROUND

3.1 Wavelet-based Multiresolution repre-
sentation of curves and surfaces

Wavelet is receiving a lot of attention due to the prac-
tical interest of 3D modeling in a large range of appli-
cations, such as Computer Graphics and CAD [Mal98,
Ols08]. Wavelet tool can be used to derive a hier-
archical multi-resolution representation of curves and
surfaces [Lou97]; a smooth curve at different resolu-
tion levels [Ols08]; an overall shape edition of a curve
while preserving its details [Suc09]; and a curve ap-
proximation [KhoOO]. Wavelet analysis provides a set
of tools to represent functions hierarchically [Sto96].
The coarse scaling function represents coarse curves or
surfaces and encodes an approximation of the function,
while the wavelet function represents the difference be-
tween coarse and fine curves or surfaces, and encodes
the missing details. Many subdivision wavelets have
been proposed in [Ber02, Ber04a, Sam04]. They allow
a decomposition of curves and surfaces at different res-
olutions while maintaining geometric details. In addi-
tion, the combination of B-splines and wavelets leads
to the idea of B-spline wavelets [BerO4a]. B-spline
wavelets form a hierarchical basis for the space of B-
spline curves and surfaces in which every object has a
unique representation. Taking advantage of the lifting
scheme [Swe96b], the Lifted B-spline wavelet [Ber02]
is a fast computational tool for multiresolution analysis
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of a given B-spline curve with a computational com-
plexity linear in the number of control points. They al-
low representing B-spline curves at multiple resolution
levels, editing curves, etc.

The Lifted B-spline wavelet transform includes the for-
ward and backward B-spline wavelet transform. From
a fine curve at the resolution level J, C/, the forward B-
spline wavelet transform decomposes C into a coarser
approximation of the curve, C/~!, and detail (error)
vectors. The detail vectors are a set of wavelet coef-
ficients containing the geometric differences with re-
spect to the finer levels. The backward B-spline wavelet
transform can be used to reconstruct fine curves from a
coarse curve and detail vectors. Given a coarse curve at
the resolution level J — 1, C’/~!, the backward B-spline
wavelet transform synthesizes C’/~! and the detail vec-
tors into a finer curve, C”.

In our approach, we apply the Lifted B-spline wavelet
transform for multiresolution analysis of discrete
boundary curves of a connecting mesh.

3.2 Tangent Plane Local Approximation
for implicit surface reconstruction

Reconstruction of 3D surfaces from point samples is a
well-studied problem in computer graphics. It allows
fitting of scanned data, filling of surface holes, connect-
ing and remeshing of 3D complex models. Implicit
surface methods can directly reconstruct approximat-
ing surfaces from 3D scattered data set, such as mov-
ing least squares (MLS) [Lev03], implicit surface meth-
ods [Car01, Cas05], etc. We can classify the meth-
ods as either global or local approaches. Global fit-
ting methods use the whole input data to compute im-
plicit functions. Their disadvantage is that the computa-
tional complexity rapidly increases consequently to the
data set size. Moreover, they present the well-known
feats to discard local details (which can be an advan-
tage or also a disadvantage). Therefore, it is difficult to
use these methods directly to reconstruct implicit sur-
faces from large point sets consisting of more than sev-
eral thousands of input points. Practical solutions on
large point sets involve the local fitting methods to re-
construct the surfaces such as RBF local interpolations
[Bra06, Cas05], adaptive RBF reduction and fast RBF
methods [Car01]. Both methods require the construc-
tion of linear constraints on the control points for each
interpolation point and thus the definition of a system of
linear equations. The surface reconstruction can be ob-
tained by solving this system. However, without adding
off-surface constraints, the linear system may become
trivial and we cannot solve it to specify implicit func-
tion values.

In order to extrapolate local frames (tangents, curva-
tures) between two meshes, we need a local approx-
imation method on the points that will be projected
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[Hop92, Ale04, Lev03]. We choose a tangent plane
based local method to approximate the expected surface
using a set of local tangent planes computed at each
sample point (see in Fig. 1b) because this method does
not require such information as methods depending on
off-surface constraints. This method enables us to re-
construct smooth implicit surfaces from a set of control
points.

- . "
- LN Oi o
R _ Neighbors(p;) = =
a) b)

Figure 1: Nearest neighbors for tangent plane estima-
tion.

It first considers subsets of nearest neighboring points
to estimate local tangent planes as shown in Fig. la,
and then defines an implicit function as a signed dis-
tance to the tangent plane for the data points. For ex-
ample, Hoppe’s method [Hop92] reconstructs a surface
from a set of all unorganized points scattered on or near
the surface using a contouring algorithm and the param-
eters k,p, 6 defined by the user, where k is the num-
ber of nearest neighbors, p and § are the thresholds of
the density and noise. Thus, the considered data set is
large and can contain noise. Our approach is inspired
from this method. However, since our model is already
a mesh model and not a set of sparse data points, we
can completely determine nearest neighbors based on
the connecting edges without using the parameters &, p,
and 8. Additionally, the connecting mesh is constructed
from boundary vertices of meshes and their neighbors.
Thus, the cardinality of the data set is reduced. We are
also able to compute the approximation error (RMS er-
ror).

Given a set of data points P = {p;} € R3 of a surface
CM, we would like to find a signed distance function
f(p) from an arbitrary point p € R? to the surface CM.
However, because CM is an unknown surface, the au-
thors approximate the surface using a set of tangent
planes computed at each data point as shown in Fig.
1b. The tangent plane and the signed distance function
are computed as described in the following section.

Figure 2: Estimation of a tangent plane and the projec-
tion of an arbitrary point onto it.

3.2.1 Estimation of a tangent plane

Let T p(p;) be the tangent plane corresponding to point
pi and passing through a centroid point o;. An arbitrary
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point p is projected onto tangent plane T p(p;) which
has point o; closest to point p. A point pye, is an or-
thogonal projection of point p onto T p(p;) as illustrated
in Fig. 2.

Tangent plane 7 p(p;) is determined by passing through
point o; with unit surface normal n; as follows:

¢ Find local neighbors of each data point: For each
point p; € R?, we find a set of nearest neighbors of
pi denoted Neighbors(p;).

e Compute a centroid point on a tangent plane: For
each point p; € R3, we compute the centroid point o;
based on all nearest neighbors of p;:

Zp_,-ENeighbors(p;) pPj
0] = N

ey
Where N is the number of the neighbors of p;.

o Estimate a normal vector of a tangent plane: The
principal component analysis (PCA) method is used
to estimate normal n; of T p(p;). The point covari-
ance matrix CV; € R¥*3 from the neighbors of p; is
first computed:

CV;= Z (pj—o0) (pj—0i)) (2

pj€ENeighbors(p;)

We then compute eigenvalues A; | > A;2 > A;3 of CV;
associated with unit eigenvectors v; 1,v;2,v;3. Since
normal 7; is the eigenvector corresponding to the small-
est eigenvalue, we choose to be either v;3 or —v;3.
The choice determines the tangent plane orientation
[Hop92].

3.2.2  Construction of a signed distance function

Our goal is to find a signed distance function f(p) from
an arbitrary p € R to CM. The function f(p) is the dis-
tance between p and the closest point p,,,, € CM. Since
CM is the unknown surface, we find a tangent plane
T p(p;) which is a local linear approximation of CM and
passes through the centroid o; closest to p. Therefore,
the signed distance f(p) to CM is represented as the
signed distance dist(p, ppew) between p and its projec-
tion ppe, onto T p(p;) (see in Fig. 2). The function f(p)
satisfies the local approximation constraint defined by:

f(p) = diSf(Pvpnew) = (P _Oi)'ni (3)

p—(f(p).ni) “)

Pnew =
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3.2.3 Evaluation of the error of the tangent plane
based local approximation

The local constraint (3) is too strict. Thus, if the data
are noisy, the accuracy of the surface reconstruction is
evaluated by the error of the approximation defined by
equation (3). Since the approximation is based on fit-
ting a plane to a set of local neighboring points, the min-
imize least squares (MLS) error [Ale03, Dor97, Lev03]
is commonly used to evaluate the local approximation
error. The MLS error evaluated at p; € P is calculated as
the sum of the squared distances from the local neigh-
bors of point p; to T p(p;):

Emis(pi) = Y

pjENeighbors(p;)

((pj—oi)m)* (5

Additionally, we can use the root mean square (RMS)
error [Sarl1] to evaluate the local approximation error.
The RMS error evaluated at p; is:

2

Z i€Neighbors(p; ((p_ol)nl)
Enus(pi) = \/ R (6)

4 METHOD OVERVIEW
4.1 Notation

In order to lighten notations, we decided not to use vec-
torial notations for all the notations or equations having
vectorial relations. Moreover, we denote the position
vector 0_1; of a vertex p by p, where O is the frame ori-
gin. Each multiplication of a scalar value and a vector
is understood as the vector components multiplied by
the scalar value.

Let M| and M, be two meshes subdivided at different
resolution levels, and p;, g their vertices. An edge con-
necting p; to g is denoted e; or p;qi. An edge is usually
shared by two faces. If it is shared by only one, it cor-
responds to a boundary edge and its end vertices are
called boundary vertices. We need to construct a con-
necting mesh CM between meshes M; and M, so that
the continuity between them can be preserved as illus-
trated in Fig. 3. First we will introduce the notations
relevant to the algorithm:

The connecting mesh CM

Figure 3: Topology representation of the algorithm.
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s: number of intermediate discrete curves (also
called the number of newly created boundary
curves) of CM created between M and M, (see Fig.
4). Tt is a user parameter computed based on the
distance between two original boundaries of M and
M> and it controls the resolution of CM.

Jj: order number of the decomposition step to create
intermediate discrete curves, also called the level.
Since two boundary curves between M and M, will
be created at each level j, jisin [1,3].

C{ and Cé: two boundary curves of CM at level j.
€V and CY are the two original boundary curves of
meshes M, and M>.

N (C{ ): number of vertices of boundary curve C{ at
level j. It corresponds to the density of vertices of
boundary curve C.

pl. ql: vertices i on boundary curves C{ and C}. (p?

= piand ¢} = q)
. L{ : list of the boundary vertex pairs (pi , q,J( h.
° Lé: list of the boundary vertex pairs (qk , plj 1).

4.2 CM2D-TPW algorithm

The idea is to create new boundary curves C{ and C}
between M| and M, based on the previously created
boundary curves C/ ' and CJ " using the tangent plane
local approximation and the Lifted B-spline wavelet
transform. After that, we connect each new bound-
ary curve C| to C{fl, and Cj to C{l. Cy is created
in a direction from C{fl to C{l and conversely for
Cé. Therefore, this algorithm is called the algorithm
of connecting mesh in two directions based on the
tangent plane local approximation and the Wavelet
transform (CM2D-TPW). The algorithm consists of
the following main steps detailed in the next sections:

e Step 1. Boundary detection: read the input geom-
etry model of two meshes M; and M;. Detect and
mark boundary vertices of the two boundaries C?
and Cg in M; and M,.

Step 2. Boundary vertex pairs and boundary curve
creation: for each level j, we pair the boundary ver-
tices of C{~" and CJ~' based on the distance be-
tween them If this dlstance is too narrow (smaller
than a certain threshold), we go to Step 3 to connect
the boundary curve pair (CJ~', ¢4 "). In contrast,
we create two new boundary curves C/, Cé. The
boundary curve creation first produces vertices of
two new boundary curves from the paired boundary
vertices by a linear interpolation, and then projects
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them onto the expected surface CM using a tan-
gent plane local approximation. It finally refines
or coarsens these new boundary curves by applying
wavelet transforms and vertex insertion and deletion
operations.

Step 3. Boundary curve connection: perform a
boundary triangulation for each boundary curve pair
«c~',clyand (] ,C)).

Step 4. Repeat steps 2 and 3 until both mesh areas
M; and M, have been connected or patched by all
newly created triangles.

S MESH CONNECTION

5.1 Boundary vertex pairs

In order to create boundary curves between two meshes
M, and M, by interpolating previously created bound-
ary curves, we pair the boundary vertices pl Le C] :
with ¢/ ' € CJ~" and vice versa based on the distances
between them. Since the densities of vertices of both
boundary curves are different, we need to create two
lists of the closest boundary vertex pairs L{ and L.

Assume that j is the current level, for each boundary
vertex p] Le C] , we search for and insert into Lj

the corresponding palred vertex q’ : CJ ! such that:

(VqéCé ,dlst(pi ,qk Y < dist(p! i ,q)) where
the notation dist(pi ,qi h = Hl’; 61,; [| is the
Euclidean distance between p! ~!and q,’(_l. The list of

boundary vertex pairs Lé is created similarly.

5.2 Boundary curve creation

The basic idea is to create two new boundary curves C}

and Cé from the paired vertices at each level j. Paired
vertices are obtained by the shortest distances between
vertices of each boundary. New boundary vertices p! €

C{ 'and qi € Cj are created by boundary vertex pairs
w7 gl el and (¢, pl”
A new boundary curve C{ is created in a direction from
ci M oct
a direction from Cg_l to C{ ~!as shown in Fig. 4.

1) S Lé respectively.

1 j . .
and a new boundary curve Cé is created in

Figure 4: Boundary curves created in two directions.
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We assume N(C?) < N(C9) and let the density of ver-
tices of the two boundary curves C{ and C; be two func-
tions N(C{) and N(Cj) defined by:

N(CEl) =N + LN - V)
NE) =N - LN -Ne) @

The boundary curves are created in three phases.

5.2.1 Phase 1: Create vertices of two new

boundary curves by a linear interpolation.
e Create vertices of the discrete boundary curve C{ in
: (see Fig. 4): for each
boundary vertex pair (p{ _l,q,{_l) € L’, we apply
the linear interpolation equation (8) to create new
boundary vertices p; € Cy.

a direction from C{ ™' to €~

j—1+ J

. T
pl=prl @ - ®

Where i are the subscripts of boundary vertices of
cl,1<i< N(C{fl), and k are the subscripts of
boundary vertices of CJ ', 1 <k <N(CJ™").

e In the same way, we create the new boundary ver-
tices g € C3 by (9).

L g ©)

qk qk s+1

Where k are the subscripts of boundary vertices of
Cl,1<k< N(C{I), and i are the subscripts of
boundary vertices of C{ 1 1<i<N (cf _1).

Equations (8) and (9) have been chosen with a local
linear expansion classically used in marching methods.
We recurswely compute (8) and (9) based on vertices
of curves CJ and CJ ! but not CY and C9. In addition,

since C{ and Cé are then refined or coarsened by
wavelet transforms, their resolutions are increased or
reduced respectively.

5.2.2 Phase 2: Project created boundary ver-
tices onto surface CM using a tangent
plane based local approximation.

H=C p‘ (m) CM

. -1
1 o ~.' qJ

-1
7 -
H

qJ 1
/ \ ]
M,

M;
a)

P

Figure 5: The connecting mesh CM created with and
without using a local tangent plane approximation.

The goal of phase 2 is to improve the resulting surface
CM after applying phase 1. Since new boundary ver-
tices p] and gj of curves C{ and Cj are created by a
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M,

Figure 6: The vertices projected onto the surface CM.

linear interpolation in phase 1, they can lie on a flat sur-
face H producing a flat surface CM as shown in Fig. 5a.

When CM is a complex curved surface, these newly
created boundary vertices may not be on the expected
surface CM because we did not consider the curva-
ture information in phase 1. As a result, the bound-
ary curves are produced without respect of local cur-
vatures. Therefore, the generated connecting mesh
will not respect the expected continuity between the
meshes. To solve this problem, we construct the con-
necting surface CM by a tangent plane local approxi-
mation. We first apply phase 1 (linear interpolation) to
create new boundary vertices. We then project these
vertices onto tangent planes as shown in Fig. 6. Pro-
jecting the created vertices ¢, € Cj onto surface CM is

performed as follows: First, for each vertex qi, we find

€ Cé_l and its local neighbors
1

the closest vertex q,{_l
Neighbors(qiil) which have edges connected to q{:
to determine the local control vertices of q,; (see Fig. 7).
Next, we estimate the local tangent plane Tp(qk 1) of
surface CM. The plane Tp(qk ) passes through the
centroid Vertex ok (usmg (1)) with the unit normal

vector nk (usmg (2)). We construct the local signed

Figure 7: Selection of the local neighbors to construct
a local tangent plane and a signed distance function.
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distance function f (qi) using (3) whose value is re-
ferred to as the signed projection distance between qi
and Tp(q

surface CM with the projection distances f (qi) along
surface normals (see in Fig. 6). Finally, we update ver-
tices q,’( by their projections. We perform the same op-

,];1). Then, we use (4) to project them onto

eration for vertices p] € CJ.

When the two boundary curves C] ' and CJ " are close
together, we take the neighboring vertices from both
curves to define the set of local neighboring vertices (or
control vertices). For each vertex qi, we keep the two
closest vertices p/ le cl” and qi_l € C{_l with their
neighbors. It permits us to take into account the local
curvatures on both sides.

5.2.3 Phase 3: Refine or coarsen the new bound-
ary curves with wavelet transforms.

Since the densities of vertices of C{ and Cj are now

(Cj “and N (Cj 1), we need to increase and reduce
their densities to be N(C{ ') and N (C’ ). Taking advan-
tage of the Lifted B-spline wavelet transform presented
in section 3.1, we apply this transform for the multires-
olution analysis of the boundary curves C{ and C; to
refine the curve C/, coarsen the curve Cé. Then, we
perform the vertex insertion or deletion operations to
control the densities of vertices of C{ and Cj. Thus,
the created boundary curves C{, C3, and the associated
connecting mesh CM are changed gradually in resolu-
tion between both mesh areas.

5.3 Boundary curve connection

After creating two boundary curves C{ and Cj, we con-
nect each new boundary curve to each previously cre-
ated boundary curve, C/ to CJ and C/ "to €/, based
on the method of stltchmg the matchmg borders pro-
posed by G. Barequet et al. [Bar95]. The basic idea is
the implementation of the boundary triangulation based
on the distance between boundary vertices. We con-
sider the distance between three adjacent vertices of two
boundaries before connecting them together to create
a triangular face (see Fig. 8). This process terminates
when we reach the last vertices of both boundaries.

1 . "
p’ phh o plh P ol

i GEERI

R,
. 1%%» = 5 NAVAVAV)’,
e

Yavary;,

4

i i i i i
bi Pia Dix2 Pits  Divs

Figure 8: Figure shows a boundary curve connection.

6 RESULTS AND COMPARISONS

In this section we give some examples with experimen-
tal results to illustrate our algorithm. We also com-
pare CM2D-TPW method with CM2D-RBFW method
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which is a mesh connection method based on a RBF
local interpolation and a wavelet transform. CM2D-
RBFW method is built on the work by Anh-Cang Phan
et al. [Phanl2] in which the connecting mesh is con-
structed by adding triangle strips to each boundary up
to the time they are close enough to be linked. This
method needs to solve a linear system that addition-
ally requires off-surface constraints to specify implicit
function values. It creates off-surface points by project-
ing on-surface points along the surface normals with
a signed projection distance d. These points are used
to construct RBF support and are mandatory to obtain
valid solutions. Both methods have been implemented
in Matlab to make possible their comparisons. All re-
sults were obtained on a PC 2.27GHz CPU Corei5 with
3GB Ram.

In Fig. 9, CM2D-TPW algorithm produces a connect-
ing mesh of the Tiger model which consists of two
meshes defined by subdivision surfaces (Loop and But-
terfly), each mesh being at a different level of subdivi-
sion. From two original coarse meshes of this model,
we first apply a Loop subdivision at level 2 and a But-
terfly subdivision at level 1 to obtain two meshes M|
and M, of different resolutions. We then implement our
algorithm to connect them together. To understand the
quality of the result, we plot the image of the connect-
ing mesh and its zoom. Based on a set of tests, s = 4
is an empirical good value to apply CM2D-TPW algo-
rithm for two subdivided meshes of the Tiger model as
shown in Fig. 9. From the resulting mesh, we can see
that our new method can generate a smooth connecting
mesh with the progressive change in resolution between
meshes because it is possible to constrain the surface to
have specified tangent planes at subsets of control ver-
tices to be interpolated.

To draw comparisons, we have chosen examples of a
sphere to have accurate evaluations of the error and run-
time. We have developed a test on four density-based
discretizations of the sphere, since analytical descrip-
tion permits to compute the exact surface and relative
errors. The numbers of vertices are 240, 3840, 61440,
983040 and the numbers of vertices of the removed
strips are 66, 720, 5982, 70743, respectively. In this
way, both meshes M; and M, have the same density of
vertices for a given discretization level, and the process
to obtain the compatible number of vertices of CM is
the same for both methods. Hence, we define the errors

p; R d' W
E iy and E,,y as follows: Ejjy = \/Z’ ccu (R—dist(c.py))” ;

Epax = sup(R—d;), 1 <i < N; where: d; = dzst(c Di)
is the Euclidean distance between c¢ and vertices p; of
CM; R, ¢ are the radius and center of the sphere, respec-
tively (in our tests, ¢ = (0,0,0) and R = 10). N is the
number of vertices of CM.

Figs. 10-11 and Table 1 summarize the results. First,
we apply CM2D-TPW algorithm for the discretiza-
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Figure 9: The Tiger model with CM2D-TPW algorithm: a) The connecting mesh CM produced with s = 4; b)
Zoom of CM; ¢) Zoom of one of the interesting parts of CM.
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Figure 10: Model of Sphere 2: a) CM is produced by
CM2D-RBFW method with s = 2 and d = 0.004; b)
CM is produced by CM2D-TPW method with s = 2.
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Figure 11: Model of Sphere 3: a) CM is produced by
CM2D-RBFW method with s = 2 and d = 0.004; b)
CM is produced by CM2D-TPW method with s = 2.

d)

Figure 12: The surface continuity of Sphere preserved after applying CM2D-TPW method: a)-b) CM produced by
linear interpolation; c¢)-d) CM produced by CM2D-TPW method.

tion models of the sphere with s = 2 as illustrated in
Figs. 10b and 11b. Obviously, our method keeps the
continuity between the meshes of the sphere model
without destroying the Gaussian curvature and altering
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the original meshes because the newly inserted vertices
are on the expected surface by a local approximation
with tangent plane fitting (phase 2). As a result, it
gives the high quality connecting meshes and smooth
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Model CM Ejist Eax Runtime (secs)
\% \ F || RBFW \ TPW || RBFW \ TPW RBFW \ TPW
Sphere 1 38 40 || 0.9265 | 0.7581 || 2.3663 | 2.0479 0.4061 | 0.3159
Sphere 2 159 | 240 || 0.2022 | 0.0646 || 0.4861 | 0.2216 0.4592 | 0.3762
Sphere 3 639 | 960 0.034 | 0.0153 || 0.0578 | 0.0293 1.3859 | 0917
Sphere 4 || 2641 | 3963 || 0.0634 | 0.0329 || 0.1453 | 0.0764 || 14.4955 | 9.0221

Table 1: Comparison of errors and runtimes of CM2D-RBFW and CM2D-TPW algorithms for spheres with center
¢ =(0,0,0), and radius R = 10; the numbers of vertices and faces of CM are in columns V and F.

surfaces. Then, we also use CM2D-RBFW method on
these models (see Fig. 10a and Fig. 11a).

Figs. 12a-b show the connecting mesh and surface CM
produced with linear interpolation by applying phase 1
and 3 of CM2D-TPW algorithm without phase 2. As
a result, CM is hyperbolic and the surface continuity is
not guaranteed. While Figs.12c-d present CM after ap-
plying all phases of the algorithm. Obviously, CM2D-
TPW method generates a smooth surface with natural
shape where continuity between meshes is preserved.

According to these experimental results, we can see that
CM2D-TPW method gives better results compared to
CM2D-RBFW method since errors to the real surface
are smaller and Gaussian curvatures are much better re-
spected. In addition, a well-known drawback of RBF
based reconstruction methods is the difficulty to pro-
vide abrupt changes in a small distance (see [Luo08]).
It requires much more estimation which includes esti-
mating the linear constraints on the control vertices as
well as the off-surface constraints to construct and solve
a linear system for each interpolated vertex. Therefore,
the time of computation will be inevitably longer or
the memory requirements may exceed the capacity of
the computer. As a consequence, the runtime of this
algorithm is rapidly increasing when the vertex num-
bers of the models increase as illustrated in Table 1.
We have applied the algorithm to various 3D objects
with complex shapes. The runtime increases quadrati-
cally. Moreover, the most critical disadvantage is that
it is very important for the user to make a decision on
the choice of the basis functions and the user parameter
values, i.e d-the signed distance and k-the shape param-
eter. This leads to the fact that the user chooses them
by a rather costly trial and performs their numerical ex-
periments over and over again until they end up with a
satisfactory result consisting of the well-chosen values
and an interpolated surface with a natural shape. In or-
der to overcome these disadvantages, we have proposed
a more reliable method to join two meshes. It pro-
duces surfaces of good approximation, computationally
more efficient and occupied less memory compared to
the C2MD-RBFW method. The memory storage will
not become a problem when the numbers of vertices
of the given meshes are large in practical applications.
The computing time of this algorithm is smaller than
CM2D-RBFW algorithm as shown in Table 1 while we
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have not taken into account the execution time of ex-
periments for values d, h in CM2D-RBFW method.

7 CONCLUSION

We have introduced a new simple and efficient mesh
connection method which produces a high quality con-
necting mesh and finally a smooth surface. The mesh
is changed gradually in resolution from one area to the
other one. CM2D-TPW method joins two meshes with
different resolutions while maintaining the surface con-
tinuity and not destroying local curvatures. It keeps the
original boundaries of the meshes and the closest faces
around these boundaries while connecting them. The
advantages of this method are: 1) It is simple, efficient,
and local; 2) It generates smooth connecting surfaces;
3) There is no need to solve a system of linear equa-
tions. As a consequence, our algorithm is then numeri-
cally stable. These features make CM2D-TPW method
become feasible and suitable for designing, joining and
modeling 3D objects with complex shapes. Thus, it can
be extended to applications related to pasting meshes,
and filling holes.
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ABSTRACT

Image-based modeling is becoming increasingly popular as a means to create realistic 3D digital models of real-
world objects. Applications range from games and e-commerce to virtual worlds and 3D printing. Most research
in computer vision has concentrated on the precise reconstruction of geometry. However, in order to improve
realism and enable use in professional production pipelines digital models need a high-resolution texture map. In
this paper we present a novel system for creating detailed texture maps from a set of input images and estimated
3D geometry. The solution uses a mesh segmentation and charting approach in order to create a low-distortion
mesh parameterization suitable for objects of arbitrary genus. Texture maps for each mesh segment are created
by back-projecting the best-fitting input images onto each surface segment, and smoothly fusing them together
using graph-cut techniques. We investigate the effect of different input parameters, and present results obtained for
reconstructing a variety of different 3D objects from input images acquired using an unconstrained and uncalibrated

camera.

Keywords

Texture reconstruction, Image-based modeling, mesh parameterization, texture mapping

1 INTRODUCTION

Digital 3D models are used in a large number of appli-
cations ranging from entertainment (games, movies) to
engineering and architecture (design), e-commerce (ad-
vertisement) and education (simulation and training).
3D model creation can be made more effective, more
affordable, and more accessible to inexperienced users,
by using image-based reconstruction methods, which
aim to create a high-quality digital model from a set of
input photographs [HVCO08, REHO06].

Most published research has concentrated on the prob-
lem of reconstructing 3D geometry from a set of input
images, and estimating camera parameters for methods
assuming uncalibrated and unconstrained image acqui-
sition. The problem of texture reconstruction for multi-
view stereo has also been investigated, however, many

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.
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authors make assumptions, such as known camera pa-
rameters, which can not be guaranteed in practice.

In this paper we present a complete system for tex-
ture reconstruction for image-based modeling. The sys-
tem is fully automatic and input images can be ac-
quired with an unconstrained and uncalibrated camera.
The resulting models contain a high-definition texture
map and can be integrated into professional produc-
tion pipelines. Our algorithm automatically estimates
the intrinsic and extrinsic parameters of the input cam-
eras using Structure-from-Motion and Bundle Adjust-
ment techniques. The 3D model is then automatically
parameterized using a segmentation and charting tech-
nique, which is suitable for surfaces of arbitrary genus
[ZMTO05]. A texture map is then created by back-
projecting the best fitting input images onto each sur-
face segment, and smoothly fusing them together over
the corresponding chart by using graph-cut techniques.

The remainder of this paper is organized as follows.
Section 2 reviews existing approaches for texture recon-
struction in multi-view stereo. Section 3 summarizes
our image-based modeling technology, which we use
to create 3D geometry and estimate camera parameters.
Section 4 describes our texture reconstruction process
in detail. Section 5 evaluates our solution and discusses
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the effect of various parameters and the algorithm’s ad-
vantages and shortcomings. We conclude this paper and
give an outlook on future research in section 6.

2 LITERATURE REVIEW

Image-based texture reconstruction for 3D models re-
quires in general two steps: a surface parameterization
of the reconstructed 3D object, and computation of the
object’s surface texture from a set of input images of
the object.

The surface parameterization creates a mapping of a 2D
domain (parameter space) to the surface mesh of the re-
constructed 3D object. Texture mapping can then be
accomplished by creating a 2D texture image over the
parameter space. An explicit surface parameterization
can be avoided by determining the input image regions
best representing the object’s surface, blending them to-
gether, and storing them in a texture atlas indexed by
the mesh vertices [XLL"10]. However, since there is
no global parameterization, postprocessing algorithms,
such as polygon reduction, can result in unwanted arti-
facts.

Surface parameterization methods can be classified ac-
cording to their complexity, whether the resulting map-
ping is bijective, whether they have a predetermined
boundary for the parameter space, and to what extend
distortion is minimized [SPRO6]. For objects with a
non-zero genus or complex geometry the surface must
be cut into multiple parts and parameterized individ-
ually in order to minimize distortions. The resulting
charts can be combined into one single texture atlas us-
ing a packaging algorithm.

Most recent image-based texture reconstruction algo-
rithm seem to use a charting approach. Goldluecke and
Cremers [GC09] create a planar texture space via an
automatically created conformal atlas [LWCO06]. The
planar texture space is then used to solve a partial dif-
ferential equation, originally defined over the object’s
surface, in order to find the surface texture representing
the input images best.

Computation of a surface texture from input images is
difficult since several images mapping to the same sur-
face region can result in conflicting color information
due to geometric errors (camera parameters), limited
image resolution, and varying environmental parame-
ters (lighting) during image acquisition. Four classes of
solutions are described in the literature:

1. Blend input image information per texel using suit-
able weights for different source images [BMROI,
LHO1].

2. Compute texture patches and fuse them
seamlessly together by optimizing seam lo-
cations [LI07, XLL'10] or warping texture
patches [EdDM T 08].
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3. Compute texture patches and blend them seamlessly
together. Chen et al. use multi-band blending in or-
der to minimize seam discontinuities [CZCW12].

4. Use a local optimization step in order to fully
utilize the information given by multiple im-
ages of the same object region. Goldluecke and
Cremers present a technique for computing high-
resolution texture maps from lower-resolution
photographs [GCO09]. The method requires accurate
geometry and camera calibration.

Additional optimization steps are possible to take into
account texture differences in input images, e.g., due
to illumination changes, shadows, and camera param-
eters such as dynamic range adjustment. Xu et al.
[XLL*10] use radiometric correction to adjust color
difference between patches. Valkenburg and Alwesh
reduce seams resulting from image illumination vari-
ations by applying a global optimization to all vertex
colors of a 3D mesh [VA12]. Chen et al. remove high-
light effects by determining all input images mapping
to a surface area [CZCW12]. Image regions which
vary too much from the median color of the surface
area are removed. Missing or deleted image regions
(e.g., highlights) can be filled using Poisson image edit-
ing [CZCW12, CAH'13].

3 3D GEOMETRY RECONSTRUC-
TION

In this section we summarize our image-based model-
ing algorithm for geometry reconstruction. We concen-
trate on the algorithm steps effecting texture reconstruc-
tion, i.e., camera parameter estimation and surface rep-
resentation. More details of the algorithm are described
in [NWDL13, NWDL12b].

& -8

1. Image Acquisition

Camera Parameter Estimation
Initial Point Cloud Generation

v

Increase Point Cloud Density
by Expoliting Silhouette Information

v

Point Cloud Sampling

2. Input Images

3.3D
Reconstruction L

4. Point Cloud

6. Texture Reconstruction 5. Surface Reconstruction

Figure 1: Overview of our algorithm for reconstructing 3D
models from a set of unconstrained and uncalibrated images.

An overview of our image-based modeling technology
is given in Figure 1. The algorithm uses a coarse-to-fine
strategy where a rough model is first reconstructed and
then sequentially refined through a series of steps.
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The first step of the geometry reconstruction consists of
estimating the camera parameters for each view. This
is accomplished by detecting and extracting distinctive
features using a SIFT feature detector [Low99, Low04].
We then isolate all matching images, selecting those
that contain a common subset of 3D points [HQZHOS].

Given a set of matching images, a scene geometry
(point cloud) and camera pose can be estimated simul-
taneously by using a Structure from Motion algorithm
and subsequently refining the solution using Bundle Ad-
Jjustment. The last step is critical for the accuracy of the
reconstruction, as concentration of pairwise homogra-
phies would accumulate errors and disregard constrains
between images. The method minimizes the reprojec-
tion error, which is defined by the distance between the
projections of each point and its observations.

Due to the sparseness of the point cloud representing
the scene geometry, artifacts can arise during the
surface and texture reconstruction processes. We
overcome this problem by integrating a shape-from-
silhouette approach. Silhouette data is obtained by
using the rough depth estimation from the previous
step for a foreground segmentation and applying
the Marching Squares algorithm [Lor95]. The com-
plexity of each silhouette line is reduced using the
Douglas-Peucker algorithm [VW90]. The 3D positions
of silhouette points are estimated by forming cone
lines from silhouette contour points and the camera’s
estimated optical center, projecting the lines onto the
other silhouettes, computing the intersection points,
and lifting them to 3D [MBR*00].

Adding silhouette points and using them in the bundle
adjustment step results in a better camera parameter es-
timation and smoother surface reconstruction.

Finally the object’s surface is reconstructed. We tested
the a-shape algorithm, the power crust algorithm, and
the ball pivot algorithm. In the end we decided to use
the Poisson surface reconstruction algorithm [KBHO6].
The technique gives a smoother reconstruction than
other tested techniques, is more stable towards noise,
and always creates a watertight surface.

A perceived weakness of the algorithm is that it re-
quires oriented normals at the input points. However,
we can obtain them from the image and silhouette in-
formation. Furthermore, it has been shown hat the ap-
proach is quite resilient to inaccuracies in the directions
of the normals [Kaz05].

A surface texture is created by projecting each vertex
of the mesh onto all input images containing the point
(i.e., the surface point is visible from the images’ esti-
mate camera location). The mesh vertex color is the
weighted average of the corresponding image pixels.
The resulting triangle mesh with vertex colors is ren-
dered using Gouraud shading. An example is shown in
Figure 2.
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Color interpolation suffers from two major shortcom-
ings: (1) detailed input image textures appear blurred
(see bottom row of Figure 2), and (2) texture resolution
is lost if a mesh reduction method is applied.

f

Figure 2: Photograph of a rooster statue (left) and the re-
constructed model using vertex colors and Gouraud shading
(right). The images at the bottom show an enlargement of the
neck region of the object.

4 TEXTURE RECONSTRUCTION

We create a high quality texture map for our 3D model
in two steps: The 3D mesh model is first parameter-
ized yielding a one-to-one triangle mapping from the
3D model to a 2D planar surface. Input images are then
projected onto the surface and suitable texture regions
are identified, cut, and fused together to form a 2D tex-
ture atlas.

4.1 Surface Parameterization

The objective is to segment the resulting meshes
into patches and unwrap them onto a 2D planar
surface. We evaluated different surface parameteri-
zation techniques, but found that existing libraries,
such as Blender, either create a very disjoint map of
triangle patches, or create a single parameter patch
with large distortions. ~We hence use a Feature-
based Surface Parameterization, which consists of
three stages [ZMTO05]: Genus reduction, feature
identification, and patch creation.

Genus reduction In order to identify non-zero genus
surfaces, a surface-based Reeb graph [Ree46] induced
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by the average geodesic distance [HSKKO1] is con-
structed. The leaf nodes of this graph reveal the tips of
the protrusions of the meshes, while loops in the graph
signify the existence of handles. The principle behind
genus reduction is to identify loops that do not separate
the surface into two disjoint connected components and
cut the surface open along the cycle, which reduces the
combined genus of the surface segments by one. This
process is repeated until there are no more handles.

Feature identification From the Reeb graph the tips
of protrusions are identified and the features are sep-
arated from the rest of the surface by constructing a
closed curve 7y as follows: We separate the region R that
corresponds to the tip of the protrusion by first com-
puting the function f,,(q) = g(p,q), where f,(q) is the
geodesic distance function [HSKKO1] with respect to
p. The value of f, is normalized to fit in the interval
[0,1]. Regions which are bounded by a given isovalue
are examined. Specifically, the interval [0, 1] is parti-
tioned into k equal sections. The surface is then divided
into levelset bands by performing region-growing from
the tip of the protrusion p based on the values of f;, in
these intervals [ZMTO05].

Variation in the area of this sequence of bands tends to
be small along a protrusion slope, and large where the
feature connects to the remaining section of the surface.
The separating region R can be extracted by examining
these areas, which are considered as a continuous func-
tion A(x). To remove any small undulations, A(x) is
passed through a Gaussian filter function N times.

Three parameters (isovalue, k, and N) influence the ef-
fectiveness and efficiency of the region separation pro-
cess. The larger the isovalue is, the further the region-
growing process continues. This leads to fewer surface
patches being generated. Higher k values result in more
samples being used to discretize A(x), increasing the
probability of small noise being considered as potential
candidate places for the separating region. Large N val-
ues tend to cause the location of the separating region to
shift or it being lost, while too small values often result
in false separations.

Once the separating region R has been identified, a
closed curve 7y separating the surface into segments is
constructed as follows: A collection of edges in the
surface separating the feature from the rest of the sur-
face (the skeleton) of R is found. During this process
dangling edges are rejected. A separating cycle p from
this skeleton is then extracted. Finally, a shorter and
smoother separating cycle ¥ is constructed based on p.

Patch creation Patches are created by unwrapping
them using a discrete conformal mapping [EDDV95].
The method creates first texture coordinates of the
boundary vertices, and then determines texture co-
ordinates of the interior vertices through solving a
closed form system. The main problem with this
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mapping technique is that regions can be stretched or
compressed during the process leading to areas of the
meshes not being preserved. This in turn results in
uneven sampling rates across the surface.

Interior vertices’ texture coordinates are optimized to
reduce the geometric distortion by first computing an
initial harmonic parameterization [Flo97]. A square
virtual boundary enclosing the patch is constructed.
The exact coordinates of the boundary are not impor-
tant as long as they do not coincide with those of the
patch boundary. We then perform triangulation of the
regions between the virtual boundary and the original
boundary using Scaffold triangles. The patch optimiza-
tion technique proposed by Sandle et al. [SGSHO02] is
then applied to the enlarged patch.

4.2 Texture Map Generation

At this stage, we have successfully generated a parame-
terization of the 3D model. The next task is to construct
a complete texture map using the computed parameter-
ization. This is accomplished in three steps:

1. Identify images and regions of input images to be
mapped onto each patch of the parameterization.

2. Cut these patches and paste them over the parame-
terized surface.

3. Merge overlapping regions using a graph cut tech-
nique [KSET03a, CFW'12].

Texture region identification: For each patch
of the surface parameterization we need to identify
the image regions mapping onto it. We project all
triangles of a patch onto all input images where it is
visible, i.e.: (1) the triangle normal forms an angle of
less than 90° with the vector to the estimated camera
position; (2) the triangle is not occluded by other
surface regions. The resulting image regions and the
one-to-one correspondence between projected triangles
and original triangles of the patch is saved for the next
stage of the algorithm.

Texture map computation: At this stage for each
patch we have a set of texture regions. The goal is to
process these texture regions to produce a new texture
that will cover the patch. We perform the mapping of a
texture region from an input image to a patch for each
triangle separately. Given two arbitrary triangles A\
and /\,, an affine transformation that transforms trian-
gle A1 (P,Q,R) to Ay (P°,Q°,R®) is defined as follows:
Let ®; be the affine transformation that maps the unit
triangle to /A1, and ®; be the affine transformation that
maps the unit triangle to /\,. The affine equivalence of
these two triangles is @, o CI>1_1.

The procedure is repeated for each texture region yield-
ing a set of overlapping textures covering the face of the
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processed patch. We use a greedy technique to assem-
ble these textures. We start with the least fitting texture
and project it onto the input image. We then use the
next least fitting texture and add as much as possible of
it while minimizing the seam between the two textures
using a graphcut technique [KSE*03a]. This process
is repeated until all input images have been considered.
The effect of this strategy is that artifacts which occur
only in one input image, such as highlights, are reduced
since frequently they result in a visible seam with the
current partial texture map. Furthermore the last tex-
ture added is the one from the best fitting input image,
so most of the final texture results from this image un-
less it creates inconsistencies with the other input im-
ages. Note that the current method does not guarantee
removal of artifacts. For example, if a surface region is
only visible in one input image and it contains a high-
light, then this highlight is part of the final texture map.
We have tested this algorithm with more than 40 data
sets and did not encounter any problems apart from the
shading inconsistencies explained in subsection 5.2.3.

Seam Minimization: Seams between overlapping in-
put image texture regions are minimized by using a
graphcut technique [KSE103a]. Given two overlapping
images A and B, we want to find the cut within the over-
lap region, which creates the best transition between
these images. The overlap region is represented as di-
rected graph, where each node represents a pixel posi-
tion p in the overlap region, which is denoted A(p) and
B(p) for the two images A and B, respectively. Nodes
are connected by edges representing 4-connectivity be-
tween pixels. Each edge is given a cost encoding the
pixel differences between the two source images at that
position.

We have investigated the effect of different parame-
ters for image fusion applications [CFW*12] and tested
them with various 3D models. Based on this we use the
following parameters: Image pixels are represented in
the RGB color space. Color distances are computed us-
ing the L, norm. The cost function w corresponds to the
gradient weighted color difference between the images
A and B at the neighboring pixels p and ¢, i.e.,

l[A(p) — B(p)|| +1|A(g) — B(q)]|
G (DI G (@) + 1G5 ()| + 1G5 (q) ]

where G},?(p) is the image gradient in the direction of
the edge pq at pixel p. This cost function has been orig-
inally devised by Kwatra et al. [KSET03b] based on
the observation that seams are more noticeable in low-
frequency regions, and a visually more pleasing cut is
computed by increasing the cost of an edge with a de-
creasing image gradient.

WV:|

Figure 3 illustrates an example in which two texture
patches of our Rooster model are fused together to form
a larger and more complete texture patch. The newly
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merged texture patch is then fused together with the
next available texture patch in the list. The process ter-
minates when all texture patches have been successfully
merged.

Figure 3: Seam minimization. Source texture patches are
shown in the the left column, while the merged texture patch
is shown in the right column.

Figure 4 shows the texture map obtained by back-
projection surface patches onto the input images (right)
and the resulting textured 3D model (left). In many
instances the input images do not cover the entire
surface of the object. For example, in many of our
experiments users did not take photos of the underside
of objects. In this case the 3D point cloud contains
large gaps. The Poisson surface reconstruction will
create a smooth watertight surface interpolating the
gaps, but the corresponding regions of the texture map
have no color information (red color regions in the
top-right image of Figure 4). The accuracy of our
new texture reconstruction process is illustrated by
comparing the bottom-left image of Figure 2 and the
bottom-right image of Figure 4.

5 RESULTS
5.1 Effect of Parameters

We have investigated the effect of different algorithm
parameters on the quality of the surface parameteriza-
tion and texture reconstruction.

5.1.1 Isovalue

The larger the isovalue is, the farther the region-
growing process continues, and the fewer surface
patches are generated. Figure 5 illustrates the sur-
face segmentation and Figure 6 the resulting texture
patches. If the isovalue is too large the resulting texture
map suffers from large distortions. However, having
a single texture patch simplifies some operations such
as image inpainting to fill surface regions without
matching input images.
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Figure 4: Top row: Reconstruction of the Rooster in Figure 2
(left) and the surface parameterization after texture map com-
putation (right). Regions that were not visible in any of the in-
put images are colored red. Bottom row: Surface appearance
of the rooster’s neck region using vertex color interpolation
(left) and our new texture reconstruction process (right).

Figure 5: Parameterization of our Bird model with the isoval-
ues of 1.0, 2.0, and 5.0, respectively.

Figure 6: Texture map for the surface parameterization ob-
tained using an isovalue of 2.0 (left) and 5.0 (right).

5.1.2  Number of Gaussian Iteration Steps

Increasing the number of times the Gaussian filter func-
tion is applied during the parameterization process, ef-
fects how sensitive the segmentation process is towards
differently sized features. Figure 7 demonstrates that
small values result in unnecessarily many segments,
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whereas large values result in too few patches and hence
larger texture distortions.

Figure 8 shows that the resulting texture maps look very
similar. However, the texture map generated using 10
Gaussian steps contains falsely oriented texture features
in the neck region of the bird model. This seems to be
due to aliasing effects caused by a high distortion of
the corresponding parameter space region. Contribut-
ing causes are the relatively low resolution of the web-
cam images, and the fact that we currently use a nearest
neighbor interpolation for the texture reconstruction.

Figure 7: Parameterization of the Bird model with (from left
to right) 10, 30, and 50 Gaussian steps, respectively.

Figure 8: Top: an input image of the bird data set. Bottom:
the texture map created using 10 (left) and 30 (right) Gaussian
steps.

5.2 Reconstruction Results

We have evaluated our system using a variety of
datasets of objects at different scales acquired under
different weather and lighting conditions. In general,
our system produces qualitatively good results with
high resolution textures for both uniformly colored
and feature-poor objects, and for objects with concave
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regions and moderately complex geometries. The size
of our test datasets varied from as few as 6 images to
hundreds of images. All input images were acquired
with simple consumer-level handheld cameras, includ-
ing a Smartphone camera. Our systems fails for objects
which have viewpoint dependent surface appearance,
e.g., refractive and reflective materials within complex
environments. This section contains a summary of
different experiments that we performed to evaluate
our texture reconstruction method.

5.2.1 Rooster Dataset

The first dataset contains 35 images of a White Rooster
with a resolution of 2592 x 1944 pixels. Figure 9 shows
some of the input images. The original object has a
complex surface geometry with many bumps and wrin-
kles. Notice that most of the surface of the model con-
tains few visual features.

Figure 9: Two out of 35 input images of the White Rooster
datasets.

The resulting reconstructed model, shown in the left
of Figure 13, is of good quality and bears a high re-
semblance to the original object. The overall shape,
along with details such as feathers of the original model
are reconstructed well. The resulting model consists of
298,187 polygons. There are a few regions (underneath
the model) where no texture has been generated (col-
ored in red) due to missing input images showing these
regions.

5.2.2 General Dataset

This data set contains 18 images (2592 x 1944 pixels
resolution) of a General figurine. The original model
has a very smooth, reflective and shiny surface. The re-
construction, shown on the right-hand side of Figure 10,
is of good quality and the final model has a high resem-
blance to the original object. The resulting model con-
sist of 101,778 polygons. The texture is very realistic,
but contains some visible seams along patch boundaries
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Figure 10: Input image of the General dataset (left) and the
resulting reconstruction (right).

5.2.3 Vase Dataset

This dataset contains 26 images (2592 x 1944 pixels
resolution) of a vase. The original object has a very
smooth, reflective and shiny surface with repetitive tex-
tures. The reconstructed model has 215,918 polygons.
The geometry of the reconstruction is very realistic.
However, the texture reconstruction shows some visible
illumination differences due to some input images hav-
ing been taken with flash and some without. In future
we plan to overcome these problems by using multi-
band blending techniques [APKO8] and global opti-
mization of luminance values in CIELUV color space
along seam boundaries.

Figure 11: Image of a vase (left) and the resulting 3D re-
construction (right). The enlargement shows brightness vari-
ations due to some input images taken with flash.

5.2.4 Objects with High Genus

Section 2 reviewed previously presented techniques for
texture reconstruction. Despite some seemingly im-
pressive results, we did not find any examples in the lit-
erature for objects with high genus, for which geometry
and texture reconstruction are notoriously difficult. Fig-
ure 12 illustrates that our image-based modeling system
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and texture reconstruction method handles such cases
without problems.

Figure 12: Two examples of models with a high genus: in-
put image (top), 3D reconstruction (middle), and the surface
parameterization (bottom).

5.3 Running Time

The presented algorithm has not been optimized yet
and the running time varies between approximately 10
minutes for the reconstruction of an apple from 6 pho-
tographs, to many hours for more complex models. For
example, the reconstruction of the rooster data set in
subsection 5.2.1 takes 6 hours and 19 minutes on a PC
with Intel Quad Core i7 CPU and 6GB RAM. The time
requirements of the various stages of the algorithm are:

1. Camera Parameter Estimation: 18.6% = 71 minutes
(feature detection and matching are implemented in
parallel and use all four cores of the CPU)

2. Point Cloud Generation: 33.0% = 125 mins
3. Mesh Processing: 9.8% = 37 mins

4. Texture Reconstruction: 38.6% = 146 minutes

Initial tests indicate that a GPU implementation would
be 50-100 times faster. Alternatively a compute cloud
could be used to speed up computation.

5.4 Comparison

The combination of “Bundler” [SSS08] and CMVS
& PMVS [FCSS10] is a well-known and open-source
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image-based modeling system. However, the output of
these research tools is a dense point cloud. While we
can easily obtain a closed surface from this data, we
were unable to find published software for texture re-
construction. We hence compared our system with the
only complete systems we could find. We identified
thirteen companies working in this field and compared
the best four algorithms [NWDL12a]. We showed that
our solution and “123D Catch” achieved the best geom-
etry reconstruction. The system presented in this paper
achieves even higher quality reconstructions due to the
integration of silhouette information and the novel tex-
ture reconstruction algorithm. Figure 13 demonstrates
that these improvements make a significant difference
when dealing with data sets containing few distinct vi-
sual features. For such data sets “123D Catch” strug-
gles both with reconstructing a correct geometry and
appropriate texture map.

Figure 13: 3D reconstruction from the “white rooster data set”
using our method (left) and “123D Catch” (right).

6 CONCLUSION AND FUTURE
WORK

We have described a texture reconstruction technique
for image-based modeling systems. In contrast to pre-
viously presented methods we integrate shape-from-
silhouette and correspondence-based methods, which
gives us very reliable camera parameter estimates and
excellent geometry reconstruction. This enables us to
fuse together texture regions obtained from input im-
ages without requiring excessive blending and defor-
mations. Textures are combined using a greedy al-
gorithm and a graph-cut technique minimizing gradi-
ent weighted color differences. The texture reconstruc-
tion uses an advanced surface parameterization method
which takes into account the genus and geometric fea-
tures of an object We have demonstrated the quality of
the reconstruction process using objects with different
geometries, genus, colors and surface properties. In all
cases we achieved an excellent reconstruction and re-
alistic texture. In contrast to laser scanners our system
also works for shiny and dark objects, and is easily scal-
able.
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Some problems still exist with seams along texture
patches, and discontinuities due to color inconsistencies
created during the image acquisition process. The cur-
rent system does not generate a texture for surface re-
gions not visible in the input images. We currently work
on texture inpainting techniques and exemplar-based
texture synthesis to fill such regions [PGB03, CPT04].
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ABSTRACT

Data transfers scheduling is an important part of almost all distributed virtual walkthrough (DVW) applications. Its
main purpose is to preserve data transfer efficiency and render quality during scene exploration. The most limiting
factors here are network restrictions such as low bandwidth and high latency. Current scheduling algorithms
use multi-resolution data representation, priority determination and data prefetching algorithms to minimize these
restrictions. Advanced priority determination and data prefetching methods for DVW applications use mathematic
description of motion to predict next position of each individual user. These methods depend on the recent motion
of a user so that they can accurately predict only near locations. In the case of sudden but regular changes in user
motion direction (road networks) or fast moving user, these algorithms are not sufficient to predict future position
with required accuracy and at required distances. In this paper we propose a systematic solution to scheduling of
data transfer for DVW applications which uses next location prediction methods to compute download priority or
additionally prefetch rendered data in advance. Experiments show that compared to motion functions the proposed
scheduling scheme can increase data transfer efficiency and rendered image quality during scene exploration.

Keywords
distributed virtual walkthrough, next location prediction, motion function, Markov chain, prefetching, virtual en-
vironments

1 INTRODUCTION devices can be associated with richer context, like loca-
tion, weather, traffic, etc.

The initial purpose of DVW applications was to real-
ize a virtual tourism task which allows users to visit
places of interests without physically entering them

(like Google Street View).

Applications with high potential in this field are aug-
mented reality tourist guide called LifeClipper, mobile
augmented reality application Nokia City Lens, or in-
telligent navigations such as AIDA. Instead of focus-
ing solely on determining routes to a specified target,
the AIDA system utilizes analysis of driver behavior to
identify a set of goals the driver would like to achieve
(e.g. business or shopping districts, tourist areas, or
real-time event information related to traffic).

Advances in graphic and computing performance of
mobile devices, sharp growth in their market and var-
ious digital media data archives created commercially
or community contributed, further increase potential
and usage of DVW applications. Compared to classi-

cal desktop computers, content explored within mobile ~ AIDA visualizes all the data in a 3D scene which can

help the driver understand better and interpret the de-
livered information. Based on the driver’s motion, both

the visualized information and 3D data for rendering
3D scene are downloaded on demand from a remote
server via wireless connection.

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit

or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.
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The main bottleneck of DVW applications is network
connection with restrictions, for example low band-
width or higher latency, especially on wireless net-
works, so that transfered data can not be received by
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clients in time. Scheduling algorithms can reduce the
impact of these restrictions with the help of multi-
resolution data representation, priority determination
and data prefetching algorithms so that they can in-
crease quality of rendered scene and data transfer ef-
ficiency.

Current scheduling algorithms for DVW applications
widely use mathematic description of motion (motion
functions) to predict next motion of each individual
user. The predicted position can be used to compute
download priority or to prefetch scene parts in ad-
vance. Unfortunately, these methods are accurate only
for prediction of near future positions, and their accu-
racy decreases also in the case of sudden changes in
user motion direction. For networks with higher la-
tency, low bandwidth or just for fast moving user a pre-
diction method with higher accuracy enabling to pre-
dict farther-positions is needed to keep data transfer ef-
ficiency and scene quality as high as possible. From
another point of view, for some applications the scene
quality can be a much more important parameter than
the data transfer efficiency.

In this paper, we propose a systematic solution to
scheduling of data transfer for DVW applications
which uses next location prediction (NLP) methods
which increases both data transfer efficiency and qual-
ity of rendered scene. Our solution is based on two key
insights. First, NLP methods have much higher predic-
tion accuracy compared to motion functions. Second,
NLP methods can be adaptively constructed according
to the multi-resolution data representation. This feature
allows the scheduling algorithm to prefetch missing
data at specified resolution as is required by a rendering
algorithm.

2 RELATED WORK

This section briefly introduces state-of-the-art schedul-
ing mechanisms for DVW applications.

2.1 Visibility determination

Scheduling methods for DVW applications widely
use area of interest (AOI) determination algo-
rithms [sch96], [hes98], [chi98], [1i04]. Instead of
downloading complete scene, it is suficient to trans-
fer only data in spherical area around an observer.
Objects inside this area can be regarded as objects
from potentially visible set (PVS) with high download
priority. Wang et al.[wan09] additionally divide AOI
to sections with different download priority taking into
account view frustum and distance from the observer.
The AOI based scheduling methods are not suitable
for more complex scenes such as terrains. Marvie
et al. [marl1] use PVS to schedule data transfers for
complex virtual scene divided to cells by a regular
grid. Download priority of PVS of adjacent cells is

Full papers proceedings

determined by simple ray-casting method based on last
two viewpoints. The visibility determination is also
used to eliminate transferring scene parts not visible to
an observer.

2.2 Motion function

Scheduling algorithms based on motion functions use
vector representation of object motion, position and di-
rection. Motion functions can be classified into linear
and nonlinear [tao04], which are more accurate than
the linear methods. Chim [chi98] proposes exponential
weighted moving average (EWMA) motion prediction
scheme which assigns different weights to past motion
vectors where more recent vectors have higher weights.
CyberWalk [chi03] use the EWMA scheme to achieve
at least a minimum resolution of the scene. Schedul-
ing algorithm proposed in [tel01] selects objects to be
sent to client device based on integral of a benefit mea-
sure along predicted path. The prediction is made at
server and is based on the assumption that once a par-
ticular type of motion is started, it will continue in the
near future. This approach does not consider any pre-
vious positions. A motion-aware approach which uses
state-of-the-art recursive motion function [tao04] for ef-
ficient evaluation of continuous queries on 3D object
databases is described in [alil0]. The predicted posi-
tions here are used to determine download priorities of
progressively recorded objects inside a virtual scene so
that only exact portion of each object will be down-
loaded base