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Computer Simulation and Visualization of 

Mechanical Wave Propagation Phenomena in 
Continuous Medium 
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Av. Albert Einstein, 400 

Cidade Universitária 
 13083-852, Campinas, SP, Brazil 

DMC, FEM, Unicamp 
R. Mendeleyev, 200 
Cidade Universitária 

13083-860, Campinas, SP, Brazil 
mologni@dca.fee.unicamp.br martino@dca.fee.unicamp.br euclides@fem.unicamp.br 

ABSTRACT 
This paper presents a simulation software for mechanical wave propagation phenomena and a visualization 
environment developed to help the analysis of the numerically synthesized dynamic solutions of boundary value 
problems of solid mechanics. The simulation software is used by researchers and engineers to study and gain 
insights into complex problems related to the mechanics of continuous media. The large amount of data 
generated by the numerical solution of wave propagation problems makes the interpretation of the results a hard 
daunting task without the support of techniques to graphically display these data. The visualization environment 
that was developed supports different visualization strategies of a variety of parameters and it has been used to 
improve the understanding of the simulation results and to validate the numerical simulator as well as the 
underlying mathematical-physical modeling. 

Keywords 
Computer simulation, scientific visualization, mechanical waves. 

1. INTRODUCTION 
The study of the mechanical wave propagation 
phenomena and their consequences usually requires 
computational methods for the resolution of complex 
problems in mechanics of continuous media, such as 
finite and boundary element methods. These 
computational methods consist of mathematical 
modeling and computer simulation of physical 
problems, which replace in many cases the use of 
costly prototypes and laboratory setups. However, 
the computer simulation produces a large amount of 
numerical data that makes the procedure of the 
analysis of the results an arduous and extremely 
difficult task without the support of data visualization 
techniques. With the support of visualization, 
researchers and engineers can more quickly validate 
the processes of mathematical modeling and 
computer simulation of the physical problems; and 

also they can more easily understand the results 
generated in the process of computer simulation, 
which allows a more efficiently study of the physical 
problems. 

2. RELATED WORKS 
The present work is concentrated on wave 
propagation in solid continua, particularly in 
unbounded domains. The problems to be solved are 
very complex and solution can only be accomplished 
by resorting to numerical methods. The numerical 
solution for two-dimensional wave problems can be 
found, exemplarily, in the works of Rajapakse and 
Wang [Raj93] and Barros et al. [Bar99]. More 
recently three-dimensional problems have been 
solved by Mesquita and his co-workers [Mes09]. 

3. MATHEMATICAL MODELING 
AND COMPUTER SIMULATION 
To illustrate the features of the simulation software a 
complex wave propagation problem will be 
numerically solved. The problem solution, that is, the 
displacement components of the wave field solution 
will be analyzed and interpreted with the aid of the 
visualization environment. The problem at hand can 
be depicted at Fig. 1. It represents a series of 50 
horizontal transversely isotropic (visco)elastic layers 
excited harmonically by a surface stress distribution 

Permission to make digital or hard copies of all or part 
of this work for personal or classroom use is granted 
without fee provided that copies are not made or 
distributed for profit or commercial advantage and that 
copies bear this notice and the full citation on the first 
page. To copy otherwise, or republish, to post on 
servers or to redistribute to lists, requires prior specific 
permission and/or a fee. 
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𝑡𝑡𝑧𝑧(𝑥𝑥, 𝑧𝑧 = 0). The problem has a stationary character 
and the analysis is performed in the frequency 
domain. The layers are supported by a transversely 
isotropic half-space. 

 
Figure 1. The geomechanical problems: horizontal 

layers on a half-space 
Every layer is governed by a set of differential 
equations, which can be expressed in terms of the 
horizontal 𝑢𝑢𝑥𝑥  and vertical 𝑢𝑢𝑧𝑧  displacement 
components as: 

( )
( )

2
11 44 13 44

2
44 33 13 44

, , , 0

, , , 0
x xx x zz z xz x

z xx z zz x xz z

c u c u c c u u

c u c u c c u u

ρω

ρω

+ + + + =

+ + + + =  
(1) 

In Eq. 1, 𝑐𝑐𝑖𝑖𝑖𝑖  (𝑖𝑖𝑖𝑖 = 11, 13, 33, 44)  and 𝜌𝜌 are 
constitutive parameters of the elastic layer [Bar99]. 
The circular frequency is designated by 𝜔𝜔. The 
prescribed boundary conditions are the stress free 
surface outside the loaded area (−𝑎𝑎 < 𝑥𝑥 < 𝑎𝑎, 𝑧𝑧 =
0) and the Sommerfeld radiation condition at the 
layers and at the underlying half-space. 
As can be seen in Fig. 1, the constitutive parameters 
of all the layers and of the half-space are the same, 
except for layers 25 to 27, in which there is an abrupt 
change in this parameters. Fig. 1 also shows the 
variation of the constitutive parameter 𝑐𝑐11 throughout 
the layers. This parameter discontinuity generates a 
strong impedance change with significant influence 
on the wave propagation pattern, as will be discussed 
later on this article. 
A typical numerical expression for the harmonic 
wave displacement solution is given by [Bar99]: 

( )

( )
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(2) 

4. COMPUTER VISUALIZATION 
To help the analysis and understanding of the 
simulation results, the simulated data are enriched 
with additional application domain specific 
information. 

Displacement and relative position 
Propagation of mechanical waves causes the particles 
of matter to oscillate around their resting position. In 
simulation results, these oscillations are generated by 
action of the displacement components. Thus the 
displacement of an oscillating particle from its 
equilibrium position at time instant (𝑡𝑡) is given by 
planar vector: 

( ) ,
, ,

,

Re( ) cos Im( ) sin
,

Re( ) cos Im( ) sin
x t x x

t x t z t
z t z z

d u t u t
d d d

d u t u t

 = −= ⇒ 
= −



  



 

(3) 
Where Re and Im stand for the real and imaginary 
parts of a complex number, respectively. 
The relative position of an oscillating particle, i.e., its 
new position after displacement, is given by 𝑃𝑃𝑡𝑡 =
𝑃𝑃 + 𝑑𝑑𝑡𝑡 = (𝑥𝑥𝑡𝑡 , 𝑧𝑧𝑡𝑡). Where 𝑃𝑃 = (𝑥𝑥, 𝑧𝑧) is the resting 
or equilibrium position and {𝑡𝑡 ∈ ℝ | 0 ≤ 𝑡𝑡 < 2𝜋𝜋}. 

Displacement trajectory 
When the oscillating particle movement is composed 
by overlapping simple harmonic motions of same 
frequency in both coordinate axes, then its oscillation 
describes an elliptical trajectory. As an ellipse can be 
drawn from its vertices, then the displacement 
trajectory of an oscillating particle can be represented 
by an ellipse whose vertices are the relative positions 
𝑃𝑃𝑡𝑡𝑘𝑘  to 𝑘𝑘 = {1, 2, 3, 4}, where 𝑡𝑡𝑘𝑘  is: 

[ ] ( )1
2 2 2 2

2 Re( ) Im( ) Re( ) Im( )
tan 1

Im( ) Re( ) Im( ) Re( )
2

x x z z

x x z z
k

u u u u
k

u u u u
t

π−  +
+ − − + − =

(4) 

Aspect ratio 
Since the displacement trajectory is elliptical, then 
the characteristics of an ellipse can also be used to 
enrich the simulation results. One is the aspect ratio, 
that is, the ratio (𝑏𝑏/𝑎𝑎) of the semi-major (𝑎𝑎) and 
semi-minor (𝑏𝑏) axes of an ellipse, where: 

1 1 2 1 1 2

2 1 2 2 1 2

, ,
,

, ,

t t t t t t

t t t t t t

d d d d d d
a b

d d d d d d

 > < = = 
< >  

     

     

 

(5) 

Rotational movement sense 
The rotational movement sense (𝑅𝑅) of the elliptical 
trajectory of oscillating particles can be obtained by 
vector dot product between the normal vectors to the 
planes of the trajectories (𝑑𝑑𝑡𝑡1 × 𝑑𝑑𝑡𝑡2) and the medium 

WSCG 2011 Poster Papers 2



(𝑛𝑛�⃗ ); see Eq. 6. Thus, if result is negative, then 𝑅𝑅 is 
clockwise (CW); otherwise, if result is positive, then 
𝑅𝑅 is counter-clockwise (CCW). 

1 2

1 2

, 0

, 0
t t

t t

CW d d n
R

CCW d d n

 × ⋅ <= 
× ⋅ >

 



 



 

(6) 

Phase angle 
The phase angle of the waves on each oscillating 
particle in the z-axis coordinate is given by: 

1 Im( )tan ,
Re( )

z
z z

z

u
u

φ π φ π−  
= − ≤ ≤ 

 
 

(7) 

5. RESULTS AND DISCUSSION 
To illustrate the power and usefulness of the 
visualization strategy adopted, the numerical solution 
of the problem described in Section 3 is used as a 
case study. The problem is a two-dimensional, plain 
strain solution [Lai09], determined at the (𝑥𝑥, 𝑧𝑧) 
plane.  For the calculated solution the parameters are: 
𝑎𝑎 = 1𝑚𝑚, 𝜔𝜔 = 1 𝑟𝑟𝑟𝑟𝑟𝑟 𝑠𝑠⁄ , 𝜌𝜌 = 1𝑘𝑘𝑘𝑘 𝑚𝑚3⁄ , 𝑡𝑡𝑧𝑧 = 1𝑁𝑁, 
𝑐𝑐11 = 6𝑁𝑁 𝑚𝑚2⁄ , 𝑐𝑐13 = 4𝑁𝑁 𝑚𝑚2⁄ , 𝑐𝑐33 = 6𝑁𝑁 𝑚𝑚2⁄ , and 
𝑐𝑐44 = 1𝑁𝑁 𝑚𝑚2⁄  for all the layers and the half-space, 
except for layers 25 to 27 in which 𝑐𝑐11, 𝑐𝑐13, 𝑐𝑐33, and 
𝑐𝑐44 are reduced to 10%. The data are generated on a 
uniform rectilinear grid composed of 5,151 (101 x 
51) sampling points. 

Visualization of the displacement 
Fig. 2 depicts the vertical component of the 
displacement field (𝑥𝑥, 𝑧𝑧, 𝑢𝑢𝑧𝑧) within the solution 
range of the problem. The location (−𝑎𝑎 < 𝑥𝑥 < 𝑎𝑎,
𝑧𝑧 = 0) of the applied vertical excitation 𝑡𝑡𝑧𝑧  and the 
“fault”, that is the discontinuity in the constitutive 
parameters of layers 25 to 27, can be clearly 
recognized. Another issue that can be observed in 
these components is that there is no wave reflection 
at the end of calculation domains. On the other hand, 
the impedance discontinuity at layers 25 to 27 clearly 
causes wave transmission and reflection, distorting 
the wave pattern relative to the homogeneous 
domain. 

 
Figure 2. 𝒖𝒖𝒛𝒛 vertical component at time 𝟎𝟎.𝟏𝟏𝟏𝟏 ∙ 𝟐𝟐𝝅𝝅 

Visualization of the aspect ratio 
In homogeneous solids there are two broad classes of 
linear waves. The body waves and the surface or 
interface waves [Gra91]. Body waves such as the 
dilatational and shear waves present a rather 
rectilinear trajectory and they tend to cross a 2D 
homogeneous medium in a circular pattern, starting 
from the perturbation source. Surface waves such as 
the Rayleigh waves tend to have retrograde elliptical 
trajectories and are limited to the surroundings of 
surfaces. Fig. 3 shows an overview of the particle 
trajectory aspect ratio. Depending on the constitutive 
parameters of the medium, the values for the aspect 
ratio around 0.6 to 0.7 indicate the presence of 
Rayleigh waves [Gra91]. In Fig. 3, the elliptical 
Rayleigh wave trajectories are characterized by the 
color range going from green to yellow, as indicated 
in the scale (see black isolines). 

 
Figure 3. Aspect ratio of the elliptical trajectories 

Visualization of the displacement 
trajectory 
At the free surface (𝑥𝑥, 𝑧𝑧 = 0), as the analysis moves 
away from the energy source, the trajectories became 
elliptical and decrease very rapidly, as can be seen in 
Fig. 4a, depicting the trajectories within the range 
(40 ≤ 𝑥𝑥 ≤ 50, 0 ≤ 𝑧𝑧 ≤ 10). These rapidly decaying 
elliptical trajectories indicate the presence of 
Rayleigh waves. The trajectories at the range 
(−5 ≤ 𝑥𝑥 ≤ 5, 40 ≤ 𝑧𝑧 ≤ 50) are shown in Fig. 4b. 
The trajectories show a predominance of body 
waves, characterized by the almost-rectilinear 
character of the displacements. As the distance from 
the surfaces or interfaces increases, the body forces 
tend to dominate the propagation pattern. 

 

 

 
(a) Region A in Fig. 3  (b) Region B in Fig. 3 

Figure 4. Displacement trajectories 
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Visualization of the rotational movement 
sense 
The Rayleigh surface waves present a retrograde 
elliptical trajectory, as already described. Fig. 5 
indicates the rotation sense of the particle 
trajectories. It can be clockwise (blue) or counter-
clockwise (red). Now the trajectories along near the 
surface (𝑧𝑧 = 0) in the positive x-direction (𝑥𝑥 > 𝑎𝑎) 
are considered. Joining the information of Fig. 3, 
which states that aspect ratio of the elliptical 
trajectory near the surface has a value around 0.65, 
with the information of Fig. 4a, showing the elliptical 
character of the trajectory, and information of  Fig. 5, 
stating the particle rotation sense is counter-
clockwise, it may be established with a fair amount 
of confidence that the waves propagating at this 
region are predominantly Rayleigh waves. 

 
Figure 5. Rotational movement sense of the 

trajectories 

Visualization of the phase angle 
An analysis of Fig. 6, the vertical component, shows 
clearly two types of wave fronts. Near the surface 
(𝑧𝑧 = 0) and moving towards the edge of the domain, 
the wave front end to be plane. Plane wave fronts are 
typical of Rayleigh wave propagating in two 
dimensions. This picture helps corroborating that 
Rayleigh waves are the predominant propagating 
wave type near the surface and away from the energy 
source. The second type of wave front present an 
almost circular character and is typical of body 
waves, that is, dilatational and shear waves 
propagating in two dimensions [Gra91]. 

 
Figure 6. Phase angle of the 𝒖𝒖𝒛𝒛 vertical component 

6. CONCLUSIONS 
The developed simulation software has been applied 
to help analyzing the wave propagation pattern 
resulting from the numerical solution of a very 
complex geomechanical problem. The numerical 
tools implemented in the simulation software, 
together with previous knowledge on the properties 
of wave types in solids, allowed the problem analyst 
to understand the various wave types that propagated 
through the medium and also to determine the region 
of their respective predominance. With the 
visualization environment developed, researchers can 
now concentrate their efforts on developing 
computational methods and more easily analyze the 
simulation results. 
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ABSTRACT
In this paper, we propose a method of filtering depth maps that are automatically generated from video sequences
using optical flow, 3D reconstruction and scene analysis methods. To attain better quality, information from both
the source video and depth map is used. The proposed algorithm uses motion estimation to take into account
temporal information, but the algorithm’s structure permits use of optical flow to improve quality, but at the expense
of greater computation time. The method can be applied as a preprocessing stage for enhancement of multi-view
or stereo video. Joint temporal and spatial processing can yield further improvements in quality. A comparison of
the results with test ground-truth sequences using the BI-PSNR metric is presented.

Keywords
Depth map, temporal filtering, stereo, 3D, video.

1 INTRODUCTION
Depth maps are widely used for 3D video production.
Creating a depth map is a laborious process, so meth-
ods of automatic generation are under development.
One of the promising approaches is depth map recon-
struction using object motion [KMS07]. In [SCN05],
the authors propose a method of spatial structure anal-
ysis based on neural networks and machine learning.

A relatively simple research direction involves cal-
culating depth using stereo reconstruction [OA05].
Despite its simplicity, this approach also encounters
many unsolved problems. Estimation of depth on the
basis of stereo data aids parallax tuning for different
types of screens and showing rooms, and it allows to
take the parallax of neighboring scenes into account
during nonlinear editing.

The problem of definite depth reconstruction with-
out additional information is generally unsolvable.
For automatic depth reconstruction, approaches that
are based on local criteria minimization can be ap-
plied. This approach, however, leads to errors in the
depth map. Such depth maps cannot be used for 3D
image creation owing to temporal instability and er-
rors. A specific type of preprocessing is required to

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice
and the full citation on the first page. To copy otherwise,
or republish, to post on servers or to redistribute to lists,
requires prior specific permission and/or a fee.

increase the temporal and spatial stability of the re-
sults. This paper proposes such a method of depth
map processing using color and motion information.

2 RELATED WORK
Depth processing is often used to decrease the
noticeability of depth map errors during visualization.
Modified forms of Gaussian blur are applied in
occlusion areas. In [TZ04], the authors propose
asymmetric blurring: the filter length is larger in the
vertical direction than in the horizontal direction.
They also propose changing the size of the symmetric
smoothing filter depending on the local values in
the depth maps. An edge-dependent depth filter was
proposed in [CCL+05]. To increase the quality of the
results, edge direction is taken into account. Artifacts
are more noticeable in occlusion areas. An adaptive
method that responds to occlusions was proposed in
[LH09].

The above-mentioned approaches only use data
from the current frame, and they only use a portion
of the color information from the source video (for
example, only edges location).

A method of minimizing depth flickering for
stationary objects was proposed in [KCKA10]; this
method, however, only considers the presence of
motion rather than the magnitude of the motion.

In [ZJWB09], the authors propose a method of
reducing temporal instability by solving the energy
minimization problem for several consecutive frames
using graph cut and belief propagation. Another
approach to depth map post-processing proposed in
[ZJWB08] is iterative refinement. For each frame,
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the algorithm refines the depth maps of neighboring
frames. The refinement procedure is also reduced to
the energy minimization problem. Such approaches
produce good results, but owing to computational
complexity, they require a long time to process the
entire video.

The proposed approach uses several neighboring
frames to refine the depth map. Filtering is performed
by taking into account the intensity (color) similarity
of pixels and the spatial distance. The algorithm takes
information about object motion into account using
motion compensation.

3 PROPOSED METHOD
The proposed algorithm uses frames from the source
video sequence along with a depth map generated
from this video. We denote Ii(x) as the intensity
(or color) of pixel x in frame i. This intensity is ei-
ther a three-vector for a color image or a scalar for a
grayscale image. n denotes the current frame num-
ber, and Di(x) represents the depth for the ith frame
in position x . The proposed method consists of four
steps:

1. Motion estimation (ME) between the current
frame In and neighboring frames In+d , where
d = −m, . . . ,−1,1, . . . ,m, and m > 0 is a param-
eter. The result of this stage is a field of motion
vectors MVn+d(x). We define MVn(x)≡ 0.

2. Computation of the confidence metric Cn+d(x)
for the resultant motion vectors MVn+d(x). Here,
Cn+d(x) ∈ [0,1]. Ci(x) quantifies the estimation
quality for motion vector MVi(x).

3. Motion compensation for the depth map and
source frames. Here, DMC

n+d denotes the motion-
compensated depth maps, and IMC

n+d denotes the
motion-compensated source frames. Both the
IMC
i and DMC

i images are computed using motion
vectors MVi, which are estimated from the source
video sequence:

IMC
i (x) = Ii(x+MVi(x)),

DMC
i (x) = Di(x+MVi(x)).

4. Depth map filtering using the computed DMC
i ,

Ci(x) and IMC
i values.

3.1 Motion Estimation
The results described in this paper were obtained us-
ing a block matching motion-estimation algorithm
based on the algorithm described in [SGVP08]. We
used macroblocks of size 16 × 16, 8 × 8 and 4 × 4
with adaptive partitioning criteria. Motion estimation

is performed with quarter-pixel precision. Both lu-
minance and chroma planes are considered. A con-
fidence metric is calculated for quality assessment of
the resultant motion vector field. The metric is similar
to that described in [SGV08].
3.2 Depth Filtering
We use 2m+ 1 consecutive frames for filtering. The
first step is temporal median filtering.

Dmed
n = med

i=n−m,...,n+m
Ci>T hC

|IMC−I|<T hDi f f

DMC
i .

The median is calculated over those pixels from the
current and neighboring depth maps which have suffi-
ciently small interframe difference |IMC − I| and well-
estimated motion vectors. Median filtering eliminates
sharp discontinuities in the time domain.

The next processing step is temporal smoothing:

Dsmooth
n (x) =

n+m
∑

t=n−m
∑

y∈σ(x)
ω(t,x,y) ·Dinput

t (y)

n+m
∑

t=n−m
∑

y∈σ(x)
ω(t,x,y)

,

where ω(t,x,y) is a weight function, and Dinput
t is the

input depth map for this processing step. The source
depth map Di serves as the input depth map Dinput

i
for neighboring frames, and the filtered result Dmed

n
serves as the input Dinput

n for the current frame. Pre-
vious fully processed depth maps Dsmooth

n−d can be the
input when processing current frame. This latter ap-
proach yields a smoother resulting depth map, but it is
less accurate for small details. σ(x) denotes the spa-
tial neighborhood of pixel x. The size of σ(x) involves
a tradeoff between computation speed and processing
quality. The weighting function ω is

ω(t,x,y) = f (|IMC
t (y)− In(y)|) ·Ct(y) ·g(x,y),

where function f describes the dependence on the
inter-frame difference; Ct(y) is the confidence for the
motion compensation of pixel y in frame t; and g de-
notes the dependence of weight on the spatial distance
between x and y. In the simplest case, g is constant.
To improve quality, we tested other relationships be-
tween the spatial distance and weight: linear, poly-
nomial, and exponential. Function f is given by the
formula

f (x) = max

(
0,min

(
1,

3

∑
i=0

µi ·
( x

ν

)i
))

,

where µi and ν are parameters of the algorithm.
Thus, we average the depth value in the neighbor-

hood of each pixel using information about interframe
differences for the source video, the confidence metric
for motion vectors, and spatial proximity.
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Figure 1: Results of the objective quality assessment.
Depth maps were compared with ground truth depth
before and after filtering. The comparison was per-
formed using the Brightness Independent PSNR met-
ric.

a) Source frame b) Ground truth

c) Estimated depth map d) Filtered depth map

Figure 2: Comparison of results for ”Sawtooth” se-
quence.

4 RESULTS
The proposed algorithm was implemented in C as a
console application. The algorithm uses one-pass pro-
cessing, and it can be conveniently implemented in
hardware. The algorithm’s performance on an Intel
Core2Duo T6670 processor running at 2.20 GHz is
7.6 fps for 448×372 video resolution.

For an objective evaluation, the standard sequences
”Cones,” ”Venus,” ”Sawtooth,” ”Teddy” and ”Bull”
were used [SS02, SS03]. The comparison with
ground truth was performed using the Brightness
Independent PSNR metric [VNG]. Fig. 1 shows
the results. The source depth maps were obtained
using the depth-from-motion method based on that
described in [OA05].

For a subjective evaluation, Fig. 2 depicts the re-
sults of the algorithm. The depth map (Fig. 2b)

a) Source frames

b) Depth map before filtering

c) Depth map after filtering

Figure 3: Segments of three consecutive frames for
”Road” sequence.

a) Original depth map b) Filtered depth map

Figure 4: Depth-based rendered view for a segment of
frame 112 for ”Road” sequence. The view based on
filtered depth seems more natural.

generated from the source video sequence (Fig. 2a)
was filtered using the proposed method. The filter-
ing process restored some lost details and fixed depth-
estimation errors on object boundaries (Fig. 2d).

For the test sequence ”Road” [ZJWB09], the pro-
posed method improved the temporal stability of the
depth map and recovered some details (see Fig. 3).
The source depth map (Fig. 3b) has significant depth
flickering. The proposed method improved the depth
magnitude stability of objects in the scene (Fig. 3c).

We evaluated the visual quality of the rendered
3D image on the basis of an automatically generated
depth map. The rendered view is shown in Fig. 4.
The proposed method reduced artifacts in the result-
ing view and improved visual quality.
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5 FURTHER WORK
In the proposed approach, we do not use occlusion de-
tection and processing. In occlusion areas, motion es-
timation produces incorrect motion vectors, thus lead-
ing to artifacts. We intend to improve our confidence
metric by implementing an algorithm for processing
occlusion areas.

Better depth map quality can be achieved through
spatial post-processing using information from the
source video. Such filtering can be based on the as-
sumption that uniform areas in the source video have
uniform depth.

6 CONCLUSIONS
In this paper, we described a method of depth map
filtering and presented a quality evaluation. The pro-
posed algorithm improves the visual quality of depth
maps and can simplify the manual work of 2D-to-3D
video conversion. The described method allows the
use of simpler and faster methods of automatic depth
map generation without significant quality loss.
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ABSTRACT 
Ray tracing is a popular method for generating high quality images. NURBS surface is a popular tool for 3D 
modeling. There are different approaches to NURBS surface visualization by ray tracing methods. But these 
methods of computer graphics do not solve this task at an expected level. Therefore in this paper the authors 
propose to use a new effective approach for NURBS surface visualization by ray tracing method to render 
objects with high accuracy and quality. 

Keywords 
NURBS, rendering, direct ray tracing. 

1. INTRODUCTION 
Most of the modern ray tracing based applications 
only deals with triangles as basic primitives. NURBS 
surface representation is common for most of 3D 
modeling tools because of its compactness and the 
useful geometric properties of NURBS surfaces. 
Using the direct raytracing of NURBS surfaces, one 
can achieve better quality of rendered images 
[Efr05a].  

Martin et al. [Mar00a] describes a framework for 
ray-tracing of trimmed NURBS using Newton’s 
method. A nonlinear equation system is used for 
finding the intersection point. The Newton’s method 
is used for solving this equation system. 

Nishita et al. [Nis90a] describes an iterative 
algorithm called Bézier Clipping, used to compute 
intersections between a ray and a Bézier patch by 
identifying and cutting away regions of the patch that 
are known not to intersect with the ray. There are 
several disadvantages in this approach, like 
numerical unstable work for some surfaces and 

problems in solving the case of multiple intersection 
points. 

Efremov et al. [Efr05a] proposed some modification 
to Nishita’s algorithm for Bézier and NURBS 
surfaces. But in this case, the number of patches and 
calculations increases. 

Schollmeyer and Froehlich [Sch09a] describe an 
approach for NURBS surface ray tracing, where 
surface trimming is used to set of monotonic Bézier 
curves. For finding of intersection point the bisection 
method is used. But in this case, the number of 
calculations increases too. 

This paper presents an effective approach for finding 
ray – NURBS surface intersection points, which are 
used for high-quality visualization of NURBS 
surfaces. 

2. PROPOSED APPROACH 
The mathematical task of finding an intersection 
point between the ray and a parametric surface can 
be described as a nonlinear equations system 
[Mar00a, Sis08a]: 

Permission to make digital or hard copies of all or part of 
this work for personal or classroom use is granted without 
fee provided that copies are not made or distributed for 
profit or commercial advantage and that copies bear this 
notice and the full citation on the first page. To copy 
otherwise, or republish, to post on servers or to 
redistribute to lists, requires prior specific permission 
and/or a fee. 
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where: ZYX SSS  ,,  – surface equations,  

CX(t), CY(t), CZ(t) – ray equations. 
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A NURBS surface patch in Cartesian 3D space can 
be formulated as [Rog90b, Hea04b]: 
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where:  – control points; wi,j – weights; Ni,p(u), 

Nj,q(v) – the B-spline polynomials; p, q - the B-spline 
polynomials degree; u, v – parameters. 

jiP ,


Projection to R2 
Typically calculation is performed in R4 for rational 
patches [Nis90a]. Woodward [Woo89a] shows how 
the problem can be projected to R2. This means that 
the number of calculations is reduced by 25%. This 
approach is used in [Nis90a] for rational Bezier patch 
subdivision. But this approach is good for NURBS 
surface calculation too. In this case the task of ray-
surface intersection point search is transformed to the 
problem of non-linear equations system solving: 


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


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0),(
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RX

yvuS

xvuS
, (3) 

where: SX(u,v), SY(u,v) – are the surface equations on 
the projection plane, xR, yR – is the ray projection. 

The system (3) solving task is divided into two parts: 
preprocessing and iterative root finding. 

Preprocessing 
Preliminary searches for NURBS patch surface is 
equivalent to procedure for B-spline patch surfaces 
what is described in work [Sis09a]. In order to obtain 
the preliminary values of parameters u and v in every 
pixel, we propose to create a map of preliminary values. 
The map consists of the patch data and is coded in RGB 
channels. The Red channel contains the number of the 
patch. The Green and Blue channels contain the uniform 
gradient texture fill of the patches. The map is coded 
using the OpenGL graphics library. In this case the 
preliminary values of parameters can be described as 
follows: 
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where: u0, v0 – parameters preliminary value in pixel; 
umin, umax, vmin, vmax – parameters u and v minimum 
and maximum; g, b – colour value in green and blue 
channels. 

Intersection Test 
The Newton iteration [Tah03a] can be used for 
solving system (3) solving. In this case, iteration 
steps take the form: 
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[J] is Jacobian matrix. 

Proposed method 
The NURBS patch surface equation on the projection 
plane can be described as follows: 
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where: x, y, and w – are numerator and denominator 
of NURBS surface equations on the projection plane.  

Using NURBS surface partial derivatives [Rog90b], 
after transformation, the equation (6) takes the form: 
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In contradistinction to method Martin et al. 
[Mar00a], where both the rational and non-rational 
equations partials derivatives were calculated, in the 
proposed method only the non-rational equations 
partials derivatives was calculate. This approach 
allows to decrease number of calculations and speed-
up rendering time. 
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Termination Criteria 
In this work, three criteria are used to decide when to 
terminate the Newton iteration. There are drawn 
[Yang87a]. The first condition is success criterion: if 
we are closer to the root than some predetermined 1: 

   12
, iteriter vuF , (12) 

In this case, we report an intersection to. Otherwise, 
we continue the iteration. There is no allowing the 
new (uiter, viter) estimate to take us farther from the 
root than the previous one: 

    
2112

,,  iteriteriteriter vuFvuF , (13) 

In this work check is made to assure that the matrix 
[M] is not singular: 

  2det M , (14) 

3. EXPERIMENTAL RESULTS 
In this work the proposed method, as well as the 
methods suggested by Martin et al. were 
implemented. In order to visualize a scene the 1 
ray/pixel approach was used. The size of the images 
in experiment is 512*512 pixels. The experiments 
were carried out on a computer with CPU Intel Xeon 
3,2 GHz, RAM 2 GB. The received images are 
shown in Figures 1-6. Image rendering time is shown 
in Table 1. For comparison we shall consider the 
time of visualization in percentage, by taking earlier 
known method (Martin et al.) for 100%.  
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“Mobile 
phone” 

4,297 5,422 20,75 

“Machine 
component” 

1,890 2,203 14,21 

“27 Ducks” 9,0 11,86 24,11 

Table 1. Image rendering time 

4. CONCLUSION 
In this work an efficient approach to direct NURBS 
surface rendering for ray tracing is proposed. The 
results (in Figures 1 – 6) shows, that: 

 As it is possible to see from these figures 
the proposed method gives an advantage on 
quality of the images (there’s no distortion 
on the borders of patches). 

 As seen from the table, the proposed method 
gives stable results in the fastest rendering 

time in our experiments (speed-up is 14% – 
24% than the method of Martin et al.). 
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Figure 1. The image of a scene “27 Ducks” 
obtained using the proposed method. 

Figure 2. The image of a scene “27 Ducks” 
obtained using the method Martin et al. 

 
 

 

Figure 3. The image of an object “Mobile 
phone” obtained using the proposed method. 

Figure 4. The image of an object “Mobile 
phone” obtained using the method Martin et al. 

 
. Figure 6. The image of an object “Machine 

component” obtained using the method Martin 
et al. 

 
Figure 5. The image of an object “Machine 
component” obtained using the proposed 

method. 
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ABSTRACT
Mean Shift is an universal and robust segmentation algorithm used also for image segmentation. Implementation 
corresponding to definition is slow for real-time image processing, thus some faster variants were proposed.  
Speed and quality of the segmentation can be influenced by the variant of the algorithm as well as by setting its  
parameters. Modification of a parameter causes change of number of segments and their shape as well. By using 
segmentation evaluation algorithm, we analyze and present these changes for original and modified Mean Shift  
algorithms. Influence of noise is also studied.

Keywords
Mean Shift, segmentation stability, Segmentation Difference.

1. INTRODUCTION
Mean Shift is a segmentation method for point data 
originally.  By  representing  color  channels  of  an 
image as other dimensions, we could use Mean Shift 
for  segmentation  of  images  [Com02a].  The  main 
disadvantage  lies  in  slow  computation.  Therefore, 
some variants of original Mean Shift algorithm were 
proposed.
We  analyze  original  and  modified  algorithms  by 
using  evaluation  method  called  Segmentation 
Difference  [Sru10a].  Unlike  other  methods  for 
evaluation  of  segmentations,  this  can  evaluate 
refinement  of  a  segmentation  separately  from  the 
shape of common objects. By changing parameters of 
a  segmentation  algorithm,  resulting  segmentations 
should  differ  in  refinement,  not  in  the  shape  of 
borders of segments.
Similar evaluation was recently presented [Kaf08a]. 
By  using  a  simple  evaluation  method,  they  were 
restricted to comparison of segmentations created by 
different  algorithms but  with  the  same  parameters. 

We  are  able  to  analyze  influence  of  different 
algorithms as well as different parameters.

2. MEAN SHIFT ALGORITHMS
Original Mean Shift
Segmentation by Mean Shift is based on density of 
points  only.  For  each  point,  path  of  the  steepest 
density increase for the point is found. End of each 
path  is  located  in  some  local  density  maximum 
(called attractor). All pixels having the same attractor 
are put to common segment.  The path is computed 
iteratively:

x i1 =
∑

j
k∥x i −x j

h ∥⋅x j

∑
j

k∥xi −x j

h ∥
,

where x(i) is location on the path in iteration i,  xj is a 
location  of  a  data  point  and  k(y) is  a  weighting 
function denoted as a kernel,  h is a vector and the 
division is point-wise.  Typically,  the kernel  is  non-
zero only on interval <0,1> and vector  h determines 
the  size  of  the  influence  of  the  kernel  in  each 
dimension separately. In further comparisons, we will 
denote this original Mean Shift as OMS.

Permission to make digital or hard copies of all or part of 
this work for personal or classroom use is granted without 
fee provided that copies are not made or distributed for 
profit or commercial advantage and that copies bear this 
notice  and  the  full  citation  on  the  first  page.  To  copy 
otherwise,  or  republish,  to  post  on  servers  or  to 
redistribute  to  lists,  requires  prior  specific  permission 
and/or a fee.
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Blurring Mean Shift
Mean Shift variant called Blurring Mean Shift (BMS) 
was presented in  [Car00a, Car06a]. BMS formula is 
given by

xi1=
∑

j
k∥ xi −x j

i

h ∥⋅x j
 i

∑
j

k ∥x i−x j
 i

h ∥
,

where  the  term  x j
i   represents  point  from  the 

previous iteration.

Evolving Mean Shift
In 2009 whole new idea of Mean Shift segmentation 
was developed [Zha09a] called Evolving Mean Shift 
(EMS).  It  is  an energy minimization method.  EMS 
computes  mean  shift  vectors  for  all  pixels  in  an 
image. Then EMS searches for the longest mean shift 
vector  and  proceeds  the  shift  of  the  corresponding 
pixel. Therefore, the energy is maximally decreased. 
This is repeated until the energy decreases to some 
level.  Energy of a data set can be written as

Figure 2. Analysis of segmentations with different spatial (left) and color (right) kernel 
sizes. Point on each curve represents comparison of two different algorithms with the 
same parameters. Size of spatial kernel size was set from 0 to 40. Size of color kernel size 
was set from 0 to 1.
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Figure 3. Analysis of segmentations with different kernel shapes. Exponents were set 
from 0.2 to 10.
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Figure  4.  Analysis  of  segmentations  with 
different Gaussian noise level. Point on each 
curve  represents  comparison  of  two 
different  algorithms  with  the  level  of 
applied  Gaussian  noise.  Variance  of  noise 
was set from 0 to 0.098.
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E xi
=∑

j≠i
 Ex i x j

E x j x i  ,

E x i x j
=k ∥ xi−x j

h ∥.
3. COMPARISON
All segmentations are created using gray-scale image 
of Lena with resolution 256 x 256 pixels. Each point 
on a curve in figures 2-4 represents comparison of 
two  segmentations  with  the  same  parameters  by 
Segmentation  Difference.  Each  graph  covers 
influence of change of a single parameter, while the 
other parameters are preserved.
Reference  elements  of  vector  h corresponding  to 
spatial  dimensions are  set  to  20,  elements of  color 
space are 0.125. An image is internally represented in 
the  range  <0,1>.  Stopping  conditions  are  200 
iterations  or  minimal  change  of  position  0.001. 
Reference kernel is Epanechnikov kernel:

k  y =1− y 2.

Kernel size
Kernel  function is non-zero only on interval  <0,1> 
but we change an area of influence of the kernel by 
setting  of  elements  of  the  vector  h,  which  will  be 
denoted naturally but inexactly as a kernel size.
Figure 2 represents comparisons for different spatial 
kernel sizes as well as for different color kernel sizes. 

Similar  segmentations  are  placed  near  to  0. 
Evidently, BMS and EMS are very similar in this test.

Kernel shape
Kernel is, typically, a decreasing function. We are not 
able  to  compare  all  decreasing  functions,  thus  we 
analyze kernel types defined as follows

k  y =1− y z , z∈〈0, ∞〉 .
One  extreme  case where  k(y)=1 is  called  uniform 
kernel.  By  setting  z to  1  and  2  gives  us  another 
widely  used  triangular  and  Epanechnikov  kernel 
respectively.  We  used  exponents  from  0.2  to  10. 
Analysis  of  influence  of  the  kernel  shape  on  the 
resulting segmentation can be seen in the figure 3.

Influence of Noise
Our approach consists of adding Gaussian noise with 
variance from 0 to 0.098 to the reference image (fig. 
1)  and  measuring  differences  between  all  three 
variants of Mean Shift (see figure 4).

4. ANALYSIS OF STABILITY
Segmentation  algorithm is,  typically,  influenced  by 
its  parameters.  By  changing  parameters,  we  could 
expect change in number of segments, not change of 
shape or position of segments. Such preservation of 
shape  and  position  will  be  called  stability  of  a 
segmentation algorithm.

Figure 6. Analysis of stability of methods according to color kernel size. Smaller kernels 
than in reference segmentation are on the left, larger kernels are on the right.  Size of 
color kernel was set from 0 to 1.
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Figure  5.  Analysis  of  stability  of  methods  according  to  spatial  kernel  size.  Smaller 
kernels than in reference segmentation are on the left graph, larger kernels are on the 
right graph. Size of spatial kernel size was set from 20 to 0 (using steps of size 0.1) and 
from 20 to 40 (steps 0.5).
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Stable segmentation would have all points lying on 
the horizontal axis. First stability analysis graphs in 
figure  5  represent  influence  of  spatial  size  of  the 
kernel.  Next  couple  of  graphs  in  figure  6  analyze 
influence  of  the color  kernel  size.  Influence  of  the 
kernel shape is presented in the figure 7. Last graphs 
in  the  figure  8  tries  to  analyze  influence  of  the 
Gaussian noise on the resulting segmentation. 

5. DISCUSSION
Figures 2 and 3 shows some similarity of BMS and 
EMS. In other words, their segmentations look nearly 
the same for various kernel shapes and sizes. But any 
influence of noise leads to different segmentations of 
these  methods.  Original  Mean  Shift  segmentation 
algorithm is much more unstable when changing its 
parameters in comparison with BMS and EMS. That 
is  evident  from  high  results  of  Border  Distance 
values. However, OMS is the most stable algorithm 
in  the  presence  of  a  noise.  According  to  these 
evaluations,  we  cannot  easily  select  the  best 
algorithm.

6. CONCLUSION
We  implemented  three  variants  of  Mean  Shift 
algorithm.  We  compared  them  to  each  other  and 
tested their stability according to change of some of 
their  parameters  and  change  of  variance  of  noise. 
None of them can be marked as the best one, still we 

found  high  correlation  between  BMS  and  EMS 
variants.
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Figure 7. Analysis of stability of methods according to shape of the kernel. Results with 
kernels with exponent from 2 to 0.2 are on the left, the rest from 2 to 10 is on the right.
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Figure 8. Analysis of stability of methods according to Gaussian noise level. Variance of 
noise was set from 0 to 0.098.
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ABSTRACT 
 Recently, non-photorealistic image rendering (NPR) has become the subject of research and development by 
many researchers due to a rapid improvement in computer graphics. NPR has been used for communication by 
emphasizing an image or to simulate existing painting techniques. In this paper, we propose a generation method 
for Indian ink painting image which is an Oriental painting technique from two-dimensional realistic image. In 
general, Indian ink painting has three  kinds of drawing techniques, “Senbyo “ technique to draw only contours 
of objects, “Mokkotu“ technique to draw only the interior of objects and “Senzen” technique to draw both 
contours and the interior of objects. In this paper, we simulate Indian ink painting by “Senzen” technique. We 
extract the contours from two-dimensional realistic image and decide the interior of the object in order to 
generate the image which is drawn by “Senzen” technique.  The final image is generated by combining the inner 
area of the object with the contours.  We generated several Indian ink painting images by our method. The 
experimental results show that the proposed method is effective for Indian ink painting image rendering. 

Keywords 
NPR, Indian ink painting , bilateral filter, Fourier transform 

 

1. INTRODUCTION 
The driving force behind computer graphics has been 
photorealism until now.  Recently, NPR has been 
active area of research with most of the wrok 
concentrating on generating images in various 
traditional styles. NPR is classified in a method for 
communication and a method to express existing 
painting techniques. Many methods to express 
existing painting techniques are proposed. Haeberli 
[ Haeberli ] describes a stroke based algorithm using 
the haloed line effect. Kim et al. [ Kim ] describe a 
method by pointillism. Kang et al. [ Kang ] describe 
a method of generating many kinds of images, such 
as oil painting, watercolor painting and stripping, by 
changing the feature of the stroke. However, Indian 
ink painting has not received as much focus. Satoh et 
al. [ Satoh ] give a method of generating Indian ink 
painting.  

 
It is necessary to use a three dimensional object as an 
input data to their method. Therefore, we propose a 
method for generating Indian ink painting from a 
two-dimensional realistic image. In general, Indian 
ink painting has three  kinds of drawing techniques, 
“Senbyo “ technique to draw only contours of objects, 
“Mokkotu“ technique  to draw only the interior of 
objects and “Senzen” technique to draw both 
contours and the interior of objects. In this paper, we 
simulate  Indian ink painting  by “Senzen” 
technique. 

 

2. PROPOSED METHOD 
We generate Indian ink painting by giving several 
filter processings against two-dimensional objects in 
an input image. After smoothing input image by 
bilateral filter, we extract the contours and decide the 
interior of the object in order to generate the image 
which is drawn by “Senzen” technique. The final 
image is generated by combining the interior with the 
contours. A flow of the method is shown in Figure 1.  

 

2.1 Smoothing 
The features of Indian ink painting are as follows; 
1) Line is drawn along a boundary of the object by 

a painting brush. 

Permission to make digital or hard copies of all or 
part of this work for personal or classroom use is 
granted without fee provided that copies are not 
made or distributed for profit or commercial 
advantage and that copies bear this notice and the 
full citation on the first page. To copy otherwise, or 
republish, to post on servers or to redistribute to 
lists, requires prior specific permission and/or a fee. 

WSCG 2011 Poster Papers 17



2) The light and shading of India ink changes 
smoothly along the boundary. 

3) There are few blurs of India ink near the 
boundary of the object and the boundary is clear. 
 

Based on these features, we use bilateral filter 
[ Tomasi ],etc. along the boundary in order to smooth 
the image  while  maintaining  contours of the object.  
 

Figure 1. A flow of the method. 

 

First, the input image is converted to a gray scale 
image. We calculate the gradient vector of every 
pixel of the gray scale image and the tangent vector 
that is perpendicular to the vector by using sobel 
filter. Using the tangent vector, bilateral filter is 
applied to the gray scale image along the boundary of 
the object.  The weight of Gaussian distribution σg of 
the gradient vector direction in every pixel is 
calculated using the gradient vector g, as follows; 

)1()),(1(),( tg yxgyx σσ −=  

where σt is the weight of Gaussian distribution of 
tangent vector direction. 

 

2.2  Detection of object contours 
We apply Laplacian filter to the image which was 
smoothed and extract the pixels to constitute edges 
by image thresholding. Figure 2 shows an example of 
the input image and the boundary image. 

(a)  (b)  

Figure 2.  Edge extraction: 

(a) Input image; (b) Binary image. 

 

Extracted pixels are converted to poly line data by 
vector trace method [Agui] and B-spline stroke data 
are generated by vertices of the ploy line data. We 
map the brush texture data shown in Figure 3 on the 
stroke data by texture mapping technique. As a result, 
we get the image shown in Figure 4. 

 

 
Figure 3. Texture data of contour. 

 

 
Figure 4. The result of texture mapping. 

2.3  Extraction of painting area 
The interior of the object is painted with light Indian 
ink in “Senzen” technique. It is necessary to extract 
the interior of the object to be painted. Our method 
extracts the area in the smoothed image by frequency 
filtering. The image is converted into spatial 
frequency domain image by Fourier transform. In 
general, the light and dark shading near the contour 
is thicker than the shading of the inner part in Indian 
ink painting. 
Therefore, we emphasize middle frequency of spatial 
frequency domain image and remove the low 
frequency using the equations; 
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where u is the frequency component of the X axis 
direction, v is the frequency component of the Y axis 

Smoothing 

Two dimensional input image 

Indian ink painting 
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Conversion of contours  
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Texture mapping 
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Tone conversion 

Blending  
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direction, and N is a function to normalize a value to 
1 from 0, 1σ is the variance of high-pass filter, and 

2σ , 3σ  are the variances to emphasize the light and 

dark shading near the contour. 
Indian ink painting has the characteristic that the part 
of low brightness is painted with Indian ink. We 
reverse the sign of frequency before inverse Fourier 
transform process is executed in order to express this 
characteristic.  We get the Indian ink painting image 
for the interior of the object shown in Figure 5 by 
reversing the image. 

 
Figure 5. Indian ink painting for the interior. 

 

2.4 Tone conversion 
Indian ink painting has the characteristic that we 
sometimes paint the interior of the object over again 
by the different light and dark shade. The inner part 
of red circle in Figure 6 shows an example of this 
characteristic.  
 

 
Figure 6. Expression of the area of an object. 

 
We emphasize the boundary of light and dark shade 
by using tone conversion function [Winnemoller ] in 
equation (6)-(8) in order to express this characteristic. 
Converted image R(x,y) is calculated as follows; 
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where I(x,y) is the  image before conversion, ϕ  is 

the parameter of smoothness of tone boundary, and q 
is the number of the tone for conversion. 
For example, the image of the result in Figure 7 is 
generated when we use the function in Figure 
8 )30,5( == ϕq . 

 

 

 

Figure 7. Converted    
image. 

Figure 8. Conversion 
function. 

2.5   Blending of image 
We compose the image of the contour generated in 
2.2 and the image of the interior generated in 2.3 by 
using alpha blending. The final image O(x,y) is 
calculated by equation (9) and (10). 

)10(),(1),(
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yxTyx
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−+=
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where T is the image of the contour generated in 2.2 
and R is the image of the interior generated in 2.3. 
Figure 9 shows the image that blends Figure 4 and 
Figure 7. 

 
Figure 9. Blended image. 

 

3. EXPERIMENTS AND RESULTS 
We experiment to verify the effectiveness of our 
method. 
Figure 10 shows three kinds of two-dimensional 
image that we use as input images. There is one 
object in each image, Japanese persimmon, leaf and 
Japanese maple. 

 
(a)  (b)  

 

(c)   
Figure 10.  Input images: 

(a) Persimmon; (b)Leaf; (c)Japanese maple. 
Figure 11 shows the results of contour painting and 
Figure 12 shows the results of interior painting. The 
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final blending image shows in Figure 13. The 
contours of Indian ink painting are expressed on the 
boundary of the object in Figure 11 and light and 
dark shading near the contour is thicker than the 
shading of the inner part shown in Figure 12.  
 

 
(a)  (b)  

 

 

(c)   
Figure 11. The result of contour painting: 

(a)Persimmon; (b)Leaf; (c)Japanese maple. 
 

(a)  (b)  
 

(c)   
Figure 12. The result of area painting: 

(a)Persimmon; (b)Leaf; (c)Japanese maple. 
 

 

(a)  (b)  
  

(c)   
Figure 13. Blended images: 

(a)Persimmon; (b)Leaf; (c)Japanese maple. 

4. CONCLUSION  
In this paper, we proposed an automatic generation 
method of Indian ink painting image from a two- 
dimensional image. Our method generates two kinds 
of Indian ink painting images to express the painting 
by “Senzen” technique. One is contour painting of 
the object and the other is interior painting of the 
object. We achieved Indian ink painting image by 
blending these two kinds of images. 
Experimental results showed that our method is 
effective. 
Future work will explore the automatic generation of 
the tone function. The values of q and ϕ  in equation 

(6)-(8) depend on the input image. In this study, we 
decided these values through trial and error. It is 
necessary to conceive a method to calculate the 
values of q and ϕ  automatically according to the 

input image. 
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ABSTRACT
Physical codes are dependent on a discipline and describe the reality through equations solved on a geometry.
Strong links, or couplings, between them are set up to increase the result accuracy, leading to data exchanges. Me-
chanical codes calculate geometrical deformations which must be tranferred by couplings. Their direct exchange
is generally impossible if coupled codes compute with different models of the same geometry (in practice different
meshes). Moreover, two meshes can only share border(s). This paper focuses on this case: one mesh must follow
the border deformation of the mechanical code mesh.

Keywords
radial basis function, CS-RBF, physical code coupling, deformation exchange, experimental device

1 INTRODUCTION
The French Atomic Energy and Energy Alternatives
Commission 1 (CEA) uses codes to simulate physical
behaviours in nuclear reactors. They are specialized
to a specific domain, such as mechanics, thermohy-
draulics or fuel behaviour. The current CEA approach
is to couple codes to improve the final result accuracy,
leading to data exchanges between codes. These ex-
changes can be of various forms: point values (e.g. a
temperature at a point), data fields (e.g. a pressure on
a surface) or geometrical deformations. A mechanical
code calculates geometrical modifications. Previous
works have been made on the data exchange problem

Permission to make digital or hard copies of all or
part of this work for personal or classroom use is
granted without fee provided that copies are not made or
distributed for profit or commercial advantage and that
copies bear this notice and the full citation on the first
page. To copy otherwise, or republish, to post on servers
or to redistribute to lists, requires prior specific permission
and/or a fee.

1 CEA: French Atomic Energy and Energy Alternatives Commission
(http://www.cea.fr/english_portal)

([BDS07,PV08]). In this paper, we focus on the trans-
fer of deformations calculated by a mechanical code to
a second one in the particular but very important case
where code geometries only share border(s).

The code geometrical models could be CSG or
meshes. In this work, only meshes are considered be-
cause it corresponds to the most encountered situation.
Each code is based on a particular mesh to optimize its
computations with specific dimension (e.g. surfacic or
volumic), properties (e.g. regularity and uniformity)
and cell types (e.g. triangles, quadrangles). Most of
them are composed of hundreds of thousand cells up
to millions of cells. It must be added that the mesh de-
formations must keep the computed data attached to
the mesh for further applications, which is against a
full remeshing.

Based on the differences between meshes, it appears
useful to define a continous function to model the ge-
ometrical deformations. This function can easily be
sampled to any point where a displacement must be
computed. One of the constraint is to interpolate the
deformations and not to approximate them. Another
and natural constraint is that the method must have a
lower processing time order than the code calculation:
e.g. hours when the code execution time is in days (in-
volving generally several hundred thousand cells).
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The remainder of the paper is structured as follows:
section 2 reviews related work. Section 3 presents our
method and its results are proposed in section 4.

2 RELATED WORK
The problem is to transfer an interpolated deformation
between meshes that only share border(s).

In [DGDP10], we addressed the problem of transfer-
ring the deformations between meshes modelling the
same geometry. We introduced a function Fα com-
puted on a network of radial basis functions (RBFs)
after a mandatory simplification step to receive reason-
able computing times. The RBF network is a space de-
formation function ([Wen05]), the deformed area be-
ing the same that the one where the network is com-
puted. This approach is thus not directly applicable.

To address our specific problem, the methods must
be decomposed into two steps: the deformation of the
first area must be applied to the border of the second
area and then the inner part of the second area must be
processed subject to its border deformation. For the
second step, different approaches exist. Full remesh-
ing techniques ([FG08]) are possible. However, it in-
volves the loss of the data attached to the former inner
nodes. In [CSW09], the authors apply a mass-spring
model. It changes the inside point position iteratively
until the complete stabilization. This method is un-
fortunatly too expensive in our case. In [YK09], a
smoothing method optimizes the aspect ratio and re-
duces the element skew of cells. However, some nodes
initially placed inside could finally be outside the mesh
to smooth if new borders are within the initial mesh.
In [Hel03], a Laplacian method is employed. Results
shown are good but deteriorated for large displace-
ments. RBFs are used in [dBvdSB07]. They inter-
polate the variation of node positions located on the
mesh border. RBFs involve to solve a linear system
whose size depends on the number of nodes to inter-
polate. In our case, this number is very high. It in-
duces a computational time that exceeds target set by
the CEA. It is the reason why we introduced function
Fα ([DGDP10]).

3 THE PROPOSED METHOD
3.1 Overview of function Fα

Fα combines a simplification method (not detailed in
this paper but based on [GH97]) which keeps α nodes,
and a RBF network which interpolates these points.
Due to the simplification step, Fα does not interpo-
late the exact deformation. As the kept nodes are
considered the most important ones according to the
simplification method criterion, the induced error is
very low. These nodes are called landmark points
{Li}i=1,..,α ∈ R3. For any point P ∈ R3, function
Fα : R3 → R3 is defined by:

Fα(P) =
α

∑
i=1

λi.φ(‖P−Li‖2) +L (P)

where φ is the C2 Thin-Plate Spline (TPS) such that
φ(r) = r4.log(r). They are centered on landmarks Li.
λi ∈R3 are the network coefficients and L is an affine
function corresponding to global displacements:

L (P) =
3

∑
c=1

λα+c.P(c) +λα+4

where P(c) is the cth coordinate of point P. With the
same notations, the additional constraints are imposed
to take into account the polynomial terms of L :

α

∑
i=1

λi.L
(c)
i =

α

∑
i=1

λi = 0, ∀c = 1,2,3

Centers {Li}i=1,..,α of TPSs are known value positions
that function Fα must interpolate. If Li (resp. L′i) de-
notes the ith node of initial (resp. deformed) mesh used
by the mechanical code, the interpolation condition is:
Fα(Li) = L′i ; i = 1, ..,α . The network coefficients are
thus calculated by solving a linear system involved by
these equations. We define matrix Ψ ∈ Rα×α by:

Ψ =
(

φ(‖Li−L j‖2)
)

1≤i, j≤α

and matrix ξ by ξ = (xi,yi,zi,1)1≤i≤α ∈R4×α , with
(xi,yi,zi) ∈ R3 the coordinates of point Li. Matrix A ∈
R(α+4)×(α+4) of the linear system induced by the RBF
network is defined by:

A =
(

Ψ ξ

ξ T 0

)
; with 0 = (0)4,4 ∈ R4×4

The RBF calculation using TPSs implies a dense
matrix A, symmetric but with a zero-filled diagonal.
Parameter α must be small enough to have acceptable
computation time and memory space used, involving
an error during the deformation calculation.

The disadvantages exposed above are due to two
aspects of TPSs. Functions φ(r) are exponentially
growing, global to the whole data and equal to zero
when r = 0. Ψ is symmetric, because: ∀1 ≤ i, j ≤ α ,
φ(‖Li −L j‖2) = φ(‖L j −Li‖2), but not positive defi-
nite since φ(‖Li − Li‖2) = φ(0) = 0. A is dense and
symmetric with zero diagonal. That prevents to use
efficient methods for solving the linear system, like it-
erative methods.

3.2 Definition of a new function Fσ
α

In order to overcome the difficulties detailed in the pre-
vious section, we propose in this paper to use functions
with compact support. Their advantage is to vanish
when the distance between two centers Li and L j of the
RBF exceeds a threshold, leading to spare matrices Ψ

and A. According to [RA10], the most efficient func-
tions are the CS-RBF, Compactly-Supported Radial
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Basis Function, proposed by Wendland ([Wen05]).
For meshes in R3, φ(r) = (1− r)4.(4r + 1) if r < 1,
φ(r) = 0 otherwise. This function is defined on inter-
val [0,1] with φ(0) = 1 and ∀r ∈]0,1[, 0 < φ(r) < 1.
This provides a matrix Ψ symmetric positive defi-
nite, sparse and diagonally dominant. However, this
function requires a support size. Although works
have already been focused on solving this problem
([OBS05]), it remains open.

We introduce parameter σ . For a given CS-RBF,
we calculate the minimal radius si of the ball contain-
ing σ centers {L}. The global support size S is ob-
tained to ensure that every CS-RBF involve at least σ

centers (e.g. S = max1≤i≤α si). Its calculation is in
O(α.log(α)) and is only done once. A new interpola-
tion function, denoted Fσ

α , is defined. It corresponds
to Fα ([DGDP10]) with TPS replaced by CS-RBF. Its
support size is calculated via σ as detailed above.

3.3 Mesh deformation
Transferring deformations to a mesh only sharing bor-
ders with the one used by the mechanical code can be
realized through Fσ

α . Our whole method is detailed
in figure 1, every step being described below. To be-
gin, a mesh is computed from the geometry of the
whole device (1a). The mechanical code calculation

Figure 1: The outlines of our method

Figure 2: The thermohydraulic code mesh deforma-
tion (top: original, bottom: modified by our method)

is launched (1b). A function Fσ
α is computed after this

step to interpolate the geometrical deformations com-
puted by the mechanical code (1c). The initial mesh
of the second code is then computed (2a), again from
the geometry of the whole device. To be able to mod-
ify this mesh, its borders are extracted (2b). Common
parts between these borders and the first code mesh
are extracted and displaced (2c) applying function Fσ

α

previously obtained. These modifications can then be
applied to all borders of the second code mesh (2d).
The boundary of the second code mesh have been dis-
placed. A function Fσ

α is finally calculated to interpo-
late the evolution of the second mesh border position
(2e). Once applied to all inner nodes, the second mesh
is completely modified (2 f ).

4 EXPERIMENTAL RESULTS
The use case is an experimental device composed by
two pipes placed inside a research reactor. The first
one, called pressure tube, encapsulates an experiment
and isolates it from the rest of the reactor. It is posi-
tioned into a second one, called a device holder. Be-
tween these pipes, a water flow evacuates the heat
emitted by the experiment. The case presented is the
thermohydraulic study of the water.

The reactor core heats both pipes leading to
anisotropic tube dilatations and water thickness vari-
ation. Cooling is no longer homogeneous inducing
different pipe deformations and some thermohydraulic
phenomena can occur. A coupling between a me-
chanical code and a thermohydraulic code is valuable.
The presented method allows to modify the thermohy-
draulic code mesh according to the geometrical modi-
fications calculated by the mechanical code. Both ini-
tial meshes do not discretise the same geometry. The
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first one is a mesh of both tubes, whereas the other
represent the water separating them. Both meshes
share common borders. The first mesh is composed of
14,110 nodes and 37,330 tetrahedra, and the second
one 223,737 nodes and 1,025,622 tetrahedra. Fig-
ure 2 illustrates our results. Both tubes are deformed
and the water section is then modified. The most im-
portant area is located at the bottom of the pressure
tube. Pipe deformations involves a water section varia-
tion: a shrinkage on one side and an enlargment on the
other side. One can see on figure 2 that our method al-
lows to shrink and to stretch smoothly the mesh cells.
Computing time of steps is detailed in table 1. The
device holder deformation is interpolated by function
F100

∞ , noted F(DH), where α = ∞ means the simplifica-
tion is not processed. The same choice, noted F(PT ),
is made for the pressure tube. F(W ) corresponds to the
water mesh modification. Its parameters, chosen ex-
perimentally, are α = 5000 and σ = 100. The whole
use case calculation is achieved in 13min 19s. In com-
parison, it is performed in 1h 7min 37s with function
Fα . The computer used is a PC 64bits under Linux,
using a single core at 1.6GHz and with 4GB of RAM.

step computing time # nodes

F(DH)
calculation 2min 04s 9,302
application 3min 24s 52,453

F(PT )
calculation 36s 4,816
application 1min 22 s 39,962

F(W )
calculation 37s 5,000
application 5min 07 s 131,322

Table 1: Computing time detail for each step

Table 1 shows the method performances in terms of
computation time compared with the number of nodes
used. For information, the thermohydraulic code re-
quires several days while our method updates its mesh
within less than 15min. As the experimental device
study is not yet achieved, we cannot definitely con-
clude about our method accuracy, but thermohydraulic
experts at the CEA validate our results.

5 CONCLUSION AND DISCUSSION
The proposed method allows to transfer deformations
computed on a mesh to another mesh sharing com-
mon borders. Based on previous works, a new func-
tion Fσ

α is established. It interpolates the displacement
of a large number of nodes. This function is the re-
sult of a simplification step and the computation of a
network of Radial Basis Functions having a compact
support. The constraints imposed by the CEA are all
well respected. The complete validation of the method
will be performed when the device development will
be achieved, but according to specialists, results are
promising.

An interesting perspective would be to calculate au-
tomatically σ , parameter controlling the compact sup-
port. For the non-uniform mesh case, one idea might
be to establish a grid centered in each RBF center and
calculate the value of σ to have all grid cells which
contain at least one (or more) other(s) center(s).

ACKNOWLEDGEMENTS
This research is supported by the French Atomic En-
ergy and Energy Alternatives Commission (CEA).

REFERENCES
[BDS07] BONACCORSI T., DANIEL M., SALVO

J. D.: Data exchange interface and model for cou-
pling softwares in nuclear reactor simulations. In
Inter. conf. in PLM (Italy, 2007), pp. 207–216.

[CSW09] CUI T., SONG A., WU J.: Simulation of a
mass-spring model for global deformation. Fron-
tiers of EEE in China 4 (2009), 78–82.

[dBvdSB07] DE BOER A., VAN DER SCHOOT M.,
BIJL H.: Mesh deformation based on radial basis
function interpolation. Computers & Structures
85, 11-14 (2007), 784 – 795.

[DGDP10] DUPLEX B., GESQUIÈRE G., DANIEL
M., PERDU F.: Transfer of mesh deformations
between physical codes. In Curves and Surfaces
conference (june 2010).

[FG08] FREY P. J., GEORGE P. L.: Mesh Genera-
tion. Application to Finite Elements. ISTE, 2008.

[GH97] GARLAND M., HECKBERT P. S.: Surface
simplification using quadric error metrics. In SIG-
GRAPH (USA, 1997), pp. 209–216.

[Hel03] HELENBROOK B.: Mesh deformation using
the biharmonic operator. Inter. journal for numer-
ical methods in eng. 56, 7 (2003), 1007–1021.

[OBS05] OHTAKE Y., BELYAEV A., SEIDEL H.-P.:
3d scattered data interpolation and approximation
with multilevel compactly supported rbfs. Graph-
ical Models 67, 3 (2005), 150 – 165.

[PV08] PERDU F., VANDROUX S.: System / CFD
Coupling for Reactor Transient Analysis. An Ap-
plication to the Gas Fast Reactor with CATHARE
and TRIO_U. ICANPP (june 2008).

[RA10] RENDALL T., ALLEN C.: Reduced surface
point selection options for efficient mesh defor-
mation using radial basis functions. Journal of
Computational Physics 229 (2010), 2810 – 2820.

[Wen05] WENDLAND H.: Scattered Data Approxi-
mation. Cambridge University Press, 2005.

[YK09] YILMAZ A., KUZUOGLU M.: A parti-
cle swarm optimization approach for hexahedral
mesh smoothing. International Journal for Nu-
merical Methods in Fluids 60, 1 (2009), 55–78.

WSCG 2011 Poster Papers 24



Permission to make digital or hard copies of all or part of 

this work for personal or classroom use is granted without 

fee provided that copies are not made or distributed for 

profit or commercial advantage and that copies bear this 

notice and the full citation on the first page. To copy 

otherwise, or republish, to post on servers or to 

redistribute to lists, requires prior specific permission 

and/or a fee. 

 

POSTER: Parametric 3D model of sperm cell surface 
applied in confocal microscopy  

 

Jozef Marek 

Inst. Experimental 
Physics  SAS, 
Watsonova 47, 

Kosice, Slovakia 
marek@saske.sk 

Ivana Uhrinova 

Dept. Biology, 
P.J. Safarik Univ. 

Moyzesova 11 
Kosice, Slovakia 

Erna Demjen  

Inst. Experimental 
Physics  SAS,  
Watsonova 47, 

Kosice, Slovakia 
demjen@saske.sk 

 

Zoltan Tomori  

Inst. Experimental 
Physics  SAS,  
Watsonova 47, 

Kosice, Slovakia 
tomori@saske.sk 

ABSTRACT 
Confocal microscopy combined with 3D graphics enable to study spatial characteristics of biological objects on 

microscopic level.  Human sperm cells have a typical shape with marked asymmetry in its frontal-back part. 2D 

analysis with optical microscope gives mainly information about horizontal plane of the cell. Presented 

parametrical model provides important geometrical parameters describing 3D shape of the cell surface using 3D 

reconstruction of horizontal cross-sections acquired by a confocal microscope. 

Keywords 
3-D Modeling, Surface Reconstruction, Parametric Model, Confocal Microscopy, Sperm Cell. 

 

1. INTRODUCTION 
The relationship between the shape and the function 

of a cell is the subject of intensive research. 

Moreover, cell morphology represented by texture 

and shape indexes is applicable in medicine 

([TDH+08]). Sperm cell (especially its head) has a 

typical shape with marked asymmetry of its frontal-

back part.  Although there were attempts to describe 

the 2D contour of the cell’s head [BCV05], 3D 

models are still rare. The reason is that traditional 

optical microscopy cannot provide high-resolution 

3D images. Atomic force microscopy (AFM) 

[KCS+05] and confocal laser scanning microscopy 

(CLSM) [DBF
+
97] opened new possibilities to obtain 

detailed information about 3D topology of sperm 

cell.  Most of images show a marked flatness of the 

frontal part of the cell. This deformation 

(hydrodynamic profile) is not included in 2D models 

and can be an important factor of the cells movement 

in the surrounding environment.  

The output of confocal microscope is a series of 

digital images representing individual cross-sections 

acquired from  the different depth of the sample. 3D 

surface can be reconstructed from these optical 

sections by using image processing techniques. 2D 

contours of sperm cell at all levels of depth consist of 

pixels that can  represent surface voxels in 3D. 

Fitting of all these voxels by a proper parametric 

model allows both efficient visualization and shape 

analysis. A novel parametric model of sperm cell 

surface is proposed in this contribution. The shape 

analysis allows elimination of  artifacts in fluorescent 

microscopy where their irregular shape and random 

position lead to the variable intensity of emitted light. 

We expect that individual parameters can serve as a 

feature vector for classification of sperm cells.  

2. MODEL  
A lot of surface models in computer graphics are 

based on superquadrics however, they are not proper 

to fit wrinkles in the front part of sperm cell. The 

basis of our model (Figure 1) is  an ellipsoid with 

main axes a0, b0, c0 (in y, z, x directions) however, its 

surface is modified in cylindrical coordinate system 

through a parametrical function        with 

variables   (lateral angle) and         (relative 

distance) :  

 

        
    

                         
 (1) 

 

where for the main axes holds 

WSCG 2011 Poster Papers 25



                 (2) 

 

                (3) 

and flatness is given by the equation 

 

                              (4) 

 

The above defined model has 7 parameters specified 

in Table 1, Figure 3 and incorporates basic shape 

features of the sperm cell (Figure 2):  

After backward transformation of Eq.(1)-(4) to the 

Cartesian coordinate system: 

          (5) 

   

 

 

                     
(6) 

                       (7) 

 

 

3.  CONFOCAL MICROSCOPY  
Purified sperm cells were obtained from the patients 

of Centre for Assisted Reproduction with the 

institutional ethical approval. After fixation, human 

sperm cells were stained with a fluorescent dye 

Ethidium Bromide. Stained cells were then placed 

into polyacrylamide gel environment to guarantee 

Figure  2. Selection of horizontal slices 

of a real cell acquired by confocal 

microscope (inverted). 

Figure  1. Illustration of a 3D-model 

surface of the cell (top, side, back, 

frontal and a rotated view), depicted 

using K3DSurf [K3DS]. 
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their stable position during scanning. Subsequently, 

the microscopic preparation was created by the 

standard way.  

 

Samples were scanned by fluorescence confocal 

microscope which offers a series of digital images 

captured in different depth of sample (0.4 

micrometers apart).  

 

Two types of confocal microscopes have been used - 

Leica DM 2500 CSQ V-VIS and Leica TCS SP5 

(objective 100, resolution xy-139nm, z-236nm) both 

supplied with Leica Application Suite Advanced 

Fluorescence (LAS AF). Surface points coordinates 

x,y,z were calculated from contours acquired by 

segmentation of calibrated microscopy scans of 

horizontal cross-section (Figure 2). A simple 

thresholding segmentation algorithm followed by 

edge tracking contour detection was used (Figure 4). 

Approximation of the cell surface with the defined 

model resulted in noise reduction.  

 

4. DATA PROCESSING  
As the cell’s centre and orientation differs from the 

basic position of the model, it is necessary to use 6 

additional parameters (3 coordinates of the center and 

3 angles of the orientation) for model analysis. In 

order to increase the reliability of calculations and 

accelerate computing, parameters of the cell’s 

placements and orientation are calculated at first by 

sequential fitting of the surface with the main planes 

of the ellipsoid. Their intersection defines the main 

axis and its center the cells’ center (Figure 5).  

 
Consecutively, the cell surface points are transformed 

into cylindrical coordinate system with origin in the 

cell’s centre oriented toward its main axis and these 

data are used in the subsequent analysis. Downhill 

simplex algorithm was used for least square 

optimization of proposed parametric model.  

 

Figure  5.  Schematic drawing of surface 

points projection (light blue dots) and 

projection of the nearest points to the cell 

main planes fits (blue – horizontal plane, 

green– vertical plane) from side view. 

Figure 4. Segmentation of individual optical 

sections. 

kf = tan() 

df  b0 

f  c0 

Figure 3. Model parameters interpretation, 

     depicted using K3DSurf [K3DS]. 

         the main axes of the ellipsoid 

     asymmetry of the cell’s contour in its 

horizontal plane 

   location of the vertical flatness of the 

cell relative to its center 

   steepness of the vertical flatness  

   depth of the vertical flatness  

 

Table 1.  Parameters used in shape model 
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5. RESULTS  
Nonlinear regression methods (Figure 6) were used 

to gain geometrical parameters of a real cell:  

a0 = 1.5 µm, b0 = 1.1 µm,  c0 = 2.4 µm,  δa = 0.06,   

tf = vf . c0 =  0.7 µm,  kf = 11.5,  df = 0.35 with 

standard deviation of the surface 0.1 µm and with 

correlation coefficient  0.94.   Figure 7 shows the 

visualized model of sperm cell surface fitting the real 

image data acquired by the confocal microscope. 

 

6. CONCLUSION  
We have presented 3D-reconstruction of real human 

sperm cell surface from confocal microscopy optical 

sections using novel parametric surface model. The 

extracted parameters occur in region of real cell 

dimensions and as we believe could be useful to 3D-

shape cell classification.  
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Figure 6. Longitudinal half-contours of the 

model surface of the cell with the real cell 

contours in the background. Three 

longitudinal contours corresponding to 

angles 0°-blue, 45°-gray, 90°-red are 

depicted. 

Figure  7. Visualization of the surface model 

of sperm cell head (top, rotated and side 

views), depicted using K3DSurf [K3DS]. 
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An exact hierarchical geometric model. Combining
remeshing and spatial decomposition

A. Martinez 1, J. Jimenez1, F. Paulano1, R. Pulido1 and F. Feito1
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ABSTRACT

The use of hierarchical spatial decomposition in 3D scenes in order to manage the complexity of the objects is a well known
approach. The main problem with this technique is the updating process when the mesh is modified. Any deformation or
rotation means a new complete reconstruction of the structure. By other way remeshing techniques modify the structure of a
mesh in order to achieve a given quality requirement. In this study a combination of remeshing techniques and hierarchical
spatial decomposition is presented. Our goal is to develop an new model applying a remeshing process based on the hierarchical
structure elements. This new model allows to extend one deformation in the spatial decomposition to the mesh. The tetra-tree
is chosen as the spatial decomposition because of its advantages in relation to the remeshing algorithm. Tests with medium
meshes with the new model were performed with good results.
Keywords: Normal orientation, mesh repair, visibility, patch connectivity, CAD tools.

1 INTRODUCTION
Nowadays the visualization of complex scenes is com-
mon in interactive environments. The complexity of the
objects inside the 3D interactive-scene and the time re-
quirements (real-time) force us to develop simplifica-
tion techniques to fulfill the requirements without de-
creasing the detail. Spatial decomposition is one of
these approaches that solves this problem [15]. One ad-
vantage of these structures is that can be implemented
hierarchically, so its complexity can be adapted to dif-
ferent environments. The main disadvantage is the up-
dating process that is forced by any modification (de-
formation) of the original mesh. This problem appears
because the relation between triangles and nodes of the
spatial decomposition is not unique, so one triangle
could belong to more than one node.

On the other hand remeshing techniques are common
in many areas of computer graphics areas such as:
surface sampling [3], surface parametrization [14],
remeshing irregular geometry [1], improving mesh
quality [16] and mesh approximation [6]. These
techniques modify the triangles of the mesh in order to
fulfill some quality requirement where the complexity
is often constrained. In our paper a combination be-
tween remeshing techniques and spatial decomposition
is proposed. We call exact model if each triangle of
the mesh belongs to only one node, on otherwise is an
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redistribute to lists, requires prior specific permission and/or a fee.
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Plzen, Czech Republic.
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non-exact model. Our goal is adapting the mesh to the
nodes of the spatial decomposition in order to develop
an exact geometric modeling. Previous work [5,10,13]
uses spatial decomposition to define the way to gen-
erate new meshes. This remeshing transforms the
triangles mesh inside the nodes into new nodes of the
structure. In this paper a novel hierarchical spatial
decomposition based on the work by Jimenez [7] is
proposed, but with some modifications in order to
overcome the limitations of the classical model and for
developing an exact geometric model.

2 REMESHING
In many applications, a remeshing procedure is
necessary to increase the level of detail, generate
non-homogeneous triangulation or improve triangu-
lated meshes [5, 10, 13]. Besides needing to reduce
the complexity of the meshes, the mesh quality must
be improved. Other remeshing techniques focus on
compatible refinement, hierarchical simplicial trees
and the definition of the maximum factor of mesh
growth [4]. Alliez et al. [2] performed a complete
survey of remeshing techniques, defining remeshing
as: "Given a 3D mesh, compute another mesh, whose
elements satisfy some quality requirements, while
approximating the input acceptably". In this paper, a
remeshing procedure is applied to adjust the original
mesh to a hierarchical spatial decomposition, so our
quality requirements are based on the nodes of the
hierarchical spatial decomposition. The remeshing is
localized because the procedure is not applied to the
whole mesh but only to a subset of triangles which do
not belong completely to a node of the hierarchical
decomposition. This remeshing procedure could be
considered as a high quality remeshing, taking into
consideration the fact that the mesh is subdivided in

1
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order to obtain a new mesh with more triangles than the
original one. If in previous applications this approach
is focused on adapting the mesh to some properties of
the mesh such as curvature [1], in our work the mesh is
adapted to the hierarchical spatial decomposition.

3 COMBINING HIERARCHICAL SPA-
TIAL STRUCTURES AND REMESH-
ING TECHNIQUES

The nodes of the tetra-tree are tetra-cones that are tetra-
hedrons with their base at infinity. So the problem of
intersecting nodes and shared triangles is reduced to a
triple intersection triangle and lateral tetra-cone face,
that is a triangle - triangle 3D intersection. The tri-
angle - triangle intersection is easily reduced to a seg-
mented/ray - triangle intersection where each ray is an
edge of the triangle and the triangle is one of the lat-
eral faces of the tetra-cone. The ray - triangle intersec-
tion is an important problem in many computer graphic
areas. The classical algorithm used for the ray - tri-
angle intersection is the one proposed by Möller [11].
The main problem of this approach is how it deals with
limit cases which forces us to trace new rays. A review
of ray-triangle intersection algorithms is shown in [9].
To overcome the problem of the limit cases we use a
robust point in polygon test based on barycentric co-
ordinates [8] and the intersection algorithm proposed
by the same author [9] where the limit cases are found
directly during the study of the value of barycentric co-
ordinates. In this scheme the use of tetra-tree is a major
advantage because, the classification method for the hi-
erarchical structure, the point in polygon test and the
ray-intersection algorithm are all based on barycentric
coordinates so some calculations may be reused. Af-
ter the combined inclusion and intersection procedure,
all the possible cases of triangle - triangle intersection
are studied and one of the splitting patterns is chosen
(see figure 2). The splitting patterns are selected to be
as simple and efficient as possible, attempting to reduce
the number of triangles generated and being invariant
to the edges intersected. In this paper this scheme has
been applied in a general form without any precalcula-
tion during the building of the spatial structure, so this
approach could be applied to any spatial structure that is
composed or reduced using tetrahedrons or tetra-cones.

The special case are divided into rejected special
cases, which are directly removed from the remesh-
ing procedure, and degenerated special cases where the
remeshing is applied but a test to remove degenerated
triangles is performed as well. In general geometric
problems the special cases are not usual or are very
rare [12], but in our case a previous splitting process
often generates many special cases. If these cases are
not explicitly controlled the splitting process could have
no ending. The Jimenez algorithm deals with the limit
cases naturally using the barycentric coordinates, so the
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Figure 1: The triangle - tetra-cone intersection can be
easily expressed as a triangle-triangle intersection using
the plane that contains the triangle.

special cases are handled directly with no additional op-
erations. If the mesh is required to be compatible some
post-processing algorithm could be applied [4].

3.1 Cases of intersection between two tri-
angles and subdivision patterns

There are 11 cases of intersection between two trian-
gles (see figure 2). In these images we consider the
blue triangle as the triangle of the mesh to split and the
red one as the triangle of the intersection of the plane
that contains the triangle and the tetra-cone (see figure
1). Taking into consideration the assumption that the
tetra-cone is larger than the triangle to be classified, the
most probable subdivision cases are (sorted by decreas-
ing probability): case 3, case 4, case 1, case 8, case 7
and case 11. Cases 2, 5, 6 and 9 are plausible theoret-
ically but did not appear on our tests [see section 4].
So most of the triangles intersect only one face of the
tetra-cones and have two intersection points. The tests
performed confirm this probability distribution. Once
the intersection case is defined, a subdivision pattern is
applied. These patterns have been defined attempting
to reduce the number of degenerated triangles. An ad-
ditional test to reject degenerated triangles is also used.

4 EXPERIMENTAL RESULTS

The new model has been tested over medium-size
meshes, similar to those most usually used in computer
graphics and common applications. The first mesh has
40000 triangles and 20002 vertices. Table (4) shows
how the size of the mesh increases according to tetra-
tree levels. The amount of new primitives increases
geometrically in relation to the number of tetra-cones
which increases exponentially. The distribution of the
cases where the subdivision is applied is shown in table
(4) too.

The mesh before the remeshing procedure and after
is shown on figure [5], and the green triangles are the
shared triangles found on the mesh.

More tests are summarized on tables 6, 7 and 8.
2
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(a) Splitting Pat-
tern 1

(b) Splitting Pat-
tern 2

(c) Splitting Pat-
tern 2

(d) Splitting Pat-
tern 1

(e) Splitting Pat-
tern 2

(f) Splitting Pat-
tern 2

(g) Splitting Pat-
tern 1

(h) Splitting Pat-
tern 2

(i) Splitting Pat-
tern 2

(j) Splitting Pat-
tern 1

(k) Splitting Pat-
tern 2

Figure 2: Intersection cases and splitting patterns.

Figure 3: Medium-size mesh used.

TT Depth TT Generated Final triangles Final points

1 24 47232 27334
2 120 53599 33610
3 504 64967 44978
4 2040 82757 62768

Figure 4: Evolution of the number of triangles and
points when subdivision is applied. Distribution of the
intersection cases. C is the intersection case number,
and TTD is the tetra-tree depth.

Figure 5: Before (left) and after (right) the remeshing
algorithm, the shared triangles have been removed. In
green, the shared triangles from the original mesh

TT Depth Final triangles Final points

1 2648 1954
2 3533 2834
3 4413 3707
4 4803 4097

Figure 6: Mesh, new size of the mesh and cases. The
original mesh has 1854 triangles and 1172 points. TTD
is the tetra-tree depth

TT Depth Final triangles Final points

1 3131 2072
2 4044 2978
3 4634 3566
4 5462 4389

Figure 7: Mesh, new size of the mesh and cases. The
original mesh has 2180 triangles and 1132 points. TTD
is the tetra-tree depth

TT Depth Final triangles Final points

1 74173 40667
2 84008 50501
3 93907 60403
4 127036 93565

Figure 8: Mesh, new size of the mesh and cases. The
original mesh has 69459 triangles and 35947 points.
TTD is the tetra-tree depth

Figure 9: Evolution of the mesh size after the remesh-
ing procedure in relation with the tetra-tree level.

5 CONCLUSIONS AND FUTURE RE-
SEARCH

A new hierarchical spatial decomposition for dealing
with complex objects has been presented. This new ap-
proach is based on regular spatial decomposition per-
formed by tetra-trees. In order to achieve this goal, a
local remeshing method is applied. This method trans-
forms the relation between triangle and tetra-cone into a
direct relationship, increasing the size of the mesh. The
splitting process adds triangles to the original mesh, but
this mesh is simplified with the hierarchical structure.
So we increase the time for tetra-tree building (only per-
formed at the beginning), attempting to avoid an updat-
ing process on the interaction environment.

Various tests with real meshes were performed to
compare the original meshes with the remeshed ones.
Regarding the main disadvantage of our model, the
computational cost of the building process, some pre-
liminary work for translating the building process to the
GPU are in progress. The geometric operations of the
split method are easily implemented in GPU as well so
the whole process could be performed in the GPU thus

3
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reducing the associated computational cost. With re-
gard to the geometrical operations applied to hierarchi-
cal decomposition some ideas are under development,
such us: a fast way to locate nodes and determine the
concavities and holes in the mesh, definition of depth
levels to classify the triangles inside the nodes, and a
space-filling index to perform transversal operations on
the tree.
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ABSTRACT 
We propose a method which constructs a panoramic depth image. We use a digital still camera and a panoramic 
lens. The lens has omnidirectional mirror that is pointed in the camera direction and the camera can shoot a 
horizontal panoramic image through it. We use two panoramic images to construct a panoramic depth image. 
Each image is photographed at different height and there is the parallax difference between these images. Our 
method seeks corresponding point between these images and calculates the depth value at each pixel. In addition, 
we had some experience to evaluate effectiveness of our method. The results shows that our method is useful for 
making three-dimensional contents form the real scenery. 
 

Keywords 
Computer graphic, image processing, panoramic image, depth image, three-dimensional reconstruction. 

1. INTRODUCTION 
In recent years, flat panel displays such as LCD and 
plasma display have reached mass. Particularly these 
few years, 3D televisions are launched on the market 
by various manufacturers and the demand for 3D 
contents is increasing.  
The easy way to get 3D contents is to record the real 
scenery with a stereo camera. Another way is to 
make three-dimensional objects and render them 
using some computer graphic software. However, 
such software demands the specialized knowledge of 
computer graphics and the operation skill. In addition, 
it requires much production time to construct virtual 
scenery.Then, the techniques constructing the virtual 

sceneries from photographed images taken by a 
camera have gotten a lot of attention recently. With 
this technique[Jou94a][Tra89a][Tra92a], the virtual 
scenery can be built up easily because it doesn’t 
require the specialized knowledge about computer 
graphics. However it requires a huge number of shots 
to build up detailed virtual sceneries by using a 
conventional camera. Because of this reason, the 
method by using the omnidirectional mirror has 
gotten a lot of attention recently. With this mirror, a 
number of shots can be reduced because of its wide 
field of view. 
When using computer graphics, the virtual scenery 
can be viewed stereoscopically by using the depth 
information preserved at each pixel. However it is 
necessary to give the depth information to the 
photographed image in order to view them 
stereoscopically because the photographed image 
doesn’t have the depth information. The image with 
the depth information can be generated by using a 
conventional stereo camera. However there is no 
established standard method to reconstruct the depth 
information from photographed images through the 
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omnidirectional lens. In the present report, we 
propose a method which generates the image with 
depth by storing the depth information to the 
omnidirectional image. Our method makes it easy to 
generate the virtual scenery from photographed 
omnidirectional images.  We had some experiment to 
evaluate our method. In the experiment, we use a 
conventional digital still camera SONY DSLR-A900 
and  an omnidirectional mirror EIZOH Wide70 as 
shown in figure 1. Figure 2 shows the image 
photographed by this system. 

 
Figure 1. Omnidirectional mirror 

 
Figure 2. Omnidirectional image 

2. OFFSET VERTICAL VISION 
Our method uses two omnidirectional images and 
calculates depth information by applying stereo 
vision to these images.  Stereo vision is a method 
which reconstructs the three-dimensional information 
from two images photographed at a different view 
point as shown in figure 3.  

To reconstruct the three-dimensional information on 
the principle of stereo vision, it is necessary to find 
the corresponding point between two images. These 
corresponding points are found with the constraint 
that spatial positions correlated to the pixel are on a 
line. The points corresponding to the pixel on an 

image plane are on the line of sight which projected 
to the other image plane. This line is called epipolar 
line. Then we fixed the camera to the tripod and take 
shots elevating the camera. This is called offset 
vertical vision and we define the image photographed 
at the upper view point as the upper image and the 
image photographed at the lower view point as the 
lower image. We can take the upper image and the 
lower image at a time with a single camera. In 
addition, there is vertical translation which is called 
vertical parallax between those images as shown 
figure 4.  

3. DEPTH CREATION 
Our method generates the panoramic depth image 
from the omnidirectional image which photographed 
through the omnidirectional mirror. First, the upper 
image and the lower image are converted into 
panoramic images by a development projection. 
Finally, the depth information is calculated for each 
pixel from the parallax between developed images. 
However the process may find incorrect 
corresponding points by mistake. Then we set a limit 
to the search range for avoidance of mistake. 

Searching for the Corresponding Point 
Our method uses template matching to find 
corresponding points. Template matching searches 
for the point which is similar to the template image. 
The process generates the template image from the 
lower image and finds the corresponding point by 
searching for the similar region in the upper image. 
The corresponding point is found in each image 
photographed at the lower and the upper view point 
and the depth information for each pixel is calculated 
from the parallax of the corresponding point. We 
applied SSD(sum of squared differences) to 
calculating the similarity measure. This value is 
calculated by 

 
Figure 3. Stereo vision 

Figure 4. Offset vertical vision and its parallax 
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I is the target image and T is the template image. 
(xi,yi) is the coordinate of an point in an image. m 
and n are size of target and template image. As SSD 
approaches to zero, the target image is similar to the 
template.  

Limitation of the Searching Area 
Our method uses the template matching with color 
information. If the process searches over whole the 
image, the possibility of miss search is increased at 
the regions where similar color is. Then we adopt a 
limitation of the searching area. We uses the epipolar 
lines, the property of the offset vertical vision and the 
standard deviation of color. First, as described in 
Chapter 2, the point in an image is on the epipolar 
line in the other image. Then the searching area can 
be limited to the epipolar line and the area around it. 
Second, objects in the lower image come out below 
the level of corresponding height in the higher image.  
Then the searching area can be limited to the area 
below the line that belongs to the  top edge of the 
template. With these limitation, the searching area is 
reduced as shown in figure 5. 

 
(a) Upper image (b) Lower image 

Figure 5. Limitation of searching area 
However, the process may find more than one 
matching result when there’re not enough textures in 
the image. Then if the standard deviation of the 
template image is not enough high, the process 
doesn’t proceed the template matching for the 
template because there’re not enough textures. 

Calculating the depth value 
Our method calculates the depth value by 
triangulation. The camera position of the upper 
image is A and the camera position of the lower 
image is B. It is necessary to measure ݈, ߚ ,ߙ, and ݎ 
as shown figure 6.  

 
Figure 6. Triangulation 

Where the vertical angle of view is ߠ௛  and the 
corresponding points on the images are ݅ and j, the 
height of the image is h. The ߙ and ߚ are calculated 
by  

⎪
⎪

⎩

⎪
⎪

⎨

⎧

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
⎟
⎠

⎞
⎜
⎝

⎛
⎟
⎠

⎞
⎜
⎝

⎛ −−

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
⎟
⎠

⎞
⎜
⎝

⎛
⎟
⎠

⎞
⎜
⎝

⎛ −+

=
−

−

2
tan12tan

2

2
tan21tan

2

1

1

h

h

h
i

h
i

θπ

θπ

α    

⎟
⎠
⎞

⎜
⎝
⎛ <≤

⎟
⎠
⎞

⎜
⎝
⎛ <≤

hih

hi

2

2
0

 

⎪
⎪

⎩

⎪
⎪

⎨

⎧

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
⎟
⎠

⎞
⎜
⎝

⎛
⎟
⎠

⎞
⎜
⎝

⎛ −+

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
⎟
⎠

⎞
⎜
⎝

⎛
⎟
⎠

⎞
⎜
⎝

⎛ −−

=
−

−

2
tan12tan

2

2
tan21tan

2

1

1

h

h

h
j

h
j

θπ

θπ

β   

⎟
⎠

⎞
⎜
⎝

⎛ <≤

⎟
⎠

⎞
⎜
⎝

⎛ <≤

hjh

hj

2

2
0

 

(a) Upper image (b) Lower image 

Figure 7. Relationship of the corresponding points and 
angles 

 is calculated by ݎ

( )( )βαπ
β
+−

=
sin

sinlr   

The depth ݀ as shown in figure 5 is calculated from 
the trigonometric ratio by 

αsinrd =   

Depth Value Correction 
Some area is not searched as a result of the limitation 
of the searching area. Incorrect corresponding points 
may be found even if the searching area is limited. 
This reads to an  incorrect depth value. Then we 
adopt a depth value correction. Unsearched area 
doesn’t hold the depth value. First, these depth values 
are interpolated from neighboring pixels up and 
down as shown in figure8.  

  
(a) Lack of depth (b) Vertical interpolation

Figure 8. Depth value correction 
Second, some depth is differ greatly from one of 
surrounding pixels. Then we apply median filter to 
every depth. 
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4. RESULT AND CONCLUSION 
We had some experiments to evaluate the 
effectiveness of our method. In this experiment, 
depth image was generated from a pair of 
omnidirectinal images as shown in figure 9(a) and (b). 
The resolution of each image is 10,800 × 3,024. 
Figure 9(c) shows the result generated from these 
images. Where the blight area means near and the 
dark area means far. From this result, it is thought 
that our method can create the depth image almost 
successfully. However, some area results in black 
which means far despite near regions. In these areas, 
incorrect corresponding points are found by mistake. 
It is thought that this problem can be solved by 
setting appropriate aperture value to the camera and 
by using structured lights[Con03a]. 
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ABSTRACT

In our work, we propose our application of 3D graphics inside the web browser. Nowadays, internet and web
browsers are not only space, where user can read information, but it is space also for collaboration and experience.
Therefore we propose new ideas how should browsing a modern web page look like with use of state-of-the-art
technology and possibilities. Users expect from the displayed application more interesting features, not only display
of static text. Standard layout of a web page is based on list of a newspaper or a book. This layout is obsolete and
does not fit modern approach in new technologies. Our method of displaying content and information inside the
web browser is with full 3D, not only embedding 3D as a special feature inside a small part of web page. In this
article we also include virtual Theatre as a case study for this problem and explain possibilities of information
display and reasons why is 3D better than 2D in this case.

Keywords: 3D web, VRML, X3D, browser

1 INTRODUCTION

These days there are more possibilities how to make
interactive and interesting application for web pages.
The web page, as we know is today 2D content derived
from the news page. Although there are some possibil-
ities to put 3D content inside a web page with the help
of plug-in, most of the web pages are still 2D. In our
work we are presenting some ideas how to extend 2D
web page to a 3D space in novel way. We also provide
a case study where we show that it can be really useful
to use 3D space instead of standard 2D web page.

]

Permission to make digital or hard copies of all
or part of this work for personal or classroom use
is granted without fee provided that copies are not
made or distributed for profit or commercial advan-
tage and that copies bear this notice and the full ci-
tation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists,
requires prior specific permission and/or a fee.

Our work is divided into 3 parts. In the first part we
will focus on 3D interface for a web page and our way
of transferring 2D interface from standard web page
into 3D space. The second part describes the case
study. This study shows that in case of cinema or the-
atre it is possible to use 3D space and also the user or
visitor will have better experience and fun. Last sec-
tion brings plans to the future and conclusion.

2 BACKGROUND AND RELATED
WORK

In this section, we will discuss different ways of dis-
playing a 3D content inside the web browser. First
we have to say, that none of today web browsers have
implemented direct support for 3D content, only with
the use of plugin. The HTML version 4.01 and also
XHTML specification do not have the support for 3D
content [W3C99], [W3C00]. The same is for styling
the document. Cascading style sheet (CSS) version 2
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have support just for styling 2D content [W3C09].

On the other hand, there are some formats, that are
used to present 3D content inside web page. The old-
est one is Virtual reality modeling language (VRML).
Advantages are: it is an open standard, ready to be
shared on the internet and have direct support for inter-
action [vBSF04]. Disadvantages are: it is old format
and lacks some new features, plugin for the browser is
needed.

Newer and popular formats, similar to VRML are
COLLADA and X3D. Both are based on XML and
divided in to a profiles for better usability and both
do not support direct way of interaction [wDc05],
[AB06]. First one is newer version of VRML and be-
come a standard for 3D virtual space. VRML and X3D
are the most used format for 3D on web [wDc]. Nev-
ertheless direct interaction is not supported in X3D,
it is possible to use combination of X3D and AJAX as
AJAX3D [Par07]. Second one is primary used for data
exchange and nowadays browsers do not have support
for displaying it, there are no plugins. One option is
Google’s project O3D [Goo10], that adds interaction
with use of JavaScript API and display COLLADA
with use of plugin from Google.

Above mentioned formats need a plugin for a display.
On the other hand, future will probably bring new op-
tions. WebGL is a new web standard for low-level
3D graphics. It is based on OpenGL ES 2.0 and uses
the canvas element in HTML5 [W3C10], that means
that you do not need to use any plug-in. However the
HTML5 is not a standard yet, so the support for We-
bGL will be in the next generation of web browsers
[Khr10].

Beside the mentioned technologies, there are a lot of
other projects, which try to extend web page into 3D.
One of them is X3DOM, where the authors propose to
use X3D and integrated it in DOM tree. Then it is easy
to manipulate with 3D objects [BEJZ09]. Another
project is 3DMLW, which is a technology for creating
and displaying 3D and 2D content on the web through
common web-browsers [tR08]. Authors of [Pau10]
proposed to use 3DCSS to separate visual properties
from other properties in 3D scene. The 3DCSS is
based on CSS 2.1. They also propose to use 3D
MARKUP SCENE DESCRIPTION (3DMSD), which
extends the current web page model in 3D.

Using 3D in the web page is not novel. Few of the
projects in cultural heritage use also 3D content to
present their exhibits at whole museum [Fer07] or
[moL05]. Nevertheless, these projects and solution use
3D only as extension in part of the page, to show some
scenes, or some objects. We would like to focus on
3D web pages, that do not display anything from the

content of the page outside of the 3D plugin.

3 3D INTERFACE

In this section we propose our solution how to create a
3D web page and how to create a simple web page in-
terface in 3D. For our solution we use VRML or X3D,
but in future we would like to convert it into webGL.

Figure 1: Our proposed solution of 3D web browser
instead of 2D with navigation cube.

In 2D space the author of a web page has just one plane
to use. Most of the web pages has the similar layout.If
we extend the web page into 3D space we get much
more space where to put information, content etc, see
fig. 1. Screenspace is not changed, just the way how
to display content. As the 3D web pages are not so
spread, we would like to propose how the interface can
look like. Instead of pages we can use room as a part
of whole site. Unlike SphereXP by Hamar [Ham05]
and Task Gallery [Rob09], our 3D GUI approach does
not open multiple application windows.

Navigation in this kind of web page is also very im-
portant. Users are no so familiar with 3D on web, so
the navigation should be clear enough and it should be
based on real world or on common navigation in 2D
web pages. We decided for the object similar to one in
real world. For the site with more than one room, we
can take analogy from real world and use doors as the
links between rooms. However, the user have to had
the information where the doors will take him. Our
scene is different, we use only one room and the scene
is dynamically changed. We use a cube, which con-
tents all setting and whole menu for the site. The cube
is the central point to navigate (see fig. 1). This cube
can show also the text information or text content of
the site. .
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4 CASE-STUDY - THEATRE

Figure 2: The part of the John Palarik Theatre in Tr-
nava, Slovakia. (Screenshot from our application.)

In this section we will show you our solution in real
data. In section 3 we discussed use of 3D vs. 2D.
One of the good examples, where 3D page has more
potential than 2D is a theatre, because for the user it
could be interesting to have a feeling that he is inside,
instead of reading a brochure about it (analogy to 2D
page). Our theatre is created based on real John Palarik
Theatre in Trnava, Slovakia (fig. 2.)

Figure 3: User is looking at the scene from the selected
seat.

It is the room with stage and spectators (see teaser). On
the stage you can find our cube mentioned before (sec-
tion 3). In this case the cube represent the navigation
menu and also it shows some information (see teaser).
The user can interact with this cube. We choose ro-
tation around up vector, that means we will use only
4 faces from cube. Three faces contain information
about theatre as in 2D page, but fourth face is used
specifically for 3D. On this face the user can find the

ground plan of the theatre with all seats available. Vis-
itor can choose any seat and the view will be trans-
formed into the position of that seat. This gives to the
user the exact look into a scene as in the real theatre.

Figure 4: Price displayed on the seats.

The user is also able to click on each seat and avatar
[vBSF04] will be also transported into that place (fig.
3). Afterwards user can find out the angle of the view
and also if there are some barriers like columns etc.
Even price for the specific seat could be displayed di-
rectly on the seat (fig. 4). When the view is satisfac-
tory it is also possible to proceed to checkout and buy
the tickets. We propose this solution in 3D, because
user will have better idea of the building structure and
possible view from the seat, which in plain 2D will not
be satisfactory.

It is possible to use theatre in 3D not only for buying
tickets, but for the show itself. We could add virtual
performance, or video screen on the virtual stage and
bring user real feeling from the theater. This could
help user even more to choose a seat. Moreover also
additional features are possible during show, which are
not common in real theaters, but could be useful such
as subtitles.

4.1 Other possible case studies

The virtual theatre is not the only one possibility when
is better to use 3D instead of standard 2D web page. It
could be used also in cinemas or e-shops. If the user
came to the e-shop, products are displayed same way
as in catalogue. But in case of 3D site, user get the
opportunity to see the 3D model of that object and can
also interact with it, can play with it. Shopping could
be even more fun, similar to playing a game. This way
could help shop to have more customers that like to
spend some time in a shop and shopping is entertain-
ment for them. A lot of people are visiting shops to
get some inspiration, so the user can do that also in 3D
e-shop.
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The approach mentioned above is better theoretical
and real user feeling need to be better evaluated. We
created prototype, but to prove our assumptions we
need to create deeper user study. This we leave to the
future work by now.

5 CONCLUSION AND FUTURE
WORK

In our work we show possibility of layout change
for some modern web pages. We proposed solution,
where 3D space is displayed in whole internet browser
space instead of just part. Our case-study shows how
this approach can be used for the better user orientation
and comfort. Moreover, in this space even more infor-
mation can be added. In future work we would like to
convert our solution and case study into webGL to get
a direct support from the web browser, not only use
of a plugin. Another important improvement would be
better user study as is mentioned above sec. 4.1.
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ABSTRACT

Kernel density estimation (KDE) is widely used statistical method to study distribution of the data. The problem with this

method is choosing the right bandwidth. In our work we focus on semiautomatic bandwidth selection with the use of visual

paradigm of the Mode Tree. We not only enhanced the bivariate mode tree visualization, which was only sketched by the

authors, but we also developed a hybrid CPU/GPU implementation to improve the speed of the mode tree construction.

Keywords: Mode Tree, Data Visualization, Kernel Density Estimation, GPU.

1 INTRODUCTION

Nonparametric density estimation was overlooked for

years as an interactive visual data exploration tool. It

was mainly due to the intense computational complex-

ity, but with todays GPU algorithms even a low end

graphics hardware can compute a kernel density esti-

mate in real time. Current hardware allow us to interac-

tively change the parameters and see the results instan-

taneously, but the search for the best bandwidth is not

easily solved even if we can compute and observe tens

of different KDEs in real time.

Thus in our work we picked up the mode tree visual

paradigm and brought it to interactive life with a GPU

algorithm. This powerful tool is not widely used, be-

cause one needs to compute tens to hundreds of differ-

ent KDEs, which is a time consuming task. The Mode

Tree is a powerful graphical tool for choosing the right

bandwidth for KDE construction, it can reveal distri-

butional characteristics, such as multimodality. Here

we present an implementation which is capable of con-

structing a bivariate mode tree on a main stream hard-

ware in interactive rates and we also enriched the visu-

alization with following enhancements:

• height and depth augmented visualization for easy

identification of important features and suppressing

the outliers

• mitigated clutter of the 3D plot

• interactive hybrid CPU/GPU implementation

Permission to make digital or hard copies of all or part of this work
for personal or classroom use is granted without fee provided that
copies are not made or distributed for profit or commercial advantage
and that copies bear this notice and the full citation on the first page.
To copy otherwise, or republish, to post on servers or to redistribute
to lists, requires prior specific permission and/or a fee.

Figure 1: 1D kernel density estimate (in red) for 32

random samples with the bandwidth of 0.04 with the

corresponding Gaussian kernels (in blue) and a 16-bin

histogram (in grey).

2 RELATED WORK

KDE (Fig. 1) is a well established visual analysis

method in many fields, e.g. in bioinformatics [2, 3]

and in visualization of heat maps [5]. This idea

was also adapted to the parallel coordinates [4]

visualization [21, 1].

In nonparametric density estimation, the kernel func-

tion choice does not influence the final density recon-

struction that much. More important is the choice of the

right bandwidth, the smoothing parameter. This choice

effects how much of the underlying structure will be

exposed to the user. Wrong bandwidth can lead from

undersmoothed to oversmoothed reconstruction, as can

be seen in Fig. 2.

Figure 2: Three KDEs from random data with varying

bandwidths from oversmoothed to undersmoothed re-

sults.

Scientists were trying to find automatic methods

to find the best bandwidth [18], some say that the

bandwidth should vary with data sample [10]. In the

adaptive bandwidth selection, the work by Maciejew-
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ski [7] uses the k-nearest neighbours to estimate the

kernel.Until now, there is no completely satisfactory

automatic method to find the right bandwidth and many

real world data show, that one global bandwidth is

insufficient.

For this reason a visual tool called the Mode Tree was

introduced by Minnotte and Scott [11]. This method

summarizes information from density estimates com-

puted for many different bandwidths h (Sec 4). The

mode tree was further enhanced to display modes’

sizes, antimodes and bumps. Later Marchette and

Wegman introduced the Filtered Mode Tree which is

constructed from filtered kernel estimator [8]. Minnotte

et al. also developed a Mode Forest [9], which is a si-

multaneous view of many mode trees, which are based

on original data but with variations such as resampling

and jitter. This method can filter out outliers which can

strongly affect the simple mode tree.

Recent research on mode trees was done by Klemalä [6]

who generalized the idea of mode tree to multivariate

settings in form of multiframe mode graphs.

3 KDE

Kernel density estimation (KDE) was introduced by

Rosenblatt [14] and Parzen [12]. Given a set of n data

samples (x1, . . . ,xn)|xi ∈ R the KDE is

f̂h(x) =
1

nh

n

∑
i=1

K

(
x− xi

h

)
(1)

where K is a kernel and h is the bandwidth (smoothing

parameter). The kernel function K usually has the fol-

lowing properties: K(x)≥ 0 ∀x,
∫ ∞
−∞ K(x)dx = 1 and K

is centered in 0. In our work we focus on the Normal

kernel and figure 1 shows an example of a KDE with

the corresponding Gaussian kernels and histogram.

3.1 2D KDE

Focus of this work is on the bivariate mode tree, so we

need an extended 2D kernel to compute 2D density es-

timate. Equation 1 for two dimensions is

f̂H(x) =
1

n

n

∑
i=1

KH (x−xi) (2)

where x ∈ {(x,y)|x,y ∈ R} and H is a symmetric

positive-definite bandwidth matrix. In our work we

have decided to use two different bandwidths (each

for one dimension) and not to use the full potential of

the matrix H, which would also allow rotation of the

kernel. The final separable extension of equation 1 to

2D with two bandwidths looks like this (Eq. 3) and an

example 2D plot can be seen in figure 3.

Figure 3: Example of a two dimensional KDE from the

cars dataset [20].

f̂h(x,y) =
1

n

n

∑
i=1

K

(
x− xi

hx

)
·K

(
y− yi

hy

)
(3)

For details on how to derive the final equation 3 we refer

to Scott and Sain [15], where extensions to arbitrary

dimensions can be found.

4 MODE TREE

For 1D KDE the mode locations are plotted against

the bandwidth at which the density estimate with those

modes is calculated [11]. In Fig. 4 the solid vertical

lines represent the modes corresponding to those in the

density estimates. Important thing in the mode tree con-

struction is to use a logarithmic scale for choosing the

different values of h, because at high values of h large

changes have lesser effect on the KDE than smaller

changes at lower values of h. Plotted locations of all

modes result in a set of lines called mode traces.

Silverman [16] proved, that for the normal kernel the

number of zeros in all derivatives of f̂h is decreasing

for increasing h. This implies that also the number of

modes is decreasing as the bandwidth is increasing.

5 2D MODE TREE

The mode tree is very useful tool in one dimensional

case and has a potential to be good with 2D KDE. In

the bivariate case it becomes a 3D plot instead of 2D,

where on X−axis is the first dimension, on Y−axis is

the second dimension and the Z−axis represents in-

creasing bandwidths and the streaks represent modes’

locations (Fig. 5).

Minnotte et al. in their work only sketched the idea of

bivariate mode trees [11]. They also had to resample

the data to have variance equal to 1, because they used

only single bandwidth for both dimensions. In our work

we do not have a limitation of resampling the data and

of single bandwidth.

One of the biggest drawbacks of mode trees is their

computational complexity, which is even bigger prob-

lem in the bivariate case. Recent main stream GPUs
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Figure 4: 1D Mode Tree. Solid vertical lines repre-

sent the modes corresponding to those in the density

estimates, where the bandwidth is on the Y -axis. Hori-

zontal lines are links from extinct modes to the modes,

which consumed them. Plotted from 100 KDEs.

Figure 5: The bivariate Mode Tree as defined by Min-

notte and Scott [11]. The streaks represent modes’

locations on 2D KDE for increasing bandwidths (the

Z−coordinate). At the bottom of the mode tree there is

the 2D KDE of the lower bandwidth limit.

can compute the 2D KDE in interactive times and we

modified the current GPU algorithm to be even more

efficient for the mode tree computation (Sec. 7.1).

6 ENHANCED BIVARIATE MODE

TREE

In this work we focus on enhancing the bivariate mode

tree, not only to mitigate the problems of three dimen-

sional plots (occlusion, navigation, etc.) but also make

the visualization more informative and clear to the user.

We also developed a GPU implementation to compute

the 2D mode tree and for smaller data sets we achieved

instantaneous construction times (Sec. 7.1).

One very important information, which is not commu-

nicated to the user in the original mode tree, is the

height of the modes. The mode tree tells us only where

the modes are and nothing more. To address this is-

sue we used special color coding with monotonically

increasing luminance of the color (Fig. 6), as developed

by Wyszecki and Stiles [22].

Figure 6: Color coding with increasing luminance used

to encode mode’s height.

The color and the brightness represent the relative

height of the modes, where the black color represents

the tallest mode and streaks with lighter colors are the

smaller modes, possible outliers. This color coding

makes the significant modes stand out, while the small

modes, outliers, are more hidden from the viewer.

Another problem of all 3D plots, not only bivariate

mode tree plot, is occlusion, so the features closer to

the camera occlude features farther away. This can

lead to hiding important features behind unimportant

ones, in some camera positions. To mitigate the prob-

lems with occlusion, we used semi transparent mode

streaks, where the transparency values are based on the

relative height of the mode to the current tallest mode.

This means that small modes are represented not only

by lighter streaks (which could occlude dark streaks),

but the streaks are also semi transparent (Fig. 7). The

smaller the mode, the more transparent it is, thus ensur-

ing that significant modes represented by dark streaks

are always clearly visible and only subtly overlayed by

the outliers. If the user wants to study outlying modes,

then the color coding and semi transparency can be in-

verted.

The last problem of the 3D plots we addressed in this

work is difficult spatial location deduction. When look-

ing at a simple bivariate mode tree (Fig. 5) it is hard

to deduce the correct locations. Even an approximate

location is very hard to guess. We adapted a simple

idea from [13], where they made contour thickness of a

point in space dependent on distance to the camera. So

we made the mode streaks closer to the camera more

thicker and the far away streaks are thinner, which im-

proves depth perception (Fig. 7).

7 IMPLEMENTATION

Our implementation is a combination of a CPU and

GPU algorithm. The KDEs are computed on the

GPU (Sec. 7.1) and the identification of modes and

mode traces construction is done on the CPU. Finding

modes on a 2D grid is a simple task, but constructing

the mode streaks is a more challenging one.
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Figure 7: Enhanced bivariate mode tree: (top) Color

coding enabled, which reveals relative height of the

modes to the tallest mode, but with some small modes

occluding taller ones. (bottom) With transparency en-

abled, mitigating the clutter caused by plotting the

mode streaks in 3D. Only the important peaks are

clearly displayed and also their starting positions are

always visible. Streaks closer to the camera are more

thick and the far away streaks are thinner, for better

depth perception.

First we start by computing many KDE’s with different

bandwidths, from zero to the variance of the data. The

default value for the number of density estimates was

set to 64 and the bandwidth values are equally spaced

on a logarithmic scale. For the reason we refer to the

section 4. After this we identify the modes and then run

a matching algorithm to connect the modes’ locations

for different bandwidths to construct a mode streak. For

this we developed a simple multipass heuristic, where

in the first pass we connect modes which are directly

above each other and remove these modes from the

queue of unprocessed modes. Then we run multiple

passes where in each pass we try to find a correspond-

ing mode streak for each unprocessed mode, within an

increasing radius.

7.1 GPU implementation

Computing hundreds of KDEs is computationally the

most intensive task and therefore is entirely done on a

GPU. For this we developed a GPU algorithm, where

we precompute four Gaussian kernels into an RGBA

floating point texture, each for a different bandwidth

and to a different texture channel. Then we use a splat-

ting technique, which results in four KDEs computed

with different bandwidths, in the same time as one. The

thing that slows down the construction the most, is not

the KDEs computation, but the construction of mode

streaks, which is done on a CPU (Sec. 7).

Table 1 shows performance values for different data sets

and different GPUs, from low-end laptop Intel 4 mobile

GPU to a powerful AMD HD5700. The times vary for

the same GPU, because the construction time is heavily

dependent on the point matching algorithm, which de-

pends on the number of modes. We can compute mode

tree in real time even on low end hardware.

data / GPU Intel 4 mobile AMD HD5700

cars (400) 200 - 300 ms 60 - 90 ms

out5d (16k) 2800 - 3900 ms 600 - 800 ms

Table 1: Time of 2D mode tree construction, with

128×128 KDE resolution and 100 different bandwidth

values. The cars data set has 400 records and out5d has

16000 records.

8 CONCLUSION AND FUTURE

WORK

This work brought attention to an old idea of the Bivari-

ate Mode Tree. We achieved not only an interactive hy-

brid GPU/CPU implementation, but we also enhanced

the mode tree visualization with information about the

height of the modes for easy identification of impor-

tant modes. With making the unimportant modes trans-

parent, we removed some clutter, which is one of the

biggest problems of 3D plots. We also made modifi-

cations for better depth perception of mode streaks for

easier spatial localization.

In the future we want to further enhance the plot, for ex-

ample with better outliers visualization (stippled lines)

and with links from extinct modes to the modes which

consumed them. Further we would like to improve

the performance of our GPU algorithm with the use of

multiple render targets, which will allow us to render

16− 32 KDEs at once with only a small time increase

compared to the current implementation. And the last

thing we will do is a better initial camera placement,

which is very important in 3D plots, but is not a trivial

task. This could be achieved by geometric best view al-

gorithms [19], which we will have to adapt to the lines

geometry.
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ABSTRACT 

 
Pixar’s PhotoRealistic RenderMan® is a powerful graphics rendering system with underexplored potential for 
visualizing scientific data. We utilized PhotoRealistic RenderMan® to visualize simulations of galaxy mergers 
which are dynamic and contain large volumes of multidimensional data. Our goal was to emulate existing 
astronomical imagery such as images captured by the Hubble Space Telescope. In order to accomplish this we 
developed techniques for rendering individual stars and also took into account factors such as galaxy density. 
PhotoRealistic RenderMan® was used to create a movie from the provided galaxy merger data. In this paper we 
describe our approach and present the results. We also discuss how the rendering framework can be extended to 
incorporate the effects of light bending due to gravity. 

Keywords 
Visualization, RenderMan®, Simulation, Galactic events.

1. INTRODUCTION 
Humans are extremely limited in their ability to 
process and understand raw scientific data. This is 
especially true for large datasets. Simulations of 
galactic events such as black hole mergers for 
example, generate huge volumes of complex 
multidimensional data. Scientific visualization is 
needed to help bring meaning to this information.  
Computer Generated Imagery (CGI) can be used to 
display such phenomena.  Typically existing tools are 
used or new ones must be developed. Powerful tools 
such as Pixar’s PhotoRealistic RenderMan® [Kau00] 
have strong roots in computer animation and in the 
film industry. However, PhotoRealistic RenderMan® 
is often viewed by the scientific community as a 
means of creating fantasy worlds and special effects 
and has largely been ignored as a resource for 
visualizing scientific data. 

PhotoRealistic RenderMan® has several important 
characteristics that make it a viable and effective tool 
for scientific visualization. These include numerous 
advanced features for creating visual effects and the 
ability to use distributed processing to take advantage 
of large multi-core networks of computers to increase 
overall throughput. In recent years, several 
planetariums have begun using rendering packages 
such as PhotoRealistic RenderMan® to create 
immersive experiences for their visitors [Mol10]. In 
this paper we demonstrate how PhotoRealistic 
RenderMan® can be used to visualize simulations of 
galaxy mergers. Our aim was to create compelling 
imagery similar to the stunning images captured by 
the Hubble Space Telescope (see Figure 1). 
 

 
Figure 1. Galaxy NGC 4414. Courtesy of NASA 
and the European Space Agency. Image generated 
by the Hubble Space Telescope. 

Permission to make digital or hard copies of all or part of 
this work for personal or classroom use is granted without 
fee provided that copies are not made or distributed for 
profit or commercial advantage and that copies bear this 
notice and the full citation on the first page. To copy 
otherwise, or republish, to post on servers or to 
redistribute to lists, requires prior specific permission 
and/or a fee. 

WSCG 2011 Poster Papers 47



The remainder of this paper is structured as follows: 
section 2 discusses background and related work; 
section 3 presents our visualization framework and 
rendering techniques; results are presented in section 
4; we conclude and describe future work in section 5. 

2. BACKGROUND AND RELATED 
WORK 
The Center for Computational Relativity and 
Gravitation (CCRG) is a research group that utilizes 
mathematical modeling, supercomputing and data 
visualization to help further our understanding of 
astrophysical phenomena [RIT10]. Researchers at 
CCRG have developed a visualization framework 
called Spiegel, which is equipped with a convenient 
graphical interface for creating programs to extract, 
analyze, and render different views of the data 
[Bis05]. Spiegel was originally designed to utilize 
Java3D or JOGL to create the final images. Recently, 
Espinal et al. extended the Spiegel framework to 
utilize PhotoRealistic RenderMan® [Esp10]. They 
demonstrated the capabilities of the improved 
framework by creating renderings of galaxy mergers. 
However they utilized relatively simple shaders, 
which were not very realistic. Our aim was to create 
more realistic images that were closer in appearance 
to imagery captured by the Hubble Space Telescope. 
To accomplish this goal, we consider the appearance 
of individual stars and overall star density. 

3. VISUALIZATION FRAMEWORK 
AND RENDERING TECHNIQUES 
Individual frames of the final video sequence were 
produced using simulation files provided by the 
Center for Computational Relativity and Gravitation. 
The files contain positional data of every star and 
black hole for each timestep in a galaxy merger 
simulation. The Spiegel graphical interface was used 
to establish viewing parameters and a RenderMan® 
Interface Bytestream (RIB) file was then generated 
for each frame. RIB files are simply text files that 
contain a sequence of commands that RenderMan® 
compliant renderers such as PhotoRealistic 
RenderMan® can interpret and execute. 
In reality, black holes are not visually perceptible 
because the gravitational pull of black hole is so 
strong that not even light can escape from its center. 
Since our focus was on realism, we opted to ignore 
the presence of black holes in our renderings and 
instead focused on creating more realistic stars.  
Figure 2 shows an overview of our visualization 
framework. Prior to this work, the stars were 
typically rendered as simple spheres. For our 
approach, each star is actually a combination of three 
spheres with separate shaders. Using a modified 
version of RenderMan’s built in Perlin-based noise 
function [Per85] and the built in spline function, the 

main surface color across the star was created. For 
the spline, five colors are used: a base color, usually 
white or black, and four colors similar to the desired 
star color. The color palette is shown in Figure 3. To 
simulate sunspots, we modified the built in noise 
function and used the RenderMan® mix function to 
add this into the overall surface color. 
 

 
Figure 2: Overview of visualization framework. 
 

 
Figure 3: Palette of possible colors for stars.  
 

To simulate the prominences of the stars, i.e. a cloud 
of gas elevated above the star surface, a second 
sphere is applied over the main sphere and an 
opaque, fog-like surface shader of the appropriate 
color is applied. The specific color of the prominence 
surface shader does not have to be the same as the 
surface color of a star. For example, a red star can 
have a yellow prominence and it would still look 
acceptable. Additionally, a displacement shader is 
applied to the prominence to further enhance the 
effect. Figure 4 shows the effect of each of these 
steps. 
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a. Star sphere 

 
b. Surface shader 

 
c. Prominence 

 
d. Prominence with displacement 

 

Figure 4: Combining various shaders to create 
more realistic looking stars. 
The galaxy as a whole was imaged using subtle 
techniques that cannot be seen when looking at a 
single star.  Every star in the simulation was bound to 
a transparent surrounding sphere with a radius 25 
times larger than itself.  The RenderMan® Shading 
Language’s noise function was used to generate a 
believable regular pattern. The noise function was 
given the surface point of the sphere as a parameter 
and subtracting a constant value of 0.4 for all red, 
green blue (RGB) colors.  The magnitude of the color 
was further determined by five octaves.  Each of the 

octaves enclosed the noise function where noise was 
multiplied by a value of 3.6 lacunarity. After color 
values were calculated for each surface point, opacity 
was defined using the values in Table 1. 
 

 Red Green Blue 

Opacity 0.02 0.02 0.03 

Table 1: Red, green, and blue opacity values 
  
Rendering of the movies was performed using 
RenderMan Pro Server 15.1 on iMac 9.1 machines 
with 2.66 GHz Intel Core 2 Duo processors, and 4 
GB 1066 DDR3 memory running OS X version 
10.6.4. RIB files were generated from Spiegel 
visualization system for input to PhotoRealistic 
RenderMan®. The RIB files were dispersed among 
10 machines where PhotoRealistic RenderMan® was 
used to render the frames. A simple Bash shell script 
was used to feed a single RIB file at a time to reduce 
overhead and memory consumption. 

4. RESULTS 
Rendering time for an average frame containing 
14000 stars took approximately 4 to 6 minutes across 
workstations. The movies generated are on average 1 
minute, 40 seconds in length at 25 frames per second. 
All frames had a 768 x 768 pixel resolution. 
Transitions between frames appear smooth but a 
careful viewer can sometimes perceive subtle 
discontinuities. The discontinuities only occur with 
slow moving stars at the edges of the simulation 
where they do not change positions enough between 
frames for the difference to appear. These transitions 
were hard to perceive and vary in severity depending 
on the input data, frame rate, and number of times 
interpolated between positions. 
The effects of the final galaxy shader are most visible 
in the center of galaxy where many stars contribute to 
the final pixels. For a simulation of two super dense 
galaxies colliding with a larger galaxy we noted that 
as stars are pulled away from their home galaxies that 
this results in a visible reduction in the total 
brightness of their home galaxy mimicking what 
happens when real galaxies collide. Figure 5 shows a 
galaxy rendered using our approach. 

5. CONCLUSION AND FUTURE WORK 
We found that PhotoRealistic RenderMan® could be 
used to generate realistic looking visualizations of 
galaxies and galactic events. Our technique takes 
advantage of noise algorithms, which mimic 
reoccurring patterns found in nature. This, combined 
with the fluid motion of the galaxy, can be used to 
create believable movies that are based on scientific 
data as opposed to an artist’s depiction. Movie 
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quality appeared similar to that of the false color 
astronomical photos. More realistic images are 
possible with diligent shader design.  
PhotoRealistic RenderMan®, while useful, does have 
limitations. When rendering large sets images we 
observed considerable slow down as size increased. 
Using a simple UNIX shell script we were able to 
reduce overhead and memory consumption by 
feeding one RIB file at a time to the renderer. 
In the future we would like to visualize the effects 
created by the bending of light around black holes. 
However, RenderMan’s ray-tracer is not set up to 
trace light along curves; it only traces light rays in 
straight lines from the camera and between objects. 
Another issue with this idea is that there is no explicit 
formula for the curves that the light follows around 
black holes, especially in the case where there are 
multiple black holes. In general the differential 
equations describing the shape of the space-time 
continuum cannot be solved analytically. The 
geodesics that the light rays follow need to be 
generated by integrating these equations numerically. 
Zink discusses an approach to general relativistic 
volume raytracing that accurately visualizes the 
matter around a single black hole [Zin08]. His 
approach involves generating geodesics by numerical 
integration. As part of our future work we plan to 
extend his technique to handle multiple black holes. 
Since the RenderMan® ray-tracer only works along 
straight lines it should be possible to make this 
algorithm work by dividing the curves into short 
straight line segments.  
Finally, although RenderMan® has some limitations, 
it is a definitely a powerful and viable solution for 
visualizing scientific data. It readily provides a rich 
collection of shading and rendering techniques, with 
large libraries of shaders publicly available. A 
scientist with limited programming knowledge can 
easily modify them to suit their needs. RenderMan® 
should be used when appealing and realistic 
visualizations need to be created. However, for real 
time rendering it is not recommended. One final 
benefit to using RenderMan is that it runs on standard 
commodity hardware and can be distributed to 
multiple computers to take advantage of whatever a 
scientist has available.  
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a. Galaxy shown without effect of galaxy shader. 

 
b. Galaxy shown with effect of galaxy shader 

Figure 5: Images rendered with and without our 
galaxy rendering technique enabled. This 
particular dataset consisted of 14000 stars. 
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ABSTRACT 

In this paper, we propose innovative system in order to assist the user in a 3D objects layout context. Through a 

combination between virtual reality (VR) and constraint programming (CP) technique, user's 3D interaction and 

manipulation will be translated to incoming queries of a constraints solver which propagate constraints and 

generate a new possible solution. The computed solution is transmitted, as new positions of 3D objects, to virtual 

environment (VE) which reconfigures itself. We focus in this paper on the architecture of our system and we 

describe the implementation of several constraints and some first results. 

Keywords 
Virtual environment, 3D interaction, Decision-making, 3D objects layout, constraint programming. 

 

1. INTRODUCTION 
A spatial configuration problem can be defined as a 

placement problem for which, and while satisfying 

the constraints, a positioning of components inside 

the container is looked for. It has applications in 

many industrial sectors. Often solved by hand from 

intuition and experience of designers, the 

development of automatic methods to solve the 

problem becomes a challenge at time when systems 

become more complex. 

VR is defined as a system composed of software 

and hardware elements stimulating a realistic human 

interaction with virtual objects which are synthetic 

models of real or imaginary objects. The 3D 

interaction is the major component of VR, it allows 

the user to be able to change the course of events in 

a synthetic environment [Bowman, 1999]. 

VEs technology is now recognized as a powerful 

design tool in industrial sectors such as 

manufacturing, process engineering, construction, 

and aerospace industries [Zorriassatine et al., 2003].   

 

However, in many cases, VEs are being used as a 

pure visualization tool for assessing the final design. 

VR can be used in many contexts of decision 

making involving several constraints, such as 3D 

objects layout which can be a tedious and costly 

task. 

Thus the classic use of VEs does not provide 

assistance to the user in a 3D layout context and 

does not furnish indication on the best positioning 

of 3D objects. The integration of an intelligent 

module (constraints solver in our case) in VEs 

could resolve the interactive spatial configuration 

problem. 

The notion of constraint is naturally present in 

several areas such as resources allocation, planning 

and industrial production. We can define a 

constraint as a property or condition that must be 

satisfied, it can be expressed as a relationship or a 

restriction on one or more variables. 

To provide a solution of 3D objects layout problem, 

we present an intelligent virtual environment 

allowing the user to interact with virtual objects 

while respecting the predefined constraints of 

design. From a set of 3D objects, the user can select 

those which will constitute the 3D scene and specify 

their geometric properties (dimensions, colors ...) 

and semantic ones (temperature, light, vibration ...).  

Permission to make digital or hard copies of all or part of 

this work for personal or classroom use is granted without 

fee provided that copies are not made or distributed for 

profit or commercial advantage and that copies bear this 

notice and the full citation on the first page. To copy 

otherwise, or republish, to post on servers or to 

redistribute to lists, requires prior specific permission 

and/or a fee. 
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2. RELATED WORK 
Some works on the under constraints programs in 

VEs have been developed. For example, Xu et al., 

have treated the combination of physics, semantics, 

and placement constraints and how it permits to 

quickly and easily layout a scene [Xu et al., 2002]. 
The author generalized distributions and a richer set 

of semantic information leading to a new modeling 

technique where users can create scenes by 

specifying the number and distribution of each class 

of object to be included in the scene. Sanchez et al. 

have presented a general-purposed constraint-based 

system for non-isothetic 3D-object layout built on a 

genetic algorithm [Sanchez et al., 2002]. This 

system is able to process a complex set of 

constraints, including geometric and pseudo-physics 

ones. 

More recently, Calderon et al., have presented a 

novel framework for the use of VEs in interactive 

problem solving [Calderon et al., 2003]. This 

framework extends visualization to serve as a 

natural interface for the exploration of configuration 

space and enables the implementation of reactive 

VEs. 

It must be noted that these previous works are based 

on CLP and Prolog [Diaz and Codognet, 2001] or 

genetic algorithms. However, in the last few years, 

powerful CP-based solvers such as Gecode 
[Schulte, 1997] have been developed. 

In spite of interest of previous works, they present 

some limits and can be extended in different 

directions. For instance, we envisage offering more 

interactivity (by using haptic feedbacks and 

stereoscopic images) to the user for more efficient 

object manipulation. In addition, and for more 

clarity, an explanatory information module will also 

be provided to justify the infeasibility of certain 

configurations proposed by the user. 

3. SYSTEM DESCRIPTION 
Our system is a 3D real-time environment based on 

CP techniques. It supports the resolution of 

interactive 3D objects layout. Through permanent 

communication, the choice of objects and 

constraints as well as user's 3D manipulation will be 

converted to queries sent to the solver. The work of 

the solver will be translated into automatic 

reconfiguration of VE (Figure 1). In addition, this 

system can present to the user many solutions 

(feasible spatial configurations) that will be able to 

explore by a specific device. 

In order to intensify the user's immersion in the VE, 

a human-scale virtual reality platform is used in our 

first tests (shown in Figure 2 and described in the 

next section). 

3.1 Architecture of interaction model 

The aim of the interaction model is to make the 

correspondence between user's interactions with VE 

and inputs / outputs of the solver. 

In our case, the work of the solver is based on a 

specific logic, depending on which, it is triggered 

by the addition of new constraints and it produces 

results in the form of new positions of objects. 

Thus, two aspects are concerned: (1) how the solver 

can respond to user's actions? (2) how the solver's 

results will interactively modify the VE?. 

From a configuration of objects showed in the VE, 

the user can interact with it by moving some 

objects. This manipulation generates an event that 

will be used by the communications module (based 

on threads) to create new queries to the solver. 

Acting according to these queries, the solver will 

produce new results sent directly to the virtual 

environment in order to update the current spatial 

configuration. Consider the simple example from an 

initial solution computed by the solver, the user 

moves the gray object (circled object) to the right 

(Figure 1). An event will be automatically generated 

from which the communication module "post" new 

constraints in the solver. These constraints will be 

applied on object which index is encapsulated in the 

event sent to the solver. Thus the solver will be re-

called and the new position of the concerned object, 

and possibly those of other objects, will be 

encapsulated in another event sent to the VE (via 

the communication module) that extract new 

positions and reconfigure itself. 

 

 

 

 

4. VIRTUAL REALITY PLATFORM 
The In order to intensify the user's immersion in the 

virtual world and assist him in his 3D arrangement, 

a human-scale virtual reality platform is used in our 

first tests (Figure 2). VIREPSE is a human-scale VE 

that provides force feedback using the SPIDAR 

Figure 1. Architecture of intelligent VE. 

 

. 
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system (Space Interface Device for Artificial 

Reality) [Richard et al., 2006]. Stereoscopic images 

are displayed on a rear-projected large screen (2m x 

2.5m) and are viewed using polarized glasses. Four 

motors are placed on the corners of a cubic frame 

surrounding the user. By controlling the tension of 

each string, the system generates appropriate forces 

(Figure 2). 

 

 

5. COMBINATION RV-CP 
As mentioned before, our objective is to propose 

and implement interactive approach to solving 

interactive 3D layout problems [Kefi et al., 2010]. 

This approach is based on the architecture and 

interaction framework described above. From a 

GUI (Graphical User Interface), the user begins by 

selecting 3D objects to place and constraints to 

satisfy. Then the system will launch a dialogue with 

the solver to check the feasibility of the 3D 

arrangement. As illustrated in the next figure, the 

user cans interact with the proposed solution 

(computed by the solver) by moving its constituent 

objects. After each displacement, the solver is re-

called to consider new constraints and calculate new 

solutions or cancel the last displacement (if at least 

one constraint is violated). Once the new solution 

computed, the 3D environment is informed of the 

new positions of objects and will automatically 

reconfigure itself (Figure 3). 

 

 

6. CONSTRAINTS IMPLEMENTATION 

AND FIRST RUN EXAPLES 

In the case of our problem, constraints of 

arrangement can be divided into two categories: (1) 

Geometric constraints related to the physical 

placement of 3D objects. For example, the 

constraint of no_overlapping, constraint 

minimal_distance (the concerned object is away 

from other objects at least distance dmin). (2) 

Semantic constraints: from the fact that each object 

has a list of semantic attributes (light, temperature, 

vibration), this type of constraints uses these 

attributes to define the location of objects. For 

example, the temperature constraint uses the 

attribute temperature of the concerned object to 

place it away from sources of heat. It should be 

noted that several geometric constraints have been 

implemented allowing a first validation of our 

approaches. The implementation of semantic 

constraints is underway. The next part will be 

devoted to describe the firsts results obtained in 

order to validate our constraints implementation. It 

must be noted that we use the same propagation 

techniques for all the constraints. For each one, we 

use the same heuristics to select variables and their 

associated values. In this paper we present only one 

constraint: the minimal\_distance. 

 

Minimum-distance-constraint 

This constraint forces involved objects (cows in this 

example) to be far-off by a distance greater than or 

equal to a distance (dmin) specified by the user. In 

addition this constraint can be useful for example to 

put an object away from sources of heats. As shown 

in the following figure, objects can be placed in the 

space while keeping a minimum distance of dmin. 

 

 

 

 

 

Figure 2. Multi-modal platform: VIREPSE 

. 

 

 

Figure 4. Illustration of the Minimum_distance_constraint 

. 

 

 

Figure 3. Illustration of the interactive approach 

. 
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6.1 Response time 
The response time is determined by the speed at 

which solutions are computed. Certain operations 

like displacing some expensive 3D objects and 

loading some big ones could slow down the 3D 

layout manipulations. So, interaction time cycle is 

depend not only on using the suitable technologies 

to model and implement constraint but also on the 

overall system architecture and interaction 

framework. 

In order to evaluate the response time of our system, 

we have carry out some experiments with different 

number of objects and using only two kinds of 

constraints: minimum-distance and on_floor 

constraints. The following figure shows the 

response time as a function of the number of 3D 

objects. 

 

 

6.2 Discussion 
We can remark that the execution time increases 

with the number of objects to layout. Computing 

times obtained are sufficient to solve a real layout 

problem where the number of objects does not 

generally exceed fifty objects. Our current system 

can solve such problems in less than one second, 

which ensures real-time interaction 

and a response almost instantly. 

7. CONCLUSION 
We have presented an efficient system for 

interactive 3D objects layout problem solving. 

Based on a combination RV-CP, this system can be 

used to assist the user during a 3D configuration 

task (spatial configuration). Through a GUI, the 

user can add 3D objects to the environment and 

choose constraints for each. 3D manipulations and 

user interaction will be converted to new queries 

sent, through a structured communication module, 

to the constraint solver. Thus each moving objects 

retriggers the solver which, after propagations of 

constraints, is looking for new solutions and 

transmit it to the VE. In the future, some tracks are 

envisaged: increase realism and immersion through 

the use of advanced 3D interaction techniques, 

increasing the size of the problem (increasing the 

number of objects to arrange). 
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