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ABSTRACT

Quantum algorithms have shown promise in solving Quadratic Unconstrained Binary Optimization (QUBO) prob-
lems, benefiting from their connection to the transverse field Ising model. Various Ising solvers, both classical and
quantum, have emerged to tackle such problems efficiently but lack global optimality guarantees and oftentimes
sufer from hardware limitations such as limited qubit availability. In this work, we propose a hybrid branch-and-
bound (B&B) framework that integrates Ising solvers as heuristics within a classical B&B algorithm. Unlike prior
theoretical studies, our work presents a practical implementation, available as open-source at GitHub. We explore
when and where to apply Ising solvers in the search tree, and introduce a custom branching rule optimized QUBO
embedding. Our method is evaluated on hundreds of QUBO instances from QUBOLIb.jl using Gurobi and the
D-Wave quantum annealer. Our Results show up to 11% less solution time and 17% fewer nodes compared to
default Gurobi, an off-the-shelf commercial optimization solver. These findings demonstrate the value of hybrid

quantum-classical strategies for enhancing exact optimization.
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1 INTRODUCTION

The quadratic unconstrained binary optimization prob-
lem (QUBO) is a central family of optimization pro-
grams where one seeks to minimize a quadratic func-
tion over binary variables. Formally, a QUBO is defined
as

Minimize x'Qx

1
subjectto x; € {0,1}, Vi€EN, M

where x € {0,1}", N = {1,...,n}, and Q € R™" ig
symmetric. The objective function includes both linear
terms Q;;x; and bilinear terms Q; ;x;x;.

This family of optimization problems arises in several
applications such as MAXCUT, graph partitioning,
protein folding, machine learning pipelines and
many others [GKHD22]. QUBO is a special case of
mixed-integer programming (MIP) with only binary
variables, no explicit constraints, and quadratic ob-
jective, which in turn is a subfamily of Mixed-integer
nonlinear programming (MINLP), extending MIP
to allow general nonlinear objective functions and
constraints. By this token, QUBOs can enjoy the
rich set of methods and solver capabilities that have
been steadily expanding over the past three decades
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—from mixed-integer linear programs (MILPs), to
second-order cone programs (MISOCPs), to noncon-
vex quadratic problems (MIQP/MIQCP), and finally to
general MINLPs [Bix12, [KBPV22| |Gur24]- to solve
these problems to global optimality.

MINLPs are, in general, hard to solve as they often in-
volve nonconvexities such as bilinear terms, nonlinear
constraints, or logic-based disjunctions. These break
convexity and often require reformulations, decomposi-
tions, or restrictions to tractable subclasses [KBLG19]].
Most approaches to solve MINLPs to global optimality
rely on the branch-and-bound (B&B) algorithm,
enhanced with methods like McCormick relaxations,
Reformulation-Linearization Technique (RLT) cuts,
and second-order cone approximations [RKS23]]. Mod-
ern commercial solvers such as Gurobi incorporate
these techniques and can solve QUBOs exactly to
optimality. However, exact methods quickly become
intractable as problem size grows.

To handle such large instances, heuristic solvers are
commonly used. Metaheuristics such as simulated
annealing, tabu search, genetic algorithms, large-
neighborhood search, and path-relinking can produce
high-quality solutions for problems with tens or
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hundreds of thousands of variables. More recently,
physics-inspired methods such as coherent Ising
machines, digital annealers, and quantum annealers
have shown promise in efficiently sampling low-energy
states [MMB22]. While these methods do not guaran-
tee global optimality, they offer practical performance
on large-scale QUBO instances.

This work explores hybrid approaches that pair these
solvers with quantum and physics-inspired heuristics
to accelerate B&B while preserving global optimality
guarantees. That is, providing both a solution and a
certificate of global optimality.

Motivation for Hybrid Algorithms

While classical exact methods such as branch-and-
bound (B&B) can solve small to medium-sized QUBOs
to global optimality, they become computationally im-
practical for large problems due to the exponential
growth in subproblems and the cost of solving relax-
ations. This motivates using quantum heuristics, thanks
to the connection between QUBOs and the transverse
field Ising mode [Lucl4]. However, current quantum
hardware is limited by qubit count, sparse connectivity,
and environmental noise [AAA™24]. In fact, practical
instances typically exceed hardware capacity which
often times prevents direct execution, or obtained
solutions are of poor quality. More importantly, global
optimality usually cannot be guaranteed by quantum
hardware.

These complementary limitations motivate hybrid
strategies that combine classical guarantees with
quantum or physics-inspired heuristics.  Quantum
heuristics can guide branching, supply high-quality
incumbents, or tighten bounds, while the classical
solver retains responsibility for global optimality
certificates. The B&B tree structure naturally supports
this integration by enabling selective oracle calls on
promising subproblems.

Our Contribution

We present a practical hybrid quantum-classical algo-
rithm for solving QUBO problems by embedding Ising-
based heuristics into a classical B&B framework. Our
method interfaces externally with Gurobi and invokes
classical or quantum Ising solvers as heuristic oracles
on selected subproblems. These solvers are invoked at
different levels of the B&B tree. Oracle calls may pro-
vide branching decisions or candidate incumbent solu-
tions. To improve effectiveness, we apply a preprocess-
ing step to reduce the size of embedded subproblems
and use a graph-aware branching rule based on vari-
able degrees in the QUBO interaction graph. This de-
sign maximizes the value of Ising oracle calls while re-
maining within hardware constraints. Our implementa-
tion integrates with both simulated and hardware Ising

http://www.doi.org/10.24132/CSRN.2025-A67

Quantum Informatics, Computing & Technology 2025

https://www.qc-horizon.eu/

solvers and is publicly release together with a bench-
mark suite of over five thousand QUBO instances from
QUBOLIb,jP}

¢ Algorithmic contributions: (i) a decision mecha-
nism that triggers an Ising oracle at different stages
of the branch and bound process; (ii) a graph-aware
branching rule coupled with edge-contraction pre-
processing.

* Empirical contributions: an open-source imple-
mentation and benchmark over more than a thou-
sand instances show a median 17% node reduction
and 11% wall-clock speed-up. The shifted geomet-
ric mean with a 10-second shift (SGM10) reduces
baseline solve time from 154 s to 137 s.

The remainder of this paper is organized as follows.
Section E] reviews exact, heuristic, and quantum ap-
proaches. Section [3] describes the hybrid algorithm.
Section {4 presents empirical results.

Related Work

Quantum-centric hybrid methods.

Theoretical groundwork for integrating quantum
routines into classical branch-and-bound (B&B) was
laid in [Mon20], which formalized the Quantum
Branch and Bound (QBB) model and proved potential
speedups when quantum subroutines tighten bounds
or guide branching. Further theoretical developments
appear in [CMYP22]. Building on these ideas, several
prototype implementations have been proposed. The
work in [STE24] inserts D-Wave quantum-annealing
calls at selected B&B nodes to refine incumbents on
small QUBO benchmarks. The method in [MHNY24]
proposes Quantum Relaxation-Based B&B (QR-BnB),
where a gate-model device estimates ground-state
energies to tighten lower bounds. Reference [SRC25]]
introduces Branch-and-Bound Digitized Counterdia-
batic Quantum Optimization (BB-DCQO), which
branches on spins with high measurement uncertainty
to focus the search. The architecture in [HBBZ24]
sketches a forward-compatible design to offload entire
subproblem relaxations to future quantum devices.
Collectively, these works demonstrate two main QBB
insertion points, bounding and branching, while differ-
ing in hardware platform, problem size, and optimality
guarantees.

"https://github.com/SECQUOIA/
QuantumBranchAndBound
2https://github.com/SECQUOIA/QUBOLib. j1
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Classical-centric enhancements.

Classical improvements to B&B focus on structural
preprocessing, parameter tuning, and exploiting prob-
lem structure. The study in [RKS23] shows that ex-
ploiting sparsity, reducing symmetry, and tuning pa-
rameters in the open-source MIP solver SCIP can sig-
nificantly accelerate MaxCut (a special case of QUBO)
on large, sparse graphs.

Our approach.

We target currently available hardware and avoid mod-
ifying solver internals. Rather than embedding quan-
tum logic into the solver, we treat classical and quan-
tum Ising engines as external oracles invoked through
callbacks. These oracles provide candidate incumbents
and branching guidance, while the commercial solver
remains responsible for bounding, node selection, and
global optimality certificates. This black-box strategy
differs from QBB approaches that hard-code quantum
subroutines or require customized solver forks. It also
enables a fair, large-scale empirical study across thou-
sands of diverse QUBO instances.

2 BACKGROUND

This section provides concise background on the three
methodological pillars relevant to hybrid optimization:
exact B&B, classical heuristics, and quantum and
physics-inspired methods.

2.1 Exact Methods: Branch-and-Bound
and Variants

The branch-and-bound (B&B) method is a recursive
divide-and-conquer algorithm for solving mixed-
integer optimization problems (MIPs) to global
optimality. It systematically maintains upper and lower
bounds on the optimal value and prunes regions of the
search space that cannot contain better solutions. As a
result, B&B is an exact method that can find and certify
optimal solutions under general assumptions. We refer
to [CCZ"14] for mixed-integer linear programming
and to [BLI2] for nonlinear generalizations. The
typical steps of the B&B algorithm are:

1. Initialization (Root Node): Solve the continuous
relaxation of the original MIP, ignoring integrality
constraints. This yields an initial bound on the opti-
mal objective value. If the solution is already integer
feasible, it is globally optimal.

. Branching: If the relaxation has fractional values
for integer variables, choose one such variable and
create subproblems by imposing disjunctions (e.g.,
x; < [x7] or x; > [x]]), thereby partitioning the fea-
sible region.
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Bounding: Solve the continuous relaxation for each
subproblem. The solution provides a bound (upper
or lower, depending on the problem direction) on the
objective within that subregion.

Fathoming (Pruning): Discard a node if: (i) its re-
laxation is infeasible, (ii) its bound is worse than the
incumbent, or (iii) its relaxed solution is integer fea-
sible. If the new feasible solution improves the in-
cumbent, update the incumbent.

Node Selection: Select the next active node for ex-
ploration. Strategies include best-bound, depth-first,
or breadth-first. The goal is to explore promising
parts of the tree while managing memory.

Iteration: Repeat branching, bounding, and fath-
oming on the selected node. This recursive process
explores the full tree or continues until optimality is
proven.

Termination: Stop when no active nodes remain.
The incumbent is then the optimal solution. If no
feasible solution was found, the problem is infeasi-
ble.

While the branch-and-bound framework applies to both
linear and nonlinear MIPs, solving the relaxations at
each node can be computationally intensive. These
relaxations are typically continuous and convex. For
MILPs, they are linear programs (LPs), but more gen-
eral MIPs may involve convex nonlinear relaxations. In
some cases, these relaxations may even be nonconvex.
Subproblems created during branching can be nearly as
difficult to solve as the original problem. This observa-
tion has motivated the use of heuristics to either bypass
expensive relaxations or produce feasible solutions that
accelerate the search. Three common B&B variants
that exploit this idea are Branch-and-Prune, Branch-
and-Cut, and Primal Heuristics [LB96].

Branch and Prune: This variant focuses on recursive
branching and pruning of subregions that cannot
yield better solutions than the incumbent. Pruning
decisions rely on bounds computed from continuous
relaxations. A node is discarded if its relaxation is
infeasible, yields a bound worse than the incumbent,
or results in an integer-feasible solution. Tighter
bounds enable earlier pruning and improve conver-
gence.

Branch and Cut: This method augments B&B by
adding cutting planes to the relaxed subproblems.
These valid inequalities are violated by the current
relaxation but respected by all feasible integer
solutions. Effective cuts, such as Gomory, MIR,
or cover inequalities, can tighten relaxations and
improve pruning. Relaxations at nodes are typically
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continuous and convex. For MILPs, this means
LPs; for more general MIPs, they may be convex
nonlinear programs. Although cutting can improve
performance, excessive or poorly selected cuts
may slow down per-node solution times, so cut
management must be judicious.

Primal Heuristics: These methods generate high-
quality feasible solutions early in the search.
Stronger incumbent solutions improve pruning
efficiency by tightening the upper bound. Common
heuristic strategies include rounding, diving, local
search, and large neighborhood search [Ber06|.

* Rounding: Converts solutions from a relaxation
into integer-feasible ones using rounding rules,
followed by feasibility repair if needed.

» Diving: Fixes variables based on their fractional
values and recursively solves subproblems to ex-
plore promising regions.

¢ Local Search: Improves a given solution by ex-
ploring its neighborhood using swap, flip, or ex-
change moves.

¢ Large Neighborhood Search (LNS): Relaxes a
subset of variables and resolves the resulting re-
duced problem to escape local optima.

2.2 Heuristic Algorithms

Given the NP-hardness of QUBO, exact methods be-
come impractical for large-scale instances. To address
this, the literature has proposed a wide range of heuris-
tics and approximation algorithms capable of producing
high-quality solutions within reasonable computational
time. In many cases, heuristics have been shown to re-
cover optimal solutions on benchmark instances.

Simulated Annealing (SA) is a widely used metaheuris-
tic inspired by the physical process of annealing in met-
allurgy. SA explores the solution space by iteratively
proposing neighboring solutions [KGJV83|. Improve-
ments are always accepted, while worse solutions may
be accepted with a probability that decreases over time
according to a predefined cooling schedule. This mech-
anism helps the algorithm escape local minima and ex-
plore diverse regions of the search space. The per-
formance of SA is highly sensitive to parameter tun-
ing, especially the cooling rate. For QUBO problems,
several effective implementations have been reported
in [AHA9S| [Bea9§]].

Local Search heuristics form another important cat-
egory. In particular, Tabu Search uses a short-term
memory structure (the tabu list) to prevent cycling and
encourage diversification. At each iteration, the best
admissible neighbor is selected, potentially even if it
worsens the objective. This process allows escape from
local optima. Detailed implementations can be found
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in [Bea98|, |GKA9S|. Iterated Local Search combines
local search with strategic perturbations. Effective vari-
ants for QUBO are given in [PalO4]].

Genetic Algorithms (GAs) represent a population-based
heuristic that mimics evolutionary processes. A pool
of candidate solutions evolves through -crossover
(recombination) and mutation (random perturbation).
Selection is based on fitness, typically measured by
the QUBO objective value. Many GA implemen-
tations incorporate local search to refine offspring,
although convergence can be slow and quality may
vary. These methods are computationally demanding
and sensitive to population diversity. Relevant studies
include [DSECO0S, IHAAQ0, ME99].

Additional heuristic families include path relink-
ing [FPRRO2||, cross-entropy methods [LDMO9],
global equilibrium search [PPSSOS], and greedy con-
struction strategies [FPRR02]. For a comprehensive
empirical comparison across heuristics for QUBO
and Max-Cut, we refer to the systematic evaluation
in [DGS18].

2.3 Quantum and Physics-Inspired hy-

brid Methods

Several quantum computing paradigms and their
corresponding hardware implementations have been
proposed to tackle difficult optimization problems. A
Prominent example is Adiabatic Quantum Computing
(AQC), which begins with a quantum system in the
ground state of an initial Hamiltonian and slowly
evolves it toward a cost Hamiltonian encoding the
optimization objective. If the evolution is sufficiently
slow, the adiabatic theorem suggests the system
remains in the ground state of the final Hamiltonian,
corresponding to the optimal solution. = However,
determining how slow is "sufficiently" slow depends
on the minimum spectral gap during evolution, which
is generally intractable to compute. As a result,
real implementations use heuristics for schedule
selection and face challenges such as thermal noise,
decoherence, and limited qubit connectivity. These
limitations often require embedding logical variables
using multiple physical qubits, which adds overhead.
Quantum Annealing (QA) models AQC in the presence
of such physical imperfections and is used as a heuristic
optimization method.

An alternative to AQC is the gate-based quantum
computing model. In this framework, Variational
Quantum Algorithms (VQAs) have emerged as a family
of hybrid quantum-classical methods suitable for
optimization [CAB™21]]. VQAs rely on parameterized
quantum circuits whose performance is evaluated by a
classical optimizer based on a measured cost function.
The classical optimizer updates the parameters to
minimize this objective, typically through iterative
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feedback. Training these circuits is known to be
NP-hard in general [BK21].

Among VQAs, the Quantum Approximate Optimiza-
tion Algorithm (QAOA) has become a widely studied
strategy for combinatorial problems [WWJT20].
QAOA alternates between applying the cost and
mixing Hamiltonians. The number of alternations
determines the circuit depth. Each round involves
optimizing a set of continuous parameters, known as
rotation angles, that control the unitary operations. Al-
though QAOA is provably optimal in the infinite-depth
limit due to its equivalence to AQC, its performance
at finite depth remains difficult to analyze because
of quantum many-body interactions and -classical
optimization difficulties [UB21]].

We point out that all (VQAs) [CABT21], and the
Quantum Approximate Optimization Algorithm
(QAOA) [FGG14], together with Ising-based hardware
such as D-Wave quantum annealers [JAG™11], and
coherent Ising machines [HSI"21|] are specifically
designed to tackle QUBOs heuristically. However,
hardware noise and embedding overhead still limit
scale, but empirical gains on medium-sized problems
are encouraging [MMB22]. For a broader review of
quantum heuristics for Ising problems, we refer the
reader to [SBC20].

As pointed out in the introduction, Quantum Branch-
and-Bound (QBB) frameworks integrate such routines
into classical B&B, aiming to accelerate bounding or
branching while preserving global optimality guaran-
tees [MANY?24] ISRC™25| [STE24].

3 PROPOSED METHODS

In this work, we propose and implement a hybrid quan-
tum branch-and-bound (B&B) algorithm specifically
designed for solving QUBO problems. The core idea is
to incorporate heuristic solutions obtained from quan-
tum hardware into the B&B tree to tighten the upper
bound and enhance pruning efficiency. In general, mod-
ern B&B solvers allow external solution information
to be injected in three ways: MIPStart (also known
as warm start), heuristic callbacks, and variable hints.
Since quantum solvers typically provide complete fea-
sible solutions rather than partial guidance, our method
focuses on the first two mechanisms and does not con-
sider variable hints, which are better suited for soft
guidance rather than hard feasible inputs.

Algorithm [I] shows the high-level pseudocode of our
method. Compared to the standard B&B algorithm,
our approach introduces three key enhancements. First,
quantum solutions are injected at the root node using
the MIPStart mechanism, allowing the solver to begin
with a high-quality incumbent and prune large portions
of the tree early on. Second, we extend this injection
strategy to subtrees by invoking heuristic callbacks at
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interior nodes. This enables the algorithm to continu-
ally benefit from quantum-generated solutions through-
out the search. Even though hybrid quantum solvers
can handle QUBO problems beyond the size limits of
quantum annealers, the quality and efficiency of quan-
tum solutions tend to degrade with problem size. To
better exploit quantum hardware, we design branch-
ing strategies that prioritize subproblems likely to be
smaller and thus more amenable to high-quality quan-
tum solutions. These methods are implemented in our
library and extensively tested on thousands of QUBO
instances. More details about the experimental results
are presented in the next section.

Algorithm 1 Quantum Branch-and-Bound Framework

1:  Inject solution > via MIPStart
2:  Calculate branch priority > based on Q matrix
3:  Perform presolve

4:  Solve root node LP relaxation

5. while termination criteria not met do

6: Node selection

7 Inject solution > via heuristic callback
8: Node presolve

9: Solve the LP relaxation

10: Apply cutting planes

11: Apply primal heuristics

12: if a feasible integer solution is found then

13: Update incumbent solution

14: else if the node is still feasible then

15: Branch on fractional variables

16: Insert child nodes into the search tree

17: end if

18: end while

3.1 Root node: MIPstart

Quantum solvers, such as quantum annealers, are de-
signed to solve QUBO problems by reformulating them
as equivalent Ising models that can be directly mapped
onto quantum hardware. For large-scale QUBO in-
stances that exceed the capacity of physical quantum
annealers, hybrid solvers combine classical and quan-
tum resources to solve the full problem without man-
ual decomposition. This makes it possible to directly
apply quantum solvers to the original QUBO problem.
Although such solvers can return feasible solutions,
their quality is not always guaranteed, especially for
problems with many variables or complex landscapes
[PNDOS]. Nevertheless, these solutions can still pro-
vide useful upper bounds for minimization problems,
and can be injected into the root node of a branch-
and-bound solver using MIPStart, which allows users
to supply one or multiple feasible solutions to guide the
search. This process corresponds to Stepl in Algorithm

m
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3.2 Injection at internal nodes

An extension of the root-node injection idea is to insert
solutions at internal nodes, finding a high-quality solu-
tion to each branch of the tree. These insertions can be
handled by heuristic callbacks, a technique available in
modern MIP solvers that allows users to supply a feasi-
ble solution dynamically during the tree search. These
callbacks are implemented in step 7 of Algorithm [I]
Howeyver, these calls must be handled with care, as we
now discuss. Invoking heuristic solvers at every node
can be prohibitively expensive and may significantly
increase the overall computation time. We consider
the following strategy to mitigate this. Since QUBO
does not have constraints, a feasible solution for one
node in the tree is feasible for all its child nodes. This
suggests that instead of obtaining heuristic solutions at
each node, we rather find a large set of high-quality
solutions a priori, i.e., before starting the branch and
bound algorithm, and store these solutions for later use.
This strategy also aligns well with the high-throughput
nature of quantum solvers, which are capable of pro-
ducing a large volume of feasible solutions.

3.3 Embedding and Branching Priority

To solve an arbitrarily posed binary quadratic problem
directly on a D-Wave system requires mapping, called
minor embedding, to the QPU Topology of the system’s
quantum processing unit (QPU) [OOTT19]. By default,
DWave will call minorminer to find the embedding of
the input QUBOs. Because the quantum processing
unit is inherently limited by the number of qubits, it
is desirable to embed problems with a smaller number
of variables. Figure [I| shows an example of an embed-
ding for a 3-variable QUBO (Z2) onto a four-node QPU
topology [D-Wnd]. The QUBO problem is first repre-
sented by the triangular graph, where nodes represent
variables and edges represent the quadratic terms. Em-
bedding aims to map the triangular graph into the fully
connected and sparse four-node graphs.

min2x;xy + 2x1x3 + 2XpX3 — X] — X2 — X3 2)

Triangular graph of QUBO QPU Topology Embedding

Figure 1: Example of embedding a 3-variable QUBO
problem

This suggests that one should call a heuristic solver pre-
cisely on the nodes where most variables have been
fixed, which are either deep nodes (i.e., further down
the tree) or nodes where variables that appear in a large
number of quadratic terms have been fixed. To illus-
trate, consider the following example. Suppose that we
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Figure 2: Example of calculating branch priority from
quadratic objective matrix

are given a QUBO with Q matrix as in Figure [2] which
gives the optimization problem

min 4xyxy —2x1x3 — 8x1x4 — 4xpx4 + 8x3x4 (3)
x€{0,1}*

Observe now that if x; and x4 are fixed, we obtain an
optimization program on variables x; and x3 without
quadratic terms. This toy example suggests that a good
rule of thumb consists of first branching on variables
that appear in many quadratic terms in the objective
function, as they have a larger potential to diminish the
size of the problem when branching on them.

Formally, we consider the matrix graph G(Q) of Q
where the vertices correspond to the variables in Pro-
gram|[I] and we add an edge between two vertices i and
J if Qij # 0. The degree of a vertex d(i) is the num-
ber of edges incident to it, or equivalently, the number
of quadratic terms of the form Q;;x;x;, j € N in which
the variable x; appears in the objective. We define the
Branch priority of a vertex of G(Q) as its degree. Fig-
ure [2] shows an example of computing branch priority
for QUBO problem (3). In the branching step of our
proposed B&B algorithm, we continue the iteration on
the branch with the highest branch priority, breaking
ties arbitrarily. This step is implemented in lines 2 and
15 of Algorithm I}

4 NUMERICAL EXPERIMENTS

We evaluate the proposed Quantum Branch-and-
Bound method on a benchmark set of 5807 instances
from QUBOLIib, which includes planted solutions
to 3-regular 3-XORSAT and 5-regular 5-XORSAT
problems. Figure [3| and Table 1 provide a statistical
overview of these instances. Figure 3 illustrates
the quadratic sparsity of the QUBOLIib instances,
revealing a clear trend: as the number of variables
increases, the quadratic term sparsity also increases.
Table 1 categorizes the full benchmark set into three
collections. The 3-regular 3-XORSAT problems are
sourced from two different arXiv datasets, while the
S-regular 5-XORSAT problems cover significantly
larger problem sizes, with up to 24,576 variables.

Our Quantum Branch-and-Bound algorithm is imple-
mented using a modular and extensible Julia-based
pipeline. We begin by loading over 5000 QUBO
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instances from the QUBOLib benchmark using the
QUBOLib.jl and QUBOTools.jl [XRAT23|
packages. Each instance is translated into a structured
model using the JuMP modeling language.

To guide the branching decisions within the solver,
we calculate the degree of the graph induced by the
quadratic objective matrix using Graphs. j1. The
branching priority information is passed to Gurobi
11.0.0, utilizing its Branch & Cut capabilities for exact
optimization. The NonConvex parameter is set to
2 to enable solving non-convex quadratic programs,
which are reformulated into bilinear forms and handled
via spatial branching. All experiments are run with
ThreadLimit =1 and a time limit of 900 seconds.

In addition to exact methods, we incorporate
heuristic warm-starts from quantum solvers such
as D-Wave via MQLib [DGS18], allowing the
solver to initialize with high-quality feasible solu-
tions. We test 16 heuristic methods from MQLib
, including BURER2002, FESTA2002GVNSPR,
PALUBECKIS2004bMST3, PALUBECKIS2006,
FESTA2002GPR, FESTA2002GVNS, MERZ2004,
PALUBECKIS2004bMST2, BEASLEY1998TS,
LU2010,FESTA2002G, PALUBECKIS2004bMST1,
MERZ1999GLS,MERZ2002KOPT, ALKHAMIS1998,
MERZ2002GREEDYKOPT. We also evaluate simulated
annealing using dimod.neal (v0.5.9), and quantum
annealing on D-Wave’s Advantage 4.1 system with
5,750 qubits and over 35,000 couplers.

To focus our analysis, we filter the dataset to instances
that (i) take more than 10 seconds to solve using default
Gurobi, and (ii) can be solved to optimality by at least
one of the tested methods within the time limit. This
yields a refined test set of 1,454 instances for detailed
comparison.

We measure performance using the shifted geometric
mean (SGM) of solve time and number of explored
nodes, with a shift of 10 (SGM10). If the instance is
not solved to optimality within the time limit, the solve
time is always set to the corresponding time limit and
we record the number of explored nodes. The results
are presented in Table [4]

Notably, MQLib only returns the best-found solution
to the given problem. When used with Gurobi’s MIP
start strategy, this solution is injected at the root node.
Alternatively, when used in a heuristic callback strat-
egy, MQLib is invoked at every node to attempt solv-
ing subproblems. For SA and QA, we experiment with
injecting the top 1, 10, 30, or 100 solutions sorted by
objective value. In callback mode, SA and QA are ap-
plied once at the root node to generate a solution pool.
During the branch-and-bound process, solutions from
this pool are selectively injected based on the node sub-
problem. Moreover, to test the upper bound of the im-
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provement, we tested the performance of providing the
best solution in the MIP start strategy.

The results are summarized in Table @] Among the
16 tested MQLib heuristics, PALUBECKIS2006
consistently achieves the best performance. To sim-
plify the presentation, we only report the results of
PALUBECKIS2006 in Table [4] as the representative
MQLib method. It is shown that using branch priority
alone improves Gurobi’s performance by 17.3% in
node count and 11.1% in runtime. When using MIP
start with PALUBECKIS2006, simulated annealing,
or quantum annealing, we observe approximately
10% runtime improvement. For simulated annealing,
injecting more solutions leads to a modest 3% addi-
tional improvement, while quantum annealing shows
limited sensitivity to the number of solutions provided.
Combining MIP start with branch priority yields
better results than MIP start alone, but still slightly
underperforms the branch priority strategy alone. The
results of injecting the best solution demonstrate the
upper bound of improvement achievable via solution
injection: the runtime is reduced by 83.0%, and the
number of explored nodes drops by 90.6%, while still
solving 1170 out of 1454 instances. Even though the
results remains similar when combined with priority, it
confirms the potential of how much high-quality starts
can dramatically accelerate solving.

When applying heuristic callbacks, we find that invok-
ing MQLIib at every node introduces significant over-
head, leading to longer runtimes and a reduced solve
rate of 921 out of 1,454 instances. While SA and QA
callbacks are applied in a more efficient way and in-
voked only once and used via a solution pool, they still
result in longer solve times and slightly fewer explored
nodes. These findings suggest that node-level heuristic
injection is often too costly in practice and should be
used cautiously.
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Figure 3: Quadratic sparsity of QUBOLIb instances
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Collection #of instances  # of variables
3-Regular 3-XORSAT [KAHL22] 2300 16 ~ 4096
3-Regular 3-XORSAT [Hen19] 3200 16 ~ 4096
5-Regular 5-XORSAT [Hen19] 307 24 ~ 24576
Table 1: XORSAT Planted Solutions Collections -
QUBOLIb

S CONCLUSIONS

This work proposes a practical hybrid quantum-
classical branch-and-bound framework for solving
QUBO problems to global optimality. The proposed
method provides a unified framework to integrate
Ising solvers, including both classical heuristics and
quantum annealers, into a Gurobi-based branch-and-
bound solver. Extensive experiments on over 5,800
instances from QUBOLIib show that warm-starting with
high-quality solutions from Ising solvers yields a 5%
improvement and a carefully designed branch priority
rule alone can reduce solve time and node count by
over 10%. However, the improvement remains well
below the potential upper bound obtained by providing
the best solution. Additionally, node-wise heuristic
callbacks are computationally expensive and often
counterproductive. Overall, our results validate the
potential of hybrid quantum-classical strategies to
accelerate exact solvers on structured QUBO problems.
Developing more effective methods for integrating
quantum solvers as node-wise heuristics remains an
open direction for future research.
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