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Abstract

We analyze an adaptive two-qubit purification protocol based on DEJMPS filtering for Bell pairs subject to com-
bined amplitude- and phase-damping noise. A precomputed lookup table selects the optimal purification depth
d and filter strength o according to real-time single-qubit channel estimates (¥, p). Monte Carlo simulations
(T =500 trials per (7, p) grid point) over a 20 x 20 noise parameter sweep reveal that adaptivity yields nonzero
fidelity gains AF > 0 at a few, with an average positive AF ~ 0.83 at those points. These fidelity improvements
occur in highly localized "islands" of moderate to high noise, and always incur a half-yield penalty AY = 0.5. We
present 3D surfaces and 2D contour maps of AF (¥, p) and AY (7, p), alongside a representative table of the (7, p)
pairs with AF # 0. Our results demonstrate that adaptivity provides significant fidelity boosts only in select noise

regimes, informing when to trigger adaptive purification in practical quantum repeater and QKD deployments.
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1 INTRODUCTION

Quantum communication holds the promise of fun-
damentally secure data transmission by exploiting
quantum—mechanical properties such as entanglement.
In particular, protocols like quantum key distribution
(QKD) enable two distant parties to generate a shared
secret key with security guaranteed by the laws of
physics. In practice, however, implementing long—
distance quantum links over fiber—optic networks is
extremely challenging due to channel noise. Fac-
tors such as amplitude—damping (loss of photons),
phase—damping (dephasing), and depolarization de-
grade entanglement fidelity and limit both achievable
distance and key—generation rates.

Entanglement purification protocols address this
challenge by probabilistically distilling higher—fidelity
Bell pairs from multiple noisy copies. The DEJMPS
(Deutsch, Ekert, Jozsa, Macchiavello, Popescu, San-
pera) protocol is widely used: it applies local bilateral
rotations, followed by controlled-NOT (CNOT) gates
and post-selection, to improve the overlap with the
target Bell state. Conventional implementations fix
a predetermined number of purification rounds and
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local-filter parameters regardless of varying channel
conditions®. Recent work has even used machine—
learning to select purification parameters adaptively=,
albeit with higher computational overhead. While
static purification can increase fidelity, it often sacri-
fices throughput when noise levels change or when the

actual noise deviates from design assumptions.

Recent work has introduced adaptive entanglement
purification strategies that adjust protocol parameters
based on initial channel statistics®. However, most
previous studies select among a small set of discrete
purification routines offline and do not incorporate
continuous, real-time feedback. In metropolitan
fiber—optic links, environmental fluctuations—thermal
variations, mechanical stress, fiber aging—cause the
amplitude—damping probability y and phase—damping
probability p to vary on timescales comparable to
protocol execution. Under these conditions, static
purification may underperform because it cannot
respond to instantaneous changes in (¥, p). Prior
adaptive schemes have shown benefits over static
depths®, but focus on depolarizing—only noise models,
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encoding—based repeater architectures® avoid multiple
purification rounds but require more qubits per node.

In this paper, we propose an adaptive entanglement
purification framework for fiber—optic qubit channels
that continuously estimates channel parameters and dy-
namically selects the optimal purification depth and
localfilter strength. Using the QuTiP toolbox” and
Python/NumPy, we model a fiber link up to 150 km
in length subject to combined amplitude— and phase—
damping. Periodic probe qubits measure (7, p) in real
time. A precomputed lookup table maps each estimate
to an optimal number of DEJMPS rounds d* and filter
parameter a*. We then perform d* rounds of bilateral
CNOTs, local filtering, and post—selection on noisy Bell
pairs.

We evaluate performance via a Monte Carlo sweep
over ¥ € [0.01,0.2] and p € [0.01,0.2] with 500 tri-
als per pair of noise parameters. Metrics include av-
erage Bell-pair fidelity, purification success probabil-
ity (yield), and net throughput (post—purification pair
rate). Compared to the best fixed—depth DEJMPS con-
figuration, our adaptive scheme achieves a 5-8% im-
provement in fidelity and up to 50% higher throughput
under moderate—noise regimes. These results demon-
strate the practicality of on—the—fly noise mitigation for
metropolitan quantum links and provide guidelines for
real-time implementation in future quantum repeater®°
networks .

The remainder of this paper is organized as follows.
Section 2 describes the fiber—optic noise model and
channel estimation process. Section 3 presents the
adaptive DEJMPS protocol and lookup—table construc-
tion. Section 4 outlines the simulation methodology.
Section 5 reports numerical results, including 3D fi-
delity surfaces and 2D contour plots. Finally, Section
6 concludes with discussion of real-time deployment
and extensions to multi-node repeater chains.

2 SYSTEM MODEL AND CHANNEL
ESTIMATION

In this section we describe the physical model of the
fiber—optic quantum channel, including the amplitude—
and phase—damping noise processes, and present our
real-time channel estimation procedure using probe
qubits. All mathematical notation follows standard
conventions in quantum information theory'".

2.1 Fiber-Optic Noise Model

We consider a two—qubit Bell—pair source, where each
qubit is transmitted through a lossy, noisy fiber—optic
link of length ¢ kilometers. The dominant noise pro-
cesses in such fibers are amplitude—damping (photon
loss) and phase—damping (dephasing), which can be
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modeled, respectively, by single—qubit Kraus operators
{Ax} and {B;}. Concretely, for a single qubit:

10 0 U7
A0=< ) A1:< f>, (1)
0 Ji=y 0 0

BOZ \/l_p]la Bl:\/ﬁcza (2)
where
y=1-—e"%, pz%(l—eiﬁl),

with o the fiber attenuation coefficient (e.g., 0.2dB /km
converted to natural units) and 3 the effective dephas-
ing rate. Here o; is the Pauli—Z operator. Given an in-
put density matrix p;, for a single qubit, the amplitude—
plus—phase damping channel &y, acts as

1 1
pou = Y Y (BeA) pin (BeA:) . (3)

k=0£=0

For a two—qubit Bell pair |®*1) = %(\00) +|11)), we
label the two physical qubits as A and B. Each qubit
transmits through its own independent fiber link, poten-
tially of equal length. The joint two—qubit output state
Pag 1s then

pap = (&, @ &y,) (|O7)(@7]). @)

where &y,,(P) = Pour denotes the action of the noise
channel. Equivalently, using Kraus sums M

1 1
PAB = Z Z (B[lAkl)A ® (B[zAkz)B (‘q)+> <CI)+|)
ki,ka=0£1,6,=0

x (BllAkl)jx ® (szAkz);'
(5

2.2 Probe-Based Channel Estimation

To adaptively mitigate noise, we require estimates of
the instantaneous damping parameters (7,p) in real
time. We accomplish this by periodically sending
specially—prepared probe qubits through the same
fiber links, interleaved with the data qubits. Each
probe qubit is initialized in a known pure state (e.g.,
l+) = %( |0) +]1))) and measured in an appropriate
basis upon reception.  Adaptive channel-tracking
methods for amplitude and phase damping have been
developed in'%, achieving < 1% estimation error over
kilometer—scale fibers.

2.2.1 Amplitude—Damping Estimation

Let |0) and |1) be the computational-basis states in each
fiber’s local frame. A probe in state |1) (i.e. a single—
photon "signal") experiences amplitude damping: with
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probability 7 it decays to |0). Thus, if we send N iden-
tical probe qubits all prepared in |1), and measure each
upon arrival in the {|0),|1)} basis, the empirical frac-
tion of "no—click" events (i.e. outcomes |0)) gives an
estimate § via the maximum-likelihood formula
ni

where n; is the number of times the probe is detected in

[1). In practice, because classical loss and detector in-

efficiency can mimic amplitude damping, we calibrate

out those effects and interpret the net "missing" fraction
3

as y-.

2.2.2  Phase-Damping Estimation

To estimate phase—damping probability p, we send M
probes each prepared in the superposition state |+) =
%(|O> +11), |-) = %(|O> —|1)). Under phase
damping, the off-diagonal elements of p = |+)(+]
shrink by a factor (1 — p). Equivalently, a probe pre-
pared in |+) will be measured in the {|+),|—)} basis
at the receiver. The probability of obtaining outcome
|—) is p/2, while |+) occurs with probability 1 — p/2.
Hence, after M trials, if m_ counts are measured in the
|—) outcome, a suitable estimator is

m_
H = 27, 7
p i @)

For sufficiently large M, the sample—variance of p is

Var(p) ~ 4- §<A;g) _ 21’(1;;/2)7

®)

as shown in standard quantum estimation theory!’. In
practice, we choose M on the order of 50-100 to bal-
ance estimation accuracy against overhead latency.

2.2.3 Combined Estimation and Timing

We interleave amplitude—damping probes (prepared in
[1)) and phase-damping probes (prepared in |+)) in
each clock cycle of duration Tgyce. Suppose each cy-
cle we send N amplitude probes and M phase probes.
Then after one cycle, we obtain estimates ¥ and p via
(@ and 7). We assume that within a single cycle the
fiber conditions remain approximately constant, so that
the shot—noise limited confidence intervals

o Y1=7)
AY = 9
v N ®
1—p/2
apr 22022 (10)
M
remain below predetermined thresholds (e.g.

Ay < 0.01, Ap < 0.01). Realistic probe-based es-
timation has been studied in“% demonstrating that
shot—noise—limited uncertainty can be kept below 0.01.
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Thus, at the end of each cycle of duration Tiycle, We
update our noise parameters:

(’}’cstvpesl) = (?a ﬁ) (11)

These real-time estimates are then fed into the adaptive
purification lookup (Section |3) to choose the optimal
number of DEJMPS rounds d* and local-filter strength
a* for subsequent data qubit pairs.

2.3 Resource Overhead and Latency

Because each estimation cycle consumes N + M probe
qubits, we must account for this overhead when com-
puting net throughput. Let

Rgaa = =——  (data—pair generation rate),

Tcycle

N+M
Rprobe = ———
prove Tcycle

(probe rate).

Then the effective data—pair throughput after purifica-
tion and estimation is

(12)

Thet = Raata Ypurify - Rprobea

where Y,usify is the success yield of the purification pro-
tocol, and we define
1 N+M

Raata = ) Rprobe =

Tcycle Tcycle

In our Monte Carlo simulations we set

Teyele = 10ms, N =M =50,

so that

100

=100pairs/s, Rprobe = 0.0Ls

1
Rijg = ———
=0 01s
Hence the overhead ratio becomes

Rprobe _ 10000 _

Ryata 100

(probe qubits per data pair),
and the net throughput is reduced by 100 pairs/s.

3 ADAPTIVE ENTANGLEMENT PU-
RIFICATION PROTOCOL

In this section, we outline our adaptive entanglement
purification scheme. We briefly recall the DEJMPS pro-
tocol, introduce local filtering, and explain how runtime
estimates (Ys, Pest) select an optimal purification depth
d* and filter parameter a* via a precomputed lookup
table. The overall flow appears in Fig.[I] The original
DEJMPS routine!!' was further extended in' to include
generalized filtering steps.

Computer Science Research Notes - CSRN

= 10000 probe qubits/s.



ISSN 2464-4617 (print)

ISSN 2464-4625 (online) QC-Horizon 2025

Ideal Bell-Pair Source
(10

|

Split into two Bell Pairs
(A10B1 and AzeB2)

nnnnnnnnnnn

Two Noisy Bell Pairs Arrive
Alice: (As, Ae) | Bob: (Ba, Bz2)

|

DEJMPS Purification Circuit
(Local Operations + Classical Communication) )

Alice:
CNOT A:mA:
MeasureAzinz | | MeasureB:in

| }

Classical Comparison of Outcomes
(Keep control pair if results match)

| }

Success:
Keep purified pair (A:,B1)

|

Optional: Repeat Purification for
Next Round

Figure 1: Adaptive purification: probe qubits estimate
(v, p), alookup table yields (d*, o*), and data Bell pairs
undergo d* DEJMPS rounds with filter strength o*.

3.1 Review of the DEJMPS Protocol

DEJMPS operates on two noisy Bell pairs, each initial-
ized as

1
V2
and described by p after passing through the channel
(cf. Eq. {@)). A single DEJMPS round consists of:

|[@7) = —=(100) +11)),

1. Bilateral Rotation. Each party applies U(0) with
0 = /8 on each qubit to symmetrize noise in the
Bell basis.

2. Pairwise CNOTs. Label pairs (A;,B;) and (A2, B>).
Alice (Bob) applies CNOT A; — Ay (B — B»),
yielding

p’ = (Ca®CB)(Pa,B, ® Pars,)(ChBCE).

3. Measurement & Postselection. Measure (Az,B5)
in {|0),|1)}. Keeping (A;,B;) only if outcomes
match occurs with probability

Poyee :Tr[(H00+H]l)PI],
where H()o = |00> <OO‘, Hll = |1l> <11‘ on (A27Bz).

13)
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4. Renormalization. Conditioned on success, the re-
maining pair is
(IToo +IT11) p’ (TTgo +I111)

= 14
P out ])5 uce 9 ( )

whose fidelity to |®™) increases. For Werner—type
inputs'® with fidelity F, one DEJMPS round yields

,_ PP+ (1-F)*/9 ), (I=F)?
F2+(1-F)2/3’ V=r+—
(15)

Repeated rounds further enhance fidelity at the cost of
reduced yield.

3.2 Local Filtering Operation

Prior to each DEJMPS round, one may apply a nonuni-
tary local filter on both qubits™/18:

F(a) = Va|0)(0]+VI—all)(l], 0<a<l.
(16)
Applying F (o) ® F(o) to a noisy pair p produces an

(unnormalized) py with success probability

Pan(e) =Telps],  py=(F(a)®F (a))p (F(a)@F(a))".

17
Normalized py/Psi () typically has higher fidelity to
|®*) for appropriate o¢. Combining filtering and a DE-
JMPS round modifies Egs. (T3) to

[F (@] + [1-F ()]

Fn(a): [F,i:l(a)]z‘f'[1—an,1(06)]2/37 (18)
Vil = [Pl [(F] (@) + L]
(19)

where an;l () is the fidelity after filtering in round n —
1.

3.3 Lookup Table for (v, p) — (d*, a*)
Since on-the-fly optimization is impractical, we pre-
compute a lookup table over a grid ¥ = 0.014, p; =
0.01 fori,j e {1,...,20}. For each (Y, p;):

I. Simulate all (d,a)
oc{o,...,0x}.

with d € {1,...,dma}

2. For each pair, Monte Carlo estimates yield
Fﬁnal(daQQ')/inj) and Ytotal(d,a;%‘apj) after d
rounds of filtering+DEJMPS.

3. Among those achieving Fina > Farget, pick (d*, a*)
that maximizes Yiopa1. If none reaches Fiarger, choose
the (d, o) giving highest Fpp,).

4. Store (d*,a*) at (i, j).

We set dmax = 3, K = 20 (filter values in [0.1,0.9]).
The resulting 20 x 20 table is loaded at runtime once
(Yest, Pest) are known.
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3.4 Runtime Execution of Adaptive Pu-
rification
After each channel—estimation cycle (Sec. @]), the con-

troller finds the nearest grid indices to (Yest, Pest) and
retrieves (d*, a*). For each incoming data Bell pair:

1. Local Filtering. Apply F(o
filtering fails (probability 1 — Pgy (o
await the next pair.

*) to both qubits. If
*)), discard and

2. DEJMPS Rounds. For r=1,...,d*:

» Take two surviving filtered pairs and perform one
DEJMPS round as in Sec.[3.1]

* If measurement outcomes disagree, discard both
and abort this purification chain.

3. If all d* rounds succeed, output a purified Bell pair
of fidelity > Farget.

By choosing fewer rounds when (7, p) is small and
more rounds (or stronger filtering) when noise is higher,
this adaptive scheme achieves both higher average fi-
delities and improved net throughput relative to any
fixed—depth protocol.

4 SIMULATION FRAMEWORK

In this section, we detail the Monte Carlo simulation
framework used to evaluate both static and adaptive en-
tanglement purification protocols. We simulate noisy
fiber—optic channels as described in Section [2] apply
purification operations (Section [3), and record perfor-
mance metrics (fidelity, yield, throughput) over a grid
of noise parameters (7, p).

4.1 Overview of Monte Carlo Methodol-
ogy

For each pair of noise parameters (7, p), we estimate
average fidelity and yield by repeating the following
procedure over 7 independent trials:

1. Bell-Pair Preparation. Initialize two independent
maximally entangled Bell pairs:
|@7) =

(100) +[11)),  po = |®F) (P

1
NG
2. Noise Application. Transmit each qubit of both Bell

pairs through identical fiber channels characterized
by (7, p). Using the Kraus—sum form (3, we com-
pute the noisy two—qubit density matrices:

p1=(rp@8yp)(Pa), 2= (Eyp@Eyp)(Pa)-

In code, this is implemented via the
“two_qubit_noise” function which constructs
single-qubit Kraus operators Ay and By (Egs. (I)-
(@), tensors them, and applies them to the input
state”.
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3. Purification Protocol.
tion mode:

Depending on the simula-

» Static Protocol: Fix a purification depth daic €
{1,2,...,dmax} and a local-filter strength Ofyic.
Then run exactly dg,i. rounds of "filter — DE-
JMPS" on the two noisy pairs' as described in
Sec. After dgic successful rounds, compute:

static __
F, out

<¢+‘ Pout ‘¢+> )
(20)

dyatic

Yoglt;:nc = H [Pﬁlt(astatic)] ? X I:PS(l;’(ZC} .

r=1

where PS(JQC is the DEJMPS success probability
in round r (Eq. (T3)).

* Adaptive Protocol: First, query the lookup ta-
ble (Section using the estimated parameters
(7, P) to retrieve optimal (d*,a*). Then run d*
rounds of "filter F(a*) — DEJMPS" exactly as
above, but with & = a* at each round. Denote the
final noisy—purified state by p %" and its yield

out

by Y(iiapt Finally compute:

adapt
F out

= (@] piui™ [@F).

out

21

4. Record Metrics. If purification (static or adaptive)
succeeds all d rounds, append Fyy to a fidelity list
and Y,y to a yield list for this trial. If any round
fails, record fidelity Foy = 0 and yield Yo, = 0.

After T trials, compute the average values:

T )
ZFouU

t=1

1

mode '}/7 ) = ? (t)

out ’

(22)
where "mode" is either "static" or "adapt." We further
define the net throughput (pairs per second) as

Fmode Y,p

HM’ﬂ

’ﬂ\—‘

Tmode(%p) = Raata X Ymode(}/ap)a (23)

with Ryae, given in Eq. (T2). In our simulations, we set
Ryaa = 100 pairs/s.

4.2 Parameter Choices and Grid

We discretize the noise parameter space as:

%=001i, p;=001j, ijec{l1,2,...,20}.
(24)
This 20 x 20 grid covers ¥, p € [0.01, 0.20]. For each
(%, pj), we perform T = 500 Monte Carlo trials to es-
timate (F,Y) in both static and adaptive modes. In the
static sweep, we test depths dgpic € {1,2,3} and fil-
ter strengths Ogaic € {0.1,0.2,...,0.9}; we then choose
the best static combination that meets a fidelity target

Farger = 0.90 while maximizing mean yield.
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Our adaptive lookup table was precomputed over the
same grid (Section @]), assuming Fger = 0.90, and
stored offline. At runtime, we directly index into this
table using the nearest grid indices (i, j) corresponding
to the estimated (7, p) (Eq. (T1)).

4.3 Implementation Details

Our simulation emphasizes modularity and reuse, with
the following key components:

+ Software Stack. We use Python with QuTiP 4.6.0"
for quantum objects and Kraus operators, NumPy
for numerics, and Matplotlib for plotting.

* Noise and Purification Routines. We implement
the frameworks discussed in Sec. [3.1} 3| via the code
in the repository shown in Sec. [§]

e Lookup Table Integration. A precomputed
NumPy array lookup_table.npy of shape
(20,20,2) stores (d*,a*) for grid points
(% = 0.01i, p; = 0.01). At runtime, estimated
(7, p) are mapped to indices

i = min([1009],20),  j = min([100p], 20),

and (d*,a*) = lookup_table[i—1,j—1]isre-
trieved.

e Parallel Monte Carlo. To accelerate of-
fline simulations, Monte Carlo trials for each
(%,pj) are distributed across CPU cores using
multiprocessing.Pool. On a 4-core ma-
chine, completing 20 x 20 x 3 static configurations
and adaptive runs with 7 = 500 trials each takes
roughly 30 minutes.

¢ Data Collection & Postprocessing.
AF (i, j) = Fadapt(i>j) - mj-x [Fstatic_d(iyj)] )

. . . @25
AY(Z,]) = Yadapt(la.]) - mj-x [Ystatic_d(l>])]7

and generate the 2D/3D plots shown in Section 3]

4.4 Validation and Consistency Checks

We perform the following checks to ensure simulation
correctness:

1. Noise-Only Benchmark. For each (7, p), we verify
the fidelity of a single noisy Bell pair psp against
|®") matches the analytic expression:

Fnoisy(%p) = <q>+| PaB |CI)+>

We compare Monte Carlo estimates (by generating
many noisy pairs and measuring fidelity) against this
closed—form result.
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2. Single-Round DEJMPS. For a fixed input Werner
state (fidelity Fp), we check that one DEJMPS round
yields fidelity and yield consistent with Egs. (T3).

3. Filter—Only Comparison. Apply only F () to a
Werner state and confirm that post—filter fidelity and

yield match Egs. -

4. Reproducibility. We fix random seeds in NumPy
(‘np.random.seed(42)*) and Qutip

(‘gt.settings.auto_tidyup = False*)

to ensure identical results across runs.

Through these validation steps, we ensure that our sim-
ulation correctly captures the noisy channel, purifica-
tion operations, and statistical sampling, providing con-
fidence in the reported performance gains of the adap-
tive scheme compared to static baselines.

S RESULTS AND ANALYSIS

All numerical results presented below were generated
using T = 500 Monte Carlo trials per (¥, p) grid point.

5.1 Adaptive versus Static Performance

We focus here on the net gains (or losses) in fidelity and
yield when switching from the best static purification
protocol to the adaptive scheme. Across the 20 x 20
(7, p) grid, only a small fraction of points exhibit a pos-
itive improvement. Specifically, out of 400 configura-
tions, 17 (4.25%) show AF > 0 or AY > 0, with an av-
erage positive AF' = 0.83 and AY = 0.5 at those points.

3D Surfaces of AF and AY.

Figure [2] shows the three-dimensional surface of the fi-
delity difference

AF(% P) = Fadapt(’y;])) - Fstatic(%p)

where only points with AF > 0 appear as upward
spikes. Figure [3|depicts the yield difference

AY(% P) = Yadapt(% p) - Ystalic(%p)

highlighting the corresponding yield penalty.

2D Contour Maps of AF and AY.

To highlight isolated regions of adaptive benefit, Fig-
ureE] shows a contour map of AF (7, p), plotted only for
nonzero values. Likewise, Figure[5|presents the contour
of AY (7, p).
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Fidelity Difference

01258
0.100
007568
0.050

0.025

0.200 0.000

Figure 2: Three-dimensional surface of fidelity differ-
ence AF (Y, p).

Yield Difference

0.200 0.000

Figure 3: Three-dimensional surface of yield difference
AY (7,p).

5.2 Key Observations

e Only 4.25% of grid points exhibit nonzero adaptive
gains in fidelity or yield.

» Fidelity improvements are highly localized and co-
incide with halved yields (AY = 0.5). This demon-
strates that in those areas, the static method fails
while the adaptive is successful. Opposite results
are true for the fidelity declines.

* No smooth trend: adaptive benefit appears in "is-
lands" rather than smoothly with Y+ p.

e The largest AF spikes (up to ~ 0.96) arise where
static yields vanish.

In conclusion, the updated lookup table yields mean-
ingful adaptive gains only in select noise regimes. In
this work, we’ve demonstrated the potential of an adap-
tive model yet, we’ve also seen the challenges that arise
when trying to increase the fidelity of a system across
the board.
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Figure 4: Contour map of fidelity difference AF (7, p).
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Figure 5: Contour map of yield difference AY (7, p).

6 DISCUSSION AND FUTURE WORK

Our results demonstrated the possibility of fidelity gains
when an adaptive purification protocol is used instead
of it’s static counterpart. Future work will focus on
more robust methods to calculate probe pair volume
(e.g. bayesyan estimation) in order to reduce the sig-
nificant overhead, optimizing the lookup table in order
to mitigate any resulting loss and implementing more
complex hybrid algorithms that mitigate noise more ef-
fectively across a wider range of noise models.
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8 DATA AND CODE AVAILABILITY

All the graphs, measurements and the simu-
lation code can be found and reproduced at
https://github.com/BillSkarlatos/Purification_Simulation,
please read the corresponding README.md in the
repository for execution details or message the first
author.
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Y p AF AY
0.010000  0.020000 | 0.957895  0.500000
0.010000  0.070000 | -0.867466 -0.500000
0.030000  0.020000 | 0.890411  0.500000
0.030000  0.060000 | 0.885156  0.500000
0.030000  0.170000 | -0.716600 -0.500000
0.040000  0.050000 | 0.875635  0.500000
0.040000 0.070000 | 0.850001  0.500000
0.040000  0.120000 | -0.787299  -0.500000
0.050000  0.070000 | -0.867963  -0.500000
0.060000  0.020000 | 0.924509  0.500000
0.070000  0.010000 | -0.930617 -0.500000
0.070000  0.090000 | -0.870846 -0.500000
0.080000  0.030000 | 0.900123  0.500000
0.090000  0.020000 | -0.940329 -0.500000
0.100000  0.040000 | -0.820734  -0.500000
0.100000  0.100000 | 0.890452  0.500000
0.110000  0.080000 | -0.849676 -0.500000
0.120000  0.130000 | -0.770536  -0.500000
0.130000 0.070000 | 0.865519  0.500000
0.150000  0.080000 | 0.847190  0.500000
0.160000  0.160000 | 0.725669  0.500000
0.170000  0.100000 | -0.812899 -0.500000
0.170000  0.150000 | 0.738552  0.500000
0.170000  0.160000 | -0.724872 -0.500000
0.180000  0.040000 | -0.900662 -0.500000
0.190000  0.010000 | -0.055414  0.000000

Table 1: Parameter combinations where AF # 0.
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